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Abstract

In this thesis, we contribute in two main directions: modeling asynchronous time-series data and learning from partial labelled data. We first propose novel probabilistic frameworks to improve flexibility and expressiveness of current approaches in modeling complex real-world asynchronous event sequence data. Second, we present a scalable approach to end-to-end learn a deep multi-label classifier with partial labels. To evaluate the effectiveness of our proposed frameworks, we focus on visual recognition application, however, our proposed frameworks are generic and can be used in modeling general settings of learning event sequences, and learning multi-label classifiers from partial labels. Visual recognition is a fundamental piece for achieving machine intelligence, and has a wide range of applications such as human activity analysis, autonomous driving, surveillance and security, health-care monitoring, etc. With a wide range of experiments, we show that our proposed approaches help to build more powerful and effective visual recognition frameworks.
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Chapter 1

Introduction

In this thesis, we aim to study, explore, and develop a set of robust deep learning approaches in two main directions: modeling asynchronous time-series data and learning from partial label data. On modeling asynchronous time series data, we focus on the anticipatory reasoning of future events given a history of sparse and asynchronous observations of past events in time. We propose novel probabilistic models based on the framework of temporal point process which explicitly models the occurrence rate of future events given the timing and other characteristics of previous events. On learning from partial labels, we tackle the problem of learning deep networks with partial labels for classification of static images, and introduce a novel scalable solution for end-to-end learning of deep convolutional networks with partial labels.

1.1 Motivation

In this thesis, we focus on two challenging problems: (1) modeling event in time-series data with a particular focus on asynchronous event data, and (2) learning from large databases of partially labeled data. We choose visual recognition as a testbed to evaluate the effectiveness of our proposed approaches, however, our proposed frameworks are generic and can be used in modeling general settings of learning event sequences, and learning multi-label classifiers from partial labels. Visual recognition is a fundamental problem in computer vision with a wide range of applications in machine intelligence systems. In the past decade, visual recognition has attracted a significant amount of research. Most recently, with the emergence of deep learning and neural networks, there has been a significant improvement in this field. However due to the challenging nature of this problem, the performance of state-of-the-art models are still far from human recognition performance. This performance gap mainly arises from the fact that designing an effective recognition framework requires the ability to address challenging tasks of visual understanding, working with large databases, learning from noisy and partially labeled data, capturing object correlations, modeling time-series data, learning temporal dependencies and structures, etc. We show that our proposed approaches help to build stronger and more powerful frameworks in modeling time-series and learning from partial-labels domains, helping to build a more effective visual recognition framework.
1.1.1 Event Analysis in Asynchronous Time-series Data.

Event sequences, as a particular form of time-series data, are discrete events in continuous time, meaning that they happen irregularly and asynchronously in continuous time. This type of data is prevalent in a broad spectrum of areas such as human activities, health-care, stock market, seismology, e-commerce, social networks, etc.

Human activities produce sequences of events data whose understanding their complex temporal dynamic plays an important role in many video intelligent system applications such as surveillance and security, health-care monitoring, simulation systems, and etc. In online social media such as Facebook and Twitter, user activities can be seen as another example of event sequences. In this environment, users share news, opinions, and interact with other people. Understanding these social behaviors is of many domains interest, such as economic, advertisement, and marketing. In seismology, scientists work with large databases of earthquake records. Records of earthquakes in time are another example of event sequences since earthquakes occur sparsely and asynchronously in time. One active research field in this area is to predict future earthquakes based on the records of past earthquakes. If successful, it could help to save many lives, prevents major destruction, urban planning, etc.

In all the examples above, each event is discrete, and the temporal dynamics of events are complex and asynchronous, meaning that in a sequence, events happen irregularly in continuous time. There are a variety of complex processes behind these events. Basically, each event is an observation of a complex dynamic process. It is crucial to understand the characteristics and dynamics of this type of data so that plausible future predictions, as well as other downstream applications, such as intervention or recommendation, can be performed.

Although the analysis of sequential data has a very rich literature in time-series analysis, the asynchronous and probabilistic nature of event sequence data makes it challenging to utilize the power of off-the-shelf time-series approaches. In this line, at the first glance, discrete-time Markovian models such as AutoRegressive models [86], Kalman filter models [130], and Hidden Markov Models [35, 148] might seem a good match for modeling event sequences, however, these approaches are designed for discrete time-series which are regularly spaced data points in time. A common approach to use these models is to transform event sequences into regularly spaced data points. For example, for the case of earthquake data, we could represent it as a time-series of zeros and ones, where one indicates occurrences of an earthquake. However, such a setup is sensitive to the choice of aggregation window being used for this transformation, which might cause some information loss due to discretization error. Also, these transformations might make sequences much longer, which increases computational cost. Furthermore, Markov models do not perform well in capturing
long-term dependencies due to the state-space explosion issue involved with their model design. Continuous-time variants of Markov models [34, 55] relax the need for regularly spaced data point, but still suffers from the state-space explosion issue for capturing long-term dependencies.

Temporal point processes (TPPs) [22] provide us with an elegant and effective mathematical framework for modeling event sequences data. A temporal point process is defined as a stochastic process whose realizations consist of a list of events with their corresponding occurring times. These occurring times can either be real numbers from an index set (defined from prior knowledge) or sampled from an intensity function. While other time-series models learn temporal patterns synchronously (with each time-step being treated as an input to the model), TPP-based frameworks directly model the time intervals between events as random variables. With such a setup, it allows for modeling long sequences without vanishing gradients or costly memory issues. Moreover, temporal point process is able to mathematically incorporate the whole history in its model design (to capture long-term dependencies) without specifying the order as required by Markovian models.

Formally, a temporal point process is a stochastic process whose realization is a sequence of discrete events in time $t_{1:n} = (t_1, t_2, ..., t_n)$, where $t_i \in \mathbb{R}_{\geq 0}$ is the time when the $i^{th}$ event occurs. These events usually come with other characteristics such as type of event, actor of event, etc. In this literature, this information is known as mark and is modeled with the framework of mark temporal point process [22]. A mark temporal point process provides a probability distribution over events timing and the corresponding marks. Similarly, a mark temporal point process is an stochastic process whose realization is a list of events described with their corresponding time and mark $x_{1:n} = (x_1, \ldots, x_n)$ where each event $x_i = (t_i, y_i)$ is represented by the time it happens $t_i$ as well as the mark $y_i$. In this thesis, we formalize the input to the problem, similar to mark temporal point process as sequences of events $x_{1:n} = (x_1, \ldots, x_n)$ described by their occurring times and marks $x_i = (t_i, y_i)$.

A temporal point process is usually characterized with the conditional intensity function $\lambda(t)$ which encodes the expected rate of events happening in a small area around $t$ given the history of past events. More precisely, the intensity function $\lambda(t)$ is defined as the conditional probability of observing an event in an infinitesimal area $[t, t + dt)$:

$$\lambda(t|\mathcal{H}(t))dt = \mathbb{P}\{\text{event in } [t, t + dt)|\mathcal{H}(t)\} \quad (1.1)$$

where $\mathcal{H}(t) = (t_1, t_2, ..., t_{i-1})$ is the ordered sequence of all events that happened before time $t$ with $t_1 < t_2 < \cdots < t_{i-1} < t$. Given the intensity defined as above, the conditional probability
density function of the time of the next event in the sequence can be written as follows [105]:

$$f(t|\mathcal{H}(t)) = \lambda(t|\mathcal{H}(t)) \exp \left\{ -\int_{t_{i-1}}^{t} \lambda(u|\mathcal{H}(u)) \, du \right\}$$

(1.2)

For a long while, various works in this literature used to build hand-crafted intensity function in order to define a temporal point process [46, 54, 69]. For example, Poisson process [69] assumes that events happen independent of each other where the intensity is a fixed positive constant. In a more general case, inhomogeneous Poisson process is based on the assumption that intensity could be a function of time, but still independent of other events. The key contribution of all these models is to find a functional form of intensity that fits data distribution well by making various parametric assumptions on the underlying generative process of the data. Although shown effective in modeling simple synthetic datasets, these strong parametric assumptions make such frameworks lack the flexibility to model the generative process for real-life and complex data, hindering wider adoption of TPP-based frameworks.

Deep Neural Network (DNN) based algorithms have been shown effective and promising for various tasks including classification [23, 24], retrieval [10], prediction [47], and more. To improve the flexibility of point processes, multiple works proposed using DNNs especially recurrent neural networks (or its more recent variants such as LSTM [51], GRU [17]) in temporal point process learning [29, 60, 93, 134, 144]. In this line of work, history information is encoded by utilizing recurrent neural networks and exploited in learning the intensity of the point process distribution. Although improving over hand-crafted approaches, in these works, the intensity function is usually limited to simple forms which restricts the model performance. This is because the maximum likelihood training criteria involved with these models requires the intensity function to be simple for the likelihood to stays tractable. More recently, a few works have tried to formulate TPP in an intensity-free manner [79, 132, 133]. WGANTPP [132, 133] introduces modeling the point process distribution using Wasserstein distance with generative adversarial network (GAN). RLPP [79] formulates this problem in a reinforcement learning framework and treats future event predictions as actions taken by an agent. Both of these models are optimized by trying to generate sequences of samples that are indistinguishable from the ground-truth sequences. Although these models are capable of generating realistic sequences, such training criteria fail to model the data distribution, resulting in intractable likelihood.

In this dissertation, we contribute to event analysis in asynchronous time-series data by introducing novel probabilistic models under the prospective of temporal point processes. Our proposed frameworks aim to improve the flexibility and expressiveness of point processes in modeling complex
real-world event sequences. First, we formulate our model with variational auto encoder (VAE) paradigm, a powerful class of probabilistic models, and present a novel form of VAE modeling the distribution of timing and categories of event sequences. Second, we connect the fields of point processes and neural density estimation and propose a recurrent latent variable framework that directly models point processes distribution by utilizing normalizing flows. This approach is capable of capturing highly complex temporal distribution and does not rely on any restrictive parametric forms. Section 1.2 explains our contribution to this direction in more details.

### 1.1.2 Learning from Partially Labeled Data.

Recently, Stock and Cisse [116] presented empirical evidence that the performance of state-of-the-art classifiers on ImageNet [109] is largely underestimated – much of the remaining error is due to the fact that ImageNet’s single-label annotation ignores the intrinsic multi-label nature of the images. Unlike ImageNet, multi-label datasets (e.g. MS COCO [82], Open Images [75]) contain more complex images that represent scenes with several objects. However, collecting multi-label annotations is more difficult to scale-up than single-label annotations [25]. As an alternative strategy, one can make use of partial labels; collecting partial labels is easy and scalable with crowdsourcing platforms like Amazon Mechanical Turk\(^3\), and Google Image Labeler\(^4\) or web services like reCAPTCHA\(^5\) which can scalably collect partial labels for a large number of images.

This direction is actively being pursued by the research community [122, 131, 136, 137]. However, these approaches are not scalable and cannot be used to fine-tune a ConvNet. In this dissertation, we contribute to learning from partial labels by presenting a scalable approach to end-to-end learn a deep network with partial labels. More specifically, we propose a framework for learning from partially labeled image data with a multi-label classifier. First, we empirically compare several labeling strategies to highlight the potential for learning with partial labels. Second, we introduce a new loss function that enables end-to-end learning of a classifier from partially labeled data. Last, we develop a method that uses graph neural networks to capture correlation between different categories to improve label prediction, and we use our model to predict missing labels. Section 1.2 explains our contribution to this direction in more details.

### 1.2 Contributions

This dissertation contributes to visual recognition in two main directions: modeling asynchronous time-series data and learning from partial labels. Following is a summary of our contributions, followed by sections for more details:

\(^3\)https://www.mturk.com/

\(^4\)https://crowdsource.google.com/imagelabeler/category

\(^5\)https://www.google.com/recaptcha/
• A Variational Auto-Encoder Model for Stochastic Point Process [92]. We study point processes under the perspective of deep generative models. Recently, deep generative models have achieved tremendous success in modeling complex real-world data distributions [40, 66, 106] in different applications such as images and videos. We propose a probabilistic generative model based on the framework of temporal point process for event sequences. In this work, we focus on modeling human activity sequences as an example of event sequence data. The model is termed the Action Point Process VAE (APP-VAE), a variational auto-encoder [66] that can capture the distribution over the times and categories of action sequences. Modeling the variety of possible action sequences is a challenge, which we show can be addressed via the APP-VAE’s use of latent representations and non-linear functions to parameterize distributions over which event is likely to occur next in a sequence and at what time. We empirically validate the efficacy of APP-VAE on challenging human activity datasets.

• A Flexible Flow-Based Latent Variable Model for Asynchronous Action Sequences [91]. We connect the fields of temporal point process and neural density estimation [43, 106]. We propose an intensity-free recurrent latent variable framework that directly models point process distribution by utilizing normalizing flows. This approach is capable of capturing highly complex temporal distributions and does not rely on restrictive parametric forms. Furthermore, with temporal latent variables, our model is also capable of capturing highly complex temporal dependence structures. In this work, we focus on modeling asynchronous human action sequences characterized by the time and type of actions. Comparisons with state-of-the-art baseline models on challenging real-life datasets show that the proposed framework is effective at modeling the stochasticity of discrete event sequences.

• Learning Deep Networks with Partially Labeled Data [30]. In this work, we tackle the problem of learning deep networks. Deep networks have shown great performance for single-label image classification (e.g. ImageNet), but it is necessary to move beyond the single-label classification task because pictures of everyday life are inherently multi-label. Modeling multi-label images is a more difficult task than single-label because both the input and output spaces are more complex. Furthermore, collecting clean multi-label annotations is more difficult to scale-up than single-label annotations. To reduce the annotation cost, we propose to train a model with partial labels i.e. only some labels are known per image. We first empirically compare different labeling strategies and show the potential for using partial labels on multi-label datasets. Then to learn with partial labels, we introduce a new classification loss that exploits the proportion of known labels per image. Our approach allows the use of the same training settings as when learning with all the annotations. Experiments are performed on large-scale multi-label datasets.
1.2.1 A Variational Auto-Encoder Model for Stochastic Point Process

Anticipatory reasoning to model the evolution of action sequences over time is a fundamental challenge in human activity understanding. Human activities produce sequences of events data whose complex temporal dynamics need to be studied in order to be able to predict future activities, and is of many domains interests such as surveillance and security, health-care monitoring and etc. The crux of the problem in making predictions about the future is the fact that for interesting domains, the future is uncertain – given a history of actions, the distribution over future actions has substantial entropy.

Much of the work in this domain has focused on taking frame level data of video as input in order to predict the actions or activities that may occur in the immediate future [1, 63, 76, 90, 126]. Such frame-based approaches could be computationally inefficient and limit the model’s ability to make long-term predictions. As motivated earlier, point process framework is a better fit for this problem, however, existing related work s [29, 144] make simplified assumption about the action timing distribution which limits the models expressiveness in modeling complex real-word distribution.

In this work, we propose a powerful generative approach that can effectively model the categorical and temporal variability comprising action sequences. The contributions of this work center around the APP-VAE (Action Point Process VAE), a novel generative model for asynchronous time action sequences. We formulated our model with the variational auto-encoder (VAE) paradigm, a powerful class of probabilistic models that facilitate generation and the ability to model complex distributions. We present a novel form of VAE for action sequences under a point process approach. As a generative model, APP-VAE can produce action sequences by sampling from a prior distribution, the parameters of which are updated based on neural networks that control the distributions over the next action type and its temporal occurrence. More specifically, in the generation phase, APP-VAE receives the history of past actions and predicts two distribution over the future action: one categorical distribution over the type of next action and one exponential distribution over its timing.

We empirically validate the efficacy of APP-VAE for modeling human action sequences on the MultiTHUMOS [139] and Breakfast [73] datasets. Experiments shows the efficiency and superior performance of APP-VAE in capturing the uncertainty inherent in tasks such as density estimation of action sequences, future action prediction and anomaly detection.

1.2.2 A Flexible Flow-Based Latent Variable Model for Asynchronous Action Sequences

Predicting action sequences of both what and when to happen is a fundamental inference task in human activity understanding. We argue that the challenge of this task stems from four aspects: 1) the complex dependence between the past and the future actions; 2) the complex structure of an action, i.e. how the timing of an action is related to its label or vice versa; 3) the multi-modal nature
of future uncertainty, \textit{i.e.} given a sequence of past actions, multiple different sequences of future events could be of substantial possibility; 4) the diverse and complex distributions of future action times.

Previous models, especially video frame-based ones, deal with the problem on a regularly spaced time grid with short intervals between time-stamps [63, 89, 126]. However, actions are usually sparsely and irregularly spaced in terms of time. Such frame-based setup could be computationally inefficient and limit the expressiveness of model in making long-term predictions across multiple actions. On the other side, in point process literature, existing approaches directly model the marginal distributions of future action time and action category by making oversimplified independence assumptions about the joint distribution. They also neglect the multi-modal possibility of the future [29, 114].

This work improves over APP-VAE proposed in Section 1.2.1. Although APP-VAE provides a more flexible framework compared to previous works, the model assumes that the time of the next action follows an exponential distribution which could restrict the ability in modeling complex time distributions.

We propose a recurrent latent variable model for action sequence generation and anticipation that directly addresses the challenges mentioned before. In our proposed framework, the stochastic latent variable encodes high-level information about possible future actions as well as how the future action times and categories are correlated. When this latent code is combined with the history of actions, it can be decoded into independent action category and time distributions that are consistent with the past actions. Unlike existing approaches that rely on restrictive parametric distributions over action timing, our approach makes use of the normalizing flow to generate flexible distributions of event times. More specifically, we learn a distribution over the action timing by transforming a simple base probability density through continuous normalizing flow, \textit{i.e.} a series of invertible transformations. Furthermore, with temporal latent variables, our model is also capable of capturing highly complex temporal dependence structures. The proposed model is trained in a variational filtering framework; it uses a separate inference network to propose the posterior distribution of the latent variable conditioned on current observations and maximizes a variational lower bound.

The proposed model is evaluated on benchmark action sequence datasets of MultiTHUMOS [139] and Breakfast dataset [73]. The recurrent latent variable model achieves state-of-the-art performance on various tasks including density estimation, short-term prediction, and long-term conditional generation.

### 1.2.3 Learning Deep Networks with Partially Labeled Data

Recently, Stock and Cisse [116] presented empirical evidence that the performance of state-of-the-art classifiers on ImageNet [109] is largely underestimated – much of the remaining error is due to the fact that ImageNet’s single-label annotation ignores the intrinsic multi-label nature of the images. Unlike ImageNet, multi-label datasets (\textit{e.g.} MS COCO [82], Open Images [75]) contain
more complex images that represent scenes with several objects. However, collecting multi-label annotations is more difficult to scale-up than single-label annotations [25].

To reduce the annotation cost, as an alternative strategy to fully annotation, one can make use of partial labels; collecting partial labels is easy and scalable with crowd-sourcing platforms. In the first part of this work, we study the problem of learning a multi-label classifier with partial labels. We empirically compare different labeling strategies to show the potential for using partial labels on multi-label datasets. Then to learn with partial labels, we introduce a loss function that generalizes the standard binary cross-entropy loss by exploiting label proportion information. Our approach allows the use of the same training settings as when learning with all the annotations. We further explore several curriculum learning based strategies to predict missing labels. Experiments are performed on three large-scale multi-label datasets: MS COCO, NUS-WIDE and Open Images.
Chapter 2

Background and Related Works

2.1 Event Analysis in Asynchronous Time-Series Data

2.1.1 Temporal Point Process

Temporal point processes (TPPs) [22] provide us with an elegant and effective mathematical framework for modeling event sequences data. A TPP is a stochastic process whose realization is a sequence of discrete events in time $t_{1:n} = (t_1, t_2, ..., t_n)$, where $t_i \in \mathbb{R}_{\geq 0}$ is the time when the $i$th event occurs. Similarly, the realization could be a sequence of inter-arrival times $\tau_{1:n} = (\tau_1, \tau_2, ..., \tau_n)$, where inter-arrival time $\tau_i$ indicates the time difference between the starting time of two consecutive events $t_i$ and $t_{i-1}$. Figure 2.1 shows these quantities. In this report, we assume that all sequences are simple such that no events coincide i.e. the absolute time of events are strictly ordered in time $t_i > t_{i-1}$ and $\tau_i \neq 0$.

Figure 2.1: Here, we can see a sequence of discrete events $t_{1:4}$ where each $t_i$ shows the absolute time when the $i$-th event happens and inter-arrival time $\tau_i$ shows the time gap between events $t_i$ and $t_{i-1}$.

Equivalently, a temporal point process can be also represented as a counting process $N(t)$, which defines the number of events that happened in the interval $(0, t)$. Having this representation, we can obtain the absolute time of events by keeping track of the times at which there is an increase in the counting process.
Figure 2.2: Here we can see the three quantities used for defining the intensity function of a temporal point process. $f(t|\mathcal{H}(t))$ is the probability density function for time-step $t_5$ given the history $\mathcal{H}(t) = (t_1, t_2, t_3, t_4)$. Quantities $F(t|\mathcal{H}(t))$ and $S(t|\mathcal{H}(t))$ are the corresponding cumulative and survival functions respectively.

In general, the choice of any of absolute timing, inter-arrival time, or counting process representation is based on the problem of interest. Each representation has a different probability distribution associated to its random variable. If one representation has a distribution that is complicated and hard to work with, one can simply transform to the other two representations without any loss of information. In this report, we use these representations interchangeably to define a point process.

2.1.1.1 Conditional Intensity

A temporal point process can be defined by specifying distributions of each inter-arrival time $f(\tau_i)$ in the sequence $\tau_1: n$. The simplest case could be Poisson process [69] which assumes that in a sequence, inter-arrival times are independent, and each $f(\tau_i)$ follows an exponential distribution with a constant rate parameter $\lambda$:

$$f(\tau) = \lambda \exp(-\lambda \tau) \quad (2.1)$$

In Poisson process, the density function $f$ does not depend on history in the sequence. Each event in the sequence might depend on previous events in a very complex way, so its important to take the history information into consideration. In general, it is hard to build intuition on how to design density $f$ to be history-dependent. Alternatively, the conditional intensity function provides a more intuitive and easier way to design a history-dependent process. Conditional intensity $\lambda(t|\mathcal{H}(t))$, also known as hazard function, is a popular way of characterizing a temporal point process. Consider modeling the $i$-th event in the sequence, given the past history of all events that happened before; for this case, the conditional intensity is defined as [105]:

$$\lambda(t|\mathcal{H}(t)) = \frac{f(t|\mathcal{H}(t))}{1 - F(t|\mathcal{H}(t))} \quad (2.2)$$
where history $H(t) = (t_1, t_2, ..., t_{i-1})$ is the ordered sequence of all events that happened before time $t$ with $t_1 < t_2 < \cdots < t_{i-1} < t$, and $f(t|H(t))$ is the probability density function of the $i$-th event time given history of past event in the sequence and $F(t|H(t))$ is its corresponding cumulative function. In point process literature, the term $1 - F(t|H(t))$ is known as survival function $S(t|H(t)) = 1 - F(t|H(t))$, which shows the probability that the next event will not happen before time $t$. Figure 2.2 shows these three quantities.

Conditional intensity function can be interpreted as the expected rate of events happening in an infinitesimal area $[t, t + dt)$:

$$
\lambda(t|H(t))dt = \frac{f(t|H(t))dt}{1 - F(t|H(t))} \quad (2.3)
$$

$$
= \frac{\mathbb{P}(t_i \in [t, t + dt]|H(t))}{\mathbb{P}(t_i \notin (t_{i-1}, t]|H(t))} \quad (2.4)
$$

$$
= \frac{\mathbb{P}(t_i \in [t, t + dt], t_i \notin (t_{i-1}, t]|H(t))}{\mathbb{P}(t_i \notin (t_{i-1}, t]|H(t))} \quad (2.5)
$$

$$
= \mathbb{P}(t_i \notin [t, t + dt]|t_i \notin (t_{i-1}, t), H(t)) \quad (2.6)
$$

$$
= \mathbb{E}[N(t + dt) - N(t)|H(t)] \quad (2.7)
$$

With this interpretation, it is easier to build intuition on how to design a functional form that depends on history, rather than directly working with the probability density function $f$. Indeed, given the intensity defined as Equation 2.2, we can write the probability density function $f$ with the following proposition:

**Proposition 1 ([105]).** The reverse relation of (2.2) is given by

$$
f(t|H(t)) = \lambda(t|H(t)) \exp \left\{ - \int_{t_{i-1}}^{t} \lambda(u|H(u)) \, du \right\}. \quad (2.8)
$$

**Proof.** By 2.2, we get that

$$
\lambda(t|H(t)) = \frac{f(t|H(t))}{1 - F(t|H(t))} \quad (2.9)
$$

$$
= \frac{\frac{dt}{d} F(t|H(t))}{1 - F(t|H(t))} \quad (2.10)
$$

$$
= - \frac{dt}{d} \log(1 - F(t|H(t))). \quad (2.11)
$$

By the fundamental theorem of calculus and integrating both sides, we obtain

$$
\int_{t_{i-1}}^{t} \lambda(s|H(s))ds = - (\log(1 - F(t|H(t)))) - \log(1 - F(t_{i-1}|H(t))) \quad (2.12)
$$

$$
= - (\log(1 - F(t|H(t)))), \quad (2.13)
$$
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since \( F(t_{i-1}|H(t)) = 0 \) (point \( t_i = t_{i-1} \) with probability zero, since the sequences are simple; no events coincide). By isolating \( F(t|H(t)) \) we get

\[
F(t|H(t)) = 1 - \exp\left(-\int_{t_{i-1}}^{t} \lambda(s|H(s))ds\right)
\]  

(2.14)

Then by differentiating \( F(t|H(t)) \) with respect to \( t \) and using the fundamental theorem of calculus, we get the claimed equality.

\[ \square \]

2.1.2 Mark Temporal Point Process

In temporal point process, event sequences are characterized by the time they happen. These events usually come with other characteristics such as type of event, actor of event, etc. This information is known as mark and is modeled with the framework of mark temporal point process.

Formally, a mark temporal point process [22] is a stochastic process whose realization is a sequence of events \( x_{1:n} = (x_1, \ldots, x_n) \) where each event \( x_i = (t_i, y_i) \) is represented by the time it happens \( t_i \) and well as the mark \( y_i \). Mark temporal point process models the underlying distribution of events’ times as well as the underlying distribution of events’ marks. Similar to TPPs, the distribution over event timing is usually characterized by the intensity function, which could be a function of mark data as well. The choice of modeling mark data is application dependent, e.g. if mark represents the type of event with a finite set of possible values \( i.e. y_i \in 1, 2, \ldots, K \) (\( K \) discrete event categories), it could be modeled as multinomial distribution.

2.1.3 Learning

Point process models are usually optimized by maximizing the likelihood of observed sequences under the point process distribution. The likelihood function \( L \) is the joint probability density function of observed sequence \( f(t_1, t_2, \ldots, t_n) \) which can be decomposed into all the conditional probability densities of each event given past history:

\[
L(\theta) = f_\theta(t_1, t_2, \ldots, t_n)
\]

\[ = \prod_i f_\theta(t_i|t_1, t_2, \ldots, t_{i-1}) \]  

(2.16)

\[ = \prod_i f_\theta(t_i|H(t_i)) \]  

(2.17)

\[ = \prod_i \lambda_\theta(t_i|H(t_i)) \exp \left\{ -\int_{t_{i-1}}^{t_i} \lambda_\theta(u|H(u)) \, du \right\}. \]  

(2.18)

where \( \theta \) is the set of point process parameters.

For mark temporal point processes, the likelihood function depends on how we factorize the joint probability density of \( f(t_i, y_i|H(t_i)) \). One simple factorization could be assuming that time
$t_i$ and mark $y_i$ are conditionally independent given the past history $\mathcal{H}(t_i)$. In this case, given the observed sequence $(t_i, y_i)^n = (t_1, y_1), (t_2, y_2), ..., (t_n, y_n)$, the likelihood is defined as:

\[
L(\theta) = f_\theta((t_1, y_1), (t_2, y_2), ..., (t_n, y_n)) = \prod_i f_\theta(t_i, y_i | (t_1, y_1), (t_2, y_2), ..., (t_{i-1}, y_{i-1})) = \prod_i f_\theta(t_i, y_i | \mathcal{H}(t_i)) = \prod_i f_\theta(t_i | \mathcal{H}(t_i)) f_\theta(y_i | \mathcal{H}(t_i))
\]

(2.19) (2.20) (2.21) (2.22)

### 2.1.4 Basic intensity functions

Although temporal point process has shown to be useful in modeling events sequences, it is usually not trivial to come up with a simple yet flexible intensity function. Various works explored different design choices of intensity function to capture the phenomena of interest. Here we review some popular hand-crafted design choices:

- **Poisson Process.** Poisson process [69] is based on the assumption that events happen independent of each other where the intensity is a fixed positive constant:

\[
\lambda(t) = \lambda > 0,
\]

(2.23)

In a more general case, $\lambda$ could be a function of time $\lambda(t | \mathcal{H}(t)) = \lambda(t)$, but still independent of other events, which is called inhomogeneous Poisson process.

- **Self-exciting Process (Hawkes process).** Self-exciting process [46] assumes that occurrence of an event increases the probability of other events happening in near future. Here, the intensity function has the functional form of:

\[
\lambda(t | \mathcal{H}(t)) = \mu + \alpha \sum_{t_i < t} \exp(-(t - t_i)),
\]

(2.24)

where $\mu$ and $\alpha$ are positive constants and $t_i < t$ are all the events happening before time $t$.

- **Self-correcting Process.** In contrast to Hawkes process, self-correcting process [54] is based on the idea that occurrence of an event decreases the probability of an event happening in near future, and as time goes this probability will increase. The intensity function of self-correcting process has the following form:

\[
\lambda(t | \mathcal{H}(t)) = \exp(\mu t - \sum_{t_i < t} \alpha),
\]

(2.25)

where $\mu$ and $\alpha$ are positive constants and $t_i < t$ are all the events happening before time $t$. 
Figure 2.3: From [29]. "Architect of RMTPP. For a given sequence $S = ((t_j, y_j))_{j=1}^n$, at the $j$-th event, the marker $y_j$ is first embedded into a latent space. Then, the embedded vector and the temporal features are fed into the recurrent layer. The recurrent layer learns a representation that summaries the nonlinear dependency over the previous events. Based on the learned representation $h_j$, it outputs the prediction for the next marker $y_{j+1}$ and timing $t_{j+1}$ to calculate the respective loss functions”

The key contribution of these models is to find a functional form of intensity that fits data distribution well by making various parametric assumptions on the underlying generative process of the data. Although shown effective in modeling simple synthetic datasets, these strong parametric assumptions make such frameworks lack the flexibility to model the generative process for real-life and complex data, hindering wider adoption of TPP-based frameworks. In general, these types of strong assumptions might not be even true in many real-world scenarios and are only applicable to the cases where there exists a prior knowledge over the underlying generative process of the system.

2.1.5 Toward Deep Learning Approaches

Recently, learning the intensity function using recurrent neural networks (RNNs) to encode history information has received an increasing amount of attention [29, 60, 93, 134, 144]. In this line of work, history information is encoded by utilizing recurrent neural networks and exploited in learning the intensity of the point process distribution. Here, we review [29] known as RMTPP in detail as an example representing this line of work.

Du et al. [29] proposed a recurrent temporal model for learning the next event timing and mark distributions given the history of previous events. In their model, an RNN learns a non-linear map of history to the intensity function parameters of a marked temporal point process. Figure 2.3 shows the general architecture of their proposed model. At time-step $j$, RNN takes timing $t_j$ and mark $y_j$ and outputs the parameters of the next event time and mark distribution. For the time distribution, the output parameters define the intensity function:

$$\lambda(t|\mathcal{H}(t)) = \exp(\alpha h_j + \beta(t - t_j) + b) \quad (2.26)$$
where $h_j$ is the hidden state of the RNN at time-step $j$, and $\alpha, \beta, \beta, b$ are the model parameters which control the effect of past history, the current input and the prior in the intensity respectively.

For the event’s mark distribution, the output parameters define a multi-nomial distribution i.e. the probability of occurrence of each action category (mark):

$$p(y_{j+1} = k|H(t)) = p_k(h_j) \quad \text{and} \quad \sum_{k=1}^{K} p_k(h_j) = 1$$  \hspace{1cm} (2.27)

RNN and intensity function parameters are jointly learned by maximizing the log-likelihood of observed sequences under the predicted distributions.

In this line of literature, the explicit assumption on the forms of dependency over history is relaxed. However, the maximum likelihood training criteria on these models still require the intensity function to be simple for the likelihood to be tractable.

Lately, Omi et al. [96] generalizes previous RNN-based approaches by modeling the evolution of intensity function using recurrent neural network. Despite previous works where RNN was used only for representing the effect of history in the intensity function, here, the whole intensity function is modeled by RNNs. In this approach, first, the integral of the intensity function (cumulative intensity function) is learned using neural networks:

$$\Lambda(\tau|h_i) = \int_0^{\tau} \lambda(s|h_i)ds.$$  \hspace{1cm} (2.28)

where $h_i$ is an encoding of the history $H(i)$ at time-step $i$ given by an RNN. Then, the intensity function is obtained by differentiating the neural network:

$$\lambda(\tau|h_i) = \frac{\partial \Lambda(\tau|h_i)}{\partial \tau}.$$  \hspace{1cm} (2.29)

In this approach, the intensity function could be highly complex while the likelihood stays tractable. But this formulation comes with a drawback of a costly sampling from the the probability density function $f(t|H(t))$, because of not having an analytical form for the intensity.\textsuperscript{1}

Recently, Chen et al. [13] has opened up a new prospective in modeling temporal sequences by introducing Neural Ordinary Differential Equations (Neural ODEs) that models the continuous flow of a sequence in time. With Neural ODEs, each sequence $t_0, t_1, t_2, ..., t_n$ is represented by a latent trajectory $z_{t_0}, z_{t_1}, z_{t_2}, ..., z_{t_n}$, where the continuous transformation of latent state $z_{t_i}$ over time is

\textsuperscript{1}They need to apply an iterative root finding algorithm to get a sample from the probability density function $f(t|H(t))$.  

modeled as an ODE flow parameterized by a neural network $f$:

$$z_{t_0} \sim p(z_0)$$  \hspace{1cm} (2.30)

$$z_{t_1}, z_{t_2}, \ldots, z_{t_n} = \text{ODESolve}(z_{t_0}, f, \theta_f, t_0, \ldots, t_n)$$  \hspace{1cm} (2.31)

$$\frac{\partial z(t)}{\partial t} = f(z(t), \theta_f)$$  \hspace{1cm} (2.32)

where $\theta_f$ shows the parameters of $f$. Figure 2.4 shows the computational graph of their proposed latent ODE model. They embed their proposed latent ODE model in a variational autoencoder framework [66] where the posterior network (parametrized by $\phi$) takes a sequence of asynchronous observation $x_1, x_2, \ldots, x_N$ backward in time and output the latent distribution $q_\phi(z_{t_0} | x_1, x_2, \ldots, x_N)$. Then, a sample is drawn from the posterior distribution $z_{t_0} \sim q_\phi(z_{t_0} | x_1, \ldots, x_N)$ and latent trajectory $z_{t_1}, z_{t_2}, \ldots, z_{t_n}$ is obtained by $\text{ODESolve}(z_{t_0}, f, \theta_f, t_0, \ldots, t_n, \ldots, t_M)$. For time-step $i$ in the sequence, the latent state $z_{t_i}$ is passed to the decoder and it outputs $x_i \sim p(x_i | z_{t_i}, \theta_x)$.

They also model intensity of an inhomogeneous Poisson process as a function of latent state, where the likelihood of a sequence of observations in an interval $[t_{\text{start}}, t_{\text{end}}]$ is as follow:

$$\log p(t_1, \ldots, t_n | t_{\text{start}}, t_{\text{end}}) = \sum_{i=1}^{N} \log \lambda(z_{t_i}) - \int_{t_{\text{start}}}^{t_{\text{end}}} \lambda(z(t)) dt$$  \hspace{1cm} (2.33)

Most recently, Rubanova et al. [108] extended this approach by replacing the RNNs in the posterior network of Chen et al. [13] model with ODE-RNNs. Unlike standard RNNs where hidden states are constant between observations, they introduced ODE-RNNs where the hidden states follow a complex trajectory learned by Neural ODEs. Comparison of RNNs vs ODE-RNNs is shown in Figure 2.5. In ODE-RNNs, the hidden states evolve according to an ODE between observations instead of being fixed. In other words, it takes the time-gaps between observations into account, which would be beneficial when working with irregularly sampled time-series data.
Figure 2.5: From [108]. ODE-RNN compared to standard RNN. "Standard RNNs have constant or undefined hidden states between observations. States of Neural ODE follow a complex trajectory but are determined by the initial state. The ODE-RNN model has states which obey an ODE between observations, and are also updated at observations"

Both models proposed by Chen et al. [13] and Rubanova et al. [108] lack the ability to model the effect of event’s history over the dynamic of the system. In other words, the flow trajectory of the latent state does not depend on the history. Recent work by Jia and Benson [57] addresses this shortcoming by introducing Neural Jump Stochastic Differential Equations where the dynamic of the system is governed by a latent state which is history dependent. The system is described by a latent state \( z(t) \), which has a continuous flow until an event happens; occurrence of an event makes an abrupt jump in the latent trajectory:

\[
dz(t) = f(z(t), \theta) + w(z(t), \theta).dN(t) \tag{2.34}
\]

\[
\lambda(t) = \lambda(z(t), \theta_f) \tag{2.35}
\]

where \( f \) controls the continuous flow of the system, \( w \) controls the effects of jumps, \( \theta \) is the set of \( f \) and \( w \) parameters, and \( N(t) \) is the number of events happened before time \( t \). Although this work provides a nice design for incorporating history information in modeling point process sequences, the intensity predicted by the model is a constant, which might not be expressive enough in some cases.

2.1.6 Intensity-free Point Processes

In general, it might not be necessary to explicitly model the intensity when modeling point processes. In this line, a few works have tried to formulate TPP in an intensity-free manner.

WGANTPP [132, 133] introduced an intensity-free framework for modeling point processes using Wasserstein distance built upon a generative adversarial network (GAN). Two models are used to play a min-max game; a generator \( g_\theta \) which samples from noise \( \zeta \sim P_z \) and tries to change it into a sample in a way to mimic real point process sequences and a discriminator \( f_w \) which tries to discriminate between real sequences and fake sequences generated by the generator. Both generator
and discriminator are optimized using Wasserstein distance:

$$\min_\theta \max_{w \in \mathcal{W}, \|f_w\|_L \leq 1} \mathbb{E}_{\xi \sim P_r}[f_w(\xi)] - \mathbb{E}_{\zeta \sim P_z}[f_w(g_\theta(\zeta))]$$  \hspace{1cm} (2.36)$$

where $P_r$ denotes the real data distribution. It is worth noting that $P_z$ is a Poisson process and the generator here, is applying a transformation in the space of counting measure.

In this line, RLPP [79] also proposed a new intensity-free framework exploring connections of reinforcement learning and temporal point processes. They formulate future event predictions as actions taken by an agent and the goal is to learn the policy that simulate a point process.

Both WGANTPP and RLPP models are optimized by trying to generate sequences of samples that are indistinguishable from the ground-truth sequences (by a discriminator in WGANTPP and policy learning in RLPP). Although these models are capable of generating realistic sequences, such training criteria results in an intractable likelihood.

### 2.2 Learning With Partial / Missing Labels.

Multi-label tasks often involve incomplete training data, hence several methods have been proposed to solve the problem of multi-label learning with missing labels (MLML). The first and simple approach is to treat the missing labels as negative labels [5, 88, 94, 118, 119, 128]. The MLML problem then becomes a fully labeled learning problem. This solution is used in most webly supervised approaches [88, 118]. The standard assumption is that only the category of the query is present (e.g. car in Figure 4.1) and all the other categories are absent. However, performance drops because a lot of ground-truth positive labels are initialized as negative labels [61]. A second solution is Binary Relevance (BR) [122], which treats each label as an independent binary classification. But this approach is not scalable when the number of categories grows and it ignores correlations between labels and between instances, which can be helpful for recognition. Unlike BR, our proposed approach allows to learn a single model using partial labels.

To overcome the second problem, several works proposed to exploit label correlations from the training data to propagate label information from the provided labels to missing labels. [8, 136] used a matrix completion algorithm to fill in missing labels. These methods exploit label-label correlations and instance-instance correlations with low-rank regularization on the label matrix to complete the instance-label matrix. Similarly, [141] introduced a low rank empirical risk minimization, [131] used a mixed graph to encode a network of label dependencies and [25, 94] learned correlation between the categories to predict some missing labels. Unlike most of the existing models that assume that the correlations are linear and unstructured, [137] proposed to learn structured semantic correlations. Another strategy is to treat missing labels as latent variables in probabilistic models. Missing labels are predicted by posterior inference. [62, 124] used models based on Bayesian networks [56] whereas [18] proposed a deep sequential generative model based on a Variational Auto-Encoder framework [66] that also allows to deal with unlabeled data.
However, most of these works cannot be used to learn a deep ConvNet. They require solving an optimization problem with the training set in memory, so it is not possible to use a mini-batch strategy to fine-tune the model. This is limiting because it is well-known that fine-tuning is important to transfer a pre-trained architecture [72]. Some methods are also not scalable because they require to solve convex quadratic optimization problems [131, 137] that are intractable for large-scale datasets. Unlike these methods, we propose a model that is scalable and end-to-end learnable. To train our model, we introduce a new loss function that adapts itself to the proportion of known labels per example. Similar to some MLML methods, we also explore several strategies to fill-in missing labels by using the learned classifier.

Learning with partial labels is different from semi-supervised learning [12] because in the semi-supervised learning setting, only a subset of the examples is labeled with all the labels and the other examples are unlabeled whereas in the partial labels setting, all the images are labeled but only with a subset of labels. Note that [21] also introduced a partially labeled learning problem (also called ambiguously labeled learning) but this problem is different: in [21], each example is annotated with multiple labels but only one is correct.
Chapter 3

A Variational Auto-Encoder Model for Stochastic Point Processes

We propose a novel probabilistic generative model for action sequences. The model is termed the Action Point Process VAE (APP-VAE), a variational auto-encoder that can capture the distribution over the times and categories of action sequences. Modeling the variety of possible action sequences is a challenge, which we show can be addressed via the APP-VAE’s use of latent representations and non-linear functions to parameterize distributions over which event is likely to occur next in a sequence and at what time. We empirically validate the efficacy of APP-VAE for modeling action sequences on the MultiTHUMOS and Breakfast datasets.

This chapter was published as A variational auto-encoder model for stochastic point processes in the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), June 2019 [92].

3.1 Overview

Anticipatory reasoning to model the evolution of action sequences over time is a fundamental challenge in human activity understanding. The crux of the problem in making predictions about the future is the fact that for interesting domains, the future is uncertain – given a history of actions such as those depicted in Fig. 3.1, the distribution over future actions has substantial entropy.

In this work, we propose a powerful generative approach that can effectively model the categorical and temporal variability comprising action sequences. Much of the work in this domain has focused on taking frame level data of video as input in order to predict the actions or activities that may occur in the immediate future. There has also been recent interest on the task of predicting the sequence of actions that occur farther into the future [1, 29, 144].

Time series data often involves regularly spaced data points with interesting events occurring sparsely across time. This is true in case of videos where we have a regular frame rate but events of interest are present only in some frames that are infrequent. We hypothesize that in order to model future events in such a scenario, it is beneficial to consider the history of sparse events (action
Figure 3.1: It is difficult to make predictions, especially about the future. Given a history of past actions, multiple actions are possible in the future. We focus on the problem of learning a distribution over the future actions – what are the possible action categories and when will they start.

categories and their temporal occurrence in the above example) alone, instead of regularly spaced frame data. While the history of frames contains rich information over and above the sparse event history, we can possibly create a model for future events occurring farther into the future by choosing to only model the sparse sequence of events. This approach also allows us to model high-level semantic meaning in the time series data that can be difficult to discern from low-level data points that are regular across time.

Figure 3.2 shows the overall structure of our proposed framework. Our model is formulated in the variational auto-encoder (VAE) [66] paradigm, a powerful class of probabilistic models that facilitate generation and the ability to model complex distributions. We present a novel form of VAE for action sequences under a point process approach. This approach has a number of advantages, including a probabilistic treatment of action sequences to allow for likelihood evaluation, generation, and anomaly detection.

**Contribution.**
The contributions of this work center around the APP-VAE (Action Point Process VAE), a novel generative model for asynchronous time action sequences. The contributions of this work include:

- A novel formulation for modeling point process data within the variational auto-encoder paradigm.
- Conditional prior models for encoding asynchronous time data.
Figure 3.2: Given the history of actions, APP-VAE generates a distribution over possible actions in the next step. APP-VAE can recurrently perform this operation to model diverse sequences of actions that may follow. The figure shows the distributions for the fourth action in a basketball game given the history of first three actions.

- A probabilistic model for jointly capturing uncertainty in which actions will occur and when they will happen.
3.2 Related Work

**Activity Prediction.** Most activity prediction tasks are frame-based, i.e., the input to the model is a sequence of frames before the action starts and the task is predict what will happen next. Lan et al. [77] predict future actions from hierarchical representations of short clips by having different classifiers at each level in a max-margin framework. Mahmud et al. [90] jointly predicts future activity as well as its starting time by a multi-streams framework. Each streams tries to catch different features for having a richer feature representation for future prediction: One stream for visual information, one for previous activities and the last one focusing on the last activity.

Farha et al. [1] proposed a framework for predicting the action categories of a sequence of future activities as well as their starting and ending time. They proposed two deterministic models, one using a combination of RNN and HMM and the other one is a CNN predicting a matrix which future actions are encoded in it.

**Asynchronous Action Prediction.** We focus on the task of predicting future action given a sequence of previous actions that are asynchronous in time. Du et al. [29] proposed a recurrent temporal model for learning the next activity timing and category given the history of previous actions. Their recurrent model learns a non-linear map of history to the intensity function of a temporal point process framework. Zhong et al. [144] also introduced a hierarchical recurrent network model for future action prediction for modeling future action timing and category. Their model takes frame-level information as well as sparse high-level events information in the history to learn the intensity function of a temporal point process. Xiao et al. [132] introduced an intensity-free generative method for temporal point process. The generative part of their model is an extension of Wasserstein GAN in the context of temporal point process for learning to generate sequences of action.

**Early Stage Action Prediction.** Our work is related to early stage action prediction. This task refers to predicting the action given the initial frames of the activity [50, 87, 115]. Our task is different from early action prediction, because the model doesn’t have any information about the action while predicting it. Recently Yu et al. [142] used variational auto-encoder to learn from the frames in the history and transfer them into the future. Sadegh Aliakbarian et al. [110] combine context and action information using a multi-stage LSTM model to predict future action. The model is trained with a loss function which encourages the model to predict action with few observations. Gao et al. [38] proposed to use a Reinforced Encoder-Decoder network for future activity prediction. Damen et al. [7] proposed a semi-supervised variational recurrent neural network to model human activity including classification, prediction, detection and anticipation of human activities.

**Video Prediction.** Video prediction has recently been studied in several works. Denton and Fergus [26] use a variational auto-encoder framework with a learned prior to generate future video frames. He et al. [48] also proposed a generative model for future prediction. They structure the latent space by adding control features which makes the model able to control generation. Vondrick et al. [127] uses adversarial learning for generating videos of future with transforming the past
pixels. Patraucean et al. [102] describe a spatio-temporal auto-encoder that predicts optical flow as a dense map, using reconstruction in its learning criterion. Villegas et al. [125] propose a hierarchical approach to pixel-level video generation, reasoning over body pose before rendering into a predicted future frame.
### 3.3 Asynchronous Action Sequence Modeling

![Diagram of the proposed recurrent VAE model for asynchronous action sequence modeling.](image)

Figure 3.3: Our proposed recurrent VAE model for asynchronous action sequence modeling. At each time step, the model uses the history of actions and inter-arrival times to generate a distribution over latent codes, a sample of which is then decoded into two probability distributions for the next action: one over possible action labels and one over the inter arrival time.

We first introduce some notations and the problem definition. Then we review the VAE model and temporal point process that are used in our model. Subsequently, we present our model in detail and how it is trained.

**Problem definition.** The input is a sequence of actions $x_{1:n} = (x_1, \ldots, x_n)$ where $x_n$ is the $n$-th action. The action $x_n = (a_n, \tau_n)$ is represented by the action category $a_n \in \{1, 2, \ldots, K\}$ ($K$ discrete action classes) and the inter-arrival time $\tau_n \in \mathbb{R}^+$. The inter-arrival time is the difference between the starting time of action $x_{n-1}$ and $x_n$. We formulate the asynchronous action distribution modeling task as follows: given a sequence of actions $x_{1:n-1}$, the goal is to produce a distribution over what action $a_n$ will happen next, and the inter arrival time $\tau_n$. We aim to develop probabilistic models to capture the uncertainty over these what and when questions of action sequence modeling.

### 3.3.1 Background: Base Models

**Variational Auto-Encoders (VAEs).** A VAE [66] describes a generative process with simple prior $p_\theta(z)$ (usually chosen to be a multivariate Gaussian) and complex likelihood $p_\theta(x|z)$ (the parameters of which are produced by neural networks). $x$ and $z$ are observed and latent variables, respectively. Approximating the intractable posterior $p_\theta(z|x)$ with a recognition neural network $q_\phi(z|x)$, the parameters of the generative model $\theta$ as well as the recognition model $\phi$ can be jointly optimized.
by maximizing the evidence lower bound $\mathcal{L}$ on the marginal likelihood $p_\theta(x)$:

$$\log p_\theta(x) = \text{KL}(q_\phi||p_\theta) + \mathcal{L}(\theta, \phi) \geq \mathcal{L}(\theta, \phi) = -\mathbb{E}_{q_\phi} \left[ \log \frac{q_\phi(z|x)}{p_\theta(z,x)} \right].$$  \hspace{1cm} (3.1)$$

Recent works expand VAEs to time-series data including video [2, 26, 48], text [20, 52], or audio [140]. A popular design choice of such models is the integration of a per time-step VAE with RNN/LSTM temporal modelling. The ELBO thus becomes a summation of time-step-wise variational lower bound:

$$\mathcal{L}(\theta, \phi, \psi) = \sum_{n=1}^{N} \left[ \mathbb{E}_{q_\phi(z_{1:n}|x_{1:n})} \left[ \log p_\theta(x_n|x_{1:n-1}, z_{1:n}) \right] - \text{KL}(q_\phi(z_n|x_{1:n})||p_\psi(z_n|x_{1:n-1})) \right].$$ \hspace{1cm} (3.2)

with a “prior” $p_\psi(z_n|x_{1:n-1})$ that evolves over the $N$ time steps used.

**Temporal point process.** A temporal point process is a stochastic model used to capture the inter-arrival times of a series of events. A temporal point process is characterized by the conditional intensity function $\lambda(\tau_n|x_{1:n-1})$, which is conditioned on the past events $x_{1:n-1}$ (e.g. action in this work). The conditional intensity encodes instantaneous probabilities at time $\tau$. Given the history of $n-1$ past actions, the probability density function for the time of the next action is:

$$f(\tau_n|x_{1:n-1}) = \lambda(\tau_n|x_{1:n-1})e^{-\int_0^{\tau_n} \lambda(u|x_{1:n-1}) \, du}.$$ \hspace{1cm} (3.3)

The Poisson process [69] is a popular temporal point process, which assumes that events occur independent of one another. The conditional intensity is $\lambda(\tau_n|x_{1:n-1}) = \lambda$ where $\lambda$ is a positive constant. More complex conditional intensities have been proposed like Hawkes Process [46] and Self-Correcting Process [54]. All these conditional intensity function seek to capture some forms of dependency on the past action. However, in practice the true model of the dependencies is never known [93] and the performance depend on the design of the conditional intensity. In this work, we learn a recurrent model that estimates the conditional intensity based on the history of actions.

### 3.3.2 Proposed Approach

We propose a generative model for asynchronous action sequence modeling using the VAE framework. Figure 3.3 shows the architecture of our model. Overall, the input sequence of actions and inter arrival times are encoded using a recurrent VAE model. At each step, the model uses the history

\(^1\text{Note that variants exist, depending on the exact form of the recurrent structure and its VAE instantiation.}\)
of actions to produce a distribution over latent codes $z_n$, a sample of which is then decoded into two probability distributions: one over the possible action categories and another over the inter-arrival time for the next action. We now detail our model.

**Model.** At time step $n$ during training, the model takes as input the action $x_n$, which is the target of the prediction model, and the history of past actions $x_{1:n-1}$. These inputs are used to compute a conditional distribution $q_\phi(z_n|x_{1:n})$ from which a latent code $z_n$ is sampled. Since the true distribution over latent variables $z_n$ is intractable we rely on a time-dependent inference network $q_\phi(z_n|x_{1:n})$ that approximates it with a conditional Gaussian distribution $\mathcal{N}(\mu_\phi_n, \sigma^2_\phi_n)$. To prevent $z_n$ from just copying $x_n$, we force $q_\phi(z_n|x_{1:n})$ to be close to the prior distribution $p(z_n)$ using a KL-divergence term. Usually in VAE models, $p(z_n)$ is a fixed Gaussian $\mathcal{N}(0, I)$. But a drawback of using a fixed prior is that samples at each time step are drawn randomly, and thus ignore temporal dependencies present between actions. To overcome this problem, a solution is to learn a prior that varies across time, being a function of all past actions except the current action $p_\psi(z_{n+1}|x_{1:n})$. Both prior and approximate posterior are modelled as multivariate Gaussian distributions with diagonal covariance with parameters as shown below:

$$q_\phi(z_n|x_{1:n}) = \mathcal{N}(\mu_\phi_n, \sigma^2_\phi_n) \quad (3.4)$$
$$p_\psi(z_{n+1}|x_{1:n}) = \mathcal{N}(\mu_\psi_{n+1}, \sigma^2_\psi_{n+1}) \quad (3.5)$$

At step $n$, both posterior and prior networks observe actions $x_{1:n}$ but the posterior network outputs the parameters of a conditional Gaussian distribution for the current action $x_n$ whereas the prior network outputs the parameters of a conditional Gaussian distribution for the next action $x_{n+1}$.

At each time-step during training, a latent variable $z_n$ is drawn from the posterior distribution $q_\phi(z_n|x_{1:n})$. The output action $\hat{x}_n$ is then sampled from the distribution $p_\theta(x_n|z_n)$ of our conditional generative model which is parameterized by $\theta$. For mathematical convenience, we assume the action category and inter-arrival time are conditionally independent given the latent code $z_n$:

$$p_\theta(x_n|z_n) = p_\theta(a_n, \tau_n|z_n) = p^a_\theta(a_n|z_n)p^\tau_\theta(\tau_n|z_n) \quad (3.6)$$

where $p^a_\theta(a_n|z_n)$ (resp. $p^\tau_\theta(\tau_n|z_n)$) is the conditional generative model for action category (resp. inter-arrival time). This is a standard assumption in event prediction [29, 144]. The sequence model generates two probability distributions: (i) a categorical distribution over the action categories and (ii) a temporal point process distribution over the inter-arrival times for the next action.

The distribution over action categories is modeled with a multinomial distribution when $a_n$ can only take a finite number of values:

$$p^a_\theta(a_n = k|z_n) = p_k(z_n) \quad \text{and} \quad \sum_{k=1}^{K} p_k(z_n) = 1 \quad (3.7)$$
where $p_k(z_n)$ is the probability of occurrence of action $k$, and $K$ is the total number of action categories.

The inter-arrival time is assumed to follow an exponential distribution parameterized by $\lambda(z_n)$, similar to a standard temporal point process model:

$$p^\theta_\tau(\tau_n|z_n) = \begin{cases} \lambda(z_n)e^{-\lambda(z_n)\tau_n} & \text{if } \tau_n \geq 0 \\ 0 & \text{if } \tau_n < 0 \end{cases}$$  \(3.8\)

where $p^\theta_\tau(\tau_n|z_n)$ is a probability density function over random variable $\tau_n$ and $\lambda(z_n)$ is the intensity of the process, which depends on the latent variable sample $z_n$.

**Learning.** We train the model by optimizing the variational lower bound over the entire sequence comprised of $N$ steps:

$$\mathcal{L}_{\theta,\phi}(x_{1:N}) = \sum_{n=1}^{N} \left( \mathbb{E}_{q_\phi(z_n|x_{1:n})} [\log p_\theta(x_n|z_n)] - D_{KL}(q_\phi(z_n|x_{1:n})||p_\psi(z_n|x_{1:n-1})) \right)$$  \(3.9\)

Because the action category and inter-arrival time are conditionally independent given the latent code $z_n$, the log-likelihood term can be written as follows:

$$\mathbb{E}_{q_\phi(z_n|x_{1:n})} [\log p_\theta(x_n|z_n)] = \mathbb{E}_{q_\phi(z_n|x_{1:n})} [\log p^\theta_\tau(\tau_n|z_n)]$$  \(3.10\)

Given the form of $p^\theta_\tau$, the log-likelihood term reduces to a cross entropy between the predicted action category distribution $p^\theta_\tau(\tau_n|z_n)$ and the ground truth label $a^*_n$. Given the ground truth inter-arrival time $\tau^*_n$, we compute its log-likelihood over a small time interval $\Delta_\tau$ under the predicted distribution.

$$\log \left[ \int_{\tau^*_n}^{\tau^*_n+\Delta_\tau} p^\theta_\tau(\tau_n|z_n) \, d\tau_n \right] = \log(1 - e^{-\lambda(z_n)\Delta_\tau})$$  \(3.11\)  \( - \lambda(z_n)\tau^*_n \)

We use the re-parameterization trick [66] to sample from the encoder network $q_\phi$.

**Generation.** The goal is to generate the next action $\hat{x}_n = (\hat{a}_n, \hat{\tau}_n)$ given a sequence of past actions $x_{1:n-1}$. The generation process is shown on the bottom of Figure 3.3. At test time, an action at step $n$ is generated by first sampling $z_n$ from the prior. The parameters of the prior distribution are computed based on the past $n-1$ actions $x_{1:n-1}$. Then, an action category $\hat{a}_n$ and inter-arrival
time $\hat{\tau}_n$ are generated as follows:

$$
\hat{a}_n \sim p_{\theta}^a(a_n | z_n) \quad \hat{\tau}_n \sim p_{\theta}^\tau(\tau_n | z_n)
$$

(3.12)

**Architecture.** We now describe the architecture of our model in detail. At step $n$, the current action $x_n$ is embedded into a vector representation $x_{n}^{emb}$ with a two-step embedding strategy. First, we compute a representation for the action category ($a_n$) and the inter-arrival time ($\tau_n$) separately. Then, we concatenate these two representations and compute a new representation $x_n^{emb}$ of the action.

$$
a_{n}^{emb} = f_{a}^{emb}(a_n)
\tau_{n}^{emb} = f_{\tau}^{emb}(\tau_n)
$$

(3.13)

$$
x_{n}^{emb} = f_{a,\tau}^{emb}([a_{n}^{emb}, \tau_{n}^{emb}])
$$

(3.14)

We use a 1-hot encoding to represent the action category label $a_n$. Then, we have two branches: one to estimate the parameters of the posterior distribution and another to estimate the parameters of the prior distribution. The network architecture of these two branches is similar but we use separate networks because the prior and the posterior distribution capture different information. Each branch has a Long Short Term Memory (LSTM) [51] to encode the current action and the past actions into a vector representation:

$$
h_n^{post} = LSTM_\phi(x_{n}^{emb}, h_{n-1}^{post})
$$

(3.15)

$$
h_n^{prior} = LSTM_\psi(x_{n}^{emb}, h_{n-1}^{prior})
$$

(3.16)

Recurrent networks turn variable length sequences into meaningful, fixed-sized representations. The output of the posterior LSTM $h_n^{post}$ (resp. prior LSTM $h_n^{prior}$) is passed into a posterior (also called inference) network $f_{\phi}^{post}$ (resp. prior network $f_{\psi}^{prior}$) that outputs the parameters of the Gaussian distribution:

$$
\mu_\phi, \sigma_\phi^2 = f_{\phi}^{post}(h_n^{post})
$$

(3.17)

$$
\mu_\psi, \sigma_\psi^2 = f_{\psi}^{prior}(h_n^{prior})
$$

(3.18)

Then, a latent variable $z_n$ is sampled from the posterior (or prior during testing) distribution and is fed to the decoder networks for generating distributions over the action category $a_n$ and inter-arrival time $\tau_n$.

The decoder network for action category $f_{\theta}^a(z_n)$ is a multi-layer perceptron with a softmax output to generate the probability distribution in Eq. 3.7:

$$
p_{\theta}^a(a_n | z_n) = f_{\theta}^a(z_n)
$$

(3.19)
The decoder network for inter-arrival time $f_{\theta}(z_n)$ is another multi-layer perceptron, producing the parameter for the point process model for temporal distribution in Eq. 3.8:

$$\lambda(z_n) = f_{\theta}(z_n)$$  \hspace{1cm} (3.20)

During training, the parameters of all the networks are jointly learned in an end-to-end fashion.
### Table 3.1: Comparison of log-likelihood on Breakfast and MultiTHUMOS datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Stoch. Var.</th>
<th>LL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakfast</td>
<td>APP-LSTM</td>
<td>-</td>
<td>-6.668</td>
</tr>
<tr>
<td></td>
<td>APP-VAE w/o Learned Prior</td>
<td>✓</td>
<td>≥-9.427</td>
</tr>
<tr>
<td></td>
<td>APP-VAE</td>
<td>✓</td>
<td>≥-5.944</td>
</tr>
<tr>
<td>MultiTHUMOS</td>
<td>APP-LSTM</td>
<td>-</td>
<td>-4.190</td>
</tr>
<tr>
<td></td>
<td>APP-VAE w/o Learned Prior</td>
<td>✓</td>
<td>≥-5.344</td>
</tr>
<tr>
<td></td>
<td>APP-VAE</td>
<td>✓</td>
<td>≥-3.838</td>
</tr>
</tbody>
</table>

#### 3.4 Experiments

**Datasets.** We performed experiments using APP-VAE on two action recognition datasets. We use the standard training and testing sets for each.

*MultiTHUMOS Dataset* [139] is a challenging dataset for action recognition, containing 400 videos of 65 different actions. On average, there are 10.5 action class labels per video and 1.5 actions per frame.

*Breakfast Dataset* [73] contains 1712 videos of breakfast preparation for 48 action classes. The actions are performed by 52 people in 18 different kitchens.

**Architecture details.** The APP-VAE model architecture is shown in Fig. 3.3. Action category and inter-arrival time inputs are each passed through 2 layer MLPs with ReLU activation. They are then concatenated and followed with a linear layer. Hidden state of prior and posterior LSTMs is 128. Both prior and posterior networks are 2 layer MLPs, with ReLU activation after the first layer. Dimension of the latent code is 256. Action decoder is a 3 layer MLP with ReLU at the first two layers and softmax for the last one. The time decoder is also a 3 layer MLP with ReLU at the first two layers, with an exponential non-linearity applied to the output to ensure the parameter of the point process is positive.

**Implementation details.** The models are implemented with PyTorch [101] and are trained using the Adam [65] optimizer for 1,500 epochs with batch size 32 and learning rate 0.001. We split the standard training set of both datasets into training and validation sets containing 70% and 30% of samples respectively. We select the best model during training based on the model loss (Eq. 3.10) on the validation set.

**Baselines.** We compare APP-VAE with the following models for action prediction tasks.

- *Time Deterministic LSTM (TD-LSTM).* This is a vanilla LSTM model that is trained to predict the next action category and the inter-arrival time, comparable with the model proposed by Farha *et al.* [1]. This model directly predicts the inter-arrival time and not the distribution over it. TD-LSTM uses the same encoder network as APP-VAE. We use cross-entropy loss.
for action category output and perform regression over inter-arrival time using mean squared error (MSE) loss similar to [1].

- **Action Point Process LSTM (APP-LSTM).** This baseline predicts the inter-arrival time distribution similar to APP-VAE. The model uses the same reconstruction loss function as in the VAE model – cross entropy loss for action category and negative log-likelihood (NLL) loss for inter-arrival time. APP-LSTM does not have the stochastic latent code that allows APP-VAE to model diverse distributions over action category and inter-arrival time. Our APP-LSTM baseline encompasses Du et al. [29]'s work. The only difference is the way we model the intensity function (IF). Du et al. [29] defines IS explicitly as a function of time. This design choice has been investigated in Zhong et al. [144]; an implicit intensity function is shown to be superior and thus adapted in our APP-LSTM baseline.

**Metrics.** We use log-likelihood (LL) to compare our model with the APP-LSTM. We also report accuracy of action category prediction and mean absolute error (MAE) of inter-arrival time prediction. We calculate accuracy by comparing the most probable action category from the model output with the ground truth category. To calculate MAE, we use the expected inter-arrival time under the predicted distribution $p_{\theta}(\tau_n|z_n)$:

$$
\mathbb{E}_{p_{\theta}(\tau_n|z_n)}[\tau_n] = \int_0^\infty \tau_n \cdot p_{\theta}(\tau_n|z_n) d\tau_n = \frac{1}{\lambda(z_n)} \tag{3.21}
$$

The expected value $\frac{1}{\lambda(z_n)}$ and the ground truth inter-arrival time are used to compute MAE.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Time Loss</th>
<th>stoch. var.</th>
<th>↑ accuracy</th>
<th>↓ MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakfast</td>
<td>TD-LSTM</td>
<td>MSE</td>
<td>-</td>
<td>53.64</td>
<td>173.76</td>
</tr>
<tr>
<td></td>
<td>APP-LSTM</td>
<td>NLL</td>
<td>-</td>
<td>61.39</td>
<td>152.17</td>
</tr>
<tr>
<td></td>
<td>APP-VAE w/o Learned Prior</td>
<td>NLL</td>
<td>✓</td>
<td>27.09</td>
<td>270.75</td>
</tr>
<tr>
<td></td>
<td>APP-VAE</td>
<td>NLL</td>
<td>✓</td>
<td><strong>62.20</strong></td>
<td><strong>142.65</strong></td>
</tr>
<tr>
<td>MultiTUHMOS</td>
<td>TD-LSTM</td>
<td>MSE</td>
<td>-</td>
<td>29.74</td>
<td>2.33</td>
</tr>
<tr>
<td></td>
<td>APP-LSTM</td>
<td>NLL</td>
<td>-</td>
<td>36.31</td>
<td>1.99</td>
</tr>
<tr>
<td></td>
<td>APP-VAE w/o Learned Prior</td>
<td>NLL</td>
<td>✓</td>
<td>8.79</td>
<td>2.02</td>
</tr>
<tr>
<td></td>
<td>APP-VAE</td>
<td>NLL</td>
<td>✓</td>
<td><strong>39.30</strong></td>
<td><strong>1.89</strong></td>
</tr>
</tbody>
</table>

Table 3.2: Accuracy of action category prediction and Mean Absolute Error (MAE) of inter-arrival time prediction of all model variants. Arrows show whether lower (↓ ) or higher (↑ ) scores are better.

### 3.4.1 Experiment Results

We discuss quantitative and qualitative results from our experiments. All quantitative experiments are performed by teacher forcing methodology *i.e.* for each step in the sequence of actions, the
Figure 3.4: Examples of generated sequences. Given the history (shown at left), we generate a distribution over latent code $z_n$ for the subsequent time step. A sample is drawn from this distribution, and decoded into distributions over action category and time, from which a next action/time pair by selecting the action with the highest probability and computing the expectation of the generated distribution over $\tau$ (Equation 3.21). This process is repeated to generate a sequence of actions. Two such sampled sequences (a) and (b) are shown for each history, and compared to the respective ground truth sequence (in line with history row). We can see that APP-VAE is capable of generating diverse and plausible action sequences.

models are fed the ground truth history of actions, and likelihood and/or other metrics for the next action are measured.

Quantitative results. Table 3.1 shows experimental results that compare APP-VAE with the APP-LSTM. To estimate the log-likelihood (LL) of our model, we draw 1500 samples from the approximate posterior distribution, following the standard approach of importance sampling. APP-VAE outperforms the APP-LSTM on both MultiTHUMOS and Breakfast datasets. We believe that this is because the APP-VAE model is better in modeling the complex distribution over future actions. Table 3.2 shows accuracy and MAE in predicting the future action given the history of previous actions. APP-VAE outperforms TD-LSTM and APP-LSTM under both the metrics. For each step in the sequence we draw 1500 samples from the prior distribution that models the next step action. Given the output distributions, we select the action category with the maximum probability as the predicted action, and the expected value of inter-arrival time as the predicted inter-arrival time. Out
Test sequences with high likelihood


Test sequences with low likelihood

1. NoHuman, TalkToCamera, GolfSwing, GolfSwing, GolfSwing, GolfSwing, NoHuman


Table 3.3: Example of test sequences with high and low likelihood according to our learned model

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Acc</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakfast</td>
<td>APP-VAE - avg</td>
<td>59.02</td>
<td>145.95</td>
</tr>
<tr>
<td></td>
<td>APP-VAE - mode</td>
<td>62.20</td>
<td>142.65</td>
</tr>
<tr>
<td>MultiTUHMOS</td>
<td>APP-VAE - avg</td>
<td>35.23</td>
<td>1.96</td>
</tr>
<tr>
<td></td>
<td>APP-VAE - mode</td>
<td>39.30</td>
<td>1.89</td>
</tr>
</tbody>
</table>

Table 3.4: Accuracy (Acc) and Mean Absolute Error (MAE) under mode and averaging over samples.

of 1500 predictions, we select the most frequent action as the model prediction for that time step, and compute inter-arrival time by averaging over the corresponding time values.

Table 3.1 and 3.2 also show the comparison of our model with the case where the prior is fixed in all of the time-steps. In this experiment, we fixed the prior to the standard normal distribution $\mathcal{N}(0, I)$. We can see that the learned prior variant outperforms the fixed prior variant consistently across all datasets. The model with the fixed prior does not perform well because it learns to predict the majority action class and average inter-arrival time of the training set, ignoring the history of any input test sequence.

In addition to the above strategy of selecting the mode action at each step, we also report action category accuracy and MAE obtained by averaging over predictions of all 1500 samples. We summarize these results in Table 3.4.

We next explore the architecture of our model by varying the sizes of the latent variable. Table 3.5 shows the log-likelihood of our model for different sizes of the latent variable. We see that as we increase the size of the latent variable, we can model a more complex latent distribution which results in better performance.
Figure 3.5: Latent Code Manipulation. The history + ground-truth label of future action for the sub-figures are: (a) “SIL, crack_egg”→“add_saltnpepper”, (b) “SIL, take_plate, crack_egg”→“add_saltnpepper” and (c) “SIL, pour_oil, crack_egg”→“add_saltnpepper”.

Qualitative Results. Fig. 3.4 shows examples of diverse future action sequences that are generated by APP-VAE given the history. For different provided histories, sampled sequences of actions are shown. We note that the overall duration and sequence of actions on the Breakfast Dataset are reasonable. Variations, e.g. taking the juice squeezer before using it, adding salt and pepper before cooking eggs, are plausible alternatives generated by our model.

Fig. 3.5 visualizes a traversal on one of the latent codes for three different sequences by uniformly sampling one $z$ dimension over $[\mu - 5\sigma, \mu + 5\sigma]$ while fixing others to their sampled values. As shown, this dimension correlates closely with the action add_saltnpepper, stirfry_egg and fry_egg.

We further qualitatively examine the ability of the model to score the likelihood of individual test samples. We sort the test action sequences according to the average per time-step likelihood estimated by drawing 1500 samples from the approximate posterior distribution following the importance sampling approach. High scoring sequences should be those that our model deems as “normal” while low scoring sequences those that are unusual. Tab. 3.3 shows some example of sequences with low and high likelihood on the MultiTHUMOS dataset. We note that a regular, structured sequence of actions such as jump, body roll, cliff diving for a diving action or body contract, squat, clean and jerk for a weightlifting action receives high likelihood. However, repeated hammer throws or golf swings with no set up actions receives a low likelihood.

Finally we compare asynchronous APP-LSTM with a synchronous variant (with constant frame rate) on Breakfast dataset. The synchronous model predicts actions one step at a time and the se-
Table 3.5: Log-likelihood for APP-VAE with different latent variable dimensionality on MultiTHUMOS.

<table>
<thead>
<tr>
<th>Latent size</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>LL (≥)</td>
<td>-4.486</td>
<td>-3.947</td>
<td>-3.940</td>
<td>-3.838</td>
<td>-4.098</td>
</tr>
</tbody>
</table>

Sequence is post-processed to infer the duration of each action. The performance is significantly worse for both MAE time (152.17 vs 1459.99) and action prediction accuracy (61.39% vs 28.24%). A plausible explanation is that LSTMs cannot deal with very long-term dependencies.
3.5 Summary

We presented a novel probabilistic model for point process data – a variational auto-encoder that captures uncertainty in action times and category labels. As a generative model, it can produce action sequences by sampling from a prior distribution, the parameters of which are updated based on neural networks that control the distributions over the next action type and its temporal occurrence. The model can also be used to analyze given input sequences of actions to determine the likelihood of observing particular sequences. We demonstrate empirically that the model is effective for capturing the uncertainty inherent in tasks such as action prediction and anomaly detection.
Chapter 4

Learning a Deep ConvNet for Multi-label Classification with Partial Labels

Deep ConvNets have shown great performance for single-label image classification (e.g. ImageNet), but it is necessary to move beyond the single-label classification task because pictures of everyday life are inherently multi-label. Multi-label classification is a more difficult task than single-label classification because both the input images and output label spaces are more complex. Furthermore, collecting clean multi-label annotations is more difficult to scale-up than single-label annotations. To reduce the annotation cost, we propose to train a model with partial labels i.e. only some labels are known per image. We first empirically compare different labeling strategies to show the potential for using partial labels on multi-label datasets. Then to learn with partial labels, we introduce a new classification loss that exploits the proportion of known labels per example. Our approach allows the use of the same training settings as when learning with all the annotations. We further explore several curriculum learning based strategies to predict missing labels. Experiments are performed on three large-scale multi-label datasets: MS COCO, NUS-WIDE and Open Images.

This chapter is published as Learning a Deep ConvNet for Multi-label Classification with Partial Labels in proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), June 2019 [30].

4.1 Overview

Recently, Stock and Cisse [116] presented empirical evidence that the performance of state-of-the-art classifiers on ImageNet [109] is largely underestimated – much of the remaining error is due to the fact that ImageNet’s single-label annotation ignores the intrinsic multi-label nature of the images. Unlike ImageNet, multi-label datasets (e.g. MS COCO [82], Open Images [75]) contain more complex images that represent scenes with several objects (Figure 4.1). However, collecting multi-label annotations is more difficult to scale-up than single-label annotations [25]. As an alternative strategy, one can make use of partial labels; collecting partial labels is easy and scalable with
crowdsourcing platforms. In this work, we study the problem of learning a multi-label classifier with partial labels per image.

The two main (and complementary) strategies to improve image classification performance are: (i) designing / learning better model architectures [31, 32, 33, 49, 83, 99, 103, 117, 120, 135, 146, 147] and (ii) learning with more labeled data [88, 118]. However, collecting a multi-label dataset is more difficult and less scalable than collecting a single label dataset [25], because collecting a consistent and exhaustive list of labels for every image requires significant effort. To overcome this challenge, [80, 88, 118] automatically generated the labels using web supervision. But the drawback of these approaches is that the annotations are noisy and not exhaustive, and [143] showed that learning with corrupted labels can lead to very poor generalization performance. To be more robust to label noise, some methods have been proposed to learn with noisy labels [123].

An orthogonal strategy is to use partial annotations. This direction is actively being pursued by the research community: the largest publicly available multi-label dataset is annotated with partial clean labels [75]. For each image, the labels for some categories are known but the remaining labels are unknown (Figure 4.1). For instance, we know there is a car and there is not a bear in the image, but we do not know if there is a person, a boat or an apple. Relaxing the learning requirement for exhaustive labels opens better opportunities for creating large-scale datasets. Crowdsourcing platforms like Amazon Mechanical Turk\(^1\) and Google Image Labeler\(^2\) or web services like reCAPTCHA\(^3\) can scalably collect partial labels for a large number of images.

To our knowledge, this is the first work to examine the challenging task of learning a multi-label image classifier with partial labels on large-scale datasets. Learning with partial labels on large-scale datasets presents novel challenges because existing methods [122, 131, 136, 137] are not scalable and cannot be used to fine-tune a ConvNet. We address these key technical challenges by introducing a new loss function and a method to fix missing labels.

---

\(^1\)https://www.mturk.com/

\(^2\)https://crowdsource.google.com/imagelabeler/category

\(^3\)https://www.google.com/recaptcha/
Our first contribution is to empirically compare several labeling strategies for multi-label datasets to highlight the potential for learning with partial labels. Given a fixed label budget, our experiments show that partially annotating all images is better than fully annotating a small subset.

As a second contribution, we propose a scalable method to learn a ConvNet with partial labels. We introduce a loss function that generalizes the standard binary cross-entropy loss by exploiting label proportion information. This loss automatically adapts to the proportion of known labels per image and allows to use the same training settings as when learning with all the labels.

Our last contribution is a method to predict missing labels. We show that the learned model is accurate and can be used to predict missing labels. Because ConvNets are sensitive to noise [143], we propose a curriculum learning based model [4] that progressively predicts some missing labels and adds them to the training set. To improve label predictions, we develop an approach based on Graph Neural Networks (GNNs) to explicitly model the correlation between categories. In multi-label settings, not all labels are independent, hence reasoning about label correlation between observed and unobserved partial labels is important.
4.2 Related Work

Learning with partial / missing labels. Multi-label tasks often involve incomplete training data, hence several methods have been proposed to solve the problem of multi-label learning with missing labels (MLML). The first and simple approach is to treat the missing labels as negative labels [5, 88, 94, 118, 119, 128]. The MLML problem then becomes a fully labeled learning problem. This solution is used in most webly supervised approaches [88, 118]. The standard assumption is that only the category of the query is present (e.g. car in Figure 4.1) and all the other categories are absent. However, performance drops because a lot of ground-truth positive labels are initialized as negative labels [61]. A second solution is Binary Relevance (BR) [122], which treats each label as an independent binary classification. But this approach is not scalable when the number of categories grows and it ignores correlations between labels and between instances, which can be helpful for recognition. Unlike BR, our proposed approach allows to learn a single model using partial labels.

To overcome the second problem, several works proposed to exploit label correlations from the training data to propagate label information from the provided labels to missing labels. [8, 136] used a matrix completion algorithm to fill in missing labels. These methods exploit label-label correlations and instance-instance correlations with low-rank regularization on the label matrix to complete the instance-label matrix. Similarly, [141] introduced a low rank empirical risk minimization, [131] used a mixed graph to encode a network of label dependencies and [25, 94] learned correlation between the categories to predict some missing labels. Unlike most of the existing models that assume that the correlations are linear and unstructured, [137] proposed to learn structured semantic correlations. Another strategy is to treat missing labels as latent variables in probabilistic models. Missing labels are predicted by posterior inference. [62, 124] used models based on Bayesian networks [56] whereas [18] proposed a deep sequential generative model based on a Variational Auto-Encoder framework [66] that also allows to deal with unlabeled data.

However, most of these works cannot be used to learn a deep ConvNet. They require solving an optimization problem with the training set in memory, so it is not possible to use a mini-batch strategy to fine-tune the model. This is limiting because it is well-known that fine-tuning is important to transfer a pre-trained architecture [72]. Some methods are also not scalable because they require to solve convex quadratic optimization problems [131, 137] that are intractable for large-scale datasets. Unlike these methods, we propose a model that is scalable and end-to-end learnable. To train our model, we introduce a new loss function that adapts itself to the proportion of known labels per example. Similar to some MLML methods, we also explore several strategies to fill-in missing labels by using the learned classifier.

Learning with partial labels is different from semi-supervised learning [12] because in the semi-supervised learning setting, only a subset of the examples is labeled with all the labels and the other examples are unlabeled whereas in the partial labels setting, all the images are labeled but only with a subset of labels. Note that [21] also introduced a partially labeled learning problem (also called
ambiguously labeled learning) but this problem is different: in [21], each example is annotated with multiple labels but only one is correct.

**Curriculum Learning / Never-Ending Learning.** To predict missing labels, we propose an iterative strategy based on Curriculum Learning [4]. The idea of Curriculum Learning is inspired by the way humans learn: start to learn with easy samples/subtasks, and then gradually increase the difficulty level of the samples/subtasks. But, the main problem in using curriculum learning is to measure the difficulty of an example. To solve this problem, [74] used the definition that easy samples are ones whose correct output can be predicted easily. They introduced an iterative self-paced learning (SPL) algorithm where each iteration simultaneously selects easy samples and updates the model parameters. [58] generalizes the SPL to different learning schemes by introducing different self-paced functions. Instead of using human-designed heuristics, [59] proposed MentorNet, a method to learn the curriculum from noisy data. Similar to our work, [44] recently introduced the CurriculumNet that is a model to learn from large-scale noisy web images with a curriculum learning approach. However this strategy is designed for multi-class image classification and cannot be used for multi-label image classification because it uses a clustering-based model to measure the difficulty of the examples.

Our approach is also related to the Never-Ending Learning (NEL) paradigm [95]. The key idea of NEL is to use previously learned knowledge to improve the learning of the model. [78] proposed a framework that alternatively learns object class models and collects object class datasets. [9, 95] introduced the Never-Ending Language Learning to extract knowledge from hundreds of millions of web pages. Similarly, [14, 15] proposed the Never-Ending Image Learner to discover structured visual knowledge. Unlike these approaches that use a previously learned model to extract knowledge from web data, we use the learned model to predict missing labels.
4.3 Learning with Partial Labels

Our goal in this work is to train ConvNets given partial labels. We first introduce a loss function to learn with partial labels that generalizes the binary cross-entropy. We then extend the model with a Graph Neural Network to reason about label correlations between observed and unobserved partial labels. Finally, we use these contributions to learn an accurate model that it is used to predict missing labels with a curriculum-based approach.

Notation. We denote by $C$ the number of categories and $N$ the number of training examples. We denote the training data by $\mathcal{D} = \{(\mathcal{I}^{(1)}, y^{(1)}), \ldots, (\mathcal{I}^{(N)}, y^{(N)})\}$, where $\mathcal{I}^{(i)}$ is the $i$th image and $y^{(i)} = [y^{(i)}_1, \ldots, y^{(i)}_C] \in Y \subseteq \{-1, 0, 1\}^C$ the label vector. For a given example $i$ and category $c$, $y^{(i)}_c = 1$ (resp. $-1$ and 0) means the category is present (resp. absent and unknown). $y = [y^{(1)}; \ldots; y^{(N)}] \in \{-1, 0, 1\}^{N \times C}$ is the matrix of training set labels. $f_w$ denotes a deep ConvNet with parameters $w$. $x^{(i)} = [x^{(i)}_1, \ldots, x^{(i)}_C] = f_w(\mathcal{I}^{(i)}) \in \mathbb{R}^C$ is the output (before sigmoid) of the deep ConvNet $f_w$ on image $\mathcal{I}^{(i)}$.

4.3.1 Binary cross-entropy for partial labels

The most popular loss function to train a model for multi-label classification is binary cross-entropy (BCE). To be independent of the number of categories, the BCE loss is normalized by the number of classes. This becomes a drawback for partially labeled data because the back-propagated gradient becomes small. To overcome this problem, we propose the partial-BCE loss that normalizes the loss by the proportion of known labels:

$$\ell(x, y) = g(p_y) \frac{1}{C} \sum_{c=1}^{C} \left[ \mathbb{1}[y_c = 1] \log \left( \frac{1}{1 + \exp(-x_c)} \right) + \mathbb{1}[y_c = -1] \log \left( \frac{\exp(-x_c)}{1 + \exp(-x_c)} \right) \right]$$

(4.1)

where $p_y \in [0, 1]$ is the proportion of known labels in $y$ and $g$ is a normalization function with respect to the label proportion. Note that the partial-BCE loss ignores the categories for unknown labels ($y_c = 0$). In the standard BCE loss, the normalization function is $g(p_y) = 1$. Unlike the standard BCE, the partial-BCE gives the same importance to each example independent of the number of known labels, which is useful when the proportion of labels per image is not fixed. This loss adapts itself to the proportion of known labels. We now explain how we design the normalization function $g$.

Normalization function $g$. The function $g$ normalizes the loss function with respect to the label proportion. We want the partial-BCE loss to have the same behavior as the BCE loss when all the
Figure 4.2: Examples of the weight function \( g \) (Equation 4.2) for different values of hyperparameter \( \gamma \) with the constraint \( g(0.1) = 5 \). \( \gamma \) controls the behavior of the normalization with respect to the label proportion \( p_y \).

Labels are present \( i.e. \ g(1) = 1 \). We propose to use the following normalization function:

\[
g(p_y) = \alpha p_y^\gamma + \beta
\]

where \( \alpha \), \( \beta \) and \( \gamma \) are the hyperparameters that allow to generalize several standard functions. For instance with \( \alpha = 1, \beta = 0 \) and \( \gamma = -1 \), this function weights each example inversely proportional to the proportion of labels. This is equivalent to normalizing by the number of known classes instead of the number of classes. Given a \( \gamma \) value and the weight for a given proportion (\( e.g. \ g(0.1) = 5 \)), we can find the hyperparameters \( \alpha \) and \( \beta \) that satisfy these constraints. The hyperparameter \( \gamma \) controls the behavior of the normalization with respect to the label proportion. In Figure 4.2 we show this function for different values of \( \gamma \) given the constraint \( g(0.1) = 5 \). For \( \gamma = 1 \) the normalization is linearly proportional to the label proportion, whereas for \( \gamma = -1 \) the normalization value is inversely proportional to the label proportion. We analyse the importance of each hyperparameter in Sec.4.4. This normalization has a similar goal to batch normalization [53] which normalizes distributions of layer inputs for each mini-batch.
4.3.2 Multi-label classification with GNN

To model the interactions between the categories, we use a Graph Neural Network (GNN) [41, 112] on top of a ConvNet. We first introduce the GNN and then detail how we use GNN for multi-label classification.

GNN. For GNNs, the input data is a graph \( G = \{V, E\} \) where \( V \) (resp. \( E \)) is the set of nodes (resp. edges) of the graph. For each node \( v \in V \), we denote the input feature vector \( x_v \) and its hidden representation describing the node’s state at time step \( t \) by \( h^t_v \). We use \( \Omega_v \) to denote the set of neighboring nodes of \( v \). A node uses information from its neighbors to update its hidden state. The update is decomposed into two steps: message update and hidden state update. The message update step combines messages sent to node \( v \) into a single message vector \( m^t_v \) according to:

\[
m^t_v = M(\{h^t_u | u \in \Omega_v \})
\] (4.3)

where \( M \) is the function to update the message. In the hidden state update step, the hidden states \( h^t_v \) at each node in the graph are updated based on messages \( m^t_v \) according to:

\[
h^{t+1}_v = F(h^t_v, m^t_v)
\] (4.4)

where \( F \) is the function to update the hidden state. \( M \) and \( F \) are feedforward neural networks that are shared among different time steps. Note that these update functions specify a propagation model of information inside the graph.

GNN for multi-label classification. For multi-label classification, each node represents one category (\( V = \{1, \ldots, C\} \)) and the edges represent the connections between the categories. We use a fully-connected graph to model correlation between all categories. The node hidden states are initialized with the ConvNet output. We now detail the GNN functions used in our model. The algorithm and additional information are given in the supplementary material.

Message update function \( M \). We use the following message update function:

\[
m^t_v = \frac{1}{|\Omega_v|} \sum_{u \in \Omega_v} f_M( h^t_u )
\] (4.5)

where \( f_M \) is a multi-layer perceptron (MLP). The message is computed by first feeding hidden states to the MLP \( f_M \) and then taking the average over the neighborhood.

Hidden state update function \( F \). We use the following hidden state update function:

\[
h^{t+1}_v = GRU(h^t_v, m^t_v)
\] (4.6)
which uses a Gated Recurrent Unit (GRU) [16]. The hidden state is updated based on the incoming messages and the previous hidden state.
4.3.3 Prediction of unknown labels

In this section, we propose a method to predict some missing labels with a curriculum learning strategy [4]. We formulate our problem based on the self-paced model [58, 74] and the goal is to optimize the following objective function:

\[
\min_{w \in \mathbb{R}^d, v \in \{0, 1\}^{N \times C}} J(w, v) = \beta \|w\|^2 + G(v; \theta) \\
+ \frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{C} v_{ic} \ell_c(f_w(I^{(i)}), y_c^{(i)})
\]

(4.7)

where \( \ell_c \) is the loss for category \( c \) and \( v_i \in \{0, 1\}^C \) is a vector to represent the selected labels for the \( i \)-th sample. \( v_{ic} = 1 \) (resp. \( v_{ic} = 0 \)) means that the \( c \)-th label of the \( i \)-th example is selected (resp. unselected). The function \( G \) defines a curriculum, parameterized by \( \theta \), which defines the learning scheme. Following [74], we use an alternating algorithm where \( w \) and \( v \) are alternatively minimized, one at a time while the other is held fixed. The algorithm is shown in Algorithm 1. Initially, the model is learned with only clean partial labels. Then, the algorithm uses the learned model to add progressively new “easy” weak (i.e. noisy) labels in the training set, and then uses the clean and weak labels to continue the training of the model. We analyze different strategies to add new labels:

[a] Score threshold strategy. This strategy uses the classification score (i.e. ConvNet) to estimate the difficulty of a pair category-example. An easy example has a high absolute score whereas a hard example has a score close to 0. We use the learned model on partial labels to predict the missing labels only if the classification score is larger than a threshold \( \theta > 0 \). When \( w \) is fixed, the optimal \( v \) can be derived by:

\[
v_{ic} = \begin{cases} 
1 & \text{if } x_c^{(i)} \geq \theta \\
0 & \text{otherwise}
\end{cases}
\]

(4.8)

The predicted label is \( y_c^{(i)} = \text{sign}(x_c^{(i)}) \).

[b] Score proportion strategy. This strategy is similar to the strategy [a] but instead of labeling the pair category-example higher than a threshold, we label a fixed proportion \( \theta \) of pairs per mini-batch. To find the optimal \( v \), we sort the examples by decreasing order of absolute score and label only the top-\( \theta \)% of the missing labels.

[c] Predict only positive labels. Because of the imbalanced annotations, we only predict positive labels with strategy [a]. When \( w \) is fixed, the optimal \( v \) can be derived by:

\[
v_{ic} = \begin{cases} 
1 & \text{if } x_c^{(i)} \geq \theta \\
0 & \text{otherwise}
\end{cases}
\]

(4.9)

[d] Ensemble score threshold strategy. This strategy is similar to the strategy [a] but it uses an ensemble of models to estimate the confidence score. We average the classification score of each model to estimate the final confidence score. This strategy allows to be more robust than the strategy.
Algorithm 1 Curriculum labeling

Input: Training data $D$

1. Initialize $v$ with known labels
2. Initialize $w$: learn the ConvNet with the partial labels
3. repeat
4. Update $v$ (fixed $w$): find easy missing labels
5. Update $y$: predict the label of easy missing labels
6. Update $w$ (fixed $v$): improve classification model with the clean and easy weak annotations
7. until stopping criteria

[a]. When $w$ is fixed, the optimal $v$ can be derived by:

$$v_{ic} = 1[E(I^{(i)})_c \geq \theta] + 1[E(I^{(i)})_c < -\theta]$$  \hspace{1cm} (4.10)

where $E(I^{(i)}) \in \mathbb{R}^C$ is the vector score of an ensemble of models. The predicted label is $y_c^{(i)} = \text{sign}(E(I^{(i)})_c)$.

[e] Bayesian uncertainty strategy. Instead of using the classification score as in [a] or [d], we estimate the bayesian uncertainty [64] of each pair category-example. An easy pair category-example has a small uncertainty. When $w$ is fixed, the optimal $v$ can be derived by:

$$v_{ic} = 1[U(I^{(i)})_c \leq \theta]$$ \hspace{1cm} (4.11)

where $U(I^{(i)})$ is the bayesian uncertainty of category $c$ of the $i$-th example. This strategy is similar to strategy [d] except that it uses the variance of the classification scores instead of the average to estimate the difficulty.
Figure 4.3: The first row shows MAP results for the different labeling strategies. On the second row, we show the comparison of the BCE and the partial-BCE. The x-axis shows the proportion of clean labels.

4.4 Experiments

Static Image Datasets. We perform experiments on several standard multi-label datasets: Pascal VOC 2007 [36], MS COCO [82] and NUS-WIDE [19]. For each dataset, we use the standard train/test sets introduced respectively in [36], [98], and [39] (see Section 4.5.2 for more details). From these datasets that are fully labeled, we create partially labeled datasets by randomly dropping some labels per image. The proportion of known labels is between 10% (90% of labels missing) and 100% (all labels present). We also perform experiments on the large-scale Open Images dataset [75] that is partially annotated: 0.9% of the labels are available during training.

Metrics. To evaluate the performances, we use several metrics: mean Average Precision (MAP) [3], 0-1 exact match, Macro-F1 [138], Micro-F1 [121], per-class precision, per-class recall, overall precision, overall recall. These metrics are standard multi-label classification metrics and are presented in Section 4.5.3. We mainly show the results for the MAP metric but results for other metrics are shown in Section 4.5.

Implementation details. We employ ResNet-WELDON [33] as our classification network. We use a ResNet-101 [49] pretrained on ImageNet as the backbone architecture, but we show results for other architectures in Section 4.5. The models are implemented with PyTorch [101]. The hyper-parameters of the partial-BCE loss function are \( \alpha = -4.45, \beta = 5.45 \) (i.e. \( g(0.1) = 5 \)) and \( \gamma = 1 \). To predict missing labels, we use the bayesian uncertainty strategy with \( \theta = 0.3 \).
4.4.1 What is the best strategy to annotate a dataset?

In the first set of experiments, we study three strategies to annotate a multi-label dataset. The goal is to answer the question: what is the best strategy to annotate a dataset with a fixed budget of clean labels? We explore the three following scenarios:

- **Partial labels.** This is the strategy used in this paper. In this setting, all the images are used but only a subset of the labels per image are known. The known categories are different for each image.

- **Complete image labels or dense labels.** In this scenario, only a subset of the images are labeled, but the labeled images have the annotations for all the categories. This is the standard setting for semi-supervised learning [12] except that we do not use a semi-supervised model.

- **Noisy labels.** All the categories of all images are labeled but some labels are wrong. This scenario is similar to the webly-supervised learning scenario [88] where some labels are wrong.

To have fair comparison between the approaches, we use a BCE loss function for these experiments. The results are shown in Figure 4.3 for different proportion of clean labels. For each experiment, we use the same number of clean labels. 100% means that all the labels are known during training (standard classification setting) and 10% means that only 10% of the labels are known during training. The 90% of other labels are unknown labels for the partial labels and the complete image labels scenarios and are wrong labels for the noisy labels scenario. Similar to [118], we observe that the performance increases logarithmically based on proportion of labels. From this first experiment, we can draw the following conclusions: (1) Given a fixed number of clean labels, we observe that learning with partial labels is better than learning with a subset of dense annotations. The improvement increases when the label proportion decreases. A reason is that the model trained in the partial labels strategy “sees” more images during training and therefore has a better generalization performance. (2) It is better to learn with a small subset of clean labels than a lot of labels with some incorrect labels. Both partial labels and complete image labels scenarios are better than the noisy label scenario. For instance on MS COCO, we observe that learning with only 20% of clean partial labels is better than learning with 80% of clean labels and 20% of wrong labels.

**Noisy web labels.** Another strategy to generate a noisy dataset from a multi-label dataset is to use only one positive label for each image. This is a standard assumption made when collecting data from the web [80] *i.e.* the only category present in the image is the category of the query. From the clean MS COCO dataset, we generate a noisy dataset (named noisy+) by keeping only one positive label per image. If the image has more than one positive label, we randomly select one positive label among the positive labels and switch the other positive labels to negative labels. The results are reported in Table 4.1 for three scenarios: clean (all the training labels are known and clean), 10% of partial labels and noisy+ scenario. We also show the percentage of clean and noisy labels for each experiment. The noisy+ approach generates a small proportion of noisy labels.
Table 4.1: Comparison with a webly-supervised strategy (noisy+) on MS COCO. Clean (resp. noisy) means the percentage of clean (resp. noisy) labels in the training set.

(2.4%) that drops the performance by about 7pt with respect to the clean baseline. We observe that a model trained with only 10% of clean labels is slightly better than the model trained with the noisy labels. This experiment shows that the standard assumption made in most of the webly-supervised datasets is not good for complex scenes / multi-label images because it generates noisy labels that significantly decrease generalization.

<table>
<thead>
<tr>
<th>Relabeling</th>
<th>MAP (%)</th>
<th>0-1</th>
<th>Macro-F1</th>
<th>Micro-F1</th>
<th>label prop.</th>
<th>TP</th>
<th>TN</th>
<th>GNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 steps (no curriculum)</td>
<td>-1.49</td>
<td>6.42</td>
<td>2.32</td>
<td>1.99</td>
<td>100</td>
<td>82.78</td>
<td>96.40</td>
<td>✓</td>
</tr>
<tr>
<td>[a] Score threshold $\theta = 2$</td>
<td>0.34</td>
<td>11.15</td>
<td>4.33</td>
<td>4.26</td>
<td>95.29</td>
<td>85.00</td>
<td>95.80</td>
<td>✓</td>
</tr>
<tr>
<td>[b] Score proportion $\theta = 80%$</td>
<td>0.17</td>
<td>8.40</td>
<td>3.70</td>
<td>3.25</td>
<td>96.24</td>
<td>84.40</td>
<td>98.10</td>
<td>✓</td>
</tr>
<tr>
<td>[c] Positive only - score $\theta = 5$</td>
<td>0.31</td>
<td>-4.58</td>
<td>-1.92</td>
<td>-2.23</td>
<td>12.01</td>
<td>79.07</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>[d] Ensemble score $\theta = 2$</td>
<td>0.23</td>
<td>11.31</td>
<td>4.16</td>
<td>4.33</td>
<td>95.33</td>
<td>84.80</td>
<td>98.53</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty $\theta = 0.3$</td>
<td>0.34</td>
<td>10.15</td>
<td>4.37</td>
<td>3.72</td>
<td>77.91</td>
<td>61.15</td>
<td>99.24</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty $\theta = 0.1$</td>
<td>0.36</td>
<td>2.71</td>
<td>1.91</td>
<td>1.22</td>
<td>19.45</td>
<td>38.15</td>
<td>99.97</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty $\theta = 0.2$</td>
<td>0.30</td>
<td>10.76</td>
<td>4.87</td>
<td>4.66</td>
<td>57.03</td>
<td>62.03</td>
<td>99.65</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty $\theta = 0.3$</td>
<td>0.59</td>
<td>12.07</td>
<td>5.11</td>
<td>4.95</td>
<td>79.74</td>
<td>68.96</td>
<td>99.23</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty $\theta = 0.4$</td>
<td>0.43</td>
<td>10.99</td>
<td>4.88</td>
<td>4.46</td>
<td>90.51</td>
<td>70.77</td>
<td>98.57</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty $\theta = 0.5$</td>
<td>0.45</td>
<td>10.08</td>
<td>3.93</td>
<td>3.78</td>
<td>94.79</td>
<td>74.73</td>
<td>98.00</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 4.2: Analysis of the labeling strategy of missing labels on Pascal VOC 2007 val set. For each metric, we report the relative scores with respect to a model that does not label missing labels. TP (resp. TN) means true positive (resp. true negative) rate. For the strategy [c], we report the label accuracy instead of the TP rate.

### 4.4.2 Learning with partial labels

In this section, we compare the standard BCE and the partial-BCE and analyze the importance of the GNN.

**BCE vs partial-BCE.** The Figure 4.3 shows the MAP results for different proportion of known labels on three datasets. For all the datasets, we observe that using the partial-BCE significantly improves the performance: the lower the label proportion, the better the improvement. We observe the same behavior for the other metrics (Section 4.5.6). In Table 4.3, we show results on the Open Images dataset and we observe that the partial-BCE is 4 pt better than the standard BCE. These experiments show that our loss learns better than the BCE because it exploits the label proportion.
| BCE partial-BCE GNN + partial-BCE |
|-------------------------------|----------------|----------------|
| MAP (%)                      | 79.01          | 83.05          | 83.36          |

Table 4.3: MAP results on Open Images.

Figure 4.4: MAP (%) improvement with respect to the proportion of known labels on MS COCO for the partial-BCE and the GNN + partial-BCE. 0 means the result for a model trained with the standard BCE.

information during training. It allows to learn efficiently while keeping the same training setting as with all annotations.

**GNN.** We now analyze the improvements of the GNN to learn relationships between the categories. We show the results on MS COCO in Figure 4.4. We observe that for each label proportion, using the GNN improves the performance. Open Images experiments (Table 4.3) show that GNN improves the performance even when the label proportion is small. This experiment shows that modeling the correlation between categories is important even in case of partial labels. However, we also note that a ConvNet implicitly learns some correlation between the categories because some learned representations are shared by all categories.

### 4.4.3 What is the best strategy to predict missing labels?

In this section, we analyze the labeling strategies introduced in Section 4.3.3 to predict missing labels. Before training epochs 10 and 15, we use the learned classifier to predict some missing
Table 4.4: Ablation study on MS COCO with 10% of known labels.

<table>
<thead>
<tr>
<th>BCE fine-tuning</th>
<th>partial-BCE</th>
<th>GNN relabeling</th>
<th>MAP 0-1 exact match</th>
<th>Macro-F1</th>
<th>Micro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td></td>
<td>66.21</td>
<td>17.53</td>
<td>62.74</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>72.15</td>
<td>22.04</td>
<td>65.82</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>75.31</td>
<td>24.51</td>
<td>67.94</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>75.82</td>
<td>25.14</td>
<td>68.40</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>75.71</td>
<td>30.52</td>
<td>70.13</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>76.40</td>
<td>32.12</td>
<td>70.73</td>
</tr>
</tbody>
</table>

labels. We report the results for different metrics on Pascal VOC 2007 validation set with 10% of labels in Table 4.2. We also report the final proportion of labels, the true positive (TP) and true negative (TN) rates for predicted labels. Additional results are shown in Section 4.5.9.

First, we show the results of a 2 steps strategy that predicts all missing labels in one time. Overall, we observe that this strategy is worse than curriculum-based strategies ([a]-[e]). In particular, the 2 steps strategy decreases the MAP score. These results show that predicting all missing labels at once introduced too much label noise, decreasing generalization performance. Among the curriculum-based strategies, we observe that the threshold strategy [a] is better than the proportion strategy [b]. We also note that using a model ensemble [d] does not significantly improve the performance with respect to a single model [a]. Predicting only positive labels [c] is a poor strategy. The bayesian uncertainty strategy [e] is the best strategy. In particular, we observe that the GNN is important for this strategy because it decreases the label uncertainty and allows the model to be robust to the hyperparameter $\theta$.

4.4.4 Method analysis

In this section, we analyze the hyperparameters of the partial-BCE and perform an ablation study on MS COCO.

Partial-BCE analysis. To analyze the partial-BCE, we use only the training set. The model is trained on about 78k images and evaluated on the remaining 5k images. We first analyse how to choose the value of the normalization function given a label proportion of 10% i.e. $g(0.1)$ (it is possible to choose another label proportion). The results are shown in Figure 4.5. Note that for $g(0.1) = 1$, the partial-BCE is equivalent to the BCE and the loss is normalized by the number of categories. We observe that the normalization value $g(0.1) = 1$ gives the worst results. The best score is obtained for a normalization value around 20 but the performance is similar for $g(0.1) \in [3, 50]$. Using a large value drops the performance. This experiment shows that the proposed normalization function is important and robust. These results are independent of the network architectures (Section 4.5.7).

Given the constraints $g(0.1) = 5$ and $g(1) = 1$, we analyze the impact of the hyperparameter $\gamma$. This hyperparameter controls the behavior of the normalization with respect to the label proportion.
Using a high value ($\gamma = 3$) is better than a low value ($\gamma = -1$) for large label proportions but is slightly worse for small label proportions. We observe that using a normalization that is proportional to the number of known labels ($\gamma = 1$) works better than using a normalization that is inversely proportional to the number of known labels ($\gamma = -1$).

**Ablation study.** Finally to analyze the importance of each contribution, we perform an ablation study on MS COCO for a label proportion of 10% in Table 4.4. We first observe that fine-tuning is important. It validates the importance of building end-to-end trainable models to learn with missing labels. The partial-BCE loss function increases the performance against each metric because it exploits the label proportion information during training. We show that using GNN or relabeling improves performance. In particular, the relabeling stage significantly increases the 0-1 exact match score (+5pt) and the Micro-F1 score (+2.5pt). Finally, we observe that our contributions are complementary.
Figure 4.6: Analysis of hyperparameter $\gamma$ on MS COCO.
4.5 Implementation Details and Analysis

4.5.1 Multi-label classification with GNN

In this subsection, we give additional information about the Graph Neural Networks (GNN) used in our work. We first show the algorithm used to predict the classification scores with a GNN in Algorithm 2. The input \( x \in \mathbb{R}^C \) of the GNN is the ConvNet output, where \( C \) is the number of categories.

The \( f_M \) function in the message update function \( M \) is a fully connected layer followed by a ReLU. Because the graph is fully-connected, the message update function \( M \) averages on all the nodes of the graph except the current node \( v \) i.e. \( \Omega_v = \mathcal{V} \setminus \{v\} \). Similarly to [104], the final prediction uses both first and last hidden states. We observe that using both first and last hidden states is better than using only the last hidden state. According to [104], we use \( T = 3 \) iterations in our experiments.

\[
\text{Algorithm 2 Graph Neural Network (GNN)}
\]

**Input:** ConvNet output \( x \)

1. Initialize the hidden state of each node \( v \in \mathcal{V} \) with the output of the ConvNet.

\[
h^0_v = [0, \ldots, 0, x_v, 0, \ldots, 0] \quad \forall v \in \mathcal{V} \quad (4.12)
\]

2. **for** \( t = 0 \) to \( T-1 \) **do**

3. Update message of each node \( v \in \mathcal{V} \) based on the hidden states

\[
m^t_v = M(\{h^t_u | u \in \Omega_v\}) = \frac{1}{|\Omega_v|} \sum_{u \in \Omega_v} f_M(h^t_u) \quad (4.13)
\]

4. Update hidden state of each node \( v \in \mathcal{V} \) based on the messages

\[
h^{t+1}_v = F(h^t_v, m^t_v) = GRU(h^t_v, m^t_v) \quad (4.14)
\]

5. **end for**

6. Compute the output based on the first and last hidden states

\[
\bar{y} = s(h^0_v, h^T_v) = h^0_v + h^T_v \quad (4.15)
\]

**Output:** \( \bar{y} \)

4.5.2 Experimental details

**Datasets.** We perform experiments on large publicly available multi-label datasets: Pascal VOC 2007 [36], MS COCO [82] and NUS-WIDE [19]. Pascal VOC 2007 dataset contains 5k/5k train-val/test images of 20 objects categories. MS COCO dataset contains 123k images of 80 objects categories. We use the 2014 data split with 83k train images and 41k val images. NUS-WIDE dataset
contains 269,648 images downloaded from Flickr that have been manually annotated with 81 visual concepts. We follow the experimental protocol in [39] and use 150k randomly sampled images for training and the rest for testing. The results on NUS-WIDE cannot be directly comparable with the other works because the number of total images is different (209,347 in [39], 200,261 in [81]). The main reason is that some provided URLs are invalid or some images have been deleted from Flickr. For our experiments, we collected 216,450 images.

We also perform experiments on the largest publicly available multi-label dataset: Open Images [75]. This dataset is partially annotated with human labels and machine generated labels. For our experiments, we use only human labels on the 600 boxable classes. On the training set, only 0.9% of the labels are available.

**Implementation details.** The hyperparameters of the WELDON pooling function are $k^+ = k^- = 0.1$. The models are implemented with PyTorch [101] and are trained with SGD during 20 epochs with a batch size of 16. The initial learning rate is 0.01 and it is divide by 10 after 10 epochs. During training, we only use random horizontal flip as data augmentation. Each image is resized to $448 \times 448$ with 3 color channels. On Open Images dataset, unlike [75] we do not train from scratch the network. We use a similar protocol that on the others datasets: we fine-tune a model pre-train on ImageNet but stop the training when the validation performance does not increase. Because the training set has 1.7M images, the model converge in less than 5 epochs.

**4.5.3 Multi-label metrics**

In this subsection, we introduce the metrics used to evaluate the performances on multi-label datasets. We note $y^{(i)} = [y_1^{(i)}, \ldots, y_C^{(i)}] \in \mathcal{Y} \subseteq \{-1, 0, 1\}^C$ the ground truth label vector and $\hat{y}^{(i)} = [\hat{y}_1^{(i)}, \ldots, \hat{y}_C^{(i)}] \in \{-1, 1\}^C$ the predicted label vector of the $i$-th example.

**Zero-one exact match accuracy (0-1).** This metric considers a prediction correct only if all the labels are correctly predicted:

$$m_{0/1}(\mathcal{D}) = \frac{1}{N} \sum_{i=1}^{N} 1[y^{(i)} = \hat{y}^{(i)}] \quad (4.16)$$

where $1[.]$ is an indicator function.

**Per-class precision/recall (PC-P/R).**

$$m_{PC-P}(\mathcal{D}) = \frac{1}{C} \sum_{c=1}^{C} \frac{N_c^{\text{correct}}}{N_c^{\text{predict}}} \quad (4.17)$$

$$m_{PC-R}(\mathcal{D}) = \frac{1}{C} \sum_{c=1}^{C} \frac{N_c^{\text{correct}}}{N_c^{gt}} \quad (4.18)$$
where \( N_{c}^{\text{correct}} \) is the number of correctly predicted images for the \( c \)-th label, \( N_{c}^{\text{predict}} \) is the number of predicted images, \( N_{c}^{\text{gt}} \) is the number of ground-truth images. Note that the per-class measures treat all classes equal regardless of their sample size, so one can obtain a high performance by focusing on getting rare classes right.

**Overall precision/recall (OV-P/R).** Unlike per-class metrics, the overall metrics treat all samples equal regardless of their classes.

\[
m_{OV-P}(D) = \frac{\sum_{c=1}^{C} N_{c}^{\text{correct}}}{\sum_{c=1}^{C} N_{c}^{\text{predict}}} \tag{4.19}
\]

\[
m_{OV-R}(D) = \frac{\sum_{c=1}^{C} N_{c}^{\text{correct}}}{\sum_{c=1}^{C} N_{c}^{\text{gt}}} \tag{4.20}
\]

**Macro-F1 (M-F1).** The macro-F1 score [138] is the F1 score [107] averaged across all categories.

\[
m_{MF1}(D) = \frac{1}{C} \sum_{c=1}^{C} F_{c}^1 \tag{4.21}
\]

Given a category \( c \), the F1 measure, defined as the harmonic mean of precision and recall, is computed as follows:

\[
F_{c}^1 = \frac{2P_{c}R_{c}}{P_{c} + R_{c}} \tag{4.22}
\]

where the precision (\( P_{c} \)) and the recall (\( R_{c} \)) are calculated as follows:

\[
P_{c} = \frac{\sum_{i=1}^{N} \mathbf{1}[y_{c}^{(i)} = \hat{y}_{c}^{(i)}]}{\sum_{i=1}^{N} \hat{y}_{c}^{(i)}} \tag{4.23}
\]

\[
R_{c} = \frac{\sum_{i=1}^{N} \mathbf{1}[y_{c}^{(i)} = \hat{y}_{c}^{(i)}]}{\sum_{i=1}^{N} y_{c}^{(i)}} \tag{4.24}
\]

and \( y_{c}^{(i)} \in \{0, 1\} \)

**Micro-F1 (m-F1).** The micro-F1 score [121] is computed using the equation of \( F_{c}^1 \) and considering the predictions as a whole

\[
m_{mF1}(D) = \frac{2 \sum_{c=1}^{C} \sum_{i=1}^{N} \mathbf{1}[y_{c}^{(i)} = \hat{y}_{c}^{(i)}]}{\sum_{c=1}^{C} \sum_{i=1}^{N} y_{c}^{(i)} + \sum_{c=1}^{C} \sum_{i=1}^{N} \hat{y}_{c}^{(i)}} \tag{4.25}
\]

According to the definition, macro-F1 is more sensitive to the performance of rare categories while micro-F1 is affected more by the major categories.
4.5.4 Analysis of the initial set of labels

In this subsection, we analyse the initial set of labels for the partial label scenario. We report the results for 4 random seeds to generate the initial set of partial labels. The experiments are performed on MS COCO val2014 with a ResNet-101 WELDON. The results are shown in Table 4.5 and Figure 4.7 for different label proportions and metrics. For every label proportion and every metric, we observe that the model is robust to the initial set of labels.
<table>
<thead>
<tr>
<th>metric</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>72.20±0.04</td>
<td>74.49±0.02</td>
<td>75.77±0.02</td>
<td>76.57±0.02</td>
<td>77.21±0.01</td>
<td>77.73±0.01</td>
<td>78.16±0.02</td>
<td>78.53±0.03</td>
<td>78.85±0.02</td>
<td>79.14±0.05</td>
</tr>
<tr>
<td>M-F1</td>
<td>65.84±0.01</td>
<td>69.32±0.04</td>
<td>70.66±0.02</td>
<td>71.37±0.02</td>
<td>71.88±0.03</td>
<td>72.29±0.04</td>
<td>72.61±0.03</td>
<td>72.89±0.03</td>
<td>73.05±0.06</td>
<td>73.24±0.02</td>
</tr>
<tr>
<td>m-F1</td>
<td>70.13±0.04</td>
<td>73.97±0.01</td>
<td>75.36±0.01</td>
<td>76.07±0.03</td>
<td>76.54±0.01</td>
<td>76.91±0.02</td>
<td>77.17±0.04</td>
<td>77.42±0.04</td>
<td>77.58±0.05</td>
<td>77.75±0.04</td>
</tr>
<tr>
<td>0-1</td>
<td>22.21±0.12</td>
<td>30.44±0.03</td>
<td>34.26±0.11</td>
<td>36.18±0.07</td>
<td>37.44±0.05</td>
<td>38.46±0.04</td>
<td>39.16±0.07</td>
<td>39.83±0.12</td>
<td>40.34±0.04</td>
<td>40.67±0.02</td>
</tr>
<tr>
<td>PC-P</td>
<td>59.82±0.05</td>
<td>68.45±0.10</td>
<td>72.56±0.03</td>
<td>74.88±0.11</td>
<td>76.45±0.04</td>
<td>77.70±0.07</td>
<td>78.59±0.05</td>
<td>79.28±0.10</td>
<td>79.80±0.02</td>
<td>80.22±0.05</td>
</tr>
<tr>
<td>PC-R</td>
<td>74.74±0.04</td>
<td>71.14±0.07</td>
<td>69.66±0.04</td>
<td>68.96±0.06</td>
<td>68.64±0.04</td>
<td>68.35±0.04</td>
<td>68.26±0.07</td>
<td>68.23±0.08</td>
<td>68.12±0.09</td>
<td>68.16±0.04</td>
</tr>
<tr>
<td>OV-P</td>
<td>62.66±0.09</td>
<td>72.36±0.06</td>
<td>76.81±0.04</td>
<td>79.24±0.10</td>
<td>80.75±0.06</td>
<td>82.01±0.08</td>
<td>82.79±0.14</td>
<td>83.44±0.10</td>
<td>83.94±0.06</td>
<td>84.36±0.04</td>
</tr>
<tr>
<td>OV-R</td>
<td>79.62±0.04</td>
<td>75.66±0.04</td>
<td>73.97±0.05</td>
<td>73.14±0.04</td>
<td>72.74±0.04</td>
<td>72.40±0.03</td>
<td>72.21±0.04</td>
<td>72.14±0.01</td>
<td>72.07±0.05</td>
<td>72.15±0.06</td>
</tr>
</tbody>
</table>

Table 4.5: Analysis of the initial set of labels for the partial label scenario. The results are averaged for 4 seeds on MS COCO val2014.
Figure 4.7: Results for different metrics on MS COCO val2014 to analyze the sensibility of the initial label set.
Table 4.6: Comparison of the labeling strategies for different label proportions and different architectures on MS COCO val2014.

4.5.5 Analysis of the labeling strategies

In this subsection, we analyze the labeling strategies for different network architectures. The results are shown in Table 4.6 and Figure 4.8 on MS COCO dataset. Overall, the results are very similar. For a given proportion of labels, we observe that the partial labels strategy is better than the complete image labels. The improvement increases when the label proportion decreases. The performance of a model learned with noisy labels drops significantly, even for large proportion of clean labels.

In Figure 4.9, we also show the results for different metrics. For MAP, Macro-F1 and Micro-F1, we observe a similar behavior: the partial labels strategy has better performances than the complete image labels strategy. For the 0-1 exact match metric, we observe that the complete image labels strategy has better performances than the complete image labels strategy. For this metric, the predictions of all the categories must be corrected, so it advantages the complete image labels strategy because some training images have all the labels whereas in the partial labels strategy, none of the training images have all labels. For the precision and recall metrics, the behaviors are different for the complete image labels strategy and the partial labels strategy. We note that the complete image labels strategy has a better per-class/overall precision than the partial labels strategy but has a lower per-class/overall recall than the partial labels strategy.

Comparison to noisy+ strategy. In Table 4.7, we show results for the noisy+ strategy on Pascal VOC 2007, MS COCO and NUS-WIDE for different metrics. For every dataset, we observe that the noisy+ strategy drops the performances of all the metrics with respect to the model learned with only 10% of clean labels.
Figure 4.8: Comparison of the labeling strategies for different label proportions and different architectures on MS COCO val2014.

<table>
<thead>
<tr>
<th>dataset</th>
<th>strategy</th>
<th>clean label</th>
<th>noisy label</th>
<th>MAP</th>
<th>0-1</th>
<th>M-F1</th>
<th>m-F1</th>
<th>PC-P</th>
<th>PC-R</th>
<th>OV-P</th>
<th>OV-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOC 2007</td>
<td>clean</td>
<td>100</td>
<td>0</td>
<td>93.93</td>
<td>79.16</td>
<td>88.90</td>
<td>91.12</td>
<td>90.72</td>
<td>87.34</td>
<td>93.40</td>
<td>88.95</td>
</tr>
<tr>
<td></td>
<td>noisy+</td>
<td>97.1</td>
<td>2.9</td>
<td>90.94</td>
<td>62.21</td>
<td>78.11</td>
<td>78.62</td>
<td>95.41</td>
<td>68.64</td>
<td>97.20</td>
<td>66.00</td>
</tr>
<tr>
<td></td>
<td>partial 10%</td>
<td>10</td>
<td>0</td>
<td>89.09</td>
<td>47.46</td>
<td>74.55</td>
<td>77.84</td>
<td>63.35</td>
<td>94.16</td>
<td>66.02</td>
<td>94.81</td>
</tr>
<tr>
<td>MS COCO</td>
<td>clean</td>
<td>100</td>
<td>0</td>
<td>79.22</td>
<td>40.69</td>
<td>73.26</td>
<td>77.80</td>
<td>80.16</td>
<td>68.21</td>
<td>84.31</td>
<td>72.23</td>
</tr>
<tr>
<td></td>
<td>noisy+</td>
<td>97.6</td>
<td>2.4</td>
<td>71.60</td>
<td>20.28</td>
<td>38.62</td>
<td>33.72</td>
<td>91.76</td>
<td>28.17</td>
<td>97.34</td>
<td>20.39</td>
</tr>
<tr>
<td></td>
<td>partial 10%</td>
<td>10</td>
<td>0</td>
<td>72.15</td>
<td>22.04</td>
<td>65.82</td>
<td>70.09</td>
<td>59.76</td>
<td>74.78</td>
<td>62.56</td>
<td>79.68</td>
</tr>
<tr>
<td>NUS-WIDE</td>
<td>clean</td>
<td>100</td>
<td>0</td>
<td>54.88</td>
<td>42.29</td>
<td>51.88</td>
<td>71.15</td>
<td>58.54</td>
<td>49.33</td>
<td>73.83</td>
<td>68.66</td>
</tr>
<tr>
<td></td>
<td>noisy+</td>
<td>98.6</td>
<td>1.4</td>
<td>47.44</td>
<td>36.07</td>
<td>18.83</td>
<td>28.53</td>
<td>59.71</td>
<td>13.95</td>
<td>83.72</td>
<td>17.19</td>
</tr>
<tr>
<td></td>
<td>partial 10%</td>
<td>10</td>
<td>0</td>
<td>51.14</td>
<td>25.98</td>
<td>51.36</td>
<td>65.52</td>
<td>41.80</td>
<td>69.23</td>
<td>53.62</td>
<td>84.19</td>
</tr>
</tbody>
</table>

Table 4.7: Comparison with a webly-supervised strategy (noisy+) on MS COCO. Clean (resp. noisy) means the percentage of clean (resp. noisy) labels in the training set. Noisy+ is a labeling strategy where there is only one positive label per image.
Figure 4.9: Comparison of the labeling strategies for different metrics on MS COCO val2014.
4.5.6 Comparison of the loss functions

In this subsection, we analyse the performances of the BCE and partial-BCE loss functions for different metrics. The results on MS COCO (resp. Pascal VOC 2007) are shown in Figure 4.11 (resp. Figure 4.13) and the improvement of the partial-BCE with respect to the BCE is shown in Figure 4.12 (resp. Figure 4.14). We observe that the partial-BCE significantly improves the performances for MAP, 0-1 exact match, Macro-F1 and Micro-F1 metrics. We note that the improvement is bigger when the label proportion is lower. The proposed loss also improves the (overall and per-class) recall for both datasets. On Pascal VOC 2007, it also improves the overall and per-class precision. However, we observe that the

We observe that decreasing the proportion of known labels can slightly improves the performances with respect to the model trained with all the annotations. This phenomenon is because of the tuning of the learning rate and the hyperparameter $\gamma$ (Figure 4.6). Note that the BCE and the partial-BCE have the same results for the label proportion 100% because they are equivalent by definition. We used the same training setting (learning rate, weight decay, etc.) as [33] for each model and dataset. In Figure 4.10, we observe that using a learning rate of 0.02 increases the performance and leads to a monotone increase of the performance with respect to the label proportion, but the optimal learning rate depends on the dataset. It is possible to improve the results by tuning carefully these hyperparameters, but we observe that the partial-BCE is still better than the BCE for a large range of LRs and for small label proportions which is the main focus of this work.

Figure 4.10: Analysis of the learning rate on MS COCO dataset.
Figure 4.11: Results for different metrics on MS COCO val2014.
Figure 4.12: Improvement analysis between partial-BCE and BCE for different metrics on MS COCO val2014.
Figure 4.13: Results for different metrics on Pascal VOC 2007.
Figure 4.14: Improvement analysis between partial-BCE and BCE for different metrics on Pascal VOC 2007.
4.5.7 Analysis of the loss function

In this subsection, we analyze the hyperparameter of the loss function for several network architectures. The models are trained on the train2014 set minus 5000 images that are used as validation set to evaluate the performances. The Figure 4.15 shows the results on MS COCO. We observe a similar behavior for all the architectures. Overall, using a normalization value $g(0.1)$ between 3 and 50 significantly improves the performances with respect to the normalization by the number of categories ($g(0.1) = 1$). The loss is robust to the value of this hyperparameter.

Figure 4.15: Analysis of the normalization value for 10% of known labels (i.e. $g(0.1)$) on MS COCO. (x-axis log-scale)
4.5.8 Comparison to existing model for missing labels

As pointed out in the related work subsection, most of the existing models to learn with missing labels are not scalable and do not allow experiments on large-scale dataset like MS COCO and NUS-WIDE. We compare our model with the APG-Graph model [137] that models structured semantic correlations between images on the Pascal VOC 2007 dataset. Unlike our method, the APG-Graph model does not allow to fine-tune the ConvNet.

![Comparison with APG-Graph model on Pascal VOC 2007 for different proportion of known labels.](image)

4.5.9 What is the best strategy to predict missing labels?

This subsection extends the subsection 4.3 of this chapter. First, to compute the Bayesian uncertainty, we use the setting used in the original paper [64]. The results for different strategies and hyperparameters are shown in Table 4.8. G defines how the examples are selected during training. In Section 4.3.3, we only explain how to find the solution with respect to \( v \). G depends on the strategy and is defined as:

\[
G(v; \theta) = - \sum_{i=1}^{N} \sum_{c=1}^{C} v_{ic} \log \left( \frac{1}{1 + e^{-\theta}} \right)
\]

for strategy [a].

For strategy [a] and [d], we observe that using a small threshold is better than a large threshold. On the contrary, for strategy [c] we observe that using a large threshold is better than a small threshold, but the results are worse than strategy [a]. For strategy [b], labeling a large proportion of labels per mini-batch is better than labeling a small proportion of labels. For strategy [e], we note that using a GNN improves the performances of the model and the model is more robust to the threshold hyperparameter \( \theta \).
<table>
<thead>
<tr>
<th>Relabeling</th>
<th>MAP</th>
<th>0-1</th>
<th>Macro-F1</th>
<th>Micro-F1</th>
<th>label prop.</th>
<th>TP</th>
<th>TN</th>
<th>GNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 steps (no curriculum)</td>
<td>-1.49</td>
<td>6.42</td>
<td>2.32</td>
<td>1.99</td>
<td>100</td>
<td>82.78</td>
<td>96.40</td>
<td>✓</td>
</tr>
<tr>
<td>[a] Score threshold θ = 1</td>
<td>0.00</td>
<td>11.31</td>
<td>3.71</td>
<td>4.25</td>
<td>97.87</td>
<td>82.47</td>
<td>97.84</td>
<td>✓</td>
</tr>
<tr>
<td>[a] Score threshold θ = 2</td>
<td>0.34</td>
<td>11.15</td>
<td>4.33</td>
<td>4.26</td>
<td>95.29</td>
<td>85.00</td>
<td>98.50</td>
<td>✓</td>
</tr>
<tr>
<td>[a] Score threshold θ = 5</td>
<td>0.31</td>
<td>5.02</td>
<td>2.60</td>
<td>1.83</td>
<td>70.98</td>
<td>96.56</td>
<td>99.44</td>
<td>✓</td>
</tr>
<tr>
<td>[b] Score proportion θ = 0.1</td>
<td>0.45</td>
<td>-1.20</td>
<td>-0.28</td>
<td>-0.68</td>
<td>26.70</td>
<td>99.28</td>
<td>99.19</td>
<td>✓</td>
</tr>
<tr>
<td>[b] Score proportion θ = 0.2</td>
<td>0.36</td>
<td>0.20</td>
<td>0.70</td>
<td>0.10</td>
<td>42.09</td>
<td>98.35</td>
<td>99.33</td>
<td>✓</td>
</tr>
<tr>
<td>[b] Score proportion θ = 0.3</td>
<td>0.28</td>
<td>0.91</td>
<td>1.09</td>
<td>0.37</td>
<td>55.63</td>
<td>97.82</td>
<td>99.38</td>
<td>✓</td>
</tr>
<tr>
<td>[b] Score proportion θ = 0.4</td>
<td>0.55</td>
<td>2.95</td>
<td>2.33</td>
<td>1.28</td>
<td>67.41</td>
<td>96.87</td>
<td>99.38</td>
<td>✓</td>
</tr>
<tr>
<td>[b] Score proportion θ = 0.5</td>
<td>0.22</td>
<td>4.02</td>
<td>2.76</td>
<td>1.74</td>
<td>77.40</td>
<td>95.52</td>
<td>99.30</td>
<td>✓</td>
</tr>
<tr>
<td>[b] Score proportion θ = 0.6</td>
<td>0.41</td>
<td>6.17</td>
<td>3.63</td>
<td>2.52</td>
<td>85.37</td>
<td>93.16</td>
<td>99.15</td>
<td>✓</td>
</tr>
<tr>
<td>[b] Score proportion θ = 0.7</td>
<td>0.35</td>
<td>7.49</td>
<td>3.83</td>
<td>3.07</td>
<td>91.69</td>
<td>89.40</td>
<td>98.81</td>
<td>✓</td>
</tr>
<tr>
<td>[b] Score proportion θ = 0.8</td>
<td>0.17</td>
<td>8.40</td>
<td>3.70</td>
<td>3.25</td>
<td>96.24</td>
<td>84.40</td>
<td>98.10</td>
<td>✓</td>
</tr>
<tr>
<td>[c] Positive only - score θ = 1</td>
<td>-1.61</td>
<td>-31.75</td>
<td>-18.07</td>
<td>-18.92</td>
<td>16.79</td>
<td>36.42</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>[c] Positive only - score θ = 2</td>
<td>-0.80</td>
<td>-21.31</td>
<td>-10.93</td>
<td>-12.08</td>
<td>14.71</td>
<td>47.94</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>[c] Positive only - score θ = 5</td>
<td>0.31</td>
<td>-4.58</td>
<td>-1.92</td>
<td>-2.23</td>
<td>12.01</td>
<td>79.07</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>[d] Ensemble score θ = 1</td>
<td>-0.31</td>
<td>10.16</td>
<td>3.61</td>
<td>3.94</td>
<td>97.84</td>
<td>82.12</td>
<td>97.76</td>
<td>✓</td>
</tr>
<tr>
<td>[d] Ensemble score θ = 2</td>
<td>0.23</td>
<td>11.31</td>
<td>4.16</td>
<td>4.33</td>
<td>95.33</td>
<td>84.80</td>
<td>98.53</td>
<td>✓</td>
</tr>
<tr>
<td>[d] Ensemble score θ = 5</td>
<td>0.27</td>
<td>3.78</td>
<td>2.38</td>
<td>1.53</td>
<td>70.77</td>
<td>96.56</td>
<td>99.44</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.1</td>
<td>0.26</td>
<td>1.84</td>
<td>1.36</td>
<td>0.64</td>
<td>22.63</td>
<td>25.71</td>
<td>99.98</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.2</td>
<td>0.29</td>
<td>8.49</td>
<td>4.05</td>
<td>3.66</td>
<td>60.32</td>
<td>48.39</td>
<td>99.82</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.3</td>
<td>0.34</td>
<td>10.15</td>
<td>4.37</td>
<td>3.72</td>
<td>77.91</td>
<td>61.15</td>
<td>99.24</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.4</td>
<td>0.30</td>
<td>9.05</td>
<td>4.17</td>
<td>3.37</td>
<td>87.80</td>
<td>68.56</td>
<td>98.70</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.5</td>
<td>0.26</td>
<td>8.32</td>
<td>3.83</td>
<td>3.05</td>
<td>92.90</td>
<td>70.96</td>
<td>98.04</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.1</td>
<td>0.36</td>
<td>2.71</td>
<td>1.91</td>
<td>1.22</td>
<td>19.45</td>
<td>38.15</td>
<td>99.97</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.2</td>
<td>0.30</td>
<td>10.76</td>
<td>4.87</td>
<td>4.66</td>
<td>57.03</td>
<td>62.03</td>
<td>99.65</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.3</td>
<td>0.59</td>
<td>12.07</td>
<td>5.11</td>
<td>4.95</td>
<td>79.74</td>
<td>68.96</td>
<td>99.23</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.4</td>
<td>0.43</td>
<td>10.99</td>
<td>4.88</td>
<td>4.46</td>
<td>90.51</td>
<td>70.77</td>
<td>98.57</td>
<td>✓</td>
</tr>
<tr>
<td>[e] Bayesian uncertainty θ = 0.5</td>
<td>0.45</td>
<td>10.08</td>
<td>3.93</td>
<td>3.78</td>
<td>94.79</td>
<td>74.73</td>
<td>98.00</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 4.8: Analysis of the labeling strategy of missing labels on Pascal VOC 2007 val set. For each metric, we report the relative scores with respect to a model that does not label missing labels. TP (resp. TN) means true positive (resp. true negative). Label proportion is the proportion of training labels (clean + weak labels) used at the end of the training. For the strategy labeling only positive labels, we report the label accuracy instead of the TP rate.
4.5.10 Final results

In Figure 4.17, we show the results of our final model that uses the partial-BCE loss, the GNN and the labeling of missing labels. We compare our model to two baselines: (a) a model trained with the standard BCE where the data are labeled with the partial labels strategy (blue) and (b) a model trained with the standard BCE where the data are labeled with the complete image labels strategy (red). We observe that our model has better performances than the two baselines for most of the metrics. In particular, our final model has significantly better 0-1 exact match performance than the baseline (b), whereas the baseline with partial labels (a) has lower performance than the baseline (b). We note that the overall precision of our model is worse than the baseline (b), but the overall recall of our model is largely better than the baseline (b).
Figure 4.17: The results of our final model with two baselines (complete image labeling and BCE with partial labels) for different metrics on MS COCO val2014.
4.6 Summary

In this work, we present a scalable approach to end-to-end learn a deep network with partial labels. More specifically, we propose a framework for learning from partially labeled image data with a multi-label classifier. We show that our curriculum learning model using bayesian uncertainty is an accurate strategy to label missing labels. In the future work, one could combine several datasets with shared categories to learn with more training data.
Chapter 5

A Flexible Flow-Based Latent Variable Model for Asynchronous Action Sequences

This chapter focuses on the asynchronous action prediction problem. Given a history of previous actions, the goal is to model the distribution of future actions, including action times as well as action categories. Unlike existing approaches that rely on restrictive parametric distributions, our approach makes use of the normalizing flow model to generate flexible distributions of event inter-arrival times. Furthermore, with temporal latent variables, our model is also capable of capturing highly complex temporal dependence structures. The proposed model is evaluated on benchmark action sequence datasets and shows superior performance over existing methods.

This chapter is published as Point Process Flows in Learning with Temporal Point Processes, NeurIPS 2019 workshop [91].

5.1 Overview

Predicting action sequences of both what and when to happen is a fundamental inference task in human activity understanding. We argue that the challenge of this task stems from four aspects: 1) the complex dependence between the past and the future actions; 2) the complex structure of an action, i.e. how the timing of an action is related to its label or vice versa; 3) the multi-modal nature of future uncertainty, i.e. given a sequence of past actions, multiple different sequences of future events could be of substantial possibility; 4) the diverse and complex distributions of future action times.

Previous models, especially video frame-based ones, deal with the problem on a regularly spaced time grid with short intervals between time stamps [1, 63, 89, 126]. However, actions are usually sparsely and irregularly spaced in terms of time. Such frame-based approaches could be computationally inefficient and limit the model’s ability to make long-term predictions across multiple actions.
Recently, there has been growing interest in Temporal Point Process (TPP) models in the machine learning and vision communities [29, 92, 97, 114]. A TPP models asynchronous action sequences by directly modeling the distribution of the time intervals between actions. We argue that the temporal point process approach, through directly modeling the time intervals between actions, can work around the limits of a predefined time grid due to the sparse and irregular nature of action timing.

An important variant of TPP for action anticipation is the Marked Temporal Point Process (MTPP), which models future action timing in the same way as TPP, and more importantly, provides a framework for modeling action categories. However, existing works directly model the marginal distributions of future action time and action category by making oversimplified independence assumptions about the joint distribution. They also neglect the multi-modal possibility of the future [29, 114]. Recently, Mehrasa et al. [92] proposed a marked temporal point process-based approach to model the sequence of action times and categories for action anticipation. However, the model assumes that the time of the next action follows an exponential distribution, and future actions are conditionally independent of the past given the latent variable. We hypothesize that these assumptions restrict the model’s expressiveness in modeling the time distributions of actions as well as anticipatory reasoning of future actions based on history.

In this work, we propose a recurrent latent variable model for action sequence generation and anticipation (see Figure 5.1) that directly addresses the challenges mentioned before. In our proposed framework, the stochastic latent variable encodes high-level information about possible future actions as well as how the future action times and categories are correlated. When this latent code is combined with the history of actions, it can be decoded into independent action category and time distributions that are consistent with the past actions. It also helps to produce a flexible distribution for future action times, which can be further improved by utilizing the normalizing flow to construct complex time distributions. The proposed model can be trained in a variational filtering framework; it uses a separate inference network to propose the posterior distribution of the latent variable conditioned on current observations and maximizes a variational lower bound. The recurrent latent variable model achieves state-of-the-art performance on various tasks including density estimation, short-term prediction, and long-term conditional generation.

In summary, the contributions of this work are:

- We propose a flexible flow-based latent variable model for action sequences capable of capturing (1) the complex dependency between past and future actions; (2) multi-modal distribution of future actions; (3) complex time distribution (3) complex structure of an action timing and label.

- Through a wide range of experiments, we demonstrate how our proposed model can be used for density estimation, short-term prediction, and long-term conditional generation.
<table>
<thead>
<tr>
<th>History of Actions</th>
<th>Future Action Sequences Distributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crack Egg</td>
<td>Fry Egg</td>
</tr>
<tr>
<td>Pour Oil</td>
<td>400s</td>
</tr>
<tr>
<td>100s</td>
<td>400s</td>
</tr>
<tr>
<td>210s</td>
<td>Take Plate</td>
</tr>
<tr>
<td>110s</td>
<td>Fry Egg</td>
</tr>
<tr>
<td>300s</td>
<td>Add Salt &amp; Pepper</td>
</tr>
<tr>
<td>70s</td>
<td>70s</td>
</tr>
<tr>
<td></td>
<td>100s</td>
</tr>
</tbody>
</table>

Figure 5.1: We propose a flexible flow-based recurrent latent variable model for action sequences. Our framework takes a sequence of actions as observations and models the distribution of future actions which enables down-stream tasks such as density estimation, short-term prediction and long-term conditional generation.
5.2 Related work

**Action Anticipation.** In activity anticipation, the goal is to predict the next action before it starts [1, 63, 89, 92, 113, 126]. Vondrick et al. [126] propose a framework for learning a representation for future frames in a video, which is used to infer what type of action is going to happen next. Mahmud et al. [89] propose a hierarchical model for jointly predicting the next activity type and starting time in a video. Their model consists of three branches that aim to capture scene context, relationships of past activities in the sequence, and inter-activity time context to predict future action. Sener et al. [113] introduce a hierarchical zero-shot action prediction framework that generalizes instructional knowledge from text-corpora and transfers the knowledge to the visual domain to anticipate future actions.

Fraha et al. [1] propose two methods for long-term activity predictions: (1) An RNN-based framework that takes the history of past activities and predicts the next action label and duration. In order to predict multiple steps in the future, the predicted activities are fed back to the RNN as observations. (2) The second approach is a CNN-based model that predicts a fixed sequence of future activities in one shot, in the form of a matrix encoding future action labels and duration. Recently, Ke et al. [63] propose a time-conditioned framework for long-term action anticipation. The model also utilizes a multi-scale attention mechanism to extract features from the observed sequence of actions. Recent work by Mehrasa et al. [92] introduce a conditional variational auto-encoder model for modeling future action timing and category. More specifically, in a sequence, their model predicts two distributions over the next action label and timing: a categorical distribution for action label and an exponential distribution for action timing.

Different from previous works which are frame-based [1, 63, 89, 113, 126] or make simplified assumptions on action timing distribution [1, 92], we address the problem of modeling future action timing and label distribution in asynchronous action sequences and employ normalizing flow in constructing a time distribution which makes our model capable of capturing highly complex temporal distributions.

**Early Action Prediction.** Early action recognition is the task of recognizing an ongoing action as early as possible before its fully executed. Many efforts have been developed for early action prediction [37, 71, 84, 111, 129]. Kong et al. [71] propose a deep sequential context network to capture the evolution of video frames and reconstruct missing frames of partial observations for action prediction. Gammulle et al. [37] introduce a recurrent generative adversarial network (GAN) framework that jointly learns to predict future video frames as well as action anticipation. Wang et al. [129] propose a teacher-student learning framework for early action prediction. A teacher model aims to recognize activity from fully observed videos, and a student model aims to recognize an ongoing action as early as possible given partially observed videos. A teacher-student block is also utilized for distilling knowledge from teacher to student. Our work is different from early action prediction since we anticipate the occurrence of an action before it starts.
Event Prediction in Asynchronous Sequences. Event prediction has a very rich literature in Marked Temporal point processes (MTPPs) [22]. In MTPP, the task of event prediction refers to predicting the conditional distribution of the next event in a sequence given the history of past observations. More specifically, MTPP models the conditional joint distribution of event time and mark, given the history of past events. In this formulation, mark represents any information attached to an event, which in the case of action prediction, we are interested in representing action label as a mark. In this line of work, classic work designs a functional form for a point process based on a prior knowledge over the underlying generative mechanism of the system [46, 54, 69]. Recently, learning point process distributions using recurrent neural networks (RNNs) to encode the history information, has received an increasing amount of attention [29, 60, 93, 144, 145]. In this line of work, history information is encoded and exploited in learning the parameters of the event’s timing and category distribution. In very recent work, Shchur et al. [114] proposed to estimate the time distribution of point processes with a mixture of Gaussian distribution where the parameters are obtained via an RNN encoding the history. They also use the representation (provided by RNN) to learn the parameters of a categorical distribution for mark (action label).
5.3 Preliminaries

5.3.1 Temporal point process

A temporal point process (TPP) [22] is a mathematical framework for modeling asynchronous sequences of actions. It is a stochastic process whose realization is a sequence of discrete events in time \( t_{1:n} = (t_1, t_2, ..., t_n) \) where \( t_n \) is the time when the \( n^{th} \) event occurred.

A temporal point process distribution is most commonly modeled by specifying the probability density function of the time of the next event:

\[
f(t|\mathcal{H}_t) = \lambda(t|\mathcal{H}_t) \exp\left\{-\int_{t_{n-1}}^t \lambda(u|\mathcal{H}_u) \, du\right\},
\]

where \( \lambda(t|\mathcal{H}_t) \) is the conditional intensity function which encodes the expected rate of an event happening in a small area around \( t \) and \( \mathcal{H}_t \) is the history of past events up to time \( t \) i.e. \( \mathcal{H}_t = \{t_1, t_2, ..., t_{n-1} | t_{n-1} < t\} \). Various methods explored different design choices of intensity function to capture the phenomena of interest [46, 54, 69]. Recently, there has been growing interest in the deep learning community to model the distribution of time intervals between events in temporal point processes [29, 60, 93, 134, 145].

A related extension of temporal point processes to action anticipation, is Marked Temporal Point Process (MTPP) which contains a discrete event label \( x_i \) marked at each time step \( t_i \). Human activity sequences with discrete action labels perfectly fit in the framework of MTPP. Intuitively, the internal dynamics of a system often call for events of specific types to take place at specific times. We argue that learning a good representation of the internal state of a system from observations is critical to modeling and generating asynchronous marked event sequences.

5.3.2 Normalizing flow

Normalizing flows are generative models that allow both density estimation and sampling. They map simple distributions to complex ones using bijective functions. Specifically, if our interest is to estimate the density function \( p_X \) of a random vector \( X \in \mathbb{R}^d \), then normalizing flows assume \( X = g_\theta(Z) \), where \( g_\theta : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is a bijective function, and \( Z \in \mathbb{R}^d \) is a random vector with a tractable density function \( p_Z \). We further denote the inverse of \( g_\theta \) by \( f_\theta \). On one hand, the probability density function can be evaluated using the change of variables formula:

\[
p_X(x) = p_Z(f_\theta(x)) \left| \det \left( \frac{\partial f_\theta}{\partial x} \right) \right|, \tag{5.2}
\]

where \( \frac{\partial f_\theta}{\partial x} \) denotes the Jacobian matrix of \( f_\theta \). On the other hand, sampling from \( p_X \) can be done by first drawing a sample from the simple distribution \( z \sim p_Z \), and then apply the bijection \( x = g_\theta(z) \).

Given the expressive power of deep neural networks, it is natural to construct \( g_\theta \) as a neural network. However, it requires the bijection \( g_\theta \) to be invertible, and the determinant of the Jacobian
matrix should be efficient to compute. Several methods have been proposed along this research direction [27, 28, 67, 68, 100, 106]. An extensive overview of normalizing flow models is given by [70].

5.3.3 Continuous normalizing flow

From a dynamical systems perspective, the residual network can be regarded as the discretization of an ordinary differential equation (ODE) [11, 45, 85]. Inspired by that, Chen et al. [13] propose neural ODE, where the continuous dynamics of hidden units is parameterized using an ordinary differential equation specified by a neural network:

\[
\frac{dz(t)}{dt} = h(z(t), t, \theta).
\] (5.3)

The neural ODE can be used to construct a continuous normalizing flow. The invertibility is naturally guaranteed by the theorem of the existence and uniqueness of the solution of the ODE. Furthermore, using the instantaneous change of variables formula, similar to Equation 5.2, the log-density can be evaluated by solving the following ODE:

\[
\frac{\partial \log p(z(t))}{\partial t} = -\text{tr} \left( \frac{\partial h}{\partial z(t)} \right).
\] (5.4)

Grathwohl et al. [42] propose an improved version of neural ODE, named FFJORD, which has a lower computational cost by using an unbiased stochastic estimation of the trace of a matrix.
5.4 Method

5.4.1 Problem definition

The input data is a sequence of actions $y_{1:n} = (y_1, y_2, \ldots, y_n)$, where each action $y_i = (t_i, c_i)$ is a tuple of the time of occurrence $t_i \in \mathbb{R}_{\geq 0}$ and the action category $c_i \in \{1, 2, \ldots, K\}$. An alternative representation of the data is to use the inter-arrival time instead of the time of occurrence. That is, $x_{1:n} = (x_1, x_2, \ldots, x_n)$ and $x_i = (\tau_i, c_i)$, where $\tau_i = t_i - t_{i-1}$ represents the inter-arrival time between actions $x_{i-1}$ and $x_i$; we define $t_0 = 0$ for consistency. It is obvious that the two representations $x_{1:n}$ and $y_{1:n}$ are equivalent.

The task is to model the joint distribution of $x_{1:n}$ by maximizing the log-likelihood $\log p(x_{1:n})$.

Furthermore, the model should also be able to perform action prediction. Specifically, it can predict $p(x_{n+1} | x_{1:n})$, the conditional distribution of the next action $x_{n+1}$ given the history $x_{1:n}$.

5.4.2 Generative model

As a common approach to modeling time-series data, we use an RNN model, in particular an LSTM model, to encode the history. At any time step $1 \leq i \leq n$, the hidden state $h_i$ is a compressed representation of the past actions $x_{1:i}$. The update step is defined as follows: $h_i = \text{LSTM}_\theta(x_i, h_{i-1})$.

We also introduce a latent variable $z_i$ at each step $i$. The prior distribution $p(z_i | x_{1:i-1})$ is a multivariate Gaussian distribution with a diagonal covariance matrix. It is modeled by an MLP with the hidden state $h_{i-1}$ as the input. The generating distribution is $p(x_i | z_i, x_{1:i-1}) = p(\tau_i, c_i | z_i, x_{1:i-1})$.

Part(a) of Figure 5.2 shows the graphical model representation during generation. We further assume that the latent variable $z_i$ contains discriminative high-level information such that $\tau_i$ and $c_i$ are conditionally independent given $z_i$ and the history $x_{1:i-1}$, i.e.

$$p(x_i | z_i, x_{1:i-1}) = p(\tau_i | z_i, x_{1:i-1}) p(c_i | z_i, x_{1:i-1}).$$

(5.5)
Therefore, the log-likelihood can be written as
\[
\log p(x_{1:n}) = \sum_{i=1}^{n} \log p(x_i|x_{1:i-1}),
\] (5.6)
where
\[
p(x_i|x_{1:i-1}) = \int p(x_i, z_i|x_{1:i-1})dz_i = \int p(x_i|z_i, x_{1:i-1})p(z_i|x_{1:i-1})dz_i.
\] (5.7)

Now we further elaborate on the two conditional distributions on the right-hand side of Equation 5.5. For the conditional distribution of the action category \(p(c_i|z_i, x_{1:i-1})\), it is a discrete distribution and its support is \(\{1, 2, \ldots, K\}\). It is modeled by an MLP followed by a softmax layer with \(z_i\) and \(h_{i-1}\) as input.

We use a normalizing flow \(f_\theta: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}\) to model the conditional distribution of the inter-arrival time \(p(\tau_i|z_i, x_{1:i-1})\). Specifically, we use a continuous normalizing flow model based on neural ODEs. The normalizing flow is able to model complex distributions. It allows exact computation of log-likelihood and supports efficient sampling from the distribution. The base distribution \(p_{\text{base}}(\cdot|z_i, x_{1:i-1})\) is multivariate Gaussian with a diagonal covariance matrix. It is a network that takes the latent variable \(z_i\) and the hidden state \(h_{i-1}\) as input. Using the change of variables formula, the conditional distribution of \(\tau_i\) can be written as:
\[
p(\tau_i|z_i, x_{1:i-1}) = p_{\text{base}}(f_\theta(\tau_i)|z_i, x_{1:i-1}) \left| \det \left( \frac{\partial f_\theta}{\partial \tau_i} \right) \right|.
\] (5.8)

### 5.4.3 Inference with variational filtering

Directly optimizing the log-likelihood in Equation 5.6 is computationally intractable. Following the variational inference framework, we use a variational distribution \(q_\phi(z_i|x_{1:i})\) to approximate the true posterior distribution \(p(z_i|x_{1:i})\). Part (b) of Figure 5.2 shows the inference process of our model.

Similar to the prior distribution, the variational distribution is a multivariate Gaussian distribution with a diagonal covariance matrix and is parameterized by an MLP with the hidden state \(h_{i-1}\) as input. A variational lower bound of the log-likelihood can be derived as follows:
\[
\log p(x_{1:n}) \geq \sum_{i=1}^{n} \mathbb{E}_{q_\phi(z_i|x_{1:i})} \left[ \log p(x_i|z_i, x_{1:i-1}) - \text{KL}(q_\phi(z_i|x_{1:i}) \parallel p(z_i|x_{1:i-1})) \right].
\]
The right-hand side is known as the evidence lower bound (ELBO).

### 5.4.4 Action prediction

The proposed model can easily perform action prediction. That is, given the observed action sequence \(x_{1:n}\), we want to predict the distribution of the next action \(x_{n+1} = (\tau_{n+1}, c_{n+1})\). It is simply
a marginalization over the latent variable $z_{n+1}$:

$$p(x_{n+1}|x_{1:n}) = \mathbb{E}_{p(z_{n+1}|x_{1:n})}p(x_{n+1}|z_{n+1}, x_{1:n})$$

$$= \mathbb{E}_{p(z_{n+1}|x_{1:n})}[p(\tau_{n+1}|z_{n+1}, x_{1:n})p(c_{n+1}|z_{n+1}, x_{1:n})].$$

(5.9)

It also provides a way to estimate the conditional distributions of $\tau_{n+1}$ and $c_{n+1}$ via Monte Carlo sampling. We first draw $N$ samples $\{\hat{z}^{(j)}_{n+1}\}_{j=1}^{N}$ from the prior distribution $p(z_{n+1}|x_{1:n})$. Then the distribution of action category $c_{n+1}$ can be estimated by

$$\hat{p}(c_{n+1}|z_{n+1}, x_{1:n}) = \frac{1}{N} \sum_{j=1}^{N} p(c_{n+1}|\hat{z}^{(j)}_{n+1}, x_{1:n}).$$

(5.10)

For the inter-arrival time, we can further draw $M$ samples $\{\hat{\tau}^{(j,k)}_{n+1}\}_{k=1}^{M}$ from $p(\tau_{n+1}|\hat{z}^{(j)}_{n+1}, x_{1:n})$ for each $j = 1, 2, \ldots, N$. Those $MN$ samples represent the conditional distribution of $\tau_{n+1}$, and various statistics can be computed from them; for example, the point estimation is

$$\hat{\tau}_{n+1} = \frac{1}{MN} \sum_{j=1}^{N} \sum_{k=1}^{M} \hat{\tau}^{(j,k)}_{n+1}.$$ 

(5.11)
5.5 Experiments

To show the effectiveness of our approach, we evaluate the performance of our model on challenging tasks of density estimation, short-term action anticipation, and long-term action anticipation, i.e., predicting a sequence of future actions. We perform experiments on two challenging activity datasets: (I) Breakfast dataset [73] contains 1712 videos with 48 action classes related to breakfast preparation. (II) Multithumos dataset [139] contains 400 videos of 65 action classes. In this dataset, the average density of actions per label is 1.5, which makes it very challenging since multiple actions might happen at the same time.

5.5.1 Baselines

We compare our proposed approach with state-of-the-art activity prediction and temporal point process models:

(I) **TD-LSTM** is an LSTM that takes the history of past activities and predicts the next action inter-arrival time and category. We use the mean squared error (MSE) for regression loss on time and the cross-entropy for category prediction. This model is comparable with the RNN-based framework proposed in [1].

(III) **APP-VAE** [92] is a latent variable framework for activity prediction. Given a history of past actions, APP-VAE generates two distributions for the next action: one point process distribution over its timing (by predicting the conditional intensity and using it to define point process distributions), and one over its category by predicting the parameters of a categorical distribution over possible action labels. The action time distribution modeled by the APP-VAE model is always an exponential distribution.

(IV) **IFL** [114] is a recurrent model that takes the history of past actions and models next action timing distribution by density estimation using a mixture of Gaussians. An LSTM encodes history and predicts the parameters of the mixture distribution. It also predicts the parameters of a categorical distribution for the next action label.

(V) **Majority Prediction** is a simple baseline that predicts the most frequent action label at all time-steps regardless of history.

(VI) **Average Time Prediction** This baseline predicts the mean of inter-arrival time in the dataset at all time-steps.

We compute the most frequent action label and average inter-arrival time with respect to the training split.

5.5.2 Evaluation metrics

**Log-likelihood.** We report the negative log-likelihood (NLL) of conditional activity prediction for all models except for TD-LSTM. It measures the ability to model both the distribution of immediate next actions conditioned on history and entire sequences due to the way the joint probability of sequential data is factorized. The negative log-likelihood of an action sequence can be directly
evaluated by IFL in closed form. For our proposed model and APP-VAE baseline, we report the importance weighted autoencoder (IWAE) bound [6], which is a lower bound of the true log-likelihood. To compute IWAE, at each time-step, we draw samples from the VAE’s posterior distribution and follow the standard procedure for computing IWAE. The value is averaged by the total number of time steps across all the test sequences.

**Error in time prediction.** We also report the mean absolute error (MAE) between model’s mean estimation of future event time and ground truth to evaluate the model’s timing performance, i.e., $|\mathbb{E}_{\tau_{i+1} \sim p(\tau_{i+1}|x_{1:i})}(\tau_{i+1}) - \tau^*_{i+1}|$. The mean prediction is estimated by sampling from models for IFL, APP-VAE, and our proposed models. It is straightforward to take samples from IFL models. Due to the latent variable, sampling from APP-VAE and our model consists of two stages: (1) First, we draw samples from the prior distribution $z_{i+1} \sim p(z_{i+1}|x_{1:i})$. Then, we pass the samples of $z_{i+1}$ to the decoder along with encoded history and (2) draw samples from each predicted distribution $\tau_{i+1} \sim p(\tau_{i+1}|z_{i+1}, x_{1:i})$. As TD-LSTM models are optimized using MSE loss, we directly take the prediction of the TD-LSTM model as the mean of a predicted Gaussian distribution.

**Accuracy in category prediction.** We also report the accuracy of the model’s prediction of future event labels. In one-step-ahead prediction, we directly take the most probable class of the categorical distribution output by IFL and TD-LSTM as the predicted class of the future step. For APP-VAE and our proposed model, we predict the label of the next action through a similar two-stage sampling. In the first stage, we sample a latent code $z$ from the prior distribution. Then, we take the most probable category predicted by our model conditioned on the latent code as the prediction associated with that sample of $z$. We take the mode of predictions over all the samples of $z$ as the prediction of our model for the next step.

### 5.5.3 Experimental results

**Table 5.1: Short-term Action Anticipation Results**

<table>
<thead>
<tr>
<th>Model</th>
<th>Breakfast</th>
<th></th>
<th></th>
<th></th>
<th>Multithumos</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.↑</td>
<td>MAE↓</td>
<td>NLL↓</td>
<td>Acc.↑</td>
<td>MAE↓</td>
<td>NLL↓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TD-LSTM [1]</td>
<td>56.79</td>
<td>172.09</td>
<td>–</td>
<td>36.19</td>
<td>1.97</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APP-VAE [92]</td>
<td>57.44</td>
<td>159.17</td>
<td>8.82</td>
<td>39.82</td>
<td>1.88</td>
<td>3.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFL [114]</td>
<td>57.96</td>
<td>284.43</td>
<td>7.64</td>
<td>39.88</td>
<td>1.96</td>
<td>3.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>55.61</td>
<td>154.14</td>
<td>7.89</td>
<td><strong>40.29</strong></td>
<td><strong>1.78</strong></td>
<td><strong>3.37</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Short-term action anticipation.** Correctly predicting one-step-ahead is the essential building block of generating long-term sequences for sequential models. We report the performance of our model in anticipating the next action label and time with the accuracy and MAE metrics. We also report the negative log-likelihood (NLL) in estimating the density of action sequences. The negative log-likelihood is estimated by the IWAE bound with 1000 samples of the latent variable. The sample size for predicting the next action’s time and category is also 1000. Table 5.1 shows the experimental
results. On the Multithumos dataset, our proposed model outperforms the baselines on all short-term anticipation metrics. On the Breakfast dataset, it also shows superior performance on sequence density estimation and time prediction with action category prediction performance close to the best-performing model. It is worth noting that despite IFL showing better performance on density estimation, the NLL of our model is estimated by an upper bound of the true NLL while IFL can evaluate the exact NLL values. However, the performance of IFL on the point estimate of next action’s time is inferior to all the other models. We argue that our model strikes a good balance between modeling the distribution of action sequences and accurately predicting near-future events. This good balance combined with the expressive power of latent variables and flexibility of time distribution contributes to superior performance on long-term prediction tasks.

**Long-term action anticipation.** We evaluate the performance of our proposed framework in predicting multiple-steps into the future. We show that our model is better at predicting multiple steps ahead into the future than baseline models given contextual history information. For the Breakfast dataset, we report anticipation results within 5 steps in the future given the observation of first 3 actions in a sequence. In the Multithumos dataset, since the sequences are longer with a median length of 49.5 compared to breakfast dataset, we expand the observation window to 50 actions and, prediction window to 6 steps ahead. The method of estimating mean and mode of predicted actions is extended to the multiple-step scenario on a sampling basis by feeding samples from previous steps back to the model to generate samples for future steps. We present more details of the sampling method in subsubsection 5.5.9.3. Except for TD-LSTM, we sample 1000 samples, feed them back to the model and obtain 1 new sample in the following time step for each sample of the previous step. In this method, we can sample 100 sequences from the model. In APP-VAE and our proposed model, we sample 10 latent codes $z$ and 100 category and action pair conditioned on each $z$ at the first step of prediction. We use the sampled sequences to estimate the mean of action time at each step and take the mode of all the sample labels at each step as the prediction. Table 5.5.3 provides the result for Breakfast and Multithumos datasets. The results indicate the better capability of our model in long-term action anticipation. We can see that our model consistently outperforms baseline models across different prediction windows. Compared with latent variable models, including APP-VAE and our proposed model, the IFL model which predicts time and action category independently deteriorates much more quickly. We hypothesize that this independence assumption could make the model generate samples with action time and category inconsistent with each other and this inconsistency could accumulate across time steps causing the model’s performance to deteriorate quickly.

### 5.5.4 Study on structure of action time and label prediction

In this experiment, we empirically show that the latent variable model combined with history permits us to model the distribution of the action category and time independently even though without the abstract latent variable, knowing one of the action categories and time would be informative about the other. In this study, we try two variants of our proposed model: a) we give the action category as the additional input to the time decoder that proposed the base distribution of the normalizing
Table 5.2: **Long-term Action Prediction Results Conditioned on History**. The number in the parenthesis in the first row shows the number of actions in the observation window. The number in the second row shows the number of actions in the observation window.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Model</th>
<th>Breakfast (3 Actions)</th>
<th>Multithumos (50 Actions)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2 3 4 5 2 3 4 5 6</td>
<td>2 3 4 5 6</td>
</tr>
<tr>
<td>MAJE.</td>
<td>17.73</td>
<td>18.07 19.29 19.71</td>
<td>11.51 10.48 10.00 9.73 9.71</td>
</tr>
<tr>
<td>TD-LSTM [1]</td>
<td>55.25</td>
<td>51.03 47.45 45.16</td>
<td>31.86 28.45 26.82 25.33 24.35</td>
</tr>
<tr>
<td>APP-VAE [92]</td>
<td>51.94</td>
<td>48.58 47.45 46.97</td>
<td>39.83 33.24 30.46 27.34 25.74</td>
</tr>
<tr>
<td>IFL [114]</td>
<td>41.99</td>
<td>37.55 33.11 32.73</td>
<td>27.43 23.35 19.77 18.53 17.57</td>
</tr>
<tr>
<td>Proposed</td>
<td>54.15</td>
<td>51.03 48.81 47.28</td>
<td>41.16 35.33 32.50 30.46 28.20</td>
</tr>
<tr>
<td>AVG.</td>
<td>260.81</td>
<td>274.61 278.81 285.77</td>
<td>1.97 2.08 2.17 2.14 2.17</td>
</tr>
<tr>
<td>TD-LSTM [1]</td>
<td>248.52</td>
<td>255.9 285.64 317.84</td>
<td>1.84 1.95 2.06 2.04 2.08</td>
</tr>
<tr>
<td>APP-VAE [92]</td>
<td>243.29</td>
<td>258.24 273.93 304.22</td>
<td>1.88 2.01 2.14 2.11 2.14</td>
</tr>
<tr>
<td>IFL [114]</td>
<td>260.95</td>
<td>292.17 302.98 326.22</td>
<td>2.03 2.10 2.43 2.67 6.30</td>
</tr>
<tr>
<td>Proposed</td>
<td>229.33</td>
<td>242.54 257.22 287.22</td>
<td>1.80 1.95 2.11 2.07 2.11</td>
</tr>
</tbody>
</table>

flow; b) we concatenate the time of the next action with the hidden state and latent code as input to the action category decoder. All the other components of the model are exactly the same. Teacher forcing uses teacher forcing during training and testing, which means the ground-truth value of the additional input was fed to the model. The experiment results are presented in Table 5.3. As we can see, the model’s performance on density estimation is not significantly impacted by the additional inputs to the time action category decoder. However, both variants’ performance on next action category prediction is significantly impacted. The model variant that conditions the action decoder on time also shows substantial performance decay on estimating the next action’s time as measured by MAE. The experiment results corroborate our hypothesis that given a latent variable, we can model the distribution of action time and category independently. In contrast, on the Multithumos dataset, we see that conditioning the action category prediction on time in IFL models significantly improves its action category prediction accuracy and conditioning action time prediction on the category also improves its time prediction performance. These results further support our arguments that the independence assumption between time and action label given only history is oversimplified but we can model the distributions of time and action label independently given a latent space.

### 5.5.5 Ablation study on complexity of time decoder

VAE models have shown the power to model complex and multi-modal distributions, e.g. MNIST, CelebA due to the expressive latent space. In this study we empirically show that even with an expressive latent space, applying a proper normalizing flow model to the distribution proposed by the time decoder could still improve the model’s performance, especially the estimation of next action’s time. As a baseline, we evaluate the performance of a model without normalizing flow blocks by directly predicting a log-normal distribution. We also evaluated the performance of models with normalizing flows of different complexity by varying the number of neural ODE blocks in the normalizing flow. The results are presented in Table 5.4. With a simple normalizing flow model containing 1 block, we see significant performance gain on short-term estimation of next action’s
Table 5.3: **Study on Predefined Structured Prediction.** Experimental results on Breakfast dataset for assuming a pre-defined structured framework for IFL and Proposed Model. We pass the Ground-truth as the condition for time/action to the model during test time. Models with action box checked by a ✓ means the time decoder is conditioned on action. Models with time box checked by ✓ means the action decoder is conditioned on time. Models with only history box checked by ✓ are the original/proposed model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Conditioning Structure</th>
<th>IFL [114]</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>History</td>
<td>Action</td>
<td>Time</td>
</tr>
<tr>
<td>Breakfast</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Multithumos</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5.4: **Normalizing Flow Complexity Study Results.** The model output parameters of a log-normal distribution for zero blocks in the normalizing flow module.

<table>
<thead>
<tr>
<th>Flow Blocks</th>
<th>Breakfast</th>
<th>Multithumos</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.↑</td>
<td>MAE ↓</td>
</tr>
<tr>
<td>0</td>
<td>54.31</td>
<td>176.25</td>
</tr>
<tr>
<td>1</td>
<td><strong>55.78</strong></td>
<td><strong>157.78</strong></td>
</tr>
<tr>
<td>5</td>
<td>55.61</td>
<td>154.14</td>
</tr>
<tr>
<td>10</td>
<td>42.96</td>
<td><strong>152.67</strong></td>
</tr>
</tbody>
</table>

5.5.6 Qualitative results of future actions anticipation

Figure 5.3 shows action sequences generated by our model on Breakfast dataset. For each example, we illustrate the observation provided for the model (action history), two generated sequences by our model, and the ground-truth of future actions. We can see that our model is able to generate action sequences comparable to ground-truth sequences as well as other plausible action sequences. Results indicate the ability of our model in capturing the multi-modal underlying distribution of future actions.
Figure 5.3: Qualitative results of sequence generation on Breakfast dataset.
5.5.7 Multiple Run Results of Long-term Action Anticipation

Due to the relatively large uncertainty in long-term predictions, we further provide the mean and standard deviation of long-term action prediction results on 4 runs with different random seeds. The experiment results are presented in Table 5.5 and Table 5.6 for Breakfast [73] and Multithumos [139] datasets respectively. The two naive baselines, majority prediction and average time prediction, are not affected by random seeds and therefore the standard deviations for them are zero.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Model</th>
<th>Breakfast (3 Actions)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAJE.</td>
<td>17.73±0.00</td>
<td>18.07±0.00</td>
<td>19.29±0.00</td>
<td>19.71±0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acc.↑</td>
<td>TD-LSTM [1]</td>
<td>54.56±0.53</td>
<td>50.72±0.40</td>
<td>47.02±0.33</td>
<td>44.78±0.30</td>
<td></td>
</tr>
<tr>
<td>APP-VAE</td>
<td>52.68±1.16</td>
<td>49.26±1.03</td>
<td>47.90±1.05</td>
<td>47.28±0.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFL [114]</td>
<td>41.58±0.28</td>
<td>37.25±0.21</td>
<td>33.62±0.66</td>
<td>32.65±0.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>53.87±0.32</td>
<td>51.22±0.24</td>
<td>48.72±0.17</td>
<td>47.20±0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE↓</td>
<td>AVG.</td>
<td>260.81±0.00</td>
<td>274.61±0.00</td>
<td>278.81±0.00</td>
<td>285.77±0.00</td>
<td></td>
</tr>
<tr>
<td>Acc.↑</td>
<td>TD-LSTM [1]</td>
<td>31.09±0.76</td>
<td>255.75±0.29</td>
<td>274.80±7.24</td>
<td>317.93±0.24</td>
<td></td>
</tr>
<tr>
<td>APP-VAE</td>
<td>243.51±1.37</td>
<td>258.09±0.91</td>
<td>274.00±1.07</td>
<td>303.49±0.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFL [114]</td>
<td>261.88±1.29</td>
<td>292.01±0.74</td>
<td>303.38±1.07</td>
<td>326.43±0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>230.29±1.21</td>
<td>243.79±1.48</td>
<td>258.59±0.99</td>
<td>288.89±1.17</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5: Long-term Action Prediction Multiple Run Results Conditioned on History for Breakfast Dataset. The number in the parenthesis in the first row shows the number of actions in the observation window. The number in the second row shows the number of actions in the observation window.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Model</th>
<th>Multithumos (50 Actions)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAJE.</td>
<td>11.51±0.00</td>
<td>10.48±0.00</td>
<td>10.00±0.00</td>
<td>9.73±0.00</td>
<td>9.71±0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acc.↑</td>
<td>TD-LSTM [1]</td>
<td>31.09±0.76</td>
<td>27.85±0.43</td>
<td>26.43±0.39</td>
<td>25.42±0.19</td>
<td>24.47±0.24</td>
<td></td>
</tr>
<tr>
<td>APP-VAE [92]</td>
<td>38.39±1.75</td>
<td>32.49±1.14</td>
<td>29.83±1.11</td>
<td>27.12±0.87</td>
<td>25.62±0.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFL [114]</td>
<td>28.43±0.92</td>
<td>22.38±0.90</td>
<td>20.12±0.40</td>
<td>18.21±0.28</td>
<td>17.38±0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>40.49±0.77</td>
<td>34.73±0.88</td>
<td>32.05±0.81</td>
<td>30.41±0.46</td>
<td>28.35±0.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE↓</td>
<td>AVG.</td>
<td>1.97±0.00</td>
<td>2.08±0.00</td>
<td>2.17±0.00</td>
<td>2.14±0.00</td>
<td>2.17±0.00</td>
<td></td>
</tr>
<tr>
<td>Acc.↑</td>
<td>TD-LSTM [1]</td>
<td>1.84±0.01</td>
<td>1.96±0.01</td>
<td>2.06±0.01</td>
<td>2.04±0.01</td>
<td>2.08±0.01</td>
<td></td>
</tr>
<tr>
<td>APP-VAE [92]</td>
<td>1.90±0.03</td>
<td>2.02±0.02</td>
<td>2.15±0.02</td>
<td>2.12±0.01</td>
<td>2.14±0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFL [92]</td>
<td>2.03±0.02</td>
<td>2.10±0.01</td>
<td>3.13±0.69</td>
<td>3.41±0.96</td>
<td>4.29±1.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>1.82±0.02</td>
<td>1.96±0.01</td>
<td>2.08±0.02</td>
<td>2.05±0.02</td>
<td>2.08±0.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.6: Long-term Action Prediction Multiple Run Results Conditioned on History for Multithumos Dataset. The format of this table is similar to Table 5.5.

5.5.8 Unconditional Generation Qualitative Results

In our model, we assume that the prior distribution over the latent code in the first step of the sequence follows a Normal Distribution $z_1 \sim \mathcal{N}(0, 1)$. Figure 5.4 shows examples of action sequences generated by sampling the first action from this prior. In order to do so, we have two stages
of sampling: (1) First, samples of the prior distribution $z_1 \sim N(0, 1)$ are passed to the decoders which produce inter-arrival time $p(\tau_1 | z_1)$ and category $p(a_1 | z_1)$ distributions for the first action; (2) Then, samples are taken from each time $\tau_1 \sim p(\tau_1 | z_1)$ and category $a_1 \sim p(a_1 | z_1)$ distributions and construct the time and category of first action in the sequence. To generate action sequences of multiple steps, the sampled action label and times are fed back to the model as observations to get a sample of the next step. Sequences in Figure 5.4 are obtained from the model trained on the Breakfast dataset. We can see that the generated categories and temporal occurrence are diverse and reasonable.

5.5.9 Experimental Details

5.5.9.1 Model Architecture

Proposed model. We use an LSTM of hidden state size 128 for the prior and posterior networks. The dimension of the latent space is set to 256. Before passing the action label and time to the model, we pass them through two embedding networks at each time step. We pass the 1-hot encoding of the action label to an MLP with two layers of size 64 and 128, respectively. A separate MLP with a similar architecture is used for encoding action inter-arrival time. The final representation for the action is obtained by passing the concatenation of action time and label embeddings through a linear transformation. The dimension of the final representation is 256. To get the parameters of the prior and posterior distributions in the latent space, we pass the hidden states of prior and posterior LSTM cells at the corresponding time steps to two separate MLPs, respectively. Both MLPs have two hidden layers of size 256. We use an MLP containing two hidden layers of size 256 as the action decoder; it receives the concatenation of the latent variable and the hidden state of the prior LSTM, and decodes it into a categorical distribution of action labels. The time decoder is an MLP with a
similar architecture. It proposes a base distribution that will be further processed by the normalizing flow module to produce the final distribution of action time.

**Continuous normalizing flow.** We adopt the continuous normalizing flow based on neural ODE as the normalizing flow model to produce the distribution of action time distribution. The neural ODE implementations provided by Grathwohl et al. [42] and Chen et al. [13] are used. We compose a stack of 5 MLPs, each with 3 hidden layers of size 64 for the neural ODE model $f_{\theta}^{-1}$ in Equation 8. To make sure that our model generates positive inter-arrival times $\tau_i \in \mathbb{R}^+$, we apply an additional exponential transformation and accordingly, the Jacobian term is added to training objective and evaluation criterion. An affine transformation is applied right before the exponential transformation to mitigate numerical instability.

**Baseline models.** To ensure a fair comparison, we share the same architecture for the embedding, LSTM cells, and action and time decoder networks across all the models. We also share a similar pipeline of applying an affine and exponential transformation in the normalizing flow of the IFL model.

### 5.5.9.2 Training Details

The training set of each dataset is split into subsets for training and validation by the ratio of 8:2. We train all the models for 1500 epochs and use early stopping based on loss on the validation set. We select the model with the minimum validation loss (ELBO) for evaluation. Adam optimizer [65] with a learning rate of 0.001 is used for all the models.

### 5.5.9.3 Sampling Details in Evaluation

**Short-term action anticipation.** For all the models except TD-LSTM, we use 1000 samples to evaluate the models for the short-term action anticipation task. For the IFL model, we use 1000 samples from the output distribution to estimate the mean of the time of the immediate next action. We directly take the category with the largest probability as the predicted class of the next action. For latent variable models, including APP-VAE and our proposed model, 1000 samples from the latent space are used to evaluate the log-likelihood and short-term action label prediction. To generate 1000 samples to estimate the mean of the next-step action’s time, we sample 10 $z$s from the latent space and sample 100 samples of $\tau$ for each latent code at each time step.

**Long-term action anticipation.** We use 1000 sampled sequences in long-term prediction evaluation. For IFL models, we sample 1000 pairs of action time and label at the first future step to predict and obtained 1000 sequences of actions that differ by the action of the last step only. For each sequence, we feed it back into the model and sample 1 pair of label/action time at every following step to obtain 1000 action time and label sequences of the desired length. A similar approach is followed.

---

1[https://github.com/rtqichen/torchdiffeq](https://github.com/rtqichen/torchdiffeq)
2[https://github.com/rtqichen/ffjord](https://github.com/rtqichen/ffjord)
for TD-LSTM. The only difference is at the first time-step of prediction. Since TD-LSTM predicts the time in a deterministic way, in the first step of prediction, 1000 samples of action category distribution are taken and each is paired with the predicted time.

For APP-VAE and our proposed model, we sample 10 $z$'s from the latent distribution and 100 pairs of action time and label for each latent code to obtain 1000 samples at the first future step to predict. The 1000 action sequences are fed back to the model as inputs and we sample one latent code and one pair of action time and label for each action sequence at each following step. In this way, we can sample 1000 sequences from the latent variable models.

### 5.5.9.4 Data Pre-Processing Details

For both Breakfast and Multithumos datasets, we use the annotation of videos in the dataset to create sequences of categories and timing of actions. In the breakfast dataset, each action is annotated by its action category and a frame number indicating when the action starts. We use the frame numbers as our time scale and compute the inter-arrival times based on the difference between the starting frames of actions. In all the videos of this dataset, the first action is ‘SIL’ and starts at the first frame in the video. In our data preparation, we drop this action from each sequence. APP-VAE [92] follows a different data processing: it works with the original action sequences i.e. all sequences start with the action ‘SIL’ happening at the first frame.

Similarly, in the Multithumos dataset, we use the annotation of videos to create action sequences. Each action is annotated by its category and the time it starts. The scale of action timing is in seconds with 1 decimal point precision. In Multithumos, actions might happen at the same time. In our data pre-processing, for concurrent actions, we use a fixed alphabetical ordering based on action categories and shift the starting time of each concurrent action by an offset $\Delta = 0.1$. We find using a too small offset for concurrent actions could cause numerical instability for the ODE solver.

We believe that the difference between the reported results of Mehrasa et al. [92] and the results reported in this chapter arises from following a different data pre-processing approach.
5.6 Summary

We propose a recurrent latent variable model for asynchronous action sequence modeling. The model utilizes an expressive latent space to capture complex dependencies between action time and label across steps and a normalizing flow model to generate a flexible distribution of inter-arrival time between actions. We use a standard variational lower bound to optimize the model with a filtering inference network. The model can generate high-quality samples of human action sequences and also shows superior performance on sequence density estimation, short-term prediction and especially long-term action sequence conditional generation.
Chapter 6

Conclusion

In this dissertation, we contribute in two main directions: modeling events in asynchronous time-series data and learning from partial labels:

- **Event Analysis in Asynchronous Time-series Data.** We propose novel probabilistic models based on framework of point processes. Temporal point process provides us a rich framework describing the generative process of event sequence data, which enables various down-stream tasks such as future prediction, sequence generation, density estimation, anomaly detection, and etc. We study point processes under the prospective of deep generative models aiming to improve flexibility and expressiveness of current approaches in modeling complex real-world event sequences. First, we formulate our model with variational auto encoder (VAE) paradigm, a powerful class of probabilistic models, and present a novel form of VAE modeling the distribution of timing and categories of event sequences. Second, we connect the fields of point processes and neural density estimation and propose a recurrent latent variable framework that directly models point processes distribution by utilizing normalizing flows. This approach is capable of capturing highly complex temporal distribution and does not rely on any restrictive parametric forms. We evaluate our proposed frameworks in challenging tasks of future event prediction, sequences density estimation, conditional generation, and anomaly detection. Comparison with the state-of-the-art baseline models on challenging real-life datasets show that our proposed frameworks are effective at modeling discrete event sequences.

- **Learning from Partially Labeled Data.** In this direction, we introduce an end-to-end learning scheme from partially labeled image data with a multi-label classifier. Our first contribution is to empirically compare several labeling strategies to highlight the potential for learning with partial labels. Second, we contribute a new loss function that enables end-to-end learning of a classifier from partially labeled data. Thirds, we develop a method that uses graph neural networks to capture correlation between different categories to improve label prediction, and we use our model to predict missing labels.
Despite the promising progress and success in modelling time-series and learning from partially labeled data, the assumptions of which these problems are defined and formulated on restricts the generality of these methods and limits their performance in real-world scenarios. Removing these constraints and tackling more general problem setups still remain open and is an active research area. For example, in our work, on learning partial-labels, we focused on multi-labels classification task. However, dealing with partially annotated data is a common problem in many different domains. An interesting future direction could be to investigate learning from partial-labels in other settings such as time-series and event sequences. In time-series, annotation cost is much more heavier compared to annotation of image datasets due to the sequential nature, and having a framework defined for it would have many applications. On modelling human actions sequences and event prediction, one future direction in visual recognition application could be using visual data as mark in the framework of mark temporal point process. Visual data carry rich contextual information about ongoing actions and would be beneficial in building more powerful prediction frameworks. Exploring more powerful and expressive generative models in modelling events sequences could be another research direction, for example one limitation of our VAE-based frameworks is that we are not able to perform exact likelihood inference, to address this issue, exploring end-to-end flow-based generative model could be an interesting future direction.
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