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Abstract

In this thesis, we address an important topic in computer vision, human action recogni-

tion and detection. In particular, we focus on a special scenario where only a single clip

is available for training for each action category. This is a very natural scenario in many

real-world applications, such as video search and intelligent video surveillance. We present

a transfer learning technique called transferable distance function learning and apply it in

human action recognition and detection. This learning algorithm aims to extract generic

knowledge from previous training sets, and apply this knowledge to videos of new actions

without further learning. It is experimentally demonstrated that the proposed algorithm

can improve the accuracy of single clip action recognition and detection. Based on the

learned transferable distance function, we further propose a cascade structure which can

significantly improve the efficiency of an action detection system.

Keywords: human action recognition, human action detection, transfer learning, dis-

tance function learning.
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Chapter 1

Introduction

On-line video sharing services, e.g. YouTube (www.youtube.com), are becoming increasingly

popular for users to find videos and share their own videos. Tens of thousands of videos are

being uploaded to YouTube every hour. How to explore those enormous number of videos

and return videos of interest for users is becoming a very important problem. Imagine that

if you have a short video clip that contains a “dancing” action, as shown in Figure 1.1,

can a search engine automatically return a list of similar videos from the repository, and

accurately locate the spatial-temporal position of this specific dancing action? Traditional

text-based search engines cannot perform this task very well. Because first you may not

know the keyword associated with this action. Secondly, the text-based search engine only

scans video title or tags, which might be irrelevant to the video content. However, computer

vision techniques would help us solve this action-related video search problem. One of main

goals of computer vision is to enable computer to have the ability to analyze and understand

videos and images. In this thesis, we focus on one subfield of computer vision - human action

recognition and detection, which is to enable computers to understand the action in videos.

Besides action-related video search, another important application of human action anal-

ysis is in automatic video surveillance, in particular automatic abnormality detection in

surveillance videos. Traditional video surveillance systems only provide infrastructure to

capture and store videos. Human operators are asked to perform the task of abnormality

detection, which is labor-intensive and demanding. With the help of automatic human ac-

tion recognition and detection, instead of human monitoring, a computer can analyze the

content in surveillance videos and fire an alarm if an abnormal action is happening. For

example, as shown in figure 1.2, the human action detection algorithm can automatically

1
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Figure 1.1: Example application of human action recognition and detection: video search.
The left image illustrates the reference video clip input by the user, and the right image
illustrates the top-1 YouTube video returned by the search engine.

Figure 1.2: Example application of human action recognition and detection: automatic
abnormality detection in surveillance videos. Human action detection algorithms can auto-
matically locate (red bounding-box) the person who is running in an airport.

locate the person who is running in an airport.

Similar to object recognition and detection, human action recognition and detection can

be formulated as a standard supervised learning problem that is to learn a classifier/detector

from the training set. Many learning-based approaches have been proposed but they often

highly rely on large training sets. However, in many real-world applications, it is unrealistic

to assume that we have access to a large amount of training data. For example, in the video

search application, we typically have only one short video clip submitted by the user for a

particular action. In this thesis, we are interested in a special scenario where only a single

short clip is provided for each action. We first introduce the background about human

action recognition and detection in Section 1.1. In Section 1.2, we provide an overview of
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Figure 1.3: The terminology of human-related activity analysis in computer vision. Refer
to text for more details.

how to learn a model with a single video clip. The contribution of this thesis is summarized

in Section 1.3.

1.1 Human action recognition and detection

Human action recognition and detection is of great scientific interest in the computer vision

community, and people use different terminologies to define human movements. First, we

would like to clarify the terminology we are using. Human related activities can be generally

categorized into “human action”, “human activity”, and “event”, as shown in Figure 1.3.

In this thesis, we refer “human action” to the atomic human movements, such as walking,

running, hand-waving, etc. “Human activity” is used to refer to a series of atomic human

actions. For example, the ball-kicking action performed by a soccer player can only be

categorized as an “action” since it only consists of one atomic action - “kicking”. However,

one attack performed by several players would be categorized as an “activity” because it

may consist of a series of actions, i.e., passing the ball, receiving the ball, and shooting.

Whereas, the “event” is more complicated and it may consist of different activities. In this

thesis, we limited ourselves on the analysis of human actions.

The goal of human action recognition is to classify a video sequence into one of several

pre-defined categories based on the actions performed by the human in a video. In this

thesis, we choose a figure-centric representation, as shown in Figure 1.4. Instead of directly

running the action recognition algorithm on the original frame, we first apply a standard

human detection and tracking algorithm, crop the frame, and then put the human figure

in the center of the frame. We admit that the standard human detection and tracking

algorithm may not achieve a perfect accuracy and thus decrease the action recognition

performance. However, the use of this figure-centric representation would guarantee that

we are recognizing the movements of human, rather than the translations caused by a moving
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Figure 1.4: The figure-centric representation of a boxing video clip. Left image is an original
boxing video clip and right image is the figure-centric representation of the boxing video
clip.

camera.

The primary goal of action detection is distinct from that of action recognition - we

would like to localize the spatial-temporal positions of the target action in a video, rather

than getting a single class label for the entire video. We can achieve the goal of action

detection by a human detection and tracking algorithm, followed by a modified action

recognition algorithm. For example, we can first localize the human subjects from a video

in both time and space using human detection and tracking, then apply a human action

recognition algorithm to determinate if a localized human subject is performing the target

action. However, in this thesis, we are also interested in developing an efficient human

action detection algorithm which does not require any human detection and tracking pre-

processing steps. One of the primary reasons is that most human detection and tracking

algorithms are computationally inefficient.

Action recognition and detection are very challenging problems. One of main challenges

is the action variation. Different people may perform the same action differently. Take

the walking action as an example, different people may have different strides and different

styles. Other challenges include viewpoint variation, illumination variation, and cluttered

background. In order to be applied in many real-world scenarios, a good action recognition

and detection algorithm must handle those problems well.

1.2 Learning with a single video clip

As mentioned earlier, our primary goal is to deal with the scenario where only one clip is

available for a particular action. This scenario is of practical interests because for some
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Figure 1.5: The flow of knowledge transfer, from source training set to template set.

specific human action like sports or dancing actions, for example the dancing action shown

in Figure 1.1, it is costly to collect a very large training set. In particular, for the task

of action-related video search, normally we only have one video clip provided by the user.

Under this scenario, most supervised learning algorithms do not work well because of the

lack of training data. One way to solve this single video clip problem in action recognition is

to use the k -nearest neighbor algorithm, where k = 1. This is also called template matching

in the computer vision literature. In order to obtain the action label of a test video, we

can match it with the training video from each action category. This test video would be

assigned the same class label as the training video that has the smallest matching distance

with it.

Although we only have a single clip for some particular actions, on the other hand, for

some simple actions such as walking and hand-waving, a large number of clips can be easily

obtained from standard benchmark datasets, i.e. KTH [41] and Weizmann [6] datasets. The

direct matching algorithm is able to achieve relatively good results, but we would still like to

exploit the available labeled datasets to assist in action recognition from a single clip, even

when the action of this clip is totally different from the actions in the labeled datasets. In

machine learning, this is known as transfer learning. The goal is to leverage the knowledge

from related tasks to aid in learning on a future task.

Following the terminology of transfer learning, we denote the fully labeled action data

we already have at hand as the source training set. The single video clip from the action

category we want to recognize is denoted as a template action, and the template actions from

a pre-defined set of categories form the template set. Note that the class labels of actions in

the source training set and the template set are different. In Chapter 3, we introduce the

details of how to transfer the generic knowledge from the source training set to the template

set. The flow of knowledge transfer is illustrated in Figure 1.5.
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1.3 Contributions

The main contributions of this thesis involve the development of a parametrized distance

function for comparing video clips. The distance function is defined as a weighted sum of

distances between a densely sampled set of motion patches on frames of the video clips.

This distance function is effective for action recognition in the impoverished training data

setting. We further develop an algorithm for learning these weights, i.e. the distance function

parameters. We develop a novel max margin-based transfer learning algorithm, inspired by

the work of Frome et al. [21] and Ferencz et al. [19]. The learned weights are a function of

patch features and can be generically transferred to a new action category without further

learning. This learning method greatly improves the efficiency of our algorithm, and can

improve recognition accuracy.

In this thesis, we also address the problem of efficient human action detection with only

one template. The standard sliding-window approach is utilized to scan the template video

against test videos, and the template video is represented by patch-based motion features.

Using generic knowledge learned from previous training sets, we weight the patches on the

template video, by a transferable distance function. Based on the patch weighting, we

propose a cascade structure which can efficiently scan the template video over test videos.

This action detection algorithm is evaluated on a human action dataset with cluttered back-

ground, and a ballet video with complex human actions. The proposed cascade structure

not only achieves very reliable detection, but also can significantly improve the efficiency of

patch-based human action detection, with an order of magnitude improvement in efficiency.

The work presented in this thesis has been published in [47] and [46]. Both of these

papers are written in collaboration with Dr. Yang Wang and Dr. Greg Mori. The idea of

transferable distance function learning is proposed and developed by myself, as well as most

of the experimental work.

1.4 Outline

The rest of this thesis is organized as follows:

Chapter 2 reviews the related work in both machine learning and computer vision areas.

Chapter 3 focuses on human action recognition from a single clip per action. Detailed

descriptions of four-channel motion feature and patch-based matching scheme we use are
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provided. We propose the transferable distance function learning and evaluate the proposed

method on three different human action datasets. This work has been published in [47].

Chapter 4 focuses on efficient action detection. We propose an efficient histogram-

based four-channel motion feature. Based on the transferable distance function learning, we

construct a cascade structure for the detection task. This work has been published in [46].

Chapter 5 concludes this thesis and discusses future work.



Chapter 2

Related work

In this chapter, we will review related work in both the machine learning and computer

vision literature. Section 2.1 gives an overview of different learning scenarios related to

transfer learning. It also gives a brief review of commonly used approaches in transfer

learning. Section 2.2 reviews related work from the computer vision literature.

2.1 Related work in learning

Here we give a brief summary of transfer learning and other related learning problems that

have been studied under various names (e.g. semi-supervised learning, self-taught learning,

multi-task learning, domain adaptation, etc.). Interested readers are referred to [37] for a

more detailed survey.

2.1.1 Related learning problems

The standard scenario of machine learning problems is supervised learning. We are given a

set of labeled training data D = {(xn, yn) ∈ X × Y : 1 ≤ n ≤ N}, where X is the input

space and Y a finite label set. It is assumed that each (xn, yn) is drawn independently

from a fixed, but unknown distribution p, i.e. (xn, yn) ∼ p(x, y). Our goal is to learn a

function f : X → Y that can be used to predict the class label y for a new instance x. For

example, if we want to learn to recognize images of “dogs” versus “cats”, an instance xn

will be an image, and the label yn is “dog” or “cat”. Unfortunately, it is very expensive

and time-consuming to collect a large number of labeled training instances. One possible

8



CHAPTER 2. RELATED WORK 9

approach to deal with this issue is to use semi-supervised learning [50], which aims to learn

a classification model from both labeled data {(xi, yi)}Ni=1 and unlabeled data {xj}N+M
j=N+1,

where N << M . In semi-supervised learning, the class labels and generative distributions

of the unlabeled data are assumed to be the identical to those on the labeled data. In the

“dog vs. cat” example, an unlabeled data instance xj corresponds to an image of either

dog or cat, but we simply do not know which label it is. A more challenging learning

problem is self-taught learning [39], where the unlabeled data can have different class labels

or generative distributions from the labeled data. Using the previous example, an unlabeled

data instance in self-taught learning can be an image of anything, i.e. not limited to dogs

or cats.

2.1.2 Transfer Learning

In our work, we are interested in transfer learning. Unlike previously mentioned learning

scenarios, all the data in transfer learning are labeled. The goal of transfer learning to

learn a predictive model by applying knowledge learned previously from other different but

related task, i.e. it transfers knowledge from one supervised learning task to another. For

example, if we want to learn to recognize “dogs” versus “cats” from two different kinds of

labeled training datasets, called the source dataset D(s) = {(x(s)n , y
(s)
n ) ∈ X × Y(s)} and the

target data D(t) = {(x(t)m , y(t)m ) ∈ X ×Y(t)}. The target dataset Dt contains instances labeled

with either dogs or cats, i.e. Y(t) = {dog, cat}. The source dataset D(s) contains instances

with labeled with other categories (e.g. Y(s) = {horse, tiger, ...}). The goal of transfer

learning is to exploit D(s) ∪ D(t) to build a model that recognize a new instance with an

unknown label in Y(t). Transfer learning is related to another learning problem called domain

adaptation [23, 32, 8]. In domain adaptation, the source dataset and the target dataset have

the same label set, i.e. D(s) = D(t). But the source dataset and target dataset are drawn

from two different distributions, i.e. (x
(s)
n , y

(s)
n ) ∼ p(s)(x, y), (x

(t)
m , y

(t)
m ) ∼ p(t)(x, y), and

p(s) ∕= p(t).

Another closely related learning problem is multi-task learning [7]. The goal of multi-

task learning is to learn different tasks together and assume there is some “relatedness”

between different tasks. Ben-David and Schuller [5] provide a theoretical justification for

multi-task learning. The problem setting of multi-task learning is almost identical to that

of transfer learning. The only difference is that in multi-task learning, the goal is to learn

a model that simultaneously do well on all the tasks. Using the previous example, the
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multi-task learning might aim to learn to classify all the possible animals, not just “dogs”

and “cats”.

2.1.3 Commonly used approaches in transfer learning

Since transfer learning and multi-task learning are very closely related, most techniques

developed for one of those two problems can be easily adapted to the other one. For ease

of presentation, we will loosely call both problems “transfer learning” in the rest of this

section.

An important assumption of transfer learning is that various tasks involved in the learn-

ing are somehow related. Otherwise it will be impossible to transfer the knowledge learned

from one task to another one. Depending on the assumption of “relatedness”, various tech-

niques proposed in the literature roughly fall into two categories.

“Relatedness” via features: A lot of work in transfer learning assumes that different

tasks are related by some intermediate feature representations. Argyrious et al. [2, 4, 3]

learn a low-dimensional representation which is shared across multiple related tasks. If the

intermediate representation shared across tasks is semantically informative, we can even

perform zero-data [30] or zero-shot [36] learning, where the target task does not have any

training data. This idea of transfering learned intermediate representation via related tasks

can also be applied to solve regular classification problem (i.e. single task). For example,

Ahmed et al. [1] demonstrate that classification can be improved by learning an intermediate

feature representation from so-called “pseudo-tasks”. Those “pseudo-tasks” are auxiliary

tasks constructed to help with learning a good feature representation for the target task.

“Relatedness” via model parameters: Another popular approach in transfer learn-

ing is to assume that the model parameters associated in different tasks are related in some

way. Let us denote the model parameters of the t-th task as wt (1 ≤ t ≤ T ), where T is

the number of tasks involved. Evgeniou et al. [12] assume wt = w0 + vt, where w0 are

shared among all tasks and vt are the parameters specific to the t-th task. In [48, 49],

wt (1 ≤ t ≤ T ) are related by assuming they are drawn from the same prior distribution

p(w), e.g. p(w) can be a Gaussian process [48], or a t-process [49].

A limitation of the previous work in transfer learning is that the underlying classification

model for each task is always assumed to be in a parametric form, e.g. a linear classification

with parameters w. It is not clear how to generalize those transfer learning techniques to

other non-parametric classifiers, e.g. K-nearest neighbor (KNN). In this work, we develop



CHAPTER 2. RELATED WORK 11

a technique for transferring “distance functions”, which can be used in KNN classifiers. To

the best of our knowledge, there has not been any previous work on transferring learning in

this setting.

2.2 Related work in vision

2.2.1 Human action recognition and detection

A variety of action recognition and detection algorithms have been proposed and obtained

high recognition accuracy on the standard KTH [41] and Weizmann [6] benchmark datasets.

The vast majority of these methods use large amounts of training data, with either a leave-

one-out (LOO) strategy or other splits of the data involving large amounts of training data

for each action. The literature in this area is immense. We only give a brief review of the

closely related work here.

Efros et al. [11] recognize the actions of small scale figures using features derived from

blurred optical flow estimates. Fathi & Mori [16] learn an efficient classifier on top of these

features using AdaBoost. Our method uses the same figure-centric representation, and

defines patch distances using blurred optical flow. We learn a generic transferable distance

function rather than individual classifiers, on smaller training sets.

A number of methods run interest point detectors over video sequences, and describe this

sparse set of points using spatial and/or temporal gradient features[33, 10, 41]. In contrast

with these methods, we use a densely sampled set of patches in our distance function. Our

transfer learning algorithm places weights on these patches, which could be interpreted as

a type of interest point operator, specifically tuned for recognition.

Shechtman and Irani [42] define a motion consistency designed to alleviate problems due

to aperture effects. Distances between pairs of video clips are computed by exhaustively

comparing patches centered around every space-time point. In our work we learn which

patches are important for recognition, leading to a more efficient algorithm – though one

could use motion consistency in place of blurred optical flow in a distance function.

Ke et al. [26, 27] define a shape and flow correlation based on matching of segmentations.

Classification is done using a parts-based model [26] and an SVM trained on template

distances in a LOO setting [27].

Jhuang et al. [24] describe a biologically plausible model containing alternating stages of

spatio-temporal filter template matching and pooling operations. Schindler and Van Gool
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[40] examine the issue of the length of video sequences needed to recognize actions. They

build a model similar to Jhuang et al. [24] and show that short snippets can be effective

for action recognition. Both of these methods use large splits for training data. Our work

focuses instead on the amount of data needed, rather than the temporal length of the clips.

Weinland and Ronfard [45] classify actions based on distances to a small set of discriminative

prototypes selected in a LOO experiment.

Tran and Sorokin [43] propose a metric learning method for action recognition from small

datasets. Our experiments use fewer frames (25 per training clip), and compare favourably

in terms of accuracy.

2.2.2 Distance function learning

Our approach of learning transferable distance functions is inspired by the work of Frome

et al. [22, 21]. They propose the learning of local distance functions and apply them in

object recognition. Patch-based features are used to represent the object and also serve as

the basis of the distance function. The distance between images i and j is defined as a

weighted summation of patch-to-image distances as follows.

Dij =

M∑
m=1

wi,mdij,m = ⟨wi ⋅ dij⟩ (2.1)

where wi,m denotes the weight assigned to m-th patch on image i, and dij,m is the patch-to-

image distance which is the distance between m-th patch on image i and its best matched

patch on image j. wi,m and dij,m are also the m-th element in the vector wi and dij ,

respectively. The parameter wi is learned by enforcing the constraint that the distance be-

tween similar images (from the same category) should be smaller than the distance between

dissimilar images (from different categories).

Frome et al. [21, 22] propose to train a different distance function for every image in the

training set. Two learning schemes are proposed, focal learning [21] and global learning [22].

In this thesis, the learning of the transferable distance function follows the framework of focal

learning, so we only discuss the focal learning in this section. The focal learning is achieved

by a similar-dissimilar triplet. Figure 2.1 gives an example of a triplet, where image i and

j belong to the dog category and image k is in the face category. The center image i plays

the role of focal image. The distance function with respect to the focal image is learned by

enforcing that the distance from focal image to the other dog images is smaller than distance
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Figure 2.1: The illustration of focal learning configuration. Refer to text for more details.
This image is from [20].

to the face image, that is Dij < Dik. It can be further expanded as ⟨wi ⋅ dij⟩ < ⟨wi ⋅ dik⟩.
The learning of parameter wi is accomplished by the following max-margin formulation [21]:

min
wi,�i

1

2
∥wi∥2 + C

∑
jk

�ijk

s.t. ⟨wi ⋅ (dik − dij)⟩ ≥ 1− �ijk, ∀i, j, k

wi,m ≥ 0, ∀m

�ijk ≥ 0, ∀j, k (2.2)

This formulation is similar to the primal formulation of SVM, except for the non-negative

constraints wi,m ≥ 0, which is to avoid the problem of large patch-to-image distances im-

plying a high similarity.

The intuition behind the distance function learning is that for a specific image, the visual

features of this image, in particular the patch-based features, are not equally important

for classification. Some patches are much more important than others. By learning the

distance function, the algorithm would assign high weights to the important patches, and

low weights or even zero weights to the less important patches. Note that the learning of

distance functions cannot be directly applied to action recognition with single clip, since

the focal learning process requires at least two clips for each action category.

2.2.3 Transfer learning in computer vision

In computer vision, the subarea of face/object identification has a long tradition of using

ideas similar to transfer learning. In face identification, a system is trained from faces of

thousands of people (source dataset). During the testing, a well-trained system can easily

identify faces which do not exist in the source dataset. In particular, the work presented
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in this thesis is inspired by the notion of “hyper-features”, which is proposed by Ferencz

et al. [19] for object identification. In a nutshell, hyper-features are properties of image

patches that can be used to estimate the importance of those patches. These importance

measurements can be used later in matching based object identification, and are transferable

between different datasets. In our work, we use a similar idea to estimate the relative

weights (i.e. importance) of motion patches extracted from video frames. We define the

hyper-feature of a motion patch using a codebook representation. The main difference of

our hyper-feature model with Ferencz et al. [19] is that our model is directly tied to the

distance function used for the matching.

Other applications of transfer learning in computer vision include the one-shot learn-

ing of Fei-Fei et al. [17], in which object recognition models are built using priors learned

from previously seen object classes. Farhadi et al. [15, 14] use comparative features for

transferring distances between templates for sign language and multi-view action recogni-

tion. Quattoni et al. [38] perform transfer learning using kernel distances to unlabeled

prototypes. Lampert et al. [28] learn to detect unseen object classes by considering object

attributes as intermediate feature representation that can be transferred.



Chapter 3

Human Action Recognition

In this chapter, we consider the problem of human action recognition from a single clip per

action. Each clip contains at most 25 frames. We work with a figure-centric representation

in which a human detection and tracking algorithm has been run as a pre-processing step.

A patch based motion descriptor and matching scheme have been proposed in Section 3.1,

which can achieve promising results on three different action datasets with a single clip

as the template. We also present a method for learning a transferable distance function

for these patches in Section 3.2. The details of experiments and analysis are presented in

Section 3.3.

3.1 Motion descriptors and matching scheme

We will classify the test video (we will call it query video) using the nearest neighbor

(NN) classifier after computing the distances between the query video and each clip in

the template set. The query video will be assigned to the action label according to the best

matched template clip. The reason to use the NN classifier is that most other learning based

approaches rely on complicated models with a large number of parameters, and thus cannot

deal with the situation of very small training sets. In the following, we first introduce the

motion descriptors used for representing a video clip (Section 3.1.1). Then we describe our

patch-based matching scheme for comparing two video clips (Section 3.1.2).

15
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(a) (b)

(c) (d) (e)

Figure 3.1: Construction of the motion descriptor. (a) original image; (b) optical flow;
(c) x and y components of optical flow vectors Fx, Fy; (d) half-wave rectification of x
and y components to obtain 4 separate channels F+

x , F
−
x , F

+
y , F

−
y ; (e) final blurry motion

descriptors Fb+x , F b
−
x , F b

+
y , F b

−
y .

3.1.1 Motion descriptors

In this work, we use a figure-centric representation of motion in which a standard human

detector and tracking algorithm has been applied. The motion descriptors in Efros et al. [11]

are used to represent the video frames. We first compute the optical flow at each frame. The

optical flow vector field F is then split into two scalar fields, Fx and Fy corresponding to the

x and y components of the flow vector. Fx and Fy are further half-wave rectified into four

non-negative channels F+
x , F−x , F+

y , F−y , so that Fx = F+
x −F−x and Fy = F+

y −F−y . Then,

those four channels are blurred using a Gaussian kernel to obtain the final four channels

Fb+x , Fb−x , Fb+y , Fb−y (see Figure 3.1).

3.1.2 Patch based action comparison

We compute the distance between two video clips by comparing the patches from both

clips. Patch based methods are very popular in object recognition, due to the fact that

local patches are more robust to pose variation than the whole object. We represent each

patch using the four channel motion descriptor. Suppose the four channels for patch i are
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Figure 3.2: The comparison process between the query and template clips. dqt,s denotes the
distance between the s-th patch on the query clip to its corresponding patch on the template
clip. Dqt denotes the distance between query and template clips. The distance between clips
is the sum of the distance from query frames to their best matched template frames. The
frame-to-frame distance is the sum of the distance between best matching patches.

a1, a2, a3, a4, and each channel has been concatenated to a vector. Similarly, the four

channels for patch j are b1, b2, b3, b4. We denote âk = [a1k − āk, a2k − āk, ..., ank − āk], and

b̂k = [b1k − b̄k, b2k − b̄k, ..., bnk − b̄k], where āk and b̄k are the mean values of channel ak and

bk respectively, aik denotes the i-th element in channel vector ak. The similarity between

patch i and j is computed using normalized correlation, and the distance is given by

d(i, j) = C −
4∑

k=1

âk
T b̂k + "√

(âk
T âk + ")(b̂k

T
b̂k + ")

(3.1)

where C is a positive constant to make the distance non-negative, and " is a small constant.

Different people may perform the same action differently. Take the walking action as

an example, different people may have different strides, so the legs may appear in different

positions of cropped frames. In order to alleviate the effect of such variations, we choose

a local area search scheme. It is illustrated in Fig. 3.2. The distance between query and
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template clips is:

Dqt =
M∑
i=1

min
j∈[1,N ]

{
S∑
s=1

min
r∈Rs

d(qis, tjr)

}
(3.2)

where qis denotes the s-th patch on the query frame i, and tjr denotes the r-th patch on

the template frame j. Rs is the corresponding search region of s-patch (the blue rectangle

in Fig. 3.2). M and N are the frame numbers of query clip and template clip respectively.

S is the total number of patches on the query frame.

In order to compute the clip-to-clip distance Dqt from query to template, we need to

know the frame correspondence first. By considering temporal constraints, one can apply

dynamic time warping(DTW) or other dynamic programming methods. In DTW, locality

constraints are usually very necessary to compute the distance between two clips, especially

when one clip is much longer than the other one, and then some DTW parameters will be

introduced and require fine-tuning. However, in this work, for simplicity, we correspond

each query frame to its closest neighbor among the template frames. This can result in

several query frames corresponding to the same template frame. But it is reasonable since

the query clip may contain repetitive actions and have variations in speed.

After obtaining the frame correspondence and local patch correspondence, Dqt is the

sum of the elementary patch-to-patch distance as Dqt =
∑M×S

s=1 dqt,s, where M × S is the

total number of patches on the query clip over space and time, dqt,s denotes the distance

from the s-th patch on the query clip to its corresponding patch on the template clip.

In Section 3.3, we will show that even with such a simple motion descriptor and matching

scheme, we can achieve very good results on three different datasets by only using one clip

as template per action.

3.2 Learning a transferable distance function

3.2.1 Transferable distance function

The human visual system is amazingly good at learning transferable knowledge. For ex-

ample, humans are adept at recognizing a person’s face after seeing it only once. One

explanation for this amazing ability is that people have learned to focus on discriminative

features (e.g., eyes, nose, mouse) of a face, while not being distracted by other irrelevant

features [19]. This idea of knowledge transfer has been exploited in the context of object
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recognition and identification [19, 34, 17]. In particular, Ferencz et al. [19] propose to pre-

dict the patch importance for object identification by its visual feature called hyper-feature.

The relationship between the hyper-feature and the patch importance is modeled using a

generalized linear model.

Similarly, in human action recognition, we believe there exists a certain relationship

between the importance and the appearance of a patch. For example, for a boxing action,

the region around the punching-out arm is much more important than the still leg. In a

hand-waving action, the arm parts are important too. Given a source training set, our

goal is to learn the knowledge, such as “stretched-arm-like” or “bent-leg-like” patches are

more likely to be important for action recognition. This knowledge will be “transferable”

to unknown actions in the template and query datasets, since the algorithm will look for

these patches and assign them high weights for the matching based recognition.

Inspired by work on learning distance function [21], we formulate our problem of learning

the relationship into the framework of max-margin learning of distance functions. But the

goal of our learning problem is different from that of Frome et al. [21]. The output of

Frome et al. [21] is the weight associated with each image patch in the training data. In our

problem, although we do get the weight as a by-product, we are more interested in learning

the relationship between the patch appearance and its importance.

We define the hyper-feature of the i-th patch as fi, the weight assigned to this patch as

wi. The construction of the hyper-feature will be discussed in Section 3.2.4. We assume

that fi and wi have the following relationship via the parameter P:

wi = ⟨P ⋅ fi⟩ (3.3)

Then we will have w = PTF, where each column of F refers to the hyper-feature vector of

a patch, w denotes the vector which is the concatenation of the weights wi. The process for

the computing of w is illustrated in Figure 3.3.

Our goal is to learn P from the source training set. Then given any new action video,

even if its action does not exist in the source training set, we will be able to compute the

weight (i.e. importance) of each patch in the new video by Eqn. 3.3. In our work, we would

like to estimate the importance of patches in the query video.

Combined with the learned distance function, the final clip-to-clip distance Dqt is defined
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Figure 3.3: The process for computing the importance weights w. For the patch-based
action comparison, we first break a video clip into several patches. For patch i, we first
compute its hyper-feature fi. Then, its associated importance weight wi is computed by
Eqn. 3.3.

as a weighted sum of all the elementary distances

Dqt =
S∑
s=1

wq,sdqt,s = ⟨wq ⋅ dqt⟩ (3.4)

where dqt is the distance vector, and each element denotes the elementary patch-to-patch

distance dqt,s. Note wq,s is the weight of the s-th patch on the query clip.

In Eqn. 3.3, we assume a linear relationship between hyper-feature and patch weight.

In Eqn. 3.4, we also choose a linear relationship between elementary distance and the final

clip-to-clip distance. For both equations, we believe nonlinear functions may work well.

However, the nonlinearity will likely greatly increase the complexity of our learning process.

3.2.2 Max-margin formulation

The learning of P follows the focal learning framework in [21]. The distance function

obtained by w = PTF will satisfy the constraint that the distance between similar actions

is smaller than dissimilar actions by the margin 1, that is

⟨wi ⋅ (dij − dik)⟩ > 1

⟨PTFi ⋅ (dij − dik)⟩ > 1 (3.5)
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where dik is the distance vector between the similar action i and k, and dij is the distance

vector between the dissimilar action i and j. To avoid the problem of large patch-to-

patch distances implying a high similarity, we enforce the non-negativity of the weights,

⟨P ⋅ fm⟩ ≥ 0. For simplicity, we replace dij − dik as xijk.

The max-margin optimization problem can be formulated as

min
P,�

1

2
∥P∥2 + C

∑
ijk

�ijk

s.t. ⟨PTFi ⋅ xijk⟩ ≥ 1− �ijk, ∀i, j, k

⟨P ⋅ fm⟩ ≥ 0, ∀m

�ijk ≥ 0, ∀i, j, k (3.6)

where �ijk is the slack variable and C is the trade-off parameter, similar to those in SVM.

The hyper-feature Fi is known so we can write Yijk = Fi ⋅ xijk. The first constraint can be

re-written as ⟨P ⋅Yijk⟩ ≥ 1− �ijk.
If we remove the second constraint, the optimization problem in Eqn. 3.6 will be similar

to the primal problem of the standard SVM. The optimization problem is very similar to

the one in Frome’s work [21], but differs in the second constraint. Instead of the simple

non-negative constraint P ≥ 0, like the one in [21], our constraints involve linear functions

of the hyper-feature vectors.

The Lagrangian formulation of this optimization problem is:

ℒ =
1

2
∥P∥2 + C

∑
ijk

�ijk −
∑
ijk

�ijk[⟨P ⋅Yijk⟩ − 1 + �ijk]

−
∑
ijk

�ijk�ijk −
∑
m

�m⟨P ⋅ fm⟩

We can gather all the dual variables

ℒ =
1

2
∥P∥2 +

∑
ijk

�ijk[⟨P ⋅Yijk⟩ − 1] +
∑
ijk

�ijk[C − �ijk − �ijk]−
∑
m

�m⟨P ⋅ fm⟩

Since Lagrangian is linear with �ijk, either �ijk or C −�ijk −�ijk must be zeros. So, we can

remove �ijk from Lagrangian and obtain one constraint as:

0 ≤ �ijk ≤ C (3.7)
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By taking the derivative of the remaining part of Lagrangian with respect to P and

setting to zeros, we can get

∂ℒ
∂P

= P−
∑
ijk

�ijkYijk −
∑
m

�mfm = 0

=⇒ P =
∑
ijk

�ijkYijk +
∑
m

�mfm. (3.8)

Substituting Eqn. 3.8 back to the Lagrangian we can get:

Θ(�, �)

=
1

2
∥
∑
ijk

�ijkYijk +
∑
m

�mfm∥2 −
∑
ijk

�ijk[⟨(
∑
ijk

�ijkYijk +
∑
m

�mfm) ⋅Yijk⟩ − 1]

−
∑
m

�m[⟨(
∑
ijk

�ijkYijk +
∑
m

�mfm) ⋅ fm⟩]

=
1

2
∥
∑
ijk

�ijkYijk +
∑
m

�mfm∥2 − ∥
∑
ijk

�ijkYijk∥2 − ∥
∑
m

�mfm∥2

−2⟨
∑
ijk

�ijkYijk ⋅
∑
m

�mfm⟩+
∑
ijk

�ijk

= −1

2
∥
∑
ijk

�ijkYijk +
∑
m

�mfm∥2 +
∑
ijk

�ijk

Then, the dual problem of Eqn. 3.6 can be written as follows

max
�,�

−1

2
∥
∑
ijk

�ijkYijk +
∑
m

�mfm∥2 +
∑
ijk

�ijk

s.t. 0 ≤ �ijk ≤ C, ∀i, j, k

�m ≥ 0, ∀m (3.9)

where the �ijk and �m are the dual variables corresponding to the first and second con-

straints in Eqn. 3.6 respectively. The primal variable P can be obtained from the dual

variables by Eqn. 3.8.

P =
∑
ijk

�ijkYijk +
∑
m

�mfm. (3.10)

3.2.3 Solving the dual

Similar to [21], we solve the dual problem by iteratively performing updating on two dual

variables. By taking the derivative of the dual with respect to one of the dual variables �abc

and then setting it to zero,
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∂Θ

∂�abc
= ⟨(−

∑
ijk

�ijkYijk −
∑
m

�mfm) ⋅Yabc + 1⟩

= −
∑
ijk

�ijk⟨Yijk ⋅Yabc⟩ − ⟨
∑
m

�mfm ⋅Yabc⟩+ 1

= −
∑

ijk ∕=abc
�ijk⟨Yijk ⋅Yabc⟩ − �abc∥Yabc∥2 − ⟨

∑
m

�mfm ⋅Yabc⟩+ 1 (3.11)

After setting Eqn. 3.11 to zero, we can obtain the updating rule for the dual variable

�abc. Similarly, we can get the updating rule for the dual variable �a. The two updating

rules are as follows:

�abc ←
1−

∑
ijk ∕=abc �ijk⟨Yijk ⋅Yabc⟩ −

∑
m �m⟨fm ⋅Yabc⟩

∥Yabc∥2
(3.12)

�a ←
−
∑

ijk �ijk⟨Yijk ⋅ fa⟩ −
∑

m ∕=a �m⟨fm ⋅ fa⟩
∥fa∥2

(3.13)

After each round of update, we can simply clip the dual variables to their feasible regions.

�abc will be clipped to 0 if negative and to C if larger than C. �m will be clipped to zero

if negative. See [22] for more details. After solving this dual problem, we can obtain P

through Eqn. 3.10.

3.2.4 Hyper-features

Inspired by codebook approaches in object and scene categorization, we represent the hyper-

feature of each patch as a ∣V ∣-dimensional vector f , where ∣V ∣ is the codebook size. The

i-th element of f is set according to the distance between the feature vector of this patch

and the i-th visual word. The feature vector of each patch consists of histogram of oriented

gradient (HOG) [9] and patch positions in the form of ℎ = {g, x, y}, where g denotes the

HOG descriptor of the patch. x and y are the coordinates of the patch in the frame. To

construct the codebook vocabulary, we randomly select a large number of patches from the

source training set, then run k -means clustering. The center of each cluster is defined as a

codeword. The hyper-feature fm for the m-th patch is constructed as follows

fm(vi) =
K�(D(vi, ℎm))∑∣V ∣
j=1K�(D(vj , ℎm))

(3.14)

where fm(vi) denotes the i-th element in the hyper-feature vector fm. D(vi, ℎm) denotes the

Euclidean distance between the i-th codeword and the patch m. K� is the Gaussian-shape



CHAPTER 3. HUMAN ACTION RECOGNITION 24

kernel as K�(x) = 1√
2��

exp(− x2

2�2 ). Note that Eqn. 3.14 leads to a generalized linear patch

weighting model using Gaussian radial basis functions.

3.3 Experiments

We test our algorithms on three different datasets: KTH human action dataset [41], Weiz-

mann human action dataset [6], and the cluttered action dataset [26]. We first give a brief

overview of these three datasets, then present the experimental results.

3.3.1 Datasets

KTH dataset: The KTH human action dataset contains six types of human actions (box-

ing, hand-waving, hand-clapping, jogging, running and walking) performed several times by

25 subjects in four different scenarios: outdoors, outdoors with scale variation, outdoors

with different clothes and indoors. In total, there are 599 videos. Following the original

setup, each video is divided into four sequences. After computing the motion descriptor, we

run the human detection and tracking using the code provided by Felzenszwalb et al. [18].

All the frames and motion descriptors have been cropped to 90× 60 and the human figure

is put in the center of the frame.

On this dataset, the performance is saturating, with results from 90% − 94% [40, 24].

However, most of those methods choose either a half-half or leave-one-out cross validation

scheme to split the training and testing sets. For example, in each round of the leave-one-out

testing, 575 videos are used for training, and the remaining 24 videos are used for testing.

Besides, for each video, there are 300− 500 frames in which the actor repeatedly performs

one single action. If we assume one complete action lasts 30 frames, the actual training

set for the above leave-one-out scheme contains at least 5750 samples, and for each action

category, there are 960 samples. In many real-world applications, it is impossible to collect

equivalently large training sets for any given action.

Weizmann dataset: The Weizmann human action dataset contains 93 sequences of nine

actors performing ten different actions. Each sequence contains about 40 − 120 frames.

In the figure-centric representation, all frames have been normalized to 90 × 60. The best

performance published is 100% by using the large training set [16].

Cluttered human action dataset: The cluttered human action dataset is a variant of the

dataset collected by Ke et al. [26], which was initially designed for action detection in the
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Figure 3.4: Sample frames of cluttered human action dataset [26].

crowed environment. It contains not only cluttered static backgrounds, but also cluttered

dynamic backgrounds, such as moving cars or walking people. In order to test the robustness

of our action recognition methods, we use it for recognition. From each raw video sequence

in the original dataset, we manually crop out the actions of interest. This dataset contains

95 sequences with five actions, jumping jack, pushing elevator button, picking-up, one-hand

waving, and two-hand waving. Each sequence contains about 30−50 frames. Representative

frames are shown in Fig. 3.4.

3.3.2 Experimental results

We perform the following experiments to evaluate our patch based comparison method and

the transferable distance function learning:

1. Evaluate the patch based comparison method on all three datasets;

2. Train the transferable distance function on Weizmann, and test on KTH;

3. Train the transferable distance function on KTH, and test on the cluttered action

dataset.

Direct Comparison on KTH. In this experiment, we evaluate the patch based direct

comparison method on the KTH dataset. We first randomly select one actor, then randomly

choose one clip per action from this actor as the template set. The clip contains at most 25
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frames, i.e. 1− 1.5 complete action cycles. The sequences of the remaining actors are used

as the query set. We decompose each frame into 40 patches. The patch size is 20× 20 and

the length of strides is 10.

We run the experiment five times and for each round we select a different actor as the

template. The results are shown in the row of Dc of Table 3.1. The average result over

the five rounds is 72.48%. Although the performance of our patch based direct comparison

method is inferior to the previously published results, as shown in Table 3.2, our method

requires much less training data. Note that due to the action variation in person, the

performance depends on how distinguishable the templates are.

Training on Weizmann and Testing on KTH. In this experiment, we train a

transferable distance function from Weizmann and test it on KTH. In order to meet the

requirement of the transfer learning scenario, i.e. the source training set does not contain

the actions of the template set, we remove walking, running, and two-hand waving from

the Weizmann dataset. We build the codebook vocabulary on the remaining sequences of

Weizmann as described in Section 3.2.4. The number of codewords is set to 100. We used

other codebook sizes and found they do not affect the performance substantially. In training,

the parameters are set as, � = 0.5 and C = 0.0001. Through training on Weizmann, we can

obtain the relation P, which parameterizes the transferable distance function .

After the training, we first compute the hyper-features of the query videos in KTH

using the codebook constructed from Weizmann. Then, we can obtain the distance func-

tion through Eqn. 3.3. For the purpose of illustration, we visualize the learned weights in

Fig. 3.5(a). The red patches refer to high weights. Note that patches on the frames are

overlapping, we only show the highest weight for an overlapping region. For the six actions

in KTH, we can see most of the patches with high weights lie on the most important hu-

man parts, such as out-stretched arms or legs. Unlike other motion based interest point

detection methods [33], the learned weight for the moving body is lower than moving legs.

This is more intuitive since the moving body does not help to distinguish running, jogging

and walking. Moreover, the learned P allows us to rank the visual words in the codebook

vocabulary. We visualize the appearance feature of top ten words in Fig. 3.5(b). We can

observe that these words are all “out-stretched-limb-like”.

The recognition accuracies of five rounds of experiments are given in the row of Tr of

Table 3.1. Note that for each round, we use the same templates as the direct comparison

experiments. The largest improvement made by the transferable distance function is almost
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(a) (b)

Figure 3.5: (a) Illustration of the learned weights on the six actions of KTH. (b) The
learned P allows us to rank the visual words in the vocabulary. The top ten words are
visualized. Note that our visual words consist of appearance and spatial location features.
Only appearance is illustrated. Please refer to text for more details.

1 2 3 4 5 Avg. Std.

Dc 0.776 0.709 0.829 0.564 0.746 0.725 0.100
Tr 0.784 0.767 0.829 0.617 0.789 0.757 0.073

Table 3.1: The accuracy of five rounds of experiments on KTH. The top row denotes the
round index. The row of Dc refers to the results of direct comparison, and the row of Tr
refers to the results of training on Weizmann and testing on KTH. Std. denotes the standard
deviation. Note that direct comparison is equivalent to the method using transferable
distance function if setting all w to 1.
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methods accuracy remark

Liu & Shah [31] 0.9416 LOO
Schindler & Van Gool [40] 0.9270 LOO

Jhuang et al. [24] 0.9170 Split
Nowozin et al. [35] 0.8704 Split
Neibles et al. [33] 0.8150 LOO
Dollar et al. [10] 0.8117 LOO

Ours (Tr) 0.7571 One clip
Ours (Dc) 0.7248 One clip

Schuldt et al. [41] 0.7172 Split
Ke et al. [25] 0.6296 Split

Table 3.2: Comparison of different reported results on KTH. We remark the setup of the
training set. LOO refers to the “Leave-one-out” cross validation. Split refers to other split
strategies of training and testing sets. Note that these numbers are not directly comparable
due to variations in training/testing setup.

6%. We can observe that in experiment round 1 and 3, the improvements made by the

transferable distance function are minor. This is reasonable since the direct comparison

has already achieved very good results. We also show the confusion matrices of experiment

round 2 in Fig. 3.6. We can see that the transferable distance function significantly mitigates

the confusion of the most difficult actions, such as hand-clapping versus hand-waving, and

jogging versus running. In particular, we see an improvement of almost 30% for the hand-

waving. The comparison with previously published results are given in Table 3.2.

Another benefit of learning transferable distance function is that it can be used to

speedup the comparison. In the patch based direct comparison method, for each patch on

the query frame, we need to search its corresponding area on the template frame and find

the best matched one. This process is time-consuming since there exist 1000 patches over

the sequence of 25 frames. With learned distance function of the query sequence, we can

sort the patches on each frame by their weights. Instead of using all patches for matching,

we only choose the top N patches with high weights from each frame. We change N from

1 to 40 and compute the average accuracy over the five rounds of experiments. The results

are illustrated in Fig. 3.7 (a). Using only ten patches on each frame, we can achieve a

better result than the patch-based direct comparison using all patches on the frame. This

would save 3/4 matching time, and significantly increase the efficiency of whole recognition

process.
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(a)

(a)

Figure 3.6: Confusion matrices on KTH of experiment round 2. Horizontal rows are ground
truths, and vertical columns are predictions. (a) Direct comparison. (b) Training on Weiz-
mann and testing on KTH.
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(a) (b)

Figure 3.7: (a) The average accuracy of five rounds of experiments on KTH using only
top N patches of each frame; (b) The average accuracy of five rounds of experiments on
cluttered action dataset using only top N patches on the frame. The dash-dot line denotes
the average accuracy of the direct comparison using all patches.

1 2 3 4 5 Avg. Std.

Dc 0.928 0.892 0.916 0.819 0.795 0.870 0.060

Table 3.3: The accuracy of five rounds of experiments on Weizmann using patch based direct
comparison. The top row denotes the round index. Std. denotes the standard deviation.

Direct Comparison on Weizmann The setup we use in this experiment is exactly

the same as the direct comparison experiment on KTH. In each round of the experiment, we

randomly select one actor and use one clip per action with 25 frames from this actor as the

template. The sequences of the remaining actors are used as the query set. The results are

shown in Table 3.3. We compare our results with the work of Tran and Sorokin [43], as shown

in Table 3.4. Our result outperforms both “1-Nearest Neighbor + motion context descriptor

(1NN)” and “1-Nearest Neighbor with metric learning + motion context descriptor (1NN-

M)”. Note that we only use a 25 frame clip as the template rather than the whole video as

in [43].

Unfortunately, a fair transfer learning experiment training on KTH and testing on Weiz-

mann is not possible. After removing overlapping actions, there are only three actions left

in the KTH (boxing, hand-clapping and jogging). The number of actions is too small to

contain enough generic knowledge. So we do not run the experiments of training on KTH

and testing on Weizmann.
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Dc 1NN [43] 1NN-M [43]

FE-1 0.8699 0.5300 0.7231

Table 3.4: Comparison of the average accuracy on Weizmann using one exemplar per action
with [43].

1 2 3 4 5 Avg. Std.

Dc 0.944 0.900 0.844 0.900 0.911 0.900 0.036
Tr 0.944 0.900 0.856 0.900 0.900 0.900 0.031

Table 3.5: The accuracy of five rounds of experiments on the cluttered human action dataset.
The top row denotes the round index. Std. denotes the standard deviation. Note that direct
comparison is equivalent to the method using transferable distance function if setting all w
to 1.

Direct Comparison on cluttered action dataset. The goal of this experiment is to

evaluate the robustness of our patch based direct comparison on more challenging datasets

with cluttered backgrounds. For each action, we randomly choose one clip with 25 frames as

the template and the remaining sequences as the query set. The same patch decomposition

scheme is used. Similarly, we perform five rounds of experiments by choosing different

templates. The results are shown in the Dc row of Table 3.5. We can see the patch based

direct comparison achieves very high accuracy on this dataset.

Training on KTH and testing on cluttered action dataset. This experiment

follows the same protocol as training on Weizmann and testing on KTH. We first remove

the two-hand waving action from KTH since it also exists in the cluttered action dataset.

KTH contains a large number of sequences, we choose only five actors’ sequences to form

the source training set. The results are shown in the Tr row of the Table 3.5. As ex-

pected, the transferable distance function learning achieves almost identical results as the

direct comparison, since direct comparison has achieved very promising results. However,

the transferable distance function can be used to sort the patches and choose the patches

with top N highest weights, and thus improve the efficiency of the recognition system. As

illustrated in Fig. 3.7(b), we are able to use only top 5 patches on each frame and achieve

86.67% accuracy. The efficiency is boosted significantly (saving 7/8 matching time) with

the cost of only 3% accuracy decrease.
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3.4 Summary

In this chapter we have presented an action recognition algorithm based on a patch-based

matching scheme. A set of motion patches on input query clips and template clips with

known actions is matched. This matching scheme proves to be effective for action recogni-

tion in the difficult case of only a single training clip per action. Further, we have demon-

strated that learning a transferable weighting on these patches could improve accuracy and

computational efficiency. These weights, based on patch hyper-features, are generic, can

be directly applied to novel video sequences without further learning, and hold promise for

recognition in small training set scenarios such as video retrieval and surveillance.



Chapter 4

Efficient Human Action Detection

This chapter addresses the problem of human action detection. Given a template video clip

containing an actor performing a particular action, we would like to localize similar actions

(in both time and space) in our test videos. In particular, we are interested in the scenario

where the target action is specified using a single video clip. This is a natural and realistic

scenario in many real-world applications, e.g., surveillance, video retrieval, etc.

In Chapter 3, a patch based matching scheme is used for action recognition with a single

clip as the template. The transferable distance function has been proposed to weight those

patches by their importance. The transferable distance function is learned from previously

training sets, and can be applied to videos of new actions without further learning. In this

chapter, our main goal is to address human action detection, which does not require the pre-

processing human detection and tracking step on test videos as [11]. The main contributions

of the work presented in this chapter are two-fold, in addressing the efficiency issues. First,

we propose a variant of the motion feature in Efros et al. [11] using a histogram representa-

tion. This feature representation can be computed efficiently using integral images. Second,

we propose a cascade structure for action detection with only one template, which is based

on the transferable distance learning framework, and significantly boosts the efficiency of

our approach.

4.1 Sliding window approach

Given a template action, the objective of human action detection is to localize all similar

actions in test videos. In this paper, we choose the standard sliding-window approach,

33
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Figure 4.1: The illustration of the sliding window approach. The left video clip is the
template T . The right video clip is the test video V , and the red bounding-box is the video
segment L which is centered around location l.

that is to slide the template action video clip T over all locations on the test video V , as

illustrated in figure 4.1. The distance between T and V at location l is denoted as D(T, L),

where L is the video segment of V centered around location l. An action is detected if the

distance falls below a threshold. To compute the distance D(T, L), we choose the patch-

based action comparison approach as discussed in Section 4.1.2. In order to further enhance

the efficiency of action detection, we choose a histogram representation of four-channel

motion flow feature.

4.1.1 Histogram based motion feature

Our motion feature is a variant of the descriptor proposed by Efros et al. [11] which has

been widely used in action recognition. First, we compute the optical flow at each frame,

then split the optical flow vector field F into the horizontal and vertical components, Fx

and Fy. They are further half-wave rectified into four non-negative channels F+
x , F−x , F+

y ,

F−y . Then, those four channels are blurred using a Gaussian kernel.

One of the limitations of this four-channel descriptor is its large size. For a small 20×20

patch, the dimensionality of the four-channel descriptor is 4× 20× 20 = 1600. The distance

between two feature vectors cannot be computed efficiently with such a high dimensional

feature. In this paper, we break the patch into 4 × 4 cells. Each cell is represented by a

four-bin histogram, where each bin corresponds to one channel in the four-channel motion

descriptor [11]. The value of each bin is the accumulation of the weighted votes of all
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pixels in the cell. In the end, we will obtain a feature vector with dimensionality only

4×4×4 = 64. This motion feature is closely related to the histogram of optical flow used in

[29]. The similarity between two feature vectors can be computed using Euclidean distance.

Moreover, to efficiently compute feature vectors, the integral image representation [44] is

used in the computing of each histogram bin.

4.1.2 Patch based action comparison

For the task of action detection, when using only one template, generalization is normally

very difficult because of the intra-class variation among actors. In order to alleviate the

effect of this variation, Ke et al. [26] manually break the template model into several parts

over space and time. Instead, we use a simple patch-based approach that requires no manual

interaction.

We compute distance D(T, L) by comparing the patches from two video segments T and

L. Each frame is decomposed into a number of 20× 20 patches automatically, then D(T, L)

is computed as follows:

D(T, L) =

M∑
i=1

S∑
s=1

min
r∈Rs

d(tis, qir) (4.1)

where tis denotes the s-th patch on the template frame i, and qir denotes the r-th patch

on the test frame i. Rs is the corresponding search region of s-th patch. M is the number

of frames in a video segment. S is the total number of patches on each frame. d(⋅, ⋅) refers

to the distance between two patches. For simplicity, we ignore the action speed variation

between people, and directly correspond the frames from T to L in sequence. One could

also apply dynamic programming based approaches to find the frame correspondence and

thus alleviate the variation in speed.

4.2 Cascade structure

As in most object detection tasks, e.g. face detection and car detection, human action

detection is a rare event detection. Hence, when using a window-scanning approach, it is

important to efficiently reject the majority of negative sub-windows. Viola and Jones [44]

proposed a cascade structure in the AdaBoost learning framework. Most of the negative

sub-windows are rejected by simpler detectors efficiently, and then more complex detectors

are applied to achieve low false positive rates. However, the training of boosted detectors
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requires a large number of both positive and negative training samples. In the case of human

action detection, it is difficult and even impossible to collect such a large training set for any

given action. In particular, in our scenario, only one template is available for each action

category.

In order to build a cascade structure with only one template, we use the transferable

distance function learning proposed in Chapter 3. We first reiterate the terminology we will

use. The source training set denotes the large dataset we already have at hand, for example

a standard benchmark dataset (e.g. KTH). The template denotes the video we use to detect

an action in test videos. Note that the source training set does not contain the same action

as the template.

A key feature of the cascade structure is to use simpler but efficient detectors at the

early stage to reject most negative sub-windows. The learned distance function provides

us a useful tool to obtain such a simple detector. After learning on the source training set

and obtaining the parameter P, we are able to compute the weights (i.e. importance) of

the patches on any given template action through Eqn. 4.2, based on their hyper-features.

Then we can rank these patches by their importance. The details of transferable distance

function learning can be found in Chapter 3.

wi = ⟨P ⋅ fi⟩ (4.2)

At the early stage of the cascade structure, for the matching task, we can use only a

subset of patches with high weights on the template video. For example, we can choose

only two patches from each template frame with top-2 high wights at the first stage of the

cascade structure. For a template video with 25 frames, only 50 patches are used at the

first stage, so it could be very efficiently matched with all the sub-windows in test videos.

The majority of negative sub-windows can be discarded after this stage. For the following

stages, we can incrementally increase the number of patches utilized in the template video,

and all patches will be used at the final stage in order to achieve an accurate matching. At

the k-th stage of our cascade structure, distance Dk(T, L) is computed as:

Dk(T, L) =
M∑
i=1

∑
s∈Ek

i

wis min
r∈Rs

d(tis, qir) (4.3)

where Eki is the set of effective patches on the i-th frame at the k-th stage, and wis is the

weight assigned to the template patch tis.
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Figure 4.2: An example of the cascade structure. The red patches are the effective patches
on template frames. At the C1 stage, the top-2 patches of each frame with high weights
are used to match with the input sub-windows. At the C2 stage, top-5 patches are used for
matching. At the final stage, all patches are used.

In the cascade structure of [44], the detection and false positive rates of each stage can

be controlled using training and validation sets. However, in our scenario, only one template

video is available for each action category, and there is no training dataset containing the

same action as the template. Here we choose a rather simple way to control the performance

of each stage. The detection threshold of a stage is set so that a certain number of sub-

windows with high matching distances will be discarded. The remaining sub-windows will be

evaluated by the next stage of the cascade structure. An example of the cascade structure is

given in Fig. 4.2. Note that it is possible that early stages of the cascade structure may have

high false negative rates and thus decrease the performance of whole structure. However,

the experimental results in Section 4.3.2 demonstrate our cascade structure achieves similar

results to the direct scanning method without using a cascade, which implies the early stages

of our cascade structure can reliably keep the true positive sub-windows.

4.3 Experiments

We evaluate our method on the cluttered human action dataset collected by Ke et al. [26],

and a ballet video sequence. We first review the human action datasets, then present the

experimental results.

4.3.1 Datasets

Weizmann Dataset [6]: The Weizmann human action dataset is a standard benchmark

human action dataset. It contains 93 sequences of nine actors performing ten different
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actions. There are about 40 − 120 frames for each sequences. This dataset is used as

the source training set, so we choose the same figure-centric representation as [47]. After

computing the motion feature, we crop each frame to 90× 60 and put the human figure in

the center of the frame.

Cluttered Human Action Dataset [26]: The cluttered human action dataset contains

not only cluttered static backgrounds, but also cluttered dynamic backgrounds, such as

moving cars and walking people. There are 48 videos containing 110 actions of interest.

Each video contains approximately 300− 800 frames with resolution 120× 160. Five types

of actions are labeled: one-hand waving, two-hand waving, picking-up, pushing an elevator

button, and jumping-jacks.

4.3.2 Experiments on the cluttered action dataset

For human action detection on the cluttered dataset, we first choose one template video

for each labeled action event. Except for the action of pushing an elevator button, we use

the sequences of the actor ido from the Weizmann dataset as templates. For the action

of pushing an elevator button, we choose the template provided by Ke et al. [26]. Note

that this selection of template videos increases the difficulty of the task since the template

and test videos are captured under different instructions. All template videos contains only

20− 25 frames, i.e. 1− 1.5 complete action cycles.

The figure-centric representation is applied to template videos and all template frames

are normalized to 90× 60. Representative frames of template videos are shown in Fig. 4.3.

After computing motion features, each frame is decomposed into 40 patches. The size of a

patch is 20× 20 and the length of the stride is 10.

To meet the requirement of the transfer learning scenario, in our experiments, the source

training set does not contain the action of the template video. For example, in the exper-

imental setup of jumping-jacks action, we remove the action of jumping-jacks from the

Weizmann dataset. Then the remaining sequences form the source training set. After the

training, we first compute hyper-features of the template video. Then, we can obtain the

distance function of the template video through Eqn. 4.2. The detection of other actions

follows the same experimental setup. Note that for the experiment of each action, the source

training set does not contain the same action as template. The weights of the distance func-

tion are visualized in Fig. 4.3. As we can see, the high weights (red patches) are assigned

to the important parts, such as the stretched-arm, and bent-back.
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Figure 4.3: Action detection examples on the cluttered action dataset. Representative
frames of the template videos and the visualization of learned weights are shown on the
left. The left bottom corner shows the color bar for the visualization. Correct detection
examples are shown on the right.
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After training, we can build the cascade structure based on the learned distance function.

In the experiments, the cascade structure consists of four stages. At the first stage, there

are only two effective patches on each template frame. At this stage, the template video is

scanned across the test video. Subsequent locations are obtained by shifting the template

video either 5 pixels along the x or y axis, or 5 frames along the time axis. Similar to [26],

the template videos are matched with the test video under a fixed scale. The speed of this

stage is 20 times faster than using all patches on the template video. After the first stage,

90% of the sub-windows are set to be rejected. The second stage has five effective patches

on each frame, and 80% of the remaining sub-windows from last stage will be rejected. For

the third stage, ten patches on each frame are effective and 80% of the sub-windows will be

kept at this stage. All patches on the template video are effective at the final stage. These

parameters of the cascade structure are all the same for the experiments of each action.

Let N be the number of sub-windows on the test video. Let M be the number of frames

of the template video, and each frame has been decomposed into 40 patches. Assuming

the computing of patch-to-frame distance in Eqn. 4.3 takes time T , the computing time

of directly scanning the template video over the test video without using cascade is Tnc =

40MNT . Under the above cascade setup, the computing time will be reduced to Tc =

2M ×NT + 5M × 0.1×NT + 10M × 0.02NT + 40M × 0.016NT = 3.34MNT . There is an

order of magnitude reduction in computing time, though the computational complexities of

both methods are linear in the size of test videos.

The training of transferable distance function takes about several hours. However, the

training session is done off-line. After obtaining the P from training, we can compute the

weights of the patches on any given template action through Eqn. 4.2. Therefore, we only

compare the running time in the test session. The methods are implemented in Matlab/MEX

and run on a 2.40GHz Intel processor. There are 25 frames on the template video, and 800

frames on the test video. In order to build the cascade structure, we first compute the

hyper-features of the template video, which takes 0.9 second. Then, we scan the template

video over the test video using cascade struture, which takes only 30.3 seconds. However,

it will takes 348.2 seconds without using the cascade.

Similar to [26], we project the obtained three-dimensional distance map to a one-

dimensional vector of score. Only the best detection is kept for each test frame. The

Precision-Recall curves are generated by changing the detection threshold, as shown in
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Figure 4.4: Precision-Recall curves of the action detection on the cluttered action dataset.

Fig. 4.4. Since we choose a different way to scan the template over test videos, our re-

sults are not directly comparable with [26]. We admit this dataset is very difficult because

of the cluttered background. However, by only using the motion cue, our method is still

able to achieve very good performance for jumping-jacks, two-hand waving, and pushing an

elevator button. For the picking-up action, there is a large intra-class variation of actors

performing the this action. The actor in the template clips performs this action by bending

his back, but actors in the test videos usually perform the action by bending their keens.

Therefore, our method achieves very low detection rates on this action. The sharp drop in

the Precision-Recall curve is because there are a small number of test clips that match the

style of the template (bending the back), but the rest are all different to the style of the

template. One-hand waving is often confused with the two-hand waving and jumping-jacks

and thus has a higher false positive rate. Example detections are shown in Fig. 4.3. From

Fig. 4.4, we can also observe that, except for the action of pushing an elevator button, our

cascade structure achieves better accuracy.

We give an example with more details in Fig. 4.5 about the detection of jumping-jacks

in a video which contains some confusing actions, such as one-hand waving and two-hand

waving. It is interesting to note that in the projected matching distance, the confusing



CHAPTER 4. EFFICIENT HUMAN ACTION DETECTION 42

Figure 4.5: (a) Projected matching distance of the detection of jumping-jacks. (b) Example
detections. The true positives are highlighted in Frame #607, where the left corner is the
matching distance. The rest frames are all true negatives.

actions cause very low matching distances but they are still much higher than the jumping-

jacks action.

4.3.3 Experiment on the ballet video

We apply our method to detect “spin” actions in a ballet video. Although this ballet video

is very “clean”, it contains more complex actions and two actors are performing the same

actions in each frame. In addition, the actress wears a skirt and the appearance is very

different to the template, which might cause difficulty for shape-based methods (e.g. [26]).

The Weizmann dataset serves as the source training set. The learned weights on the

template video are visualized in Fig. 4.6(a). Note that the actions in the Weizmann dataset

are distinctly different from the “spin” action of ballet. Our transferable distance function

is still able to assign high weights onto the important parts such as the stretched-arms and

legs. After training, we scan the template over the test video using the cascade structure.

The matching distances of correct detections for the actor and actress are 2.31 and 5.81

respectively. Although the matching distance for the actress is higher than the actor because

of the clothing, these distances are still much lower than any other portion of the video.
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Figure 4.6: (a) Representative frames of the template videos, and the visualization of learned
weights. (b) Projected matching distance. (c) Example detections. The true positives are
highlighted in Frame #157, and the rest frames are all true negatives.

4.4 Summary

In this chapter, we have presented an efficient human action detection approach using only

one template video. We have developed a histogram representation of the four-channel

motion descriptors [11], which can be efficiently computed using integral images. Based

on the learning of a transferable distance function, a cascade structure has been proposed.

Experimental results show that our cascade structure achieves reliable detection results and

improves the efficiency of the patch based action detection method significantly.



Chapter 5

Conclusion

In this thesis we have presented a novel transfer learning technique called transferable dis-

tance function learning. We have applied it in human action recognition and demonstrated

the efficiency and effectiveness of this method. For the task of human action detection,

we have proposed a cascade structure based on the learned transferable distance function

which can significantly improve the efficiency of the patch-based action detection system.

In the following, I will briefly highlight the limitations of the transferable distance function

learning and the future research.

5.1 Limitations

In Chapter 3, we have demonstrated transferable distance function learning can improve

both accuracy and efficiency of the patch-based template matching algorithm on several dif-

ferent datasets. However, it is also very important to recognize the limitations of transferable

distance function learning. Similar to other transfer learning techniques, one of major limi-

tations of transferable distance function learning is its limited power of knowledge transfer.

The success of transferable distance function requires that there is some common knowledge

shared between source training set and template set and this knowledge can help improve

the performance on the template set. Therefore, an important issue in transferable distance

function learning is “when to transfer”, which is to address under which situation the above

requirement will be met and transfer learning can be done. In some situations, for exam-

ple the knowledge transferring from “recognizing a face” task (source) to “recognizing an

action” task (target), there is almost no common knowledge shared between them. The
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brute-force knowledge transfer between these two tasks is nonintuitive and unnecessary. In

the worst case, the performance on the target task may decrease due to the knowledge

transferred from source task, which is referred to a situation — negative transfer [37].

The transferable distance function learning can be applied to various computer vision

problems i.e. face recognition, object recognition and identification. For those particu-

lar computer vision applications, we would like to clarity in which situations transferable

distance function learning can help improve the performance of target task. First of all,

the source and target domains must be similar. For example, we may transfer knowledge

from one action category to the other one. But there is little knowledge can be transferred

from a face to an action category. Second, the learning of transferable distance functions is

to extract generic knowledge of patch weighting from source training set. Intuitively, the

source training set needs to consist of a large enough number of action categories, in order

to represent a generic action knowledge. In our experiments, we have shown by only using

seven categories in the source training, the performance in template set can be improved by

transferable distance function. We do believe by increasing the number of category in the

source training set, the performance can be future improved. But it is unclear how many

categories for source training set would be enough, and the analysis of knowledge transfer-

ability between tasks is also an open issue in machine learning community[37]. We would

like to explore this issue in the future when large annotated action datasets are available.

5.2 Future work

In this thesis, we assume there exists a certain relationship between the importance and the

hyper-feature of a patch. Then, the weight to be assigned to each patch can be computed by

wi = ⟨P ⋅ fi⟩. The parameter P is learned by a max-margin learning framework. Although

the hyper-feature fi includes the information of patch locations, this formulation still implies

a strong independence between each patch. However, one example of the advantage of patch

dependence is that for the same “stretched-arm-like” patches, the patches appearing near

to the “head-like” patch would be much more important than other “stretched-arm-like”

patches. Because with cluttered background, some strong edges in the background may look

like “stretched-arm”. Therefore, in our future research, we would like to take into account

the dependency information between patches when we compute the hyper-features for a

video clip.
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In this thesis, we claim that we can construct the “source” training set from the standard

benchmark datasets, such as KTH [41] and Weizmann [6] benchmark datasets. The number

of video clips in those datasets is still very small, compared with the enormous number of

videos on the Internet (YouTube). However, those YouTube videos are not well labeled.

Therefore, in order to exploit more information from the Internet to assist the task of action

recognition from a single clip, in our future research, we would like to incorporate the

unlabeled data into our learning framework. That promises to be a very novel combination

of semi-supervised learning and supervised learning.

In conclusion, we have proposed transferable distance function learning in this thesis,

and applied it in human action recognition and detection. We truly believe transfer learning

holds promise for improving many computer vision applications.
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