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ABSTRACT

A consistent finding in delinquency research ig ¢eang membership is strongly
associated with increased delinquency levels fomémbers. What is less known are the
reasons explaining why and how “membership” affeettnquency. Examining the

level of organization manifested by the gang mdp ireunderstanding how membership
affects delinquency. Changing the focus from “mersbip” to “organizational level”
allowed for the consideration of other delinquesgaeiations, namely those offenders
who claim membership to a delinquent group. Thati@iship between organization and
delinquency is examined using a self-report delamgqy survey administered to 1262
high school students in the province of QuebecaB@anResults show a progression in
delinquency from non-affiliated offenders to graupmbers, with gang members
reporting the highest levels of delinquency. Rathan simply emphasizing membership,
the multivariate results suggest that much of¢ifisct can be attributed to the level of
organization found in the group, or gang.

Keywords: Delinquent groups; Youth gangs; Group Offending; Oganization;
Delinquency
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1: INTRODUCTION

Much of the research examining delinquency hasaledethat gang members
show higher levels of delinquent behaviour than-gang members (Battin, Hill, Abbott,
Catalano, & Hawkins, 1998; Esbensen & Huizinga,3t¥®ordon, Lahey, Kawali,
Stouthamer-Loeber, & Farrington, 2004; and Thomherohn, Lizotte, & Chard-
Wierschem, 1993). A number of longitudinal stud&amining delinquency over time
have established that the period of gang membefatiigates higher delinquency rates
compared to the periods before joining or leaviggag (Gatti, Tremblay, Vitaro, &
McDuff, 2005; Gordon et al., 2004; Esbensen & Huya, 1993; Thornberry et al.,
1993). Less well researched are the reasons akglavhy and how “membership”
affects delinquency.

At the most basic level, gangs are a type of grthuys examining the group
context of offending is an important starting pdortthe investigation into the possible
reasons accounting for this membership effect (Sh868; Thornberry et al., 1993).
Research on peer influence has consistently shioatrhaving friends who are involved
in delinquency intensifies delinquent and violeahaviour (Agnew, 1991; Haynie, 2001;
McGloin and O’Neill Shermer, 2009; Thornberry & Ko, 1997; Thornberry, Lizotte,
Krohn, Farnworth, & Jang, 1994; Warr, 2002; Zhaniyl&ssner, 2000). Gangs provide
a setting where opportunities to associate witkeiodelinquent peers is increased. If
delinquent behaviour is related to delinquent pesspciations then a higher number of

delinquent friends should have a greater influesrceffending behaviour. However,



tests of the peer influence hypothesis have fddezkplain why gang members have
higher rates of offending behaviour. Even aftertoaiing for peer influence, gang
membership remained an independent predictor afgletncy (Battin et al., 1998;
Thornberry, Krohn, Lizotte, Smith, & Tobin, 2003Rbviously there is something else
other than the number of delinquent peers assonmthat explains the effect of gang
membership on delinquent behaviour.

An important difference between gangs and othéngeént associations are the
organizational characteristics they exhibit. Gaagsmore likely to have a more formal
hierarchical structure, presence of leadershipsridéein, 1995) and are often very
territorial compared to non-gang peer groups (Kl&B96). Ethnographic studies
examining the presence of organization in gange lpaovided evidence that
organization may be related to how well the gangraies in committing criminal
activities, especially in the role of drug salear{&ez-Jankowski, 1991; Padilla, 1992;
Taylor, 1990). In this sense, gangs are bettaarorgd to commit crime than less
formalized delinquent affiliations. This is notgaggest that gangs are or have to be well
organized, simply that gangs as opposed to grogpisedter able to operate as
‘organizations’, albeit very loose ones. The hidleeels of organization found within
gangs may increase the capacity to produce ane s®re crime opportunities. While
research into the organizational structure of gasget new, investigation of the
relationship between the level of organization datihquency has received considerably
less attention. Gangs are not the sole entitiesnizang themselves for criminal
purposes. Co-offending literature suggests thahgieént groups also may exhibit

organizational properties typically considereddapresent gangs. Changing the focus



from “membership” to “organizational level” allovier the consideration of other
delinquent associations outside of the gang, nathele offenders who claim
membership to a delinquent group. If organizati@iters, then changes in the
organizational level manifested should be relatedhtiations in delinquency regardless
of belonging to a gang or a group.

This thesis will attempt to answer a number of aede questions. First,
following other studies investigating the relatibmsbetween gang membership and
delinquency, will respondents claiming gang menthipreave higher levels of
delinquency compared to non-gang offenders? Instéadly examining the differences
between gang and non-gang youth, co-offendincplitee suggests that finer distinctions
may be warranted. The current paper adds a thaddmaportant group to the analysis,
delinquent groups. Although research has foundghag members exhibit higher levels
of delinquency than non-gang members do, an impbgestion is whether gangs are
fundamentally different from other violating yowhoups. Secondly, since gang
membership is a strong predictor of delinquency gribup membership have the same
effect when gang members are excluded from theysesP If the addition of group
processes from solo to group offending, and froaugrto gang offending facilitates an
increase in delinquent behaviour then we shoulcaggegression in the level of
involvement in offending. Thirdly, if a relationghdoes exist between organization and
delinquency, will organization have a similar effea gangs and groups? Fourth, if gang
members have higher levels of delinquency thanmgmembers, how much of that result
is attributed to the organizational level presdrdstly, is the relationship between

“membership”, “organization”, and delinquency sianibcross offence types?



This thesis will begin by briefly examining the toiscal context of gang and
group research, with particular attention paiddw efinitions have changed over the
course of time. The purpose here is not to progidefinitive answer as to what a gang
is or even propose a working definition but ratteetouch on certain conceptual issues
regarding gang definitions in addition to issuescayning measurement and validity. In
order to understand how and why membership ha$fect en delinquency, it is
necessary to examine the context of group offendimghow peers and peer networks
influence offending behaviour. Of particular irgeris whether gangs differ from other
law-violating youth groups. Research concernirgggbtential ‘gang effect’ on offending
behaviour will be reviewed in order to assess wdnygs have such an effect on
delinquent behaviour. Part of this reason may haw® with the organizational level
present in gangs and as such, studies examiningltenship between organization

and delinquency will be examined.



2: LITERATURE REVIEW

2.1 Definitional Issues

The group nature of delinquency has been at tredrtont of criminological
research for quite some time. Shaw and McKay'8 1) 8tudy of juvenile court records
in Chicago, was one of the first to discover thpamant role that the peer group had on
behaviour. Over 80% of juvenile delinquents broumgfore the court had accomplices.
Pioneers such as Sutherland (1947) and BurgesAlkard (1966) highlight the
importance of learning licit or illicit behaviourithiin primary groups. Values, attitudes,
motivations, and techniques are all transferred/®en peers within an intimate group
setting. Itis here that we see how importanioier group is and how the peer group
contains models for delinquent behaviour (Sarn&01). Evidence for the group nature
of crime has consistently been replicated usingreety of sample sizes and
methodologies. While more recent work has notddng@l contingencies on this claim,
such as offence-specific differences (see Erick$8id]; Reiss & Ferrington, 1991; Warr,
1996), the group aspect of delinquent behavioubleas one of the most robust findings
in criminological research.

If the nature of delinquency is largely a grougmpdmenon, then what are the
characteristics of these delinquent groups? Deéntgroups are often smaller co-
offending groups, averaging two to four memberdgRel986; Warr, 1996), are
characterized by a lack specific roles and debéngifor these roles, and generally do not

exhibit high levels of organization (Warr, 2002;bf@nsky, 1959). Delinquent acts



committed by small groups are often part of a laddigue or network, or in some cases a
gang (Reiss, 1988; Warr, 2002). Cliques may inddestly operate with a specific
operational goal such as robbery, theft, or draffitking but may affiliate themselves
within a larger gang network for conflict and sdiziation purposes (Klein, 1971). Klein
(1971) describes such groups as “specialty cliqudsy may or may not be part of a
larger gang structure but who exhibit and stimusgtecific patterned behaviour, conflict
activities resulting from riots or gang rivalry,cadrug use.

Affiliation with these groups are often transit@myd shifting which results in an
unstable structure. The rather temporary life spfadelinquent groups means offenders
will rarely have the same opportunity to occupy shene role in the group, which inhibits
the development of a defined set of structural erogs (Warr, 2002). In this sense,
delinquent groups resemble Yablonsky’s (1959) deson of delinquent gangs as “near-
groups”, where at one extreme there exists “a kiighganized, cohesive, functioning
collective of individuals, as members of a socicdaggroup. At the other extreme, we
have a mob of individuals characterized by anongndiisturbed leadership, motivated
by emotion, and in some cases representing a das&wollectivity within the inclusive
social system” (pg. 108). Warr (1996) argues tifa tefining characteristic of a crowd
is its impermanence or absence of history, thesetldata suggest that offending groups
fall more toward the crowd end than the group ertti@ continuum” (pg. 34). It may
seem as though it makes little sense then to attribausal significance to groups when
discussing its influence on delinquency becausbefeported transitory nature of
groups, however Warr (1996) highlights that thanal is not sufficient to disregard the

notion of peer influence. Since not all membera gfoup are equally motivated to



commit crime, instigation (i.e. deliberately inttray a course of action) is a consequence
that results from the interaction of both group amividual characteristics and therefore
delinquency cannot be fully understood without mefigy to group traits (Warr, 1996).
Gangs can be likened to an extreme form of groumpicality and have also
occupied researchers for quite some time. Gangs had a pervasive presence
throughout historical and contemporary societig$ Wie earliest accounts of gangs
dating back to at least the fourteenth and fifte@anturies in Europe (Sheldon, Tracy, &
Brown, 2001). The termanghas had a long and varied history of use. Thiaitiehal
issues surrounding gangs and groups have occugsednchers, law enforcement
agencies, and policy makers for decades with noaiglbatement. Sanchez-Jankowski
(1991) argues that the term gang was first useghpdy to western outlaws in the
beginning of the 19 century in North America. The earliest recordyaith gangs, at
least those resembling current definitions, havsted in the United States since at least
the 1870s (Curry & Decker, 2003). By the 1920s iawtmi the 1930s the term gang also
started to become associated with notions of organcrime. It was during this time that
an awareness emerged regarding the conceptualdiiisti between organized groups
consisting of adults and those consisting primaflgdolescents (Sanchez-Jankowski,
1991). Frederic Thrasher (1927) was one of ttst tir argue for the necessity of gang
classifications to be based on age. Contemposgitions of gangs such as those by
Decker and Van Winkle (1996) and Short (1996) haekided the requirement of an
age-graded peer group or ‘non-adult-sponsoredhasaential feature. The notion of
age-grade is important because the processes iogarayouth gangs are different from

those in adult organized crime groups (Thrashez719



Gangs have been defined classically by referringyéoip processes and
urbanization. For instance, Albert Cohen (1953)n@e gangs in terms of a collective
solution to the problems of social status and Claveand Ohlin (1960) focused on the
degree of integration of legitimate and illegitimaijpportunity structures. Thrasher’s
(1927) definition emphasizes the social dynamiadileg to cohesion and the role of
culture in understanding gangs. While processebdsénitions still appear in the
literature, Hagedorn (1988) notes that most gasgarch is concerned with
understanding why gang members are delinquentrrithe how gangs emerge within
certain community contexts and the interactiorhese gangs with the social
environment. This shift in focus highlights thenther of definitions requiring
delinquent behaviour as a fundamental requiremédrgreas for Thrasher this
definitional aspect was an empirical question (BugsGrasmick, 1993).

There exists an abundance of delinquency-baseditariis, even more so than
process-based definitions. Many gang research@ssshe importance of illegal
activities when defining gangs and when differamtgbetween gangs and other youth
groups (Curry & Decker, 2003; Esbensen, Winfreg,&l&aylor, 2001; Klein &
Maxson, 1989). Klein and Maxson (1989) argue tlyaghoring the criminal
involvement element in definitions, you ignore eékawhat makes them qualitatively
different. Without this defining property, many lakiding groups such as church groups
or sports teams would qualify for analysis. OthHerwever, disagree with the inclusion
of delinquency as a defining factor (Hagedorn, 1988ore, 1991; Morash, 1983). For
instance, Short’s (1996) definition of a gang der#tiely avoids any connection to

criminal behaviour:



Gangs are groups who members meet together witke segularity, over time,
on the basis of group-defined criteria of membgrsind group-defined
organizational characteristics; that is, gangshareadult-sponsored, self-
determining groups that demonstrate continuityr tivee. (pg. 5)
Thrasher (1927) also did not explicitly use deliguor criminal activities in his
definition of gangs. Rather he viewed gangs adriterstitial group originally formed
spontaneously, and then integrated through cohflig. 46). Morash (1983) argued
including delinquency as a definitional requiremenuld be tautological and thus
examined gang-like behaviour of groups without thguirement. Klein and Maxson
(2006) counter this argument by stating that threetaof criminal orientations and
criminal involvement by gangs avoid this circulation because studies can examine the
levels, types, and circumstances surrounding ceminvolvement. Also, studies can
focus on non-criminal aspects such as organizdt@raacteristics, leadership, size,
cohesiveness, amongst many others. Despite thenargtheld by Klein and Maxson
(1989, 2006), Bursik and Grasmick (1993) are maugious in their conclusions and
leave the reader with the following thought: “we aincomfortable with the delinquent
behavior criterion, for it makes a possible outcarhgang activity one of the defining
characteristics” (pg. 123). Statements such asetleave the reader with the sense that is
has to be an all or nothing requirement to studyggaime. There exists a great deal of
variation in the level and type of offences comedtand by studying these variations
does not interfere with definitions that includeglal behaviour and one of the

requirements for gangs (Klein, 1995).



It is apparent that the ambiguities concerningggaefinitions have yet to be
resolved. The conceptual issues regarding whatitaiesa gang are not trivial and as a
result, a definition has yet to be universally gted among not only gang experts but
also by law enforcement personnel. Researchearg odiicial or police data must rely
on law enforcement definitions of gangs and gamger As there is no consensus
among law enforcement agencies or the governmefititions will often differ from
one jurisdiction to another. Without a standarcepted definition, comparisons and
gang estimates are often rendered meaninglessngtance, in th€anadian Police
Survey on Youth Gang€hettleburgh, 2002), 264 police agencies wereesiad
regarding their opinion on the characteristicsaithh gang problems in urban, suburban,
and rural cities across Canada. They found a nuofldifferent opinions among police
agencies regarding what is and what is not impoftardetermining classification
criteria for youth gangs. Seven of the 59 poligereies who responded to this section
indicated that wearing or displaying “common cofar other insignia” was the most
important feature for defining a gang whereas edgfeincies indicated this was the least
important (p. 23). This may lead to definitionstthee either too broad, erroneously
including groups of delinquents or other law-violgtyouth groups, or too narrow
restricting potential groups from being includedl{Ensen et al., 2001).

One way to overcome this problem is to refraimfrionposing gang status. Self-
identification methods for determining gang membggrsire often employed in gang
research and have been used since the beginnihg af’ century in gang research
(Decker & VanWinkle, 1994; Esbesen & Huizinga, 1p98n important question

however, is whether this is a valid method of aately capturing who is or who is not a

10



gang member. From a research perspective, Esbehaér(2001) found self-
nomination techniques to be a relatively robustsueaof gang membership capable of
differentiating between youth gang members andgamg youth. On the other hand,
from a theoretical perspective there could be ptssionceptual differences between
those gang members who have certain organizatommaponents and those who do not.
Theoretically-based predictors, such as those &@wcial learning perspective, become
more important as the definition for gangs becomese restrictive (Esbensen et al.,
2001). In addition, some youth groups may wishriadte actual gangs by wearing gang
colours or spraying graffiti (Howell & Egley, 20057 his type of behaviour operating in
isolation is not indicative of a ‘gang’ problem athdis to characterize this adolescent’s
behaviour as gang behaviour is somewhat problematic

What complicates this issue further is that thgpes of definitional issues do not
solely exist among academics and criminal justesg@nnel, gang members themselves
often have different conceptions as to what camstita gang. In Decker and Van
Winkle’s (1996) ethnographic study on gangs inL8uis, they found considerable
variation when gang members were asked the que$tibat is a gang?”’ (pg. 62). Some
gang members’ characterization of gangs highligtitedole of threat, the need for
protection, or defined a gang in terms of crimiaeivities, especially violence. The
most common property given by 92% of gang membeesviewed was the collective
nature of gangs, highlighting the important role ¢moup plays for the gang.
Other problems originate with the fact that gangmners may not actually refer to
themselves as such. Designations such as “menippershember”, or “gang” may not

have the same connotations as a gang researchier eqect. For instance, Fleisher's
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(1998) ethnographic study of a street gang in Kartk& Fremont Hustlers, illustrates the
fluid notion of what it means to be a ‘member’ dgang’ and found these words to be
“static notions which fit neither the natural fla Fremont social life nor the perceptions
of Fremont kids” (pg. 130). Rather, the symbaodipresentation of gang membership is
what was important, not necessarily the words nlymaed to describe gangs and their
characteristics. Decker and Van Winkle’s (1996)ndon of a gang also mentions the
importance of symbolic representation of membetshipeir working definition of a
gang is “an age-graded peer group that exhibitegmenmanence, engages in criminal
activity, and has some symbolic representation eivership” (pg. 31).

Also problematic is the use of the wayangor its synonyms in countries outside
of North America to study gangs. The word gangmifiar in North America but less so
in other regions such as Europe (Weerman, 200bjs i¥sue has been addressed by
using a funneling procedure in survey researchspBedents proceed through a number
of questions regarding formal and informal peeugs) the characteristics of these
groups, criminal activities, and finally whetheeyhwould call their group a gang (or
some similar term depending on the language). Tésmarchers can determine if the
respondent meets the requirements of a gang opgnoder the Eurogang definition.
This allows for both the objective and subjectigsessment of gang membership
Weerman, 2005).

This brings us to the issue of groups and gavigis, few would dispute the fact
that gangs are a more extreme type of group. Howave delinquent groups or other
law-violating youth groups qualitatively differefmom gang® The point at which a

group becomes a gang is heavily debated amonggtrgaaarchers (Ball & Curry, 1995).
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Sherif and Sherif (1964) argue that there shoutdea differentiation between gangs
and groups because to varying degrees, they bgétha same organizational properties
and normative group processes that influence ajnaate behaviour. Accordingly,
descriptive labels such as ‘gangs’, ‘cliques’ dulxs’ are not important as the focus
should instead be focused on groups and theirtataland normative components (e.g.
stability, solidarity, strength of roles, cohesid@8herif & Sherif, 1964, pg. 58). A
number of gang researchers would contest thistassand claim that gangs are indeed
gualitatively different from delinquent peer groypgsein, 1995; Klein & Maxson, 1989;
Moore, 1991). Gangs are often different from peeugs in terms of territoriality (Klein,
1996), structure, and powerful group processesK®ed996; Short & Strodtbeck,
1965). Gang researchers have proposed that gmalipagialization processes unique to
gangs have an effect on delinquency. The statlidasity and cohesion between
members provide an atmosphere that facilitateseandurages delinquency (Klein,
1995; Short & Strodtbeck, 1965; Thornberry etH93). Klein (1995) concludes that
“street gangs are something special, somethingtgtraély different from other groups
and from other categories of law breakers” (pg.)197

If groups are indeed qualitatively different frartiner delinquent peer groups,
does this then indicate that groups do not shar@ftihe characteristics seen in gangs?
Evidence suggest not necessarily. Gordon’s (2008)nabe-groups”, for example,
share similar characteristics to gangs, such asleegng location, name, and specific
identifying coloursWhile Moore’s (1991) observational research hdder to conclude
that “gangs are not longer just at the rowdy enthefcontinuum of local adolescent

groups-they are now really outside that continupg. 132), researchers might find it
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useful to consider affiliation under a continuunoeoganization which can be more
(gang) or less formal (group). Differences in degree of affiliation, or in the level of
organization of the gang/group, may be a key factanderstanding the association
between groups, gangs, and delinquency. Usingetlfiedentification method of gang
membership, the offending behaviour of a sampleodfonly gangs but also delinquent
groups are compared. To explain the potentiakdhfices between these two groups, a
continuum of organization is used to assess itdivel association with delinquency.
What matters for the purpose of this study is whegangs or groups have a different
influence on delinquency and whether this diffeezoan be explained using a continuum
of organization. The next three sections will exanthe role of co-offender in
delinquency and the influence of the peer grouligveed by a review of the findings on
gang membership and delinquency. Lastly, theabtaganization and its influence on

delinquency will be discussed.

2.2 Peer Influence on Delinquent Behaviour

Most research comparing “solo” and “group” offersleave found that the latter
exhibit higher levels of delinquency and have langeninal careers (e.g. Carrington,
2002; Erickson, 1971, Piquero, Farrington, & Bluenst, 2007; Reiss, 1988). Erickson’s
(1971) study comparing incarcerated offenders,igterss community offenders, and non-
delinquents was one of the first to find that soflenders were less likely than group
offenders to engage in frequent delinquency argetmvolved in more serious forms of
delinquency. These findings were substantiatedare recent analyses. Carrington
(2002) found indictable offences to be more comimagroup offending compared to

solo-offending. However, he cautioned against agsyia linear relationship between
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offence seriousness and the prevalence of co-affgreince many non-serious offences,
such as mischief, are most often committed in gsoup

Belonging to a group significantly increases expega criminal opportunities as
each individual in the group or gang provides tb&in set of skills and human capital
(Hindelang, 1976; Hochstetler, 2001; McCarthy, HagaCohen, 1998). For instance,
McCarthy and Hagan’s (1995) study examining Toratteet youth highlighted the
importance of criminal contacts in peer network&ey found that adolescents had a
higher likelihood of committing crime depending whether they hung around other
street accomplices where skills conducive to cotmmgitcrimes could be learned. It is
useful then to view co-offending in terms of so@athange. Offenders have different
skill and experience levels, and to be successfelrequires the necessary human capital
(knowledge, smartness, and criminal insight) oraamapital (knowing other useful
people). Co-offending is beneficial because awadl for the exchange of material and
immaterial rewards, which then increases the licedd of an offence occurring and how
successful an offender will be (Weerman, 2003).

In terms of success or criminal achievement, thellef success a criminal attains
can be dependent a number of factors related émdithg with others. A relationship
with a criminal mentor (Morselli, Tremblay, & McQhy, 2006) or non-redundant
contacts can increase the accessibility to poteméa relationships located in a new
network (Morselli & Tremblay, 2004), or knowing ts®who were successful in avoiding
incarceration can increase your criminal earnidgsrfiblay & Morselli, 2000). These
are all factors that lead to the development ofat@apital. When discussing how

networks increase opportunities for crime, WariO@)0states that “opportunities known
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to or available to one individual (e.g., accesdrt@s, knowledge about case deliveries at
a bank chain) become available to others” (pg. BGthis sense, Warr (2002) views
opportunity as being “not only temporally and saléitistructured, busocially structured

as well, and opportunities for crime have as moathat with relations among offenders as
those between offenders and victims” (italics iigioial, pg. 86). Tremblay (1993)
highlights this notion by suggesting that the skedoc suitable co-offenders has as much
to do with availability of co-offenders as it doeih thesuitability of co-offenders. Not
only do offenders often search out relations wititom they have the strongest ties
(minimize betrayal) but also those with weak bugfukties (increase the number and
value of opportunities).

What these studies all suggest is that peers angrtiup environment offer access
to opportunities, contacts, and skills that arepdyrjust not available when offending
alone. Numerous studies highlight the importafe peers play in the development of
delinquent behaviour. Research has consistenthyisiioat having friends who are
involved in delinquency intensifies delinquent amalent behaviour (Agnew, 1991;
Haynie, 2001; McGloin and O’Neill Shermer, 2009 pfiberry & Krohn, 1997;
Thornberry et al., 1994; Warr, 2002; Zhang & Mess@600). However, the association
between peers and delinquency is more complexatsample linear relationship
between the number of delinquent friends and irser@a@elinquency rates. Many
offences depend on the availability of other offerschot only in the immediate stages of
offending but intervening at all stages of offergi{ne. prior, during, and after)

(Tremblay, 1993).
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An important argument made in the research onipflaence is the need to
examine the dimensions of peer interaction. Ngteérs influence one another in the
same capacity. For instance, Agnew (1991) fouatigker influence on delinquency is
strongest when the number of contacts with peerseases, when peers are involved in
serious delinquency, and when peer attachmemoisgt More recently, Haynie (2001)
argues certain friendship networks are able totcainsand control the behaviour of its
members because of the structural characteridtite metwork. In this case, greater
network density emerged as an important dimensi@eer influence. A higher degree of
density means greater network cohesion, whichrim allows for greater control over the
enforcement of norms and behavioural dispositidikegroup (Haynie, 2001).

Studying the group nature of crime has highlightedimportant role of peers, and
how relationships established in a group settingebeoffenders by increasing their
levels of criminal success. It is apparent thatréieforcing environment of the peer
network constrains and influences the behaviotin@$e within the network, which then
can lead to increased delinquency levels (Thorgledral., 1994). In addition, offending
in groups allows for access to certain opportusigied skill sets otherwise not available
in non-group settings. If groups have a significzlifect on offending and have higher
levels of delinquency than non-groups, would wesselar results if more formal
affiliations such as gangs are examined? In otloeds, since gangs are a form of group,
albeit a more extreme form, one might expect sineels of involvement in delinquent
behaviour. The next section tackles this issuei@tglby examining the potential

influence of a “gang effect” and its relationshighwdelinquency.
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2.3 Gangs and Delinquency

As gangs can be seen as a sophisticated formedrangtwork, it is not surprising
that one of the strongest predictors of gang meshiijeis the association with delinquent
peers (Battin et al., 1998). The gang acts asaegol social network that has an
important effect on group and individual behaviolirnot only constrain the behaviour
of its members, it also severely limits the acdegwo-social networks which then has
the effect of increasing the “criminal embeddedhe$#s members and impedes the
prosocial transition into adulthood (Thornberryakt 2003, pg. 179). From this
perspective, it is plausible that the increaseeimduency seen for gang members is not
simply the result of a “peer effect” but rathetaaesult of something qualitatively
different, also known as the “gang effect”.

Much of the literature to date has indicated tloattly who are active in gangs
have higher rates of delinquency, drug dealing,dand use when compared to non-gang
members (Battin et al., 1998; Esbensen & Huizii§&3; Gatti et al., 2005; Gordon et
al., 2004; Thornberry et al., 1993). Three hypséschave been developed in order to
assess the criminogenic nature of gangs and taiexphy gang members have higher
rates of criminality: theocial selectioomodel, thesocial facilitationmodel, and the
enhancemennodel. Thesocial selectiormodel illustrates how gangs attract individuals
who have high propensities for delinquency. Wélestion, the gang does not facilitate
delinquent behaviour, but rather the gang recndiividuals who are already involved in
delinquency or have a high likelihood of behavingidelinquent manner. Gang
members should have higher rates of delinquenayégediuring, and after membership

in a gang (Thornberry et al., 2003). ®eeial facilitationmodel on the other hand

18



attributes the presence of delinquent behaviotindgmormative structure inherent to
gangs. According to this model, an individualedeof delinquency should be
comparable to those who are non-gang memberstpraord after gang membership.
However, while active in a gang, delinquency lewstlsuld be higher than non-gang
members. Finally, the enhancement model integlaittsof the previous models and
indicates that both processes are at works#iectionof those with delinquent
propensities and the gafagilitation of delinquency (Thornberry et al., 2003).

Overall, the social selection model has receivedehst amount of empirical
support. The phraderds of a feather flock togetheoes not necessarily explain the
pattern of delinquency seen among gang membergjiiuoinal studies have found that
delinquency levels increase during periods of gaegibership and drop off once gang
members leave the gang (Battin et al., 1998; E®re&sHuizinga, 1993; Gatti et al.,
2005; Thornberry et al., 1993). The facilitatiomdanhancement model seem to have
had to most empirical success. A number of lonlyial studies have highlighted the
important role of juvenile gangs in facilitatingliguent behaviour. Using data from the
Rochester Youth Development study, gang membewstexphigher rates of violent
crimes, drug sales, and to a lesser extent drugvhhisa compared to a sample of non-
gang members (Thornberry et al., 1993; Thornberal.e2003). With the exception of
drug sales, these levels decreased once thehéefiang. Gang membership appears to
have a very strong facilitating effect on commdtwiolent crime. This relationship did
not hold when property offences were examined. iay indicate that gang
membership is unrelated or only marginally relatethe frequency of property crime.

Both Esbensen and Huizinga (1993) and Gordon é€@04) report similar findings in

19



their longitudinal analyses examining the crimicaleers of youth gang members and
non-gang members (Denver Youth Study and PittsiBorgh Study respectively). They
found gang membership to intensify delinquency #hittive in a gang. These results
have also been replicated in other countries, dioyCanada. Separate studies
conducted in Toronto and Montreal, Canada, foundygaembers to report higher levels
of criminal activity compared to those who did neport belonging to a gang (Gatti et
al., 2005; Wortley & Tanner, 2004).

Sarnecki’'s (1990) empirical study of Swedish dglient networks supports the
enhancement model. Sarnecki found that the mdisigdent members of a network
were recruited to delinquent gangs and once igémg exhibited higher levels of
delinquency. In addition, Esbensen and Huizin@B293) longitudinal comparison of
gang members and non-gang members found that gamdpens’ level of delinquency in
street crime and other serious offences was higher to joining the gang when
compared to non-gang members. Consistent witkenhancement model, delinquency
rates were also significantly much higher during time of gang membership.

These results highlight the robust finding thatgghave a criminogenic
influence on delinquency when compared to non-gaugh. This comparison group (i.e.
non-gang youth) however, can often encompass anardge of offenders. Examination
into the finer distinctions that exist between offers may be warranted. Furthermore,
the leap from gang to non-gang may be conceptt@tlyarge. Groups are an important
distinction when considering the gang, non-gangatemy. In this sense, offending
should be seen as existing along a continuum, wdearg and non-gang youth occupy

opposite ends of the spectrum with groups exigomgewhere along the middle. This
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notion is not novel as both the early works of Bhex (1927) and Yablonsky (1959)
have made reference to the existence of a contirduem examining gangs. Thrasher
(1927) viewed groups and gangs along a continuuevolution where “the gang tends
to undergo a sort of natural evolution from a difuand loosely organization group into
the solidified unit which represents the maturedgjdp. 47). Similarly, Yabolonsky’s
(1959) theory of gangs as near-groups, views setnattures as existing along a
continuum of organizational characteristics. Ae&sikie well-organized group appears at
one extreme and at the other, a disorganized nwhdcrTrue groups “never fully
become @roupor amob” (pg. 109).

Although gangs are a form a group, issues reléivgangs” and those relative to
“groups” (or co-offenders) typically have been guel in separate research traditions.
Interestingly, both research traditions have fosimgilar general findings in regards to
participation in delinquency. Whether you exandedéinquent peer associations or
serious non-gang offenders, the results are the sgamg members still report higher
levels of delinquent behaviour. For instance, EsbanHuizinga, and Weiher (1993)
included a third category of offenders: non-gangses street offenders. As with other
studies comparing gang and non-gang youth, theofaitending for gang members was
three times as high as the rate for non-gang memniheronly twice as high when
compared to the non-gang street offenders.

Other researchers expand on the gang non-gangtaliniidoy examining the
intensity of delinquent peer association. Longadianalyses conducted by Thornberry
et al. (2003) found the impact of gang membershigeneral delinquency and violence

to be stronger than the influence of peer associatven when compared to those with
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the highest delinquent peer associations. Thisrfqd/as the strongest for violent
behaviour and for drug sales. Similarly, Huizing&iher, Espiritu, & Esbensen (2003)
used data from the DYS to compare increasing ledfadielinquent peer associations
(low, medium, and high) and gang members in omexamine the prevalence of serious
assaults committed. They found higher prevalenies f@r gang members compared to
all three levels of delinquent peer associatioepethose who had a high level of
involvement with delinquent peers.

Very few researchers have examined the indepemdettibution of gang
membership above and beyond associations withgledimt peers. A notable exception is
a study conducted by Battin et al. (1998) who usaditudinal data compiled by the
Seattle Social Development Project to examine thgue influence of gang membership
to delinquency. First, they found gang membersateetsignificantly higher rates of
violent offending, drug sales, general delinqueiacy] substance use compared to youths
having other types of associations with delinques@rs. Second, gang membership was
shown to have separate and independent effectlmgdent behaviour that could not be
explained through associations with delinquentgeeprior delinquency.

Some argue that a gang is simply one type or n&tatien of a delinquent peer
group. However, research seems to suggest otleeanis many gang researchers argue
gangs are qualitatively different from other delieqt groups (Klein, 1995; Moore, 1991,
Thornberry et al., 2003). Huff (1996) found thdlective criminal behaviour of gangs to
be significantly more involved in serious violemidamajor property offences than the
collective behaviour reported by non-gang peer gsowOthers have found weaker

support for gangs having a stronger impact on daéncy than groups. In Morash’s
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(1983) study, for example, the peer groups of 52ing offenders were scored on a
continuum of gang characteristics that were thotmin¢present the typified image of
gangs. While “gang-likeness” was found to haveaigically significant impact on
delinquent behaviour, this relationship was newwets quite weak and inconclusive.

Research suggests that it is conceptually impottadistinguish between gangs
and non-gang youth, but at the same time, it isyjas important to distinguish
between different types of non-gang offenders, saisctielinquent groups. While
empirical evidence shows there may be a qualitatiference between gangs and other
delinquent groups, reasons as to why this is tke age less clear. Why do we see such a
strong “gang effect” when examining delinquent batwar? Thornberry and colleagues
(2003) suggest gang delinquency is much more contpén simply providing a setting
to associate with delinquent peers. Some arguetthas to do with the impact of group
processes and structural properties of gangs (KI&inl, 1995; Short & Strodtbeck,
1965). Gangs provide a setting where norms, galred delinquent behaviours can be
reinforced, an argument similar to the researchemr influence and network structure.
If we see a continuum of offending, then perhapatigian important factor in
understanding the relationship between gangs, gr@um delinquent behaviour is not
the intensity of delinquent peer associations amivership per se but rather tliegel of

organization the gang or group exhibits.

2.4 Organization and Delinquency

How well a gang functions has been linked to palér organizational structures
with the premise that organization is related tocesgs in a number of criminal

endeavours, most often framed in the context of dales. Ethnographic research has
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focused on identifying and examining particularargational structures. For instance,
Sanchez-Jankowski's (1991) ten-year examinatiddivojangs in Los Angeles, New
York, and Boston, identified three types of gangamization: vertical/hierarchical,
horizontal/commission, and influential. Much oétresearch on gang structure or
organization has been concerned with identifyirgggtiuctural components of gangs,
such as sub-group organization, size, age rangatial, territoriality, and versatility in
offending (Maxson & Klein, 1995). Taylor's (1998udy of inner city gangs in Detroit,
for example, found evidence of the ‘corporatizatminstreet gangs where high levels of
organization were found and were accompanied ligpag leadership foundation which
allowed these gang members to operate successfuhly drug distribution trade.
Another example iSanchez-Jankowski’s (1991) description of gandsgtdy rational
organizations with leadership structures, definadi lagitimized roles for its members,
specific duties, codes of conduct, and desiresitsye collective goals regardless of the
legality of such actions.

Other research has focused on the normative infegrgroup processes, and in
particular, the cohesion found in gangs (Deckerd&Winkle, 1996; Decker, 1996;
Klein & Maxson, 2006; Klein, 1991). Short and Stitlmetk (1965) was one of the first
studies linking group processes to the productiadebnquency. The interplay between
leadership and threats to one’s status highligtitedmportant role the group had on
influencing aggressive behaviour. Higher levelsatiesion and organization found
within gangs may increase the capacity to prodacksaize more crime opportunities
(Warr, 2002). While evidence does suggest thaetlsea relationship between gang

cohesiveness and delinquency (Klein, 1971; KleiM&xson, 2006), a detailed
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examination of the impact a continuum of organadi features on delinquent
behaviour has been a neglected field in gang amgpgresearch.

While the studies on organization range from vieyp\gangs as highly structured
rational organizations with well defined leadersstifuctures (e.g. Sanchez-Jankowski,
1991; Padilla, 1992; Skolnick, 1990; Taylor, 198®9yiffuse organizations with a lack of
common goals (Decker & Van Winkle, 1996; Fagan, 9t $#agedorn, 1988), the
underlying premise of these studies is that orgdiom may have an effect on
delinquency. However, the empirical investigaiioto the organizational and structural
components of gangs and its relationship to belavias received considerably less
attention. Moreover, virtually no study has exaadithe association between
organization and delinquency with respect to delem groups. Delinquent groups are
typically thought to either not posses organizatidaatures such as a name, hierarchy,
rules, or meeting location, or that these featareamuch less pronounced (Warr, 2002).
Affiliation with these groups is often transitongdashifting which often contributes to
the unstable structure. As a result, some arguettimakes very little sense to discuss
organization and delinquent groups (Warr, 1996pwelver, as noted earlier, groups do
share similar properties with youth gangs and dbltang enough to allow for the
empirical investigation of the role of organization

Most studies that do examine organizational |&aek not linked different levels
of organization to levels of delinquency. A notabkception is Sheley, Zhang, Brody, &
Wright's (1995) study of 373 male juveniles incaated in maximum security facilities,
which examined how “gang structure” may have anaotn delinquency. To be

considered as “structured”, a gang required threpegpties: number of members
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exceeded 50, members referred to the gang as ‘iaegiinand members indicated that
their gang had at least three organizational cleriatics such as name, established
leader, meetings, specific clothing, and a spetiiaritory. They found that gang
structure significantly predicted involvement irudrsales, burglary, robbery and gun
carrying but failed to achieve significance for guse. Though useful, this finding may
be limited in generalizability to other sampleglagniles held in maximum security
facilities are more likely to represent a more@asisegment of youth gang members
(Shelden et al., 2001).

More recently, Decker, Katz, & Webb (2008) exarditiee organizational and
structural characteristics of gangs and how thafsgeince criminal involvement and
victimization of their members. Interestingly, tlegel of gang organization was
significantly and positively associated with themher of different violent crimes and
drug crimes the gang was engaged in. The strooge®lation was between the level of
organization and violent victimization. Althougdhetorganizational level for gang
members was relatively low in their sample of jules) the level of organization present
was enough to influence gang member’s involvemedtug sales, violent offending,
and violent victimization (Decker et al., 2008).isl unclear however if this relationship
would hold after controlling for other factors suahinvolvement in other criminal
activities since analyses were limited to the hatarlevel.

Though few in numbers, these past studies suduatstite level of organization a
gang exhibits may have an influence on the delinguef its members. The reasons as
to why this is the case are less clear, and trsonsamay differ when considering

different types of crimes. For example, some neseas have found that the
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organization seen in some gangs is solely for thpgse of selling drugs (e.g. Skolnick,
1990; Taylor, 1990). Drug sales are argued torbarozed for profit making. The
evolution from a disorganized state to a highlystured organization is argued to be
necessary in order to operate competitively anecéffely especially in the drug
distribution trade (Taylor, 1990). In terms obaomic success, Sanchez-Jankowski
(1991) argues more vertical/hierarchical organgaags influence the ability of the gang
to accumulate capital as the gang has less difficalordinating its members and
assigning specific tasks.

Howevernot all drug sales have been linked to organizedjga InFagan'’s
(1989) examination of inner city youth gangs lodateLos Angeles, San Diego, and
Chicagoa relationship was found between gang organiza@hinvolvement in drug
sales, drug use, and violent offences. Howevesgtlassociations were not constant
across groups. Specifically, while ‘party’ gangswed significant involvement in drug
sales, the majority of these members failed tontdpanal organization or social
processes. Overall, Fagan argues gang organizaigbisocial cohesion processes can
only partially explain differences across gangtemms of delinquent activities, such as
involvement in drug sales and violence.

A specific drug supply offence, cannabis cultivatihas received very little
attention with respect to the impact of organizatibhe studies that have examined
cannabis cultivation do so within a network perswec For instance, Bouchard &
Nguyen (2009) examined the impact different gromestworks had on avoiding arrest or
detection. They found adolescents who were embeitdadiult networks to be

significantly less likely to be arrested for canisatultivation. Rubin (1973) indicates the
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barriers to entry in the cultivation market by mgtthe need for specialized skills, start-
up capital, and specialized equipment. This caaterthe opportunity for the need for
greater organization. The benefits of belongingang can extend from the protection of
the cultivation site to the removal of rival comipet (Wilkins & Casswell, 2003). As
cannabis cultivation is labour-intensive and isamably a social process (Potter, 2006),
group processes may have an influential impachwolvement in this specialized
activity. Since gangs are typically more highlgamized than other groups, they often
have greater resources and information networksdhe rely on and also have the
reputation for the use of violence which allowsnth® operate more effectively
economically in this market (Wilkins & Casswell,G3).

Gang violence is often viewed from the perspeativeollective behaviour and
the role of group processes and cohesion. The ¢td\a@iganization will have an influence
on members especially when members are needekietoisés in the presence of threats
from either law enforcement or rival gangs in orbemaintain the group’s existence.
Gangs often lack effective leadership and have ldeels of cohesion or ties to the
larger group. According to Decker (1996) whengdghaup collectively identifies the
existence of a threat against the gang, this psotastes the gang and overcomes the
general lack of unity by increasing cohesion” (1R6Sanchez-Jankowski’'s (1991)
assessment of whether the organizational struofuaeggang would influence the level
and type of violence the gang is involved in, fommake hierarchically organized gangs
to be involved in more acts of organizational vingle than acts of individual violence.
This type of gang has a greater ability to corarad discipline its members, which then

increases the group’s tendency to participate liecibve activities.
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The examination of the influence of organizationtto® involvement in property
type crime is virtually absent from analysis. Mstidies examining property crime do
so by comparing gang and non-gang involvement asdlts have been somewhat mixed.
Gang members do not necessarily have significémnglyer rates of violent offending in
comparison to property offending in samples of gang non-gang youth. For instance,
longitudinal results from 756 gang and non-gan@ifules in Montreal, Canada found
substantially higher proportions of property crimesparticular theft, versus person-
related crimes to be reported by gang membersi(@atdt., 2005). On the other hand,
most other studies, including two large scale ltudinal projects (Rochester Youth
Development Study & Seattle Social Developmentdaiyjhave found higher
frequencies of violent offending among gang memb®as property offending (see
Battin et al., 1998; & Thornberry et al., 1993ll. should be noted that one study by
Sheley et al. (1995) did examine the impact of getngcture on property offending. In
particular, Sheley et al. (1995) also reported thttictured” gangs were not more likely
to be involved in property-type crime and in fagres significantly less likely to be
involved in burglary. It appears that these typlesflences are neglected by groups and
gangs, especially as they become more organizedertheless, this study used a
dichotomy of organization as structured or unstred whereas this study will assess the
impact a continuum of organization has on propeffgnding.

In sum, it appears as though with higher levelsrganization the more likely the
organization will be able to influence the behaviotits members, including individual
and collective goals of the group (Decker et &108). While the contribution of gang

membership and gang organization has been foumdldience behaviour, it is unclear
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the effect a continuum of organization will havetba involvement of delinquent

activities by delinquent groups and gangs.

2.5 Current Study

This thesis will explore the association betweeaganization and delinquency
using a self-report survey administered to 1262esmdents aged from 13-17 years
attending four secondary schools in a rural regiocQuebec, Canada. This survey was
undertaken to investigate the suspicion that malmescents were participating in large
scale cannabis cultivation in this region and tplese the potential factors leading to this
activity. This survey also allowed for the examioatof gang membership in a rural
region. Much of the research concerning crime afohguency is conducted through an
urban lens. Gang theory, gang etiology, and gamgiour has followed suit and has
been overwhelmingly concerned with gangs as amuihaer-city phenomenon.
However, gang activity is not solely restrictedtte urban backdrop and has been
reported in suburban and rural areas (Evans, FalgéNeigel, & Chvilicke, 1999;
Weisheit, Falcone, & Wells, 2006; Zevitz & Takat@92).

A well-known finding of delinquency research isttjang membership is
associated to increased delinquency levels fanémbers. Not only did this study
identify gang members, it also provided an oppatyuo examine those who reported
belonging to a less formal group. This will alldev a comparison of gang and group
members on a variety of delinquent measures. Bmgp& consisted of a total of 44 self-
identified gang members and 171 delinquent groumbees. Less well researched are
the reasons explaining why and how “membershipga#f delinquency. Part of this

reason may lie in the organizational charactegshanifested by gangs or groups.
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Eleven important indicators of organization weoahcluded in the survey. Evidence
suggests that a continuum of organization may Inaflzeence on the level of delinquency
(Decker et al., 2008). Instead of simply examiromganization in terms of a dichotomy
(organized or not organized), nine organizatioratdres were used to develop a scale or
index of organization. A total of 34 gang membard 89 delinquent group members
reported at least one organizational feature.dthten to the focus on cannabis
cultivation, the survey asked questions regardwegypes offences committed, including
the type of drug sold and consumed.

The premise of this study is best summarized ieris of research questions.
First, following other studies examining gangs detinquency in urban settings, is the
membership effect on delinquency replicated usaig dfom a rural area. Secondly, this
study expands on the traditional comparison oindelency levels between gang and
non-gang members and includes a third group foyaisadelinquent groups. This
allows us to consider if there is evidence of algr membership effect” on delinquency
when gang members are excluded from the analyBis.will also determine whether we
see a progression in offending from non-groupséags, and then from groups to gangs.
Third, while the contribution of gang membershig @ang organization has been found
to influence delinquent behaviour, it is unclear difect a continuum of organization will
have on the involvement of delinquent activiti®y using “organization” as the focus
instead of “membership”, the finer distinctionsirganizational and delinquent
behaviour can be examined more thoroughly. Nagrallps or gangs are as organized as
the other. lbrganizationalso facilitates crime, then higher scores onrgamizational

scale should be associated to more serious dehiecgudf a relationship does exist
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between organization level and delinquency, wib thrganization have a similar effect
on gangs and groups? Fourth, if gang members bigiver delinquency levels than
group members, how much of that result can bebated to the organizational level
present in the gang/group? And lastly, are theepetfound similar across different

offence types?
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3: METHODS

3.1 Data and Variables

In November 2006, 1262 questionnaires were digtband self-administered
throughout four secondary schools in two Regiormir@@y Municipalities (RCM),
Nicolet-Yamaska and Bécancour, in the province wélggc, Canada. This represents the
guasi-population of high school students in theggons, as only one very small private
school could not be reached for the purpose ofstiidy. The populations of the two
RCMs are 18,000 and 23,000, respectively. A siggmift proportion of both RCMs are
economically dependent on agriculture and two majdustrial plants. The per capita
income for this region ($27,000) was comparablé wie rest of the province ($29,000).
The schools were relatively small, so a singlengdiresearch assistant was able to cover
all the classes in one school in a day. The rebkesthics board at the Université du
Québec a Trois-Riviéres had previously authoribed¢search, and students were
guaranteed anonymity and confidentiality of thesponses Before the start of the
study, a pre-test was conducted in one of the $shddis resulted in a reduction in the
number of questions and an improvement in theiitglaDue to the limited period to

conduct the study, the survey focused on crimintaViy over other aspects outside of

! Indicators are based on 2006 census figures fretituhde la Statistique du Quebec
(http://www.stat.gouv.qgc.ca).

% Each participant was provided a letter to be gieetheir parents, informing them about the ongoing
research effort, its purposes and, the confidiytof responses. Quebec's laws state that for
adolescents aged 13 or more and for purpogeseérch surveys where strict confidentiality hiagen
clearly demonstrated and signified, a parentghigsion is not required.
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crime such as family dynamics or psychologicallaites. Questionnaires were
completed using scantron forms. Almost every stugessent participated in the survey;
however, 7.6 percent of the participants did neehalid questionnaires (i.e. a majority
of missing variables) and were removed from ansly$herefore, a total of 1166
participants are included in the final sample. §hestionnaire administered contained 54
multiple-choice questions concerning criminal dattivgang membership, organizational
features, victimization, drug use, and cannabiwation. A combination of the Jesness
(1988) inventory and MASPAQ comprised the selfwlgliency section of the
guestionnaire, and DEP-ADO instrument 3.1 was tisexdeasure drug and alcohol use
(Germain et al., 2005). Simon Fraser Universitysiast professor, Martin Bouchard,
developed the cultivation section of the surveytl@te 1166 participants, only those

who reported at least one type of delinquent agtivere included for analysis (N=523).

3.1.1 Dependent Variables

General Delinquency

A general delinquency index was created by sunmgaositive responses for the
following ten delinquent activities: mischief, thefraud, assault, sex-related offences,
illegal gun use or possession, cannabis cultivaiannabis dealing, hard drug dealing,
and a residual ‘other’ category. Because partimpah at least one type of crime was the
selection criteria for inclusion in this samplegss on the scale are from 1 to a
maximum of 10 offences. The mean number of offemepsrted for the full sample was

2.2. In general, participation in a number of difet crimes indicates a greater diversity

® A missing value analysis was run to determine titeepns of missing values. Little’s MCAR test
revealed that the data was missing completelyratoia >0.05). Because missing values were few
and randomly distributed, the modal response (fdratomous variables) was used to impute the
missing values.
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of offending. In addition, the scores on the daliexgcy scale are strongly correlated to
the most serious crimes, drug supply crimes (riag@<0.001) and violent crimes
(rh0=0.48, p<0.001), indicating the suitabilitytbfs scale to reflect offending
seriousness. While it would have been ideal teelemneasure of frequency, this
information was not contained in the questionndi@wvever, past research suggests that
frequency alone is not necessarily an ideal meaduéending seriousness as studies
have found crime seriousness and frequency tovezsaly related (Clarke & Weisburd,
1990, Erickson & Gibbs, 1979; Tremblay, Cusson, &rkelli, 1998). In addition,

similar delinquency scales have been used andataetidn past studies on peer
delinquency (see Haynie, 2001; McGloin & O’Neillé&8mer, 2009) and gang

membership (Battin et al., 1998; Thornberry et293; Wortely & Tanner, 2004).

Drug Supply Offences

Because past studies on gangs suggest that “oggianizmay help for some
types of crimes but not others, its associatiodifferent categories of offences is
examined separately. Three items were used to meedsug supply offences: cannabis
dealing, hard drug dealing, and cannabis cultivatidne survey question asked
respondents whether they had sold cannabis inasielf2 months. A total of 148 (28%)
respondent indicated they sold cannabis and 78 \$6% hard drugs (cocaine/crack,
heroin, ecstasy, amphetamines, crystal methampiretapor hallucinogens). The
percentage of respondents involved in drug $483s4%) is slightly higher than the
prevalence rates found in the Denver Youth Sur2894 in Esbensen & Huizinga, 1993)

but lower than Fagan’s results in his study on Wi&ith gang members (Fagan, 1989).

* This includes both cannabis and hard drug dealing.
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Participation in cannabis cultivation ranged fromuanber of roles, from maintenance to
harvesting. A total of 140 participants (27%) rgpd involvement in the cultivation
industry in the past 12 months, and are referressttgrowers” in the remainder of this
paper. This prevalence rate is very high, bubrssistent with the region’s extensive
cultivation industry (Bouchard, Alain & Nguyen, 2000 The mean score on the drug
supply index was 0.70 for the full sample. Approately 7% of respondents indicated
participating in all three drug supply offences.

Since the relationship between organization andhree drug supply offences
may not be the same, drug dealing and cannabisatidin will be also examined
separately. An insufficient number of participaimgicated selling only hard drugs, thus
cannabis and hard drug dealing could not be exahsaparately. Both drug dealing and
cannabis cultivation were dichotomized in orderuo logistic regression models on
these variables.

Violence and Property Offences

Involvement in violent crimes was measured as &igesanswer to involvement
in a general category of either assault or illegai use or possessfort least 75
(14.3%) of the total sample (N=523) reported asti@me type of violent offence and 22
(4.2%) reported involvement in both. Similarly, alvement in property crimes was
measured using two items, involvement in theftajoy kind) and frautl At least 137
(26.2%) reported involvement in one type of properime and 27 (5.2%) indicated

involvement in both. Due to the limited range af scales and for the purpose of the

® Sex-related offences was removed from the categforiplent crime as this offence type measured
crimes ranging from sexual assault to prostituéiod as a result did not seem to accurately measure
violent crime.

® The category of property crime attempts to mealw@me-generating activities, therefore, the atgtiof
mischief was removed from this category.
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multivariate analyses, these two scales were dichized in order to run logistic

regression models.

3.1.2 Independent Variables
Socio-demographics

The questionnaire only provided a limited amountasiables unrelated to
delinquency or substance use. Three demographables examined in this study: age,
gender, and low socio-economic status (SES). Tdennage of the sample is 15.6 years
old, and ranges from 13 years of age to 18 yealitldover one-third of the delinquent
respondents are female (34.6%). An overwhelmingntgjof youth who indicated gang
membership in this study are males (82% versusfb8%male). A similar ratio was
also found for delinquent groups (72.5% vs 27.5%dmales). Other studies examining
gang membership within middle school and high sthopulations have found similar
results with male gang membership ranging from 8% and 27-37% for females
(Curry, Decker, & Egley, 2002; Dukes & Stein, 2068, Howell, Hawkings, & Battin-
Pearson, 1999).

TheBulletin des écoles secondaries du Quédarceau, Cowley, & Bernier,
2004) was used to calculate neighbourhood inconoeder to create a dichotomous
measure of families with lower than average incarniiéss publically available document
provided performances measures, including averagenpal income for all secondary
schools in the province of Quebec. However, infation on average parental income
was missing for one out of the four secondary skshimeluded for analysis. The school
with missing information was the only private schobthe group. The parental income

for one of the schools was determined to be lowan the others ($38,700 combined
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parental income). The two other schools with infation had a much higher average
parental income of $51,500 and $52,200. By calitigadhe average parental income for
all private schools in the province ($72,305) atgblic schools in the region
($47,740), it was determined that the private sthich had missing data had a low
likelihood of residing in a low income neighbourldocAlmost 1/4 (23.5%) of the
respondents in the sample were found to residéaw-ancome neighbourhood. Low-
SES has been found to be an important predictoffefiding, both in gang and non-gang
contexts. Studies examining neighbourhood contaxe iound a negative association
between parental income (SES) and aggressive lmhraiuperscmidt, Griesler,
DeRosier, Patterson, & Davis, 1995), and in paldictor violent offending (Farrington,
1989; Hill et al., 1999). In addition, boys livimglower SES neighbourhoods are more
likely to be recruited to gangs than those fromiddte class SES area (Johnstone, 1983).
Drug Use

The association between drugs and crime is a welk finding in the literature
(Anglin & Speckart, 1988; Dawkins, 1997), thus dusg is an important control for this
study. The influence of cannabis and hard drugonsine prevalence and nature of
participation in delinquent activities are examisegarately. Cannabis use was
measured using a frequency index ranging from G=Béver, 1=occasional use: once a
year to once a month, 2=regular use: weekly, anfi®jient use: daily). This variable
was originally coded in a scale ranging from O-8hwa higher number of respondents
indicating lower frequencies of use (positive skess). The categories of once a year
and once a month were combined, in addition tac#tegories of once or twice a week,

and three times a week. While not perfect, thssilted in an approximate normal
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distribution, much better than the original séalewas not feasible to create a frequency
index for hard drug use as this variable was ex¢fgmositively skewed with too few
participants indicating higher rates of use. Haedusers were categorized as such if
they reported using either/or cocaine, hallucinegéeroin or amphetamines at least
once a week. This allowed for the isolation ofstaandividuals who used these drugs in
a regular manner from who only experimented wittdrdrugs. It was found that 21% of
the respondents used cannabis at least once ragitd2 months and 9% regularly used
hard drugs.
Gang and Delinquent Group Membership

Gang membership was determined through self-ndromar his method of
identifying gang members has received validatiopragvious literature (Curry, Decker,
& Egley, 2002; Esbensen & Huizinga, 1993; Esberg&#iinfree, 1998; Esbensen et al.,
2001). Itis important to not impose or assumeggatiatus. A study conducted by
Gordon (2000) found certain groups to be refercealstgangs by the media however,
these groups did not see themselves as such. @lyratows the respondents to choose.
If they were not comfortable indicating they beledgo a ‘gang, they had the option of
indicating they belonged to a delinquent groupldvahg previous studies, gang
members or delinquent group members also had ttrafwolvement in at least one type
of delinquent activity in addition to self-nominati. A total of 44 (8.4%) respondents
reported being “gang members” within the past teehonths and reported involvement
in at least one type of delinquent behaviour h& &answer was negative, respondents

were then asked whether they were part of an il group of delinquents, getting

’ All analyses were run using the original 0-5 catimalse scale and the 0-3 scale. There were no
significant changes in the bivariate or multivagiegsults.
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together to commit illegal acts. One hundred angisy one (32.7%) respondents
reported being members of such grduther samples measuring gang membership
found rates much more comparable to the delinggenups in this sample. Using a
sample of highschool students, Gatti et al. (2006nd 37% of respondents to report
belonging to a gang for at least one year. Data filee Rochester Youth Development
Survey revealed 26% of the sample to belong tong.gan the other hand, data from the
Denver Youth Study revealed much lower gang menlgerstes, ranging from as low
as 2.7% to 6.7% (Esbensen & Huizinga, 1993). Theme 308 (58.9%) respondents who
did not identify as belonging to a gang or a delewt group but who reported
involvement in at least one type of delinquentaigyti and are referred to as non-group
offenders for the remainder of this paper.
Organization

All gang and delinquent group respondents (N=21&pwhen asked about the
organizational features of their gang, or grougpidal measures of organization often
focus on role differentiation, leadership, meetjraged enforcement of rules and norms
(Decker, 2001; Decker & VanWinkle, 1996). Rolefetiéntiation is an important
indicator of increasing formalization, especialliien an identifiable leader is present
(Decker & VanWinkle, 1996). According to Decker (B0, an absence of roles between

levels of membership indicates a lack of organareti development. This has the effect

® To deal with missing values for gang and delimjggoup members each case was systematically
examined to determine appropriate values. Foartg, if a respondent did not fill in the gang abke
(i.e. system missing) but indicated belonging ttkeinquent group (and vice versa), then the vagiabl
with the missing value would be coded as zero. 8hespondents did not want to respond to either
belonging to a gang or group and were coded asigielg to neither. There was also the problem where
33 respondents indicated they were both part @i gnd a delinquent group. These respondents were
coded as gang members. The rationale for thisidecigas based on the ordering of the questionisan t
survey (question concerning gang membership was farithe question for delinquent group statusy. If
respondent was confident enough to affirmativetiidate they belonged to a gang first then for the
purpose of this thesis they were considered as gemgbers.
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of limiting the generation of common goals andediive behaviour. Meetings aid in the
establishment and maintenance of group cohesiahinathe process of communicating
information to members. Even informal meetingg.(ranging out) fulfil this purpose by
strengthening the solidarity and bond between mesniiecker & VanWinkle, 1996).
While most gangs are generally characterized aively unorganized, especially when
it relates to regulating the behaviour of its meml{®ecker & Curry, 2000; Klein, 1971,
Vigil, 1988), rules allow for the establishmentgrbup values and place boundaries on
acceptable and unacceptable conduct (Decker, 2001).

For this study, nine items were used to measuranizgtional levél A count
index was derived by summating positive responselschotomous measures such as the
presence of a group name, group leader, hieranségting location, distinctive signs or
codes, rules, initiation, specific territory, dederof honour/reputation, with the
maximum scoring being nine. A reliability analyssing all nine item yielded a high
Cronbach’s alpha score (0.89). These measuresiemrepreviously substantiated in
past literature (Decker et al., 2008; Decker & @uP000; Fagan, 1989; Peterson, Miller,
& Esbensen, 2001; Sheley et al., 1995). For itgtaDecker et al.’s (2008) study of
gang organization used to follow seven featuresgasure organization: presence of
leaders, regular meetings, rules, punishmentdasraroken, symbols, responsibilities to
the gang, and giving money to the gang. Some oféimg and group members did not
report any organizational features. A total of 34 @f 44 gang members reported this

information, and 89 out of 176 group offendersttiel same.

° The survey originally included 11 organizationadtferes. Two items were removed from this scale (use
of weapons and attempts to make money). Thesetéwsiposed possible confounding problems in the
analyses. Forinstance, it is potentially confangdo include ‘use of weapons’ as an organizationa
feature to determine if it is correlated with violerime. Similarly, ‘attempts to make money méapw
a similar confounding pattern when correlated wlitlhg supply offences.
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Characteristics of the Delinquent High-School Sa{pl=523)

Table 1

% N
Control Variables Offence Scales
Age General Delinquency (1-10)2.28
13 0.4 2 SD (2.73)
14 15.3 80 Drug Supply (0-3) 0.70
15 27.9 146 SD (0.94)
16 41.7 218 Violence (0-2) 0.23
17 13.8 72 SD (0.51)
18 1.0 5 Property (0-2) 0.37
Gender SD (0.58)
Male 65.4 342
Female 34.6 181
Low SES 235 123
Drug Use
Cannabis Use (0-3)
Never 38.2 200
Once/month-year 31.2 163
1-3x/week 214 112
Daily 9.2 48
Hard Drug Use (0-1) 235 47
Offences
Drug Dealing 314 164
Cannabis Cultivation 26.8 140
Assault 13.8 72
Use/Possession Gun 9.0 47
Theft 28.1 147
Fraud 8.4 44
Mischief 45.7 239
Sexual Assault 4.0 21
Other 44.6 233
Gang Members 8.4 44
Delinquent Groups 32.7 171
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3.2 Analytical Strategy

In order to determine whether a continuum of afieg exists and whether
“organization” has an influence over and above masiip on delinquent activities a
number of analyses are performed. First, bivaaagdyses are used to compare non-
group, group, and gang members on a set of delimoyuend drug use variables. At this
stage, it is important to determine whether akkéhgroups significantly differ from one
another. If this is the case, then an increaslinquency may be associated with the
addition of group or organizational structure. Sebdo determine the relative level of
organization, groups and gangs are selected andareshon a number of organizational
measures. While it is expected that gang membireeport higher levels of
organization than group members will, examiningektent to which group members
also have these features and which features tisplagtiis of interest. Third, due to the
lack of normality in the distribution of certainneables (i.e. cannabis use, general
delinquency, drug supply offences, organizatiory) e dichotomous nature of other
variables (i.e. SES, hard drug use, drug dealiagnabis cultivation, violence and
property crimes) spearman’s rho, as opposed tspeaorrelation, was used to examine
the associations between organization and delircyulen gangs and groups.

The relationship between organization and delinqués also examined at the
multivariate level controlling for membership. Thature of the dependent variables for
analysis requires different specifications of tle@eyalized linear model. The values of
the main dependent variables (general delinquemey® non-negative integers that
measured a count of the number of types of crimeswaitted. A common property of

count data is that the distribution is often pesiif skewed with a large number of zero
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counts. This is a frequent occurrence with marijngeency-type variables as most
cases fall at the lower end of the distributionfvigwer cases reporting a high number of
occurrences. A frequency distribution indicateat the general delinquency variable
was positively skewed (mean=2.3 offences, N=528)\aolated the normal distribution
assumption required to use ordinary least-squ@kS) regression. Although there is no
explicit assumption about the distribution of degemt variables in OLS (Tabachnick &
Fidell, 2007), it is important that the residuale aormally distributed in order to provide
accurate inferences (Atkins & Gallop, 2007). Whiiilsay have been possible to rescale
the counts to a set of categories resembling aaatistribution curve, reducing counts
to categories masks important information containdtie data, and the choice of cutting
points may drastically affect the results (Gardiarlvey, & Shaw, 1995). Often square-
root transformations are recommended for count @atanson & Wichern, 1998),
however this strategy is less than ideal for a nemolb reasons. First, transforming the
variable does not overcome the problem of excass {&arazsia & van Dulman, 2008).
Secondly, transformed variables are often morecditfto interpret than non-
transformed ones (Tabachnick & Fidell, 2007). Onatsgy to overcome these
difficulties is to employ Poisson regression modesisson regression is a type of
generalized linear model that allows for the usearf-normally distributed variables and
excess zeros with count data (Long, 1997), assuthatghe occurrence of the events are
random and independent (Osgood, 2000).

The use of Poisson regression models have incréadled past three decades and
often have been used in psychological, sociologaral biological studies (Land,

McCall, & Nagin, 1996). Application of Poisson regsion models has been an
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important approach to the study of delinquent amdinal careers (D’Unger, Land,
McCall, & Nagin, 1998; Land, 1992; Nagin & Land,9¥). The Poisson distribution has
also been useful in estimating criminal populatigee Bouchard, 2007; Bouchard &
Tremblay, 2005). Using a variant of the Poiss@ression model -negative binomial
regression- Osgood (2000), found this method tpas&cularly useful in analyzing
aggregate crime rates as the error distributioag@ansistent with the nature of event
counts (pg 21).

Since our sample was limited to individuals who oaitted at least one type of
delinquent activity (a count of 1-10), zero-trurezhhegative binomial regression
(ZTNB) was used to examine general delinquency. BTdNappropriate when the
dependent count variable has an absence of zedds awmerdispersed (Gurmu & Trivedi,
1992; Long, 1997). While Poisson regression iseful technique for analyzing count
(discrete) data, there are two restrictive assuimptthat must be met. Failure to meet any
one of the assumptions will produce inaccuratereds of its variance terms leading to
false inferences of the model (Gardner et al., L995st, the variance must be equal to
the mean, a condition also known as equi-dispei&iong, 1997). When the variance
exceeds the mean (i.e. the data is overdisperseblems with estimating standard
errors and indicators in the model occur (Camerdfri&edi, 1998). With truncated
models, it is especially important to test for thssthe presence of overdispersion in this
case can spuriously produce small estimated starateors of the estimated regression
coefficient vector. This has the effect of inf@ft-ratio tests of significance, leading to
potential type | errors (Land et al., 1996). Tdtedmine if overdispersion was a problem

in this dependent variable, a likelihood ratio sfusare test for ZTNB was estimated.
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This test revealed the presence of overdispersitna (gang vs. non-gang, N=523;
group vs. non-group, N=479) out of the three samptal the null hypothesis @t0
could be rejected (N=523: 22.62k0.001; N=479: 11.35<0.001). In the third sample
(gang vs. group, n=215) the test did not reveattmalition of overdispersion (0.67,
p>0.001). A zero-truncated poisson model was rumhfe third sample and produced
similar results to the ZTNB. For consistency pwgs ZTNB was used to estimate the
models for all three samples.

Multivariate analyses were also run on separatestyy crimes: drug supply
(including drug dealing and cannabis cultivatioalsmed separately), violent, and
property crimes. The drug supply variable coukbdie considered as count-type data
(participation in 0-3 drug supply offences); theref standard Poisson regression was
suitable for analyzing this dependent variabletéla for overdispersion negative
binomial (NB) regression was run, a technique do&s not assume that the mean and
the variance are equal. The negative binomial isadid not provide a better fit with the
data. While NB can be helpful in overcoming thelpeon of overdispersion, it is
sometimes the case that overdispersion has beerdtay an excess of zeros (Long,
1997). In this case, there may have been an ahuaad# respondents not participating
in any drug supply offences (hence the excess xetem-inflated poisson (ZIP) was
used to test for this possibility. Zero-inflategthniques allow for the prediction of two
types of outcomes: 1) presence or absence of ticerme; and 2) when the outcome is
non-zero (Atkins & Gallop, 2007). In the zero goothere may be different processes
explaining why a respondent is a zero (i.e. didemgage in a particular activity). For

instance, one group will never go beyond zero bez#uey have no chance to do so (e.g.
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a scientist who has no chance of publishing beclussield does not allow publishing),
whereas the other zero group has the probabilihaging a positive non-zero outcome
(e.g. a scientist who tries to publish but is ueessful for whatever reason) (Long,
1997). ZIP models did not consistently provides#tdr fit than the standard Poisson
regression models, but most importantly, some @htlodels did not converge, an
important condition for the use of ZIP. There wals problems estimating certain
coefficients in the inflated models, especiallyhmalichotomous variables (i.e. hard drug
use). As a result, it was determined that overdspe was not a problem here and the
issue of excess zeros was not a problematic condir this variable. To be sure,
results from ZIP models and standard Poisson reigresvere compared and revealed
similar results.

Due to the limited range of the violence and propscales (each containing
only two items) these variables were dichotomizedl lagistic regression was used. In
addition, types of drug supply offences were diohuzed and examined separately
(drug dealing and cannabis cultivation). Logiséignession predicts the likelihood of an
event occurring. An odds ratio is a probabiliteffiwient that is defined by dividing the
probability (the odds) of an outcome occurring b probability of the event not
occurring (Tabachnick & Fidell, 2007). The benefiusing an odds ratibis that it is
“independent of the marginal distributions (e.gev@alence) of explanatory and outcome

variables and [is] unaffected by the study desigi@rington & Loeber, 2000, pg. 104).

1% 0dds ratios and correlations will often producdetiént conclusions about the strength of assodisitio
between variables. Using the example of the Rittslyouth Study (PYS), relationships amongst the
explanatory variables and delinquency were quitekvaecording to the phi values. On the other hand
values of the odds ratio found much stronger aationis (ex. OR for lack of guilt was three times
higher than the phivalue). While the strengtlasfociations is different in this case, the inttgtion
of the order of important explanatory variables afsost identical (Farrington & Loeber, 2000)
indicating that information is not necessarily ltsbugh dichotomizing.
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In this study, logistic regression will be usegtedict the likelihood of involvement in
each delinquent activity. One of the main advaegag using logistic regression is the
relative simplicity in the presentation and undemsiing of resulfS.

The strength of using logistic regression is thatassumptions required for OLS
are relaxed. Logistic regression does not requarebles to be normally distributed,
does not assume linearity of the relationship betwitbe dependent and independent
variables, does not assume homoscedascity, anthadsihe capacity to analyze all types
of predictors (discrete, continuous, and dichotosho{I abachnick & Fidell, 2007). The
problem with using linear regression to analyzédiomous dependent variables is that
the probability range of an event occurring rarfges O (not occurring) to 1 (occurring)
(Pampel, 2000). Linear regression lines, howedvarg no upward positive or downward
negative limits; therefore, it makes little sens@rtedict values of the dependent variable
above one and below zero (Pampel, 2000). Alsherdahan viewing the probability
distribution as a truncated linear relationshiphvétfloor and a ceiling, an S-shaped curve
is a more theoretically appropriate distributidks the values approach zero or one, a
greater change in the independent variable is reguthan when the values approximate
the middle of the curve (Pampel, 2000). This megdr curve may approximate linearity,
but instead of continuing indefinitely upwards emeshwards, the curve bends slowly and
smoothly as it approaches zero and one. A lingaession line will actually

underestimate the relationships in the middle eflihe and overstate the relationships at

" While it has been suggested that dichotomizingabées leads to decreases in the strength of
associations amongst variables and the loss ofriaaptonformation, Farrington & Loeber (2000) argue
that the use of odds ratio is actually a bettersmesnof the strength of association between dichots
variables than product-moment correlations usinginaous level data. For example, instead of
creating scales for the approximately 40 explawyateriables used in the PYS, researchers created
delinquency categories to examine relationshipsdean variables. Using a 25:75 split allowed
researchers to examine the ‘worst’ quarter of dvepde (Farrington & Loeber, 2000).
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the extreme$ (Pampel, 2000). The important point is that tfiect of the independent
variable on the dependent variable is strongdnemtiddle than at the lower and upper
limits (Pampel, 2000).

Analyses were conducted in SPSS version 17.0 whssile, however certain
types of analyses could not be conducted withghagiram (ZTNB and ZIP). When this

was the case, analyses were conducted in STATAIC. 1

?Toillustrate the nonlinear relationship of dichotaus variables, a useful example is the relatignshi
between the number of delinquent peers and comuittiserious offence. For instance, if the number
of delinquent peer contacts increases the liketihafocommitting a crime, an increase in the nundfer
delinquent friends from three to four delinquentand increase the likelihood of a serious offence

occurring more so than an increase from no delinginiends to only one or from ten delinquent fden
to 11.
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4: RESULTS

4.1 Bivariate Analyses

Table 2 compares involvement in delinquent aetisiand drug use among non-
group offenders (N=308), those who identified astgng to a group of delinquents
(N=171), and those who identified as gang membéhgmthe past 12 months (N=44).
This allows for a direct comparison of offendingrad a continuum that not only
examines the potential differences between ganganejang youth but also includes
comparisons of non-group offenders and delinquesigmembers. As expected, we see
an increase in offending from non-group to groupmbers, and from group to gang
members. In fact, gang members report higher peecal and mean rates compared to
non-group offenders and groups of delinquentslinfahe delinquent activities. For
example, there are significant increases in thenmeanber of offences reported by each
group when examining the general delinquency s&Gdag members report almost five
types (4.8) of offences, groups of delinquents repg approximately two to three
offences (2.5), and non-group offenders reportingpat two offences (1.8) on average.

When examining specific types of crimes compodegdelinquency scale, we
see that involvement in drug supply offences (dtegling and cannabis cultivation) is
quite high. Almost 60% of gang members reportip@eting in this these activities.
Involvement in drug dealing is also quite highdooup members, with approximately
40% of members report engaging in this type of ngegemnerating activity. A

significantly higher number of groups than non-gr®uveport being involved in drug
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dealing, with only 23% of non-group offenders rdjpay involvement. The most drastic

difference between gangs and groups is seen f@antioffending ¢*=22.98,p<0.001).

Over 50% of gang members indicate participatingahent offences, with significantly

fewer groups (20.5%) and non-groups (12.0%) enggigitthis type of activity.

Table 2

Comparison of Non-Group, Group, and Gang Membeithen
Participation in Delinquent Activities and Drug Use

Non- Groupr Gang | Groug Gang vs  Groug
Group vs. Non- Non- VS.
(308) (171) (44) | Group Gang Gang
Control Variables
Age 156 155 156 |n.s n.s n.s
Gender % % %
Male 59.1 725 818 |** * n.s
Female 409 275 182
Low SES 211 246 364 |ns * n.s
Drug Use
Cannabis Use (0-3) 085 1.16 1.64 |*** okk *x
Hard Drug Use (0-1) 0.04 013 030 | * el **
Offences % % %
Drug Dealing 227 39.8 59.1 |*** *rk *
Cannabis Cultivation 21.8 275 591 |ns el rork
Violence 120 205 568 | * el ok
Property 295 298 500 |ns ** *
Offence Scales
General Delinquency (1-101.77 254 478 |*** okk *rk,
SD (1.25) (1.57) (2.66)
Drug Supply (0-3) 050 085 150 |**=* okk kk
SD (0.78) (1.03) (1.05)
Violent Offences (0-2) 0.12 0.20 0.89 |ns ol ok
SD (0.33) (0.40) (0.87)
Property Offences (0-2) 0.30 0.30 0.77 |n.s okk kk
SD (0.46) (0.46) (0.86)

Note: *p<0.05, ** p<0.01, ***p<0.001
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Examination of drug use variables reveals thattdresumption of cannabis or
hard drugs is significantly more frequent from rgroup to gang members. Almost 1/3
(30%) of gang members reported consumption of Haxgds at least once a week
compared to significantly less prevalence rategfoup and non-group offenders (13%
and 4% respectively). Gang members also reporgwsannabis one to two times per
week on average.

Group offenders also report higher prevalencesrditan non-group offenders.
However, not all of these differences were statidity significant. Of interest is the lack
of significant difference for cannabis cultivatiand violent (scale) and property
offences between non-group and groups of delinguehte fact that groups are involved
in cannabis cultivation just the same as non-guftgnders reflects the potential diverse
nature of this offence. While gang members arelired in this activity at significantly
higher rates and perhaps at a larger scale thaip gnad non-gang youth offenders,
cannabis cultivation can occur on a relatively semacale with individuals or a few
friends growing for personal use. Similarities al®o found in the socio-demographic
characteristics between groups. For instance, gadggroup members appear to be
similar with respect to age, gender, and SES. Wjasg and non-gang youth compared
however, results show that gang members are nialy lio be male and to come from a
low-income family than non-gang members.

Overall, these results show that gang membermnare likely to be involved in
more types of crimes and at a much higher prevalesie compared to those respondents
who do not belong to a gang, and even to thosebglang to an identifiable delinquent

group. However, what is unclear is why there isagpession of increased offending.
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The organizational level of a group or gang mayja® some answers to help
understand this finding. In order to examine tbssie further, respondents were
compared on the types and number of organizatieaalires of their group/gang (Table
3). Since non-group members by their very definiticould not have organizational
properties, they were dropped from the analysiblera shows that a substantial portion
of gang members report at least one organizatieasiire (34 out of 44). At the same
time however, this finding also reveals that nbgahg members reported organizational
features. Although groups scored significantlyéown the organizational scale (4.0 vs.
1.3), and a smaller proportion of group membersnteg organizational features
(88/171), a majority (51.5%) of these groups dosssome features that usually are

attributed to gangs orlf§/

*Comparisons were made between those responderntspuooting any organizational feature and those
who indicated at least one feature. The use adrotbmous measure of organization revealed no
significant differences for gang members on anthefdelinquent activities examined. For delinquent
group members however, significant differences viewed for the general delinquency scale, drug
supply offences (including drug dealing and cans&hiltivation separately), and cannabis and hasd dr
use. For group members, this indicates that goimm ho organizational features to at least oneahas
significant association with higher delinquencyr Bang members on the other hand, going from none
to at least one organizational feature is not aatextwith higher levels of delinquency. Gang merabe
already have higher rates of delinquency, thusladdmous measure of organization does not have an
effect on offending. It may be that a continuunoafanization (i.e. number of organizational feature
present) is associated with delinquency more so siraply going from none to at least one.
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Table 3
Comparison of Gang and Group Members on
Organizational Features

Gang Members  Group Members Phi
(N=44) (N=171)
Organization Scale % %
Group Name 40.9 9.4 0.35%**
Group Leader 43.2 9.9 0.36***
Hierarchy 43.2 11.7 0.33***
Meeting Location 40.9 22.8 0.17*
Distinctive Signs/Codes 38.6 13.5 0.26***
Rules 47.7 13.5 0.34***
Initiation 34.1 11.7 0.25%**
Protect Territory 50.0 111 0.40%**
Defend Honour/Reputation 61.4 29.2 0.27***
Organization Scale 0-9 0-9
Mean 4.0 1.3 kK
Median 4.0 1.0
SD 3.3 1.9

Note: *p<0.05, ** p<0.01, ***p<0.001

The highest reported organizational measure itelichy group members is
defence of honour/reputation (29.2%), followed bggence of a meeting location
(22.8%), rules (13.5%) and display of distinctivgns or codes (13.5%). Here we see
some similarities between gangs and delinquentggrauterms of the types of
organizational features most reported. Gang merhbmgisest reported organizational
feature is also defence of honour/reputation aliteat much higher prevalence rate
(61.4%). Defending of one’s honour or reputat®often a quality linked to gang
members and usually results in violence, but heres&e almost a third of group
members reporting this feature as well. The negtidst organizational feature reported
is the protection of a specific territory (50.0%i),turf, a typical feature for gangs,

especially for those involved in drug dealing. Yé&w delinquent group members report
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this organizational characteristic (11.1%). A #igant number of gang members also
report having rules (47.7%), a group leader (43.2f46) presence of a hierarchical
structure (43.2%), with much fewer group membep®reng these features. While
delinquent groups do report organizational feattypgally thought to reflect gangs,
gang members still report a higher prevalence omraé measures (4.0 vs 1.3).

Since gang and group members report organizagmtuifes, correlations between
organization and delinquency among the three soipks of gang or group respondents
(Table 4) are also considered. First, the assonidetween organizational level and
delinquency is examined for gang members (N = #dnoderate, positive correlation is
seen for organization and general delinquency (@89.05) where higher levels of
organization reflect an increase in delinquencyargination of the types of crimes
composing the general delinquency scale reveals sot@resting differences. The
correlation between violent offences and orgarraits the only significant correlation
(0.36,p<0.05). This is similar to Decker et al. (2008),ondiso found a strong, positive
correlation between gang organizational level avdlvement in violent offences. Our
findings differ from this study in that no otherpglation was found to be significant,
including drug supply offences, which includes bdthg dealing and cannabis

cultivation, an activity that is frequently carriedt by gang members.
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Table 4
Spearman’s correlation of Organization with Diffetr@ypes of Crimes and
Drug Use for Gang Members and Group Members

Gang Groug Gangs and Grol

Members Members Members

(N=44) (N=171) (N=215)
General Delinquenc  0.39* 0.31%** 0.41%**
Drug Supply Offences0.17 0.25** 0.31%**
Drug Dealing -0.03 0.21** 0.21**
Cannabis Cultivation 0.24 0.13 0.23**
Violent Offences 0.36* 0.05 0.22**
Property Offences 0.15 0.04 0.13
Cannabis Use -0.01 0.27*** 0.24%**
Hard Drug Use 0.16 0.18* 0.20**

Note: *p<0.05, ** p<0.01, ***p<0.001

Second, only respondents who reported being “gofigmders” (N=171) were
selected to examine the relationship between ozgtion, delinquency, and different
types of crimes. Similar to gangs, a moderateetation is seen between organizational
level and general delinquency (0.9¥0.001). Again, this positive relationship with
organization does not hold for all types of crim@&se level of organization is not
significantly related to involvement in violent property offending, but was positively
related to involvement in drug supply offences $0@x0.001). When drug supply
offences are examine separately, organizatiomgrsfgiant for drug dealing (0.21,
p<0.01), but not for cannabis cultivation. Unlikengamembers, the frequency of
cannabis use and involvement in hard drug usesgiypely and significantly related to

the level of group organization. Ignoring the potgmqualitative differences between
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gangs and groups, gang and group members are oaxiniN215) to assess the role of
organization. Significant correlations are seefwben organization and all delinquent
activities, with the exception of property crimddnknown is whether this is an effect of
gang membership (gang members score higher onthmtelinquency scale and the
organization scale), or if this is an effect ofamgation over and above gang
membership.

In order to compare gangs and groups that are hghdy organized to those that
are lesser organized (a similar design to Shelay,,€t995), gang and group members are
split into two categories: “organized” (reportedei or more organizational featut®s
and “disorganized” (reported fewer than three oigstional features). Beginning with
general delinquency, we see that organized gangomesnscore significantly higher on
the delinquency scale (5.42) than organized groembers (3.43). Also, those gangs
and groups considered organized significantly diifem their disorganized counterparts
as organized gangs/groups report a significangirdi number of offences. This
indicates that both gang membership and organizatiatter when considering general
delinquency. A slightly different result emergelsen drug supply offences are
considered. We find scores of 1.29 (organizedmyalt39 (disorganized gang), and
1.58 (organized gang) on the drug supply scale.tWishows is that those involved in
drug supply offences are just as organized wheltercome from a group, or a gang.
Examining dealing and cultivation separately reysaime interesting differences

between these types of drug supply offences. Sinaildrug supply offences, those

“ The cut-off point of three or more organizatiofeaitures was used since approximately one quarter
(28.5%) of the sample (n=215) fell into this catggoThis allowed for a comparison of the quart&sin
‘organized’ gangs or groups. To ensure the 3+offytoint was an appropriate estimation of the most
organized gangs/groups, a cut-off point of foumare organizational features was also tried. Result
were similar and there were no differences in §icgmice values with the 4+ cut-off.
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involved in dealing are just as organized regasgliethey belong to a group or a gang.
On the other hand, those involved in cannabisvatlon are significantly more likely to
belong to an organized gang than an organized giWie not statistically significant,
50% of disorganized gang members reported involwmecultivation versus only 37%
of organizedgroup members. This highlights the role of gangntmership and
organization in the cannabis cultivation industext, organized and disorganized
gangs/groups are compared on their involvemenibilent offending. We see a very
large difference in the proportion of organizedgmamembers as opposed to organized
group members participating in violent crime (7380 26% respectively). In addition to

a gang effect, it is clear that organization alas &n effect, especially for gang members

as 73% of organized gang member report involvenneviblent offences compared to

only 33% of disorganized gang members. Lastlypfoperty offences we failed to find

significant differences between organized gangsoagdnized groups.

Table 5
Comparison of “Organized” versus “Disorganized”

Table 5a. General Delinquency

Gangs and Groups by Offence Type

Table StogCSupply Offences

GANG GANG
Organized | Disorganize Organized | Disorganize
GROUP GROUP
5.42 3.83 1.58 1.39
Organized Organized
3.43 3.43 1.29 1.29
5.42 3.83 1.58 1.39
Disorganized Disorganized
2.32 2.32 0.74 0.74
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Table 5c. Drug Dealer

Table 5d. Grower

GANG GANG
Organized | Disorganize Organized | Disorganize
GROUP GROUP
57.7% 61.1% 65.4% 50.0%
Organized Organized
54.3% 54.3% 37.1% 37.1%
57.7% 61.1% 65.4% 50.0%
Disorganized Disorganized
36.0% 36.0% 25.0% 25.0%

Table 5e. Violent Offences

Table 5f. Prop@ffences

GANG GANG
Organized | Disorganize Organized | Disorganize
GROUP GROUP
73.1% 33.3% 57.7% 38.9%
Organized Organized
25.7% 25.7% 34.3% 34.3%
73.1% 33.3% 57.7% 38.9%
Disorganized Disorganized
19.1% 19.1% 28.7% 28.7%

*Light grey indicatep<0.05; dark grey indicatgs<0.01.

The bivariate results have revealed some inteiggfitidings. First, we see a
progression in offending where there is a signiftaacrease in the prevalence of
offending from non-groups to groups, and finallygengs. This highlights the possibility
that there is a gang or group effect on offend8erond, we find a general association
between organizational features and delinquencweier, this relationship may not
hold for both gangs and groups for all types ahers. Lastly, we see that organizational
level appears to influence gangs and groups diftere Still unknown is whether these

differences in offending between these three growbd when examined independently.
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Is it membership to a group or gang that matters b how organized that gang or

group is that has an influence on delinquency?

4.2 Multivariate Analyses

Analyses at the multivariate level were run to datee both the independent
influence of group or gang membership but alsoctnene the effect of a continuum of
organization might have on offending behaviourst-we start with examining the
general delinquency scale (1-10), using zero tieacaegative binomial (ZTNB)
regression (Table 6). First, by excluding gang toers from the analysis, group and
non-group offenders are selected (N=479) in ordexemine the influence of group
membership. Next, gang members are compared foltrsample of non-gang youth
(N=523) to examine the influence of gang membershipffending. Finally, only group
and gang members are selected (N=215) to assessl#pendent influence of gang
membership (model 1). Organizational level is adidethe second model to determine
its association with delinquency but also to coreghe strength of association with the

effects of membership.
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Table 6
Estimated Parameters in Zero Truncated NegativerBial for General Delinquency

Group vs. Gang vs. Group vs. Group vs.
Non-Group Non-Gang Gang Gang
(N=479) (N=523) (N=215) (N=215)
Model 1 Model 2
Control Variable b(SE®) z b(SE z b(SE z b(SE z
Age 0.063 1.09 0.024 0.48 0.030 0.59 0.000 0.00
(0.058) (0.050) (0.051) (0.049)
Gender 0.369 3.12** 0.421 3.89%** 0.365 2.74* 0.372 2.69**
(0.118) (0.108) (0.133) (0.138)
SES 0.108 0.96 0.138 1.30 0.199 1.71 0.239 2.10*
(0.113) (0.106) (0.117) (0.114)
Cannabis Use 0.302 5.62%** 0.277 5.61*** 0.254 4.34%** 0.246 4.82***
(0.054) (0.049) (0.058) (0.051)
Hard Drug Use 0.416 3.56*** 0.465 4.32%** 0.338 2.79** 0.274 2.83**
(0.117) (0.108) (0.121) (0.097)
Group Membership 0.420 4.05%+* -- -
(0.104)
Gang Membership -- 0.785 6.04*** 0.492 3.99%** 0.266 2.17*
(0.130) (0.123) (0.123)
Organization Scale -- -- - 0.079 4.74%**
(0.017)
2 162.19( 200.34( 121.83( 170.18(
Log Likelihood -635.930 -747.667 -361.450 -350.392
McFadden’s Adjusted R 0.054 0.075 0.093 0.117
Cox & Snell R?2 0.169 0.231 0.347 0411
BIC 1321.233 1545.409 765.865 718.784

Note: *p<0.05, ** p<0.01, **p<0.001, T marging<0.10.

® Robust standard errors reported. Robust standaots @ttempt to adjust for heterogeneity in theleio

61



The left hand side of the table compares group neesnfexcluding gang
members) and non-group offenders (N=479). Herseawethat belonging to a delinquent
group has a significant and independent associatitndelinquency. Group
membership is related to involvement in a highenber of delinquent activities. The
frequency of drug use, both cannabis and hard @sagare also an important significant
predictors. Higher levels of drug use are assediaiith greater delinquency. Of the
socio-demographic predictors, gender plays a rol®iv many offences are committed,
where males unsurprisingly report a higher numlerffences than females. The middle
part of table 6 examines the influence of gang nesibp on the sample of gang and
non-gang youth (N=523). Results are similar to ¢hiwsind for groups: all else constant,
gang membership is also an important predictoletihquency involvement. Gang
members engage in a significantly higher numbefieihces compared to those who do
not belong to a gang. Not only is belonging taagya significant predictor, it has the
strongest association with delinquency (z=634).001). Cannabis use is a significant
but not as important as belonging to a gang (z5%60.001).

Selecting gang and group members (N=215), the hghdt side of table 6
examines the independent influence of organizatiewval above and beyond gang
membership. Starting with model 1, we see agaihghag membership is strongly
associated to the number of offences committechn@lais, hard drug use, and gender are
also significant predictors. When the organizaildavel is added to model 2, not only
do we see that organization matters, but we atgbthat it is a stronger predictor of
delinquency (z=4.74) than gang membership (z=2.A7)kelihood ratio test is

significant £<0.001) indicating model 2 provides a better fitwthe data. Also,
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comparing the difference in BIC values (16.745\esn the two models provides very
strong support for the second model. Much the sssreefore, frequency of drug use
and gender also significantly predict delinquernmuever when only gangs and groups
are considered, low SES becomes important. Gadg@oup members who come from
families with lower incomes report a greater nunmdfasffences.

What happens when we break down the general delnayuscale and examine
specific types of offences? Table 7 looks at antofidrug supply offences (0-3) using
standard Poisson regression. Following the sammesfioas for the general delinquency
scale, we start with the left side of the tablentparing group and non-group offenders
(N=479), belonging to a delinquent group is a digant predictor for the number of
drug supply offences reported. The frequency ofdrse, especially cannabis use has a
very strong positive effect on participating in gsupply offences. Gender (being male)
and low SES has an effect on how many drug sugdf#ynces are committed. We find
similar results when comparing gang and non-gandghy@N=523, middle part of table
7). Gang membership significantly predicts a greatlevel of involvement in drug
supply offences. Similar to groups, we see thengtinfluence of cannabis use on drug

supply offending, in addition to the significantpact of low SES.
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Estimated Parameters in Standard Poisson RegrdesiDmnug Supply Offences

Table 7

Group vs. Gang vs. Group vs. Group vs.
Non-Group Non-Gang Gang Gang
(N=479) (N=523) (N=215) (N=215)
Model 1 Model 2
Control Variable b(SE 2 b(SE 2 b(SE 2 b(SE 2
Age 0.113 1.90 0.044 0.92 0.011 0.18 -0.009 -0.15
(0.059) (0.048) (0.058) (0.057)
Gender 0.119 0.99 0.200 1.75 0.182 1.20 0.191 1.23
(0.1220) (0.114) (0.152) (0.155)
SES 0.289 2.24* 0.223 1.87 0.200 1.27 0.241 1.53
(0.129) (0.119) (0.157) (0.158)
Cannabis Use 0.648 10.25*** 0.626 11.33%** 0.615 8.90*** 0.602 9.17%**
(0.063) (0.055) (0.069) (0.066)
Hard Drug Use 0.384 2.35* 0.341 2.44* 0.305 2.10* 0.292 2.10*
(0.163) (0.140) (0.145) (0.139)
Group Membership 0.276 2.39* - - --
(0.115)
Gang Membership -- 0.218 1.87 0.096 0.79 -0.038 -0.30
(0.116) (0.121) (0.129)
Organization Scale -- - -- - 0.055 2.61**
(0.021)
12 259.430*** 325.700*** 180.420*** 186.840***
Log Likelihood -436.886 -499.613 -236.377 -234.297
McFadden’s Adjusted® R? 0.156 0.166 0.161 0.165
Cox & Snell R2 0.311 0.338 0.393 0.405
BIC - - 510.347 511.559

' McFadden’s adjusted’®s similar to the adjusted®i OLS since it penalizes models that have too npaegtictors. If predictors are effective then tieaglity
to the Rvalue will be small relative to the added inforroatbf the predictors. However, if the added priedgcdo not contribute sufficiently to the model,
then the penalty to the’Ralue will be noticeable. Cox & Snelf® calculated using the ratio of likelihoods oé thull model and the full model (the smaller
the ratio, the greater the improvement). Cox &ISR&also takes into account sample size and has a maximlue less than one.
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The independent effect of gang membership disapgeawever when only gang
or group members are considered (N=215, right Isahel of table 7). When compared to
groups, gang membership is not a significant ptedior involvement in drug supply
offences. In this case, groups are just as likelgangs are to commit drug supply
offences. If “membership” per se does not mattedfog supply offending, does the
level of organization matter? Model 2 shows thgaaizational level does matter and is
in fact an important and significant predictor foe commission of drug supply offences.
The likelihood ratio test indicates the additioroaganization significantly improves the
model fit (p<0.05). Difference in BIC values (1.212) providegy weak support for
model 1. For drug supply offenders, it is not mership to a gang that matters, but
rather how organized the gang or group is. Thdiffsrent from results seen for general
delinquency. Here both gang and group membersmiady involved in this type of
activity, what differentiates how involved a groopgang member is in drug supply
offending is how organized they are. This hasr@stng implications as previous
research has suggested that involvement in dreg sabften a disorganized and
individually focused activity (Decker, Bynum, Welisg€998; Decker & Van Winkle,
1995). Recall that young offenders of this regiaméhthe option of being involved in
cannabis cultivation as opposed to just drug dgaltich may have had an effect on the
findings. There may be different processes opggdhat explain the involvement in
these two types of drug supply offences.

Additional analyses tackle this issue explicitlyn®¥ happens when we consider
specific types of drug supply offences, drug degéind cannabis cultivation, separately?

Tables 8 and 9 looks at the involvement in drudidgand cannabis cultivation using

65



logistic regression. Examining non-group and grovgmbers (N=479, left hand side of
tables 8 & 9), similar to the bivariate resultuw membership is found to be
significantly related to involvement in drug deglibut not for cannabis cultivation.
Those offenders not affiliated with any group arst gs likely as those belonging to a
delinquent group to engage in growing cannabpftears that those involved in drug
dealing as opposed to cannabis cultivation infleghe significant effect of group
membership for drug supply offences. The drug suppéle measures not only
involvement but also how many supply offences cottewhi In that case, group members
are more likely to be involved in multiple suppbbp simultaneously reflecting a greater
level of commitment to drug supply offending. Whea examine the influence of gang
membership in the full sample (N=523, middle ofléstB & 9), we fail to find a
membership effect on drug dealing. Gang membersaair significantly more likely to

be involved in drug sales. The bivariate resultscated that gang membership would be
significantly related to drug dealing, however windiner factors are controlled for in the
multivariate model, especially the influence ofcabis use, the effects of gang
membership are reduced. On the other hand, foratesgultivation, belonging to a gang
is a significant predictor for involvement in cabisacultivation. Cannabis cultivation in
this case appears to be influencing the marginad gdfect seen in the results for the

drug supply scale.
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Table 8

Estimated Parameters in Logistic Regression fogMaaling

Group vs. Gang vs. Group vs. Group vs.
Non-Group Non-Gang Gang Gang
(N=479) (N=523) (N=215) (N=215)
Model 1 Model 2
Control Variable b(SE 2 b(SE 2 b(SE 2 b(SE 2
Age 0.103 0.72 -0.002 -0.02 -0.169 -0.80 -0.197 -0.94
(0.144) (0.134) (0.210) (0.209)
Gender 0.513 2.02* 0.688 2.82** 0.831 1.96 0.856 2.05*
(0.255) (0.244) (0.424) (0.418)
SES 0.205 0.76 0.123 0.47 0.046 0.12 0.061 0.16
(0.271) (0.263) (0.390) (0.386)
Cannabis Use 1.240 8.39*** 1.207 8.93*** 1.372 6.70%**+* 1.376 6.72%**
(0.148) (0.135) (0.205) (0.205)
Hard Drug Use 0.710 1.36 0.818 1.72' 0.733 1.21 0.642 1.10
(0.521) (0.476) (0.604) (0.584)
Group Membership 0.507 2.06* - - --
(0.246)
Gang Membership -- 0.578 131 0.326 0.67 0.097 0.18
(0.440) (0.486) (0.530)
Organization Scale -- -- 0.095 1.20
(0.079)
12 97.730*** 102.500%** 53.240*** 54.750***
Log Likelihood -220.420 -247.140 -106.461 -105.735
McFadden’s Adjusted R 0.209 0.219 0.230 0.228
Cox & Snell R? 0.245 0.258 0.316 0.321
BICY - - 250.516 254.435

Note: *p<0.05, ** p<0.01, ***p<0.001, t marginal; robust standard errors reported

Y BIC compares maximum likelihood models and is asueathat combines fit and complexity of two modeisthe same data
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Table 9

Estimated Parameters in Logistic Regression fom@his Cultivation

Group vs. Gang vs. Group vs. Group vs.
Non-Group Non-Gang Gang Gang
(N=479) (N=523) (N=215) (N=215)
Model 1 Model 2
Control Variable b(SE 2 b(SE 2 b(SE 2 b(SE 2
Age 0.363 2.87* 0.290 2.47* 0.170 0.88 0.143 0.73
(0.227) (0.118) (0.193) (0.197)
Gender 0.094 0.37 0.040 0.17 -0.057 -0.15 -0.047 -0.12
(0.254) (0.238) (0.393) (0.393)
SES 0.363 1.40 0.329 1.34 0.549 1.52 0.590 1.60
(0.260) (0.245) (0.361) (0.369)
Cannabis Use 0.885 6.39%** 0.905 7.22%* 1.027 5.33*** 1.024 5.24***
(0.139) (0.125) (0.193) (0.195)
Hard Drug Use 0.318 0.71 0.245 0.62 0.480 1.08 0.421 0.94
(0.447) (0.393) (0.443) (0.447)
Group Membership 0.067 0.27 - -
(0.248)
Gang Membership -- 1.110 2.86** 1.066 2.46* 0.823 1.87
(0.388) (0.434) (0.453)
Organization Scale -- - -- 0.105 1.49
(0.071)
12 66.400*** 79.560*** 40.430*** 42 .430***
Log Likelihood -225.670 -251.014 -107.043 -106.015
McFadden’s Adjusted R 0.115 0.151 0.172 0.172
Cox & Snell R? 0.144 0.183 0.249 0.256
BIC - - 251.680 254.995

Note: *p<0.05, ** p<0.01, ***p<0.001, t marginal; robust standard errors reported
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When gang and group members are selected (modghihand side of tables 8
& 9), we find similar results: membership to a galogs not significantly increase the
likelihood of involvement in drug dealing but ddesinvolvement in cannabis
cultivation. Membership matters when it comesmivement in cultivation but not for
drug dealing. The lack of a gang effect for dephppears to have influenced the non-
significant effect of gang membership seen fordhey supply scale. These results
indicate that membership affects involvement inidgaand cannabis cultivation
differently. Will a similar pattern of results enge for organization? Model 2 suggests
that it does not. A higher number of organizatideatures reported is not associated
with a higher likelihood of involvement in drug dieg or cannabis cultivation.
Interestingly, gang membership becomes only maligismgnificant (p=0.072) once
organizational level is added for drug dealing. imodels 1 and 2 models are
significant for both type of drug supply offencése likelihood ratio test comparing
model 1 and model 2 is not significant indicatihg iddition of organization does not
provide a better model fit. The difference in Bl@lues (3.919 and 3.315 respectively)
also provides positive support for model 1. Fargddealing, there does not appear to be
a gang or an organization effect. However, gangb@ship is an important predictor
for involvement in cannabis cultivation.

Similar to the results on drug supply offences nedms use is also a strong
predictor for involvement in dealing and cannahiki¢ation and is in fact consistently
the strongest predictor regardless of the compagsoup (N=479, N=523, N=215).

The strength of cannabis use may explain why orgaion fails to reach significance.
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Much of the variance in the model is attributalléigher frequencies of cannabis use
thus decreasing the relative importance of memigerdh addition to cannabis use, age
was found to be a significant predictor of invoharhin cannabis cultivation. Older
adolescents were more likely to be involved inieatton.

Next, we examine involvement in violent offencesgdogistic regression (table
10). Examining the non-group and group offendBirsA(79, left side of table 10), group
membership is a significant indicator of involverhanviolent offences. Age is also a
significant factor, where older offenders have eatgr likelihood of committing violent
offences. Here is the first time we see fail te Bequency of drug use act as a
significant predictor. When we examine the infloef gang membership using the full
sample (N=523, middle of table 10), not surprismglang members are much more
likely to commit violence than non-gang memberslédimale offenders also have a
higher likelihood of involvement in violence. Seti@g only gang group members again
(model 1, right hand side of table 10), we findifanresults: gang membership is a
strong predictor of involvement in violence compubte group offenders. Does the level
of gang/group organization matter? Model 2 suggéstisthe answer is yes: higher levels
of gang or group organization reflect a higherlih@od of being involved in violent
offending. The addition of the level of organipatidecreases the importance of gang
membership but remains a significant predictohamodel. While the differences in
BIC values (1.377) provides weak support for md&jehe likelihood ratio test is
significant £<0.01) indicating the addition of organization istatistically significant
improvement in model fit. When considering invatwent in violence, both gang

membership and organization are important factotake into account. Low SES also
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has a significant impact on involvement in violeffences for gang and group members,
with those offenders from low-income families hayim higher chance of committing

violent crime.
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Table 10

Estimated Parameters in Logistic Regression foteviibOffences

Group vs. Gang vs. Group vs. Group vs.
Non-Group Non-Gang Gang Gang
(N=479) (N=523) (N=215) (N=215)
Model 1 Model 2
Control Variable b(SE 2 b(SE 2 b(SE 2 b(SE 2
Age 0.342 2.33* 0.294 2.32* 0.414 2.16* 0.377 1.84
(0.1247) (0.227) (0.192) (0.205)
Gender 0.563 1.88 0.653 2.34* 1.026 2.23* 1.032 2.15*
(0.300) (0.279) (0.461) (0.480)
SES 0.020 0.07 0.209 0.79 0.637 1.75 0.718 1.92
(0.300) (0.265) (0.363) (0.373)
Cannabis Use -0.141 -0.98 -0.105 -0.82 0.158 0.91 0.143 0.80
(0.144) (0.128) (0.174) (0.178)
Hard Drug Use 0.359 0.78 0.489 1.29 0.245 0.55 0.108 0.24
(0.458) (0.380) (0.444) (0.442)
Group Membership 0.613 2.36* - - -
(0.260)
Gang Membership - 1.878 5.27%* 1.434 3.69** 1.020 2.34*
(0.356) (0.389) (0.435)
Organization Scale - - - 0.179 2.64**
(0.068)
12 15.710° 46.550*** 33.800*** 43.110***
Log Likelihood -194.067 -225.972 -108.999 -105.625
McFadden’s Adjusted R 0.008 0.071 0.089 0.107
Cox & Snell R’ 0.036 0.091 0.157 0.183
BIC - - 255.593 254.216

Note: *p<0.05, ** p<0.01, ***p<0.001, t marginal; robust standard errors reported
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The last series of logistic regression analysem@&involvement in property
offences (table 11). As can be seen, we have mmachk difficulty in trying to predict
involvement in property offences with the set ofiables used. When groups are
compared to non-groups (N=479, left hand side ld&ta1) there is not a single predictor
that does a good job at predicting involvementropprty offences. Gang membership is
a significant predictor when compared with non-ggogth (N=523, middle of table 11)
but not when group offenders and gang membersxamaired separately (N=215, right
hand side of table 11). The addition of organaa{model 2, right hand side of table 11)
does not help either, suggesting that neither meshienor organization matters for
property crime. What matters however, is the intgred drug use: hard drug use is

positive significant predictors of property crime.
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Table 11
Estimated Parameters in Logistic Regression fop&y Offences

Group vs. Gang vs. Group vs. Group vs.
Non-Group Non-Gang Gang Gang
(N=479) (N=523) (N=215) (N=215)
Model 1 Model 2
Control Variable b(SE 2 b(SE 2 b(SE 2 b(SE 2
Age -0.043 -0.40 -0.033 -0.33 0.056 0.33 0.040 0.24
(0.1209) (0.101) (0.1270) (0.171)
Gender -0.225 -1.07 -0.219 -1.08 -0.094 -0.26 -0.090 -0.25
(0.211) (0.203) (0.360) (0.362)
SES 0.192 0.81 0.128 0.57 0.350 1.00 0.374 1.06
(0.237) (0.226) (0.350) (0.353)
Cannabis Use 0.158 1.40 0.125 121 0.264 1.63 0.256 1.58
(0.113) (0.104) (0.162) (0.162)
Hard Drug Use 0.403 1.04 0.548 1.63 0.967 2.27* 0.934 2.19*
(0.387) (0.335) (0.427) (0.426)
Group Membership -0.058 -0.27 - - --
(0.214)
Gang Membership -- 0.693 2.08* 0.581 1.53 0.429 1.02
(0.334) (0.379) (0.422)
Organization Scale -- - -- 0.062 0.90
(0.068)
12 6.28( 14.160 15.600° 16.320°
Log Likelihood -288.029 -317.879 -128.003 -127.572
McFadden’s Adjusted R -0.013 0.001 0.020 0.016
Cox & Snell R’ 0.013 0.028 0.087 0.090
BIC - - 293.600 298.108

Note: *p<0.05, ** p<0.01, ***p<0.001, t marginal; robust standard errors reported
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5: DISCUSSION

Research on groups and gangs and delinquency remoterritory for academics.
However, empirical investigation into the relatibipsbetween the organizational
components of gangs or groups and delinquencydtasved considerably less attention.
Decker et al. (2008) refer to the issues surroumgdang organization as a ‘black box’
where very little is known about the influentiakwme of the organizational level of gangs
and the role it has on behaviour. Decker (2001 dss indicated the need for research
examining organizational features of gangs but fasother groups involved in
offending. Gangs are not the only group organitiregnselves for criminal purposes.
Various types of delinquent groups organize theweselor similar objectives and they
too may also show similar organizational featuypsctlly considered to represent only
gangs. The goal of this study is to determine twethe level of organization has an
influence on delinquency involvement above and bdyomere membership to a group or
gang. Changing the focus from “gang membershigrganizational level allowed for
the analysis of other kinds of delinquent assamnasti importantly those who considered
themselves as a member of a delinquent group. i@mertant feature of this study is
that three groups of offenders are included iratha@yses: gang members, delinquent
group members, and non-group offenders. This geml/the opportunity to examine the
comparisons not only between gangs and non-gargasdfs but also delinquent groups.
This allows for the examination of whether thera gang or a group “membership”

effect in regards to involvement in delinquencyd anbsequently, whether there is an
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“organization” effect for both gang and group offers. If the role of organization for
gangs and groups has an influence on delinquenelslethen less formal or organized
gangs and groups will have lower levels of delimye Also of interest is whether the
relationship between organization and delinqueniybe similar across different
offence types.

Bivariate and multivariate analyses revealed a rerrabsignificant and
interesting findings and will be discussed furthelow:

» Gang members reported the highest levels of dedingy followed by group
members, and then non-group offenders. This inekictne possibility of
viewing offenders along a continuum of intensityhagangs at one end and non-
group members at the other end.

* Not only does membership to a gang matter butralsmbership to a group.

» Organization matters more than gang membershigdiinquency. This is
especially true for drug supply offences.

» Both membership and organization is important fotence.

» Neither gang membership nor organization matterprfoperty crimes.

5.1 Membership and Delinquency

Gang members were found to have significantly higiievalence rates than
group and non-group offenders in all of the illegetivities analyzed, including cannabis
and hard drug use. This finding holds at the maitate level for the general delinquency
scale, even when only gang and group members asdeved (N=215, Table 6, model
1). Belonging to a gang as opposed to a delingyenitp intensifies delinquent

behaviour. These results are not unexpected ghesrobust finding of the relationship
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between gang membership and increased delinquewels|(Battin et al., 1998;
Esbensen & Huizinga, 1993; Gatti et al., 2005; Gardt al., 2004; Thornberry et al.,
1993). Echoing the arguments from other gang rekees, these results show that gangs
are qualitatively different from groups (e.g. Moat891; Klein, 1995; Thornberry et al.,
2003).

However, fewer studies have measured the progres$idelinquency, from non-
group to group members (the group membership ¢ffectl then from group to gang
members. The current study joins a small grougséarchers suggesting that the
increase in delinquency found in gangs extendgfémders who belong to “groups” in
particular, as opposed to a more general cateddnoa-gang” offenders (Battin et al.,
1998; Huff, 1996). Not only was gang membershggnificant factor for delinquency
but also group membership, even after controllorgtie effect of drug use. The
exclusion of gang members from the analyses higtddthe importance of group
offending. These results join a number of studiemining co-offending and group
offending in showing the importance of the groupteat for understanding delinquency
(Carrington, 2002; Erickson, 1971; Reiss, 1988n8eki, 1990, 1991; Warr, 2002).

These findings have two implications. First, ibgls that the effect of gang
membership extends beyond the influence of delinjpeer group associations
(Esbensen et al., 2003; Thornberry et al., 2008 ats Klein, 1995). Secondly, it
highlights the progression of offending intensityrh non-group, to group, to gang.
Gang members were highest on every measure ofydelnty (including drug use),
followed by delinquent members, with non-group memshkreporting the lowest. For

instance, the mean number of delinquent acts caeuirity gang members was 4.8, 2.5
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for delinquent group members, and 1.7 for non-graf@gnders (see table 2). Battin and
colleagues (1998) also examined the mean numhbzlmiquent acts committed by gang
members, non-gang youth groups, and youths withdedinquent friends and found a

similar progression in offending intensity.

5.2 Organizational Level and Delinquency

Itis clear from these first set of findings thia¢te is something special about
membership to a gang that leads to higher levalelriquency. The key to
understanding what that exactly is may lie, in parthe differential levels of
organization reported by gangs and by less formkhguent associations such as
delinquent groups. There were some similaritiesdifidrences in the type of
organizational properties reported. The highestinten feature for both gangs and
groups was defense of honour/reputation. The syimbwdaning of being a gang member
(e.g. a ‘nobody messes with me’ attitude) seenextend to group members as well.
Other organizational features frequently reporteddng members were: protection of a
specific territory, presence of rules, and presafieeleader and hierarchy. These
features resemble more structural-type charadt=isEor instance, in Sanchez-
Jankowski’'s (1991) description of the formal stures of gangs, formal leadership,
hierarchies, codes of conduct, enforcement of ratesall used to describe how gangs
establish organization with particular structudau@cteristics. On the other hand, group
members often reported the presence of meetinigs, mnd specific signs/codes. For
group members, these features are not as strugtbesded and are more indicative of

‘hanging out’ and perhaps wanting to emulate cergang’ characteristics such wearing
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certain gang colours or displaying known gang signg. Gordon, 2000 “wanna-be
gangs”).

While gang and group members may report some simigmnizational features,
offenders who reported belonging to a gang scagetfeantly higher on a scale
measuring the number of organizational features tha offenders who reported
belonging to a delinquent group (4.0 vs. 1.3). aithh this finding is to be expected, it is
nonetheless interesting to assess how much mogaria@ed” gangs are, compared to
groups. These results show that approximately 80§ammg members report at least one
organizational feature, compared to almost 50% ofijg offenders. This analysis was
nevertheless important in establishing that a nitgjof offenders who identify
themselves as a “delinquent group” do report sorgarozational characteristics that we
usually attribute to gangs. This makes group ofesdvorthy of attention in research on
organization and delinquency.

The third set of results touches the core ofplaiger: the association of
organizational level and delinquency. Would thfeafof gang membership on
delinquency be affected after controlling for tbedl of organization manifested by a
group or gang? The results clearly show that omgdinn matters and in fact decreased
the importance of gang membership on delinquemcgdtition to cannabis use,
organizational level emerged as the most impoitatitator associated to general
delinquency. This is consistent with Decker e{2008) and Sheley et al.’s (1995)
finding that organizational level (or structure)gaings is important to take into

consideration when examining delinquency. Botthatliivariate and multivariate level,
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the level of organization was positively relatednioreased levels of general offending
not only for gang members but also those belongiregdelinquent group.

These findings suggest that groups may be asraiiyiproductive as gang
members--to the extent that they are organizeditihal analyses showed that the
most organized groups (3 or more items of the s@&l&o of all groups) reported similar
delinquency levels to members belonging to the deganized gangs (3.43 vs. 3.83), but
significantly lower levels of delinquency compatedhe most organized gang members
(5.42). This explains why organization is so stitgragsociated to delinquency. Higher
levels of organization allowed for groups to reskmiaracteristics attributable to gangs
(i.e. higher delinquency levels). The fact thajasmzedgangmembers exhibited
significantly higher levels of delinquency than thest organized groups explains how
gang membershipan retain its important independent effect omdelency.

These findings are consistent with earlier regetrat suggests gangs and groups
provide an important setting for generating andmtaaning a collective identity that is
conducive to crime. Important indicators of orgati@n such as role differentiation,
hierarchy, leadership, meetings, and rules aigedduce collective goals, generate
compliance among members, and enhance group cohasibdiscipline in the group
(Decker, 2001; Decker & VanWinkle, 1996). The prase or absence of these
organizational features has an effect on crimiedldviour. As gangs or groups exhibit
more organizational features, they are better bédficiently accomplish criminal acts
and operate more effectively in the criminal warttmpared to those gangs or groups
that are less organized. This is consistent weghker's (2001) view that greater

numbers of organizational properties increaseslilaaces a gang will resemble a formal
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organization. As formal organizations, these gaargsnore capable of “completing a
greater number of complex acts than are their wle@loped counterparts” (Decker,
2001, p. 36) and as such they should be able &tecesd seize a higher number of crime
opportunities. The results of this study suppag tiontention, but go a step further in
suggesting that this argument applies not justtuyg, but to group delinquency as well.
Gangs or groups exhibiting a greater number ofruegdional features are more

seriously involved in delinquent behaviour.

5.3 Crime Specific Analyses

The last set of findings examine whether the i@tahip between organization
and delinquency in general follows the same pattdran specific offences are
considered separately. Overall, a number of diffees emerge when we break down the
general delinquency scale and examine specificstgperimes (drug supply-drug
dealing and cannabis cultivation, violent, and proyoffences). As you recall, the drug
supply offence scale is not simply measuring ingatent, it measures the number of
drug supply offences (cannabis dealing, hard deadilg, and cannabis cultivation)
committed. The drug supply scale will be considdnest followed by a separate
discussion of drug dealing and cannabis cultivation

For drug supply offences, a “membership” effectaen only for the sample
focusing on delinquent groups (N=479). There du#sappear to be a “gang effect” for
being simultaneously involved in a variety of dsupply offences. Group offenders are
just as likely as gang members to be involved @s¢htypes of activities. When the effect
of membership to a gang was controlled for, vasiaiin the organizational level of

gangs or groups are what matters, not membershjauniational level is, along with
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cannabis use, the most significant predictor ofdrupply involvement. Higher levels of
organization may expose gangs or groups to a greatsber of criminal opportunities,
which is especially important in the context ofgldealing and cannabis cultivation. As
Decker (2001) argues, a greater number of orgaormdtfeatures found enable gangs or
groups to more effectively complete crimes thatineq“specialization, sustainability, a
division of labour, and the ability to motivate ttneops” (pg. 37). This is especially
evident in gangs specializing in drug supply offssicFor instance, Skolnick (1990)
found gang involvement in the drug distribution kedrto be heavily influence by
organization with the goal of accumulating capitebugh involvement in the drug
market. Similar to Skolnick’s entrepreneurial gangaylor’'s (1990) study of inner city
gangs in Detroit found evidence of ‘corporatizatimhere high levels of organization
were necessary to operate effectively in drug dgalio be sure, these results do not
suggest that drug supply offending is well ‘org&diizin this sample but that organization
is an important factor when considering a morerpess-oriented crime such as drug
supply offences. Members of delinquent group<einegal, but especially the most
organized ones are just as likely as gang membds involved in drug supply offences.
In order to understand and explore this issudéurtt is useful to examine drug
dealing and cannabis cultivation separately. Botiydlealing and cannabis cultivation
were activities that a significant portion of tregple was involved in. In particular, gang
members of this region were found to be involvedannabis cultivation in large
numbers (59.1%). This finding is especially intéiresas no previous studies have
examined the involvement specifically in cannaiication. The option of considering

cannabis cultivation was possible here becaussutvey was conducted in a region
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where the cultivation industry was extensive. Whang members are removed from the
analysis, a significant “group effect” is seendoug dealing but not for cannabis
cultivation. Using the same data, Bouchard, Al&mMNguyen (2009) found those
adolescents involved in cannabis cultivation tayefrom gang members to ‘regular
kids’ growing cannabis on a very small scale. hagrogeneity of the population of
growers explains why belonging to a ‘group’ is antimportant condition for
participating in cannabis cultivation.

When the influence of gang membership in thedathple is examined, a gang
effect was seen for cannabis cultivation but notlfmg dealing, even when non-
affiliated offenders are excluded from the analy$ables 8 & 9, N=215, model 1). The
potentially interesting pay-offs stemming from jp&apation in cannabis cultivation may
attract gang members, who also used cannabis @eklybasis. Most importantly,
cannabis cultivation, even on a small scale, reguarminimum of three to four co-
offenders and involves a more extensive divisiolabbur than most other types of crime
(Bouchard, 2007; Weisheit, 1992). On the other hand can sell drugs relatively
independently of others. The larger set of potéattaomplices that a gang environment
provides to gang members may facilitate their imgalent in cannabis cultivation,
compared to other offenders, especially in adolesee It is still interesting that gang
membership is not important for drug dealing inphhesence of the extensive cannabis
production industry in this region, especially gmpast research has noted the significant
influence of gang membership on drug sales. Rduallever, that this sample is drawn
from a small-town, agricultural region the gang#hiis region may differ from those

drawn from urban samples.
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When organization was added to the model (Tab&®8model 2), gang
membership remained an important predictor for imement in cannabis cultivation and
actually decreased its significance (marginallygigant). Organization did not matter
for involvement in either drug dealing or cannatuftivation. While there is no
organization effect when considerimyolvementn drug dealing or cannabis cultivation,
organization had an effect on the number of drygpBuoffences committed. Greater
levels of organization increase the ability of gyewr gangs to be involved in multiple
drug supply offences.

To further examine the influence of organizatiendoug supply offending, it is
useful to come back on some of the bivariate regaéte correlations in Table 4). The
lack of association between organizational level ianolvement in drug supply offences
for gangs supports prior researcher arguing thaicgzation in the drug distribution trade
by gang members does not necessarily imply thatradl organizational level exists
(Decker & Van Winkle, 1994; Fagan, 1989). The thett a positive effect of
organization was found for groups but not necelysgaings (e.g. Table 4) suggests that a
certain level of organization may need to be ati@im less formalized groups before
considering involvement in the drug trade. Or,rald¢ively, it may suggest that the
opportunity of being involved in drug supply offesctend to formalize social
interactions among group members. Such as beardhenent of many past
ethnographic studies which emphasized the neetbfardination and organization for
gangs to be effective in the drug trade (Sanchekeleski, 1991; Padilla, 1992;
Skolnick, 1990; Taylor, 1990). Moreover, the ftwdt organization plays a role for

group offenders does not mean that organizationpsrtant for these offenders, and not
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for gang members. Recall that gang dealers and gravgers still scored higher on the
organization scale compared to dealers and gromeosbelonged to a delinquent group
(see Appendix A-dealers: 3.88 vs. 1.86 and growk62 vs. 1.68). Instead, much like
Decker et al. (2008), these findings suggest thetn at low levels of organization (e.g.
group offenders in this study), more organizat®agsociated with a higher likelihood of
being involved in drug supply offences.

In addition to the findings on membership and oigation, drug use, in
particular cannabis use is the most important ptedof engaging in drug supply
offences (including when drug dealing and cannabisvation is examined separately).
Other than alcohol, cannabis is the most widelylulieit drug among gang members
(Decker & Van Winkle, 1996; Moore, 1991; Waldorg9aB). Arguably, cannabis use is
often seen as a ‘soft’ drug and is one of the reosially acceptable substances among
youth groups. Using interviews with 383 gang mermahlethe San Francisco Bay Area,
MacKenzie, Hunt, & Joe-Laidler (2005) found reguwtannabis use to be a normalized
function of gang life. In this study, over one-th{86.4%) of gang members used
cannabis on a daily basis, compared to only 8.2#ebfhquent group members and 5.8%
of non-group offenders. It is important to notetttheese numbers may actually
underestimate prevalence rates of drug use as #fissst or truant on the day of the
study would be expected to have higher rates (Sradlaf & Walsh, 1992).

A number of studies have found a positive relatimbetween gang
membership, drug sales and drug use, both havgighprevalence levels among gang
members than non-gang members (Battin et al., 198i8ensen & Huizinga, 1993;

Thornberry, 1998). Fagan'’s (1989) examination akincity gang members in San
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Diego, Los Angeles, and Chicago found levels ofyisales to be positively correlated
with levels of drug use. A majority of gang menservolved in dealing in this study
used cannabis on a daily basis. This rate incdethgsemore involved gang members
were in drug supply offences: 63% of gang membérs were dealers and growers used
cannabis on a daily basis and 100% used cannaleiasatonce in the last 12 months.
This may help explain why gang membership was rsagraficant predictor for drug
supply offences. So many dealers and growersarsgabis and this rate increases even
more when gang members are considered. Even ttgarghmembers have higher
levels of involvement in drug supply offences, cans use is such a strong predictor for
drug supply offences that it potentially masksefects of gang membership.

Others have cautioned against the one-to-oneoeitip of drug sales and drug
use. For example, Waldorf (1993) explicitly exaedrthe influence of drugs sales on
drug use among 300 gang members in San Franciscimand this relationship to
depend on the type of drug used and sold. Inqueati, while a large percentage of
cannabis users (88.2%) reported using the drugssthld, only 18.2% of crack sellers
reported using crack cocaine. Compared to the fiags of cannabis use among dealers,
this sample found 38.5% of hard drug dealers talegty use hard drugs. However, 60%
of gang members who dealt hard drugs reported adgulsing hard drugs.

Age was also found to be a significant positivedietor of involvement in one of
the drug supply offences: cannabis cultivationdedladolescents in this sample were
more likely to be involved in cultivation than fother types of crimes. As students reach
the end of their adolescent years two importanhesveccur: the ability to receive a

driver’s license and legally obtain employmentdiver’s license is an important asset
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in order to be able to visit cultivation sites egp#y in rural towns lacking a transit
system (Bouchard et al., 2009). Also, earning sertea money through legal work
provides the financial opportunity to initially iast in a cultivation venture. This become
less important for drug dealing on the other hastha& activity is much less dependent
on these two factors, especially if drug dealirkgtaplace around the school (Bouchard
et al., 2009).

The results for violence replicate earlier findirtgat gang membership is a strong
and robust predictor of involvement in violent offeng (Battin et al., 1998; Gordon et
al., 2004; Thornberry et al., 1993). Both bivaiahd multivariate analyses confirm the
finding that “membership” matters when consideiimgplvement in violent crimes.

What these results also suggest is that this oakship may also extent to group
membership. However, gang members were still weabin violent offending at a rate
almost 3 times higher than group members (56.8%920:5% respectively). This finding
is not surprising given the rich discussions comicey the criminogenic effect of gangs
on the facilitation of violence (Short & Strodtbedl®65; Decker, 1996). But how do we
explain this? Membership to a gang heightens Keditiood of spending time in high
crime areas and leads to increased chances ohvmiiending and victimization. At the
same time, gangs may also facilitate access tg sislkations such as drug markets or
rival gang conflicts (or even inter-gang conflicfRpsenfeld, Bray, & Egley, 1999), more
so than members of less formal affiliations suchgrasips. This is highlighted by the
fact that gangs are often territorial, more so tti@imquent groups and the protection of

turf can create conflict and are source for vioke(i€lein, 1996). For instance, 50% of
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the gang members surveyed reported protectingafispgerritory. In comparison, only
11% of delinquent group members indicated theyrigdd to a specific territory.

Importantly, these findings add to the literatureliso showing that the effect of
gang membership remains important, but is sigmtiyaeduced after controlling for
organizational level (Table 10, model 2). Gang gralip members reporting higher
levels of organization were more likely to be inxed in violent offences. Here both
“membership” and “organization” matter. Once agtia useful to come back on some
of the bivariate results to explore this issuetfart While organization mattered when
gang and groups were considered together, wheniegdreeparately organization level
was important only for gangs, not groups (see TdpleBy comparing the most
organized gang and groups to the least organizedgg® how much more likely
organized gang members are to be involved in vederfor instance, approximately
73% of the most organized gangs and 33% of theolesmized gangs committed violent
offences, while only 26% of the most organized geowere involved. This not only
illustrates how organization is so strongly assecido violence for gang members but
the significance of gang membership for violeneatfing.

The clear relationship seen between organizatidnvarience found in this study
echoes the results of a handful set of studiesfsg®ly focused on gang organization
and delinquency (Decker et al., 2008; Sheley e18b5; see also Sanchez-Jankowski,
1991). Gangs have a significant influence ovemitrens and behaviours of its members
through influential group processes (Klein, 19960 & Strodtbeck, 1965; Vigil, 1988),
especially when it comes to violent crime. Yetiaes not explaiwhymore organization

is associated to violence. For guidance, we loaksearchers who were fortunate to
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analyze the evolution of gang processes over thaearly as in the works of Yablonsky
(1962), Short and Strodbeck (1965) and then in Be(l996), the expression of gang
violence is represented as a process where mogs$ gae loosely organized but the threat
of violence, either real or imagined, increasesigroohesion and the willingness to use
violence. Decker (1996, pg. 262) describes a sstemprocess explaining gang
violence:

. Loose bond to the gang;

. Collective identification of threat from rivahgg;

. A mobilizing even possibly, but not necessaniglence;

. Escalation of activity;

. Violent event;

. Rapid de-escalation;
. Retaliation.

~NOoO O WNPE

Whether the issue is protection from rival gang#ts or the desire to increase
their share of the drug market, organization isenikely to be present when the stakes
are high. For example, empirical studies describiggprocess of “gang wars” have
shown that even already very structured gangsduititrease their level of cohesion and
solidarity in order to provide a more unified frantresponse to an attack (Morselli,
Tanguay, & Labalette, 2008; Levitt & Venkatesh, @D his does not mean, however,
that the temporal order between organization aokkrce always follows this logic. For
example, it is imaginable that an already structunganization may decide to expand its
business activities through violence precisely bseat reached an organizational level
where violence has become a suitable strategyinstance, the Hells Angels, a highly
organized motor cycle gang with a well-known repiatafor warfare (Tremblay,
Bouchard, & Petit, 2009) exerted its force as aidamt group through increased

conflicts with other outlaw motorcycle gangs in@rdo gain access and position
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themselves in various illicit drug markets (MorBest al., 2008). While the cross-
sectional nature of this data does not allow fguaments regarding the collective process
of violent offending over time, the fact that tledationship is found for a continuum of
organization, suggests that the relationship ionamt enough to operate at different
levels of collective behaviour. Both more formahga and less formal groups may face
the same kinds of violent situations, and may lie¢hthe need to join forces and
organize their actions.

The results for property crime were much less rigvgdhat the other three crime
types. Gang but not group membership was foune ta fignificant predictor of
involvement in property type for the full sampleowtver, when non-groups offenders
were excluded from the analysis, the gang effeen siisappeared. This is consistent
with Thornberry et al.’s (1993) finding that gangmbership appears to only marginally
impact property offending. Battin et al. (1998 @failed to find a significant difference
between gang members and youths with delinquestids for property crimes.
Organizational level was also not important fordicéng involvement in property
crimes. Sheley et al. (1995) also reported sinfitalings in their study which found that
“structured” gangs were not more likely to be irvem in property-type crime and in fact
were significantly less likely to be involved inrglary. It appears these types of offences
are not a characteristic of gang or group memlesysecially more organized ones.

Regular hard drug use, rather than gang membeosluiganization, is more
important when determining involvement in properfiences. Criminal activity, in this
case property type crimes, may stem from the nedéand their hard drug habit, which

depending on the type of drug can be quite expenBiaron’s (1999) study of 200
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homeless male youth found property crime to beekihto the use of harder drugs. The
constant need for money to sustain an addictioassates the undertaking of property
offences. Inciardi’'s (1986) study on the relatiupsdetween drug use and crime found
their sample of 573 heroin abusers to be respa®bl5, 000 instances of shoplifting
and 45, 000 instance of larceny and fraud, amanipstr types of crimes, including drug
sales. While income-generating crimes may not beotily type of crime hard drug users
commit, a substantial portion of those regularing$ard drugs do commit property

type crimes.

5.4 Limitations

These findings should be interpreted within tihatitions of this study. First, this
data relied exclusively on self-reported measufekebnquency, drug use, and gang
membership. While self-report measures provideynemefits over official data (e.g.
ability to measure otherwise hidden delinquencwatld have been useful to cross-
validate the delinquency measures with officiabgdatspecially since research has found
that chronic offenders provide the least valid datager-Tas & Marshall, 1999).
However, past research examining youths who hage b#icially involved in the
system found comparable rates of self reportechgeéncy when matched with official
statistics (Huizinga & Elliot, 1986). In additioschool based samples often have
difficulties in capturing accurate delinquency esties as the most active delinquents are
the most likely to be absent or truant from sch&airsik & Grasmick, 1993). Winfree,
Fuller, Vigil, & Mays (1992) also cautioned thasample of “true” gang members may
not include the most criminally active ones eithecause they are absent from school or

chose not to complete the survey or report, ordhah the highest level of gang
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involvement may answer delinquency questions casityo While these limitations are
inherent to self-report data collection methodgrgvnethod of gang research, whether
considering ethnographic methods using fieldworlsging police data, they all have
their potential drawbacks.

Secondly, it was not possible to examine the feagy of involvement only
prevalence of involvement. This is a serious litiota as we are unable to assess
differences in the level of involvement betweensthanembers who regularly engage in
these delinquent acts, as opposed to those memhbereave committed the act
irregularly. Moreover, higher prevalence rates dorrecessarily translate into a higher
frequency of offending (Esbensen & Huizinga, 199Rgcall, however, that the approach
adopted in this study has been used and validatethny previous studies similar in
nature (e.g. Haynie, 2001; McGloin & O’Neill Shemn2009; Weerman & Bijeleveld,
2007). And as noted earlier, a strict measureegfifency may be misleading when
measuring general delinquency, as less seriougstirave a tendency to be more
frequent. The findings of the current study areatbaless important as a first step in
examining and comparing the impact of organizaimowhether or not a gang member or
group offender is involved in delinquency.

Thirdly, question concerning the offence varialtl@snot specifically ask
respondents whether they committed these delincaetivities with their gang or group,
or whether this behaviour was committed outsiddrtieence of the gang/group. While
studies such as those by Fagan (1989) and Shedy(£995) found that gang and
individual level criminal activities are stronglglated, Decker et al. (2008) makes a

compelling argument that individual and gang-relatelinquency should be measured
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separately. Fourth, due to the cross-sectionareatf our data, it is impossible to make
any claims regarding the temporal order of orgdiunaand delinquency. Longitudinal
studies on the population of offenders should expftiincorporate questions regarding
the organizational dynamics of gangs and groupgfagidimpact on delinquency over
time.

Lastly, the findings from this study are deriveahf a sample of high school
students in a rural area of Quebec, Canada anethdtse results may be limited to this
sample. The area was known for its prevalence ofjuaaa cultivation sites, which is
both a drawback (because of the peculiar crime ppiby context) and an advantage
(because no previous studies have analyzed thé/@ment of gang members in
cannabis cultivation). The context in which thisdy was conducted is important to
understand the implications of our findings, andatees an extended discussion. First,
crime in rural areas and cities of smaller popatagido not occur at the same level or
rate as in urban settings (Weisheit et al., 20@&)cording to 2003 Uniform Crime
Report data (UCR), rates for crime in urban areas migher than rural areas on every
index offence, including homicide. However, Sch&ardon, & Donnermeyer (2000)
examined differences in substance abuse rates &etweal, suburban, and urban areas
and found that location did not have a significaiiféct on adolescent substance use.
Furthermore, risk factors associated with substaseewere similar across settings.
Other studies have found similar rates of weaponyicay, fighting, and victimization
between urban and rural samples (Lowry, Powell,K&wollins, & Kolbe, 1998). While
comparative patterns of drug use and alcohol uge been extensively studied and

understood using rural and urban samples, drufickiedg and production in rural areas
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have received considerably less attention andrasudt are not as well understood
(Weisheit et al., 2006). Compared to urban anmemal areas allow production sites to go
unnoticed due to the isolated nature of such ggttfidVeisheit, 1992; Weisheit et al.,
2006).

Secondly, despite the prevalence of gang literdagesing on gangs operating in
urban settings, gang activity is not solely restdcto the urban backdrop, and has been
reported in suburban and rural areas (Evans €t39; Weisheit et al., 2006; Zevitz &
Takata, 1992). There has been considerably lesstiain paid to gangs in rural areas,
and the studies that have been conducted aremftenepresentative and use too small
of a sample to draw any conclusive results (WelM/&isheit, 2001). For instance,
Zevitz and Takata (1992) examined the factors asatwith the emergence of youth
gangs in a rural community. Their study consisitdnly 23 self-identified gang
members. The youth gang members interviewed esgades lack of sophistication and
organization compared to the more organized andsieé gangs found in urban settings
(Zevitz & Takata, 1992). While these findings Hight that for this sample, the youth
gangs were indigenous to the area and were nsu#t of gang migration from the larger
surrounding metropolitan areas, conclusions reggrdrganization and gang
cohesiveness based on a sample of 23 in a singlesetting cannot be generalized to
rural settings in general.

To date there has been very few empirical studregttly comparing urban and
rural gang members and the studies that have lmelucted produced contradictory
findings. One such study conducted by Evans €1889) examined individual, family

and community factors associated with gang invokminm both an urban and a rural
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setting using a self-report survey of approximag800 high-school students in the state
of Nevada. Evans et al. (1999) failed to find gigant differences between self-reported
urban and rural gang membership or in the pregsuymn gangs. Unlike Evans et al.
(1999), Wells and Weisheit (2001) did find sigraint differences between urban and
rural gangs. In their study examining the applidgof urban based gang models to
gangs in a rural settings, economic type factorsnatly associated with gang
membership and gang presence were not directlycayé when examining rural gangs.
Social stability and population composition were thost consistent indicators of gang
development in both urban and rural settings.hig ¢ase, poverty may not exert the
same influence across environmental settings. 3/&eWeisheit (2001) argue gangs in
rural areas may be linked to economic prosperityerathan economic decline or
deprivation and further argue that future reseaattcerning rural gangs should focus on
the social and demographic characteristics of dmengunity.

The generalizability of these results to otherisgstand contexts may be limited
due to the regional characteristics comprisingshimple. This sample was derived from
a specific rural region with an extensive cultigatindustry. Other regions in Quebec did
not experience widespread growth in cannabis @iitm despite having low population
density rates and good soil (Bouchard et al., 2009e rates of involvement in drug
sales may be exaggerated in this region due tprisence of a pervasive cultivation
industry and a greater opportunity to engage ig dupply offences. A significantly
higher proportion of gang members reported involenin drug dealing (59.1%)
compared to lower rates of involvement found ireotstudies (29% for male gang

members) (Esbensen & Huizinga, 1993). The finsliiog violence on the other hand

95



may be much more likely to be applicable to otledtirsgs. Similar to other studies
examining gangs and violence, violence is one itledst reported form of illegal
activity. Although the results for drug supplyerites may be limited in generalizability,
the finding that membership and organization matteen considering involvement in
criminal behaviour significantly contributes to titerature on gangs, groups, and
delinquency. While the offending rates seen ialrsamples may not necessarily be as
high as those found in more urban areas, the @tamechanisms of membership (i.e.
symbolic representation of being in a gang) anawization still operate under the same
conditions. Group processes and the reinforcigg@mment of the group, in particular
the gang, in urban settings arguably have the sdf®et on the gang and group in rural
settings. Similar to the conclusions held by W&lM/eisheit (2001), much more
research is needed on the applicability of urbarggaodels to rural settings (Wells and

Weisheit, 2001).
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6: CONCLUSION

A number of ethnographic studies examining thedasf cohesiveness and
organizational structure of gangs have providegyirisnto the potential role (or lack of
role) organization has on behaviour (see Deckera& Winkle, 1996; Sanchez-
Jankowski, 1991; Klein, 1995; Padilla, 1992; S &trodtbeck, 1965). However,
empirical studies examining the relationship betweranizational level and
delinquency among gangs are quite limited. Only sich study has connected
organizationalevelto various criminal activities (Decker et al., 20@8d another used a
dichotomous measure of gang structure to predvcivement in certain types of crimes
(Sheley et al., 1995). These studies are an impiostarting point for the understanding
of group processes surrounding membership to amifiddle group. Itis critical to
understand the processes surrounding gang or grgapization. Longitudinal research
has established that gang membership facilitatgsehirates of offending with
considerably lower delinquency levels prior to jognand after leaving a gang (Esbensen
et al., 1993; Gatti et al., 2005; Thornberry et H93). While this finding intuitively
makes sense, understanding why this facilitatiéecebccurs is a much more difficult
task. An understated but very important questian tleeds to be addressed is how gangs
exert such an influence on its members. In otheds;ovhat is so “special” about
belonging to a group of individuals who call theiass a ‘gang’? What changes when
you cross the line from an informal group to a mforenalized group that calls itself a

gang? The answer to this may lie, in part, withghag context of violent offending.
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Results from this study and others illustrate tinengy effect of gang membership on
violent offending. Gang violence is a form of cotige behaviour that emerges through
group processes and the identification of a comthoeat (Decker, 1996). Violence is a
central feature in gang life (Klein & Maxson, 1988bm initiation processes for joining
gangs to the retaliation from rival gang threatstsfof violence bring together the
majority of gang members, including peripheral ante gang members, thereby
increasing levels of cohesion in order to uniteiegjaa common enemy (Decker, 1996).
This implies that gang members as opposed to theleaging to a less formalized group
may be more willing to sacrifice themselves fortliellow gang member. While most
gangs lack effective leadership or strong ties betwmembers, the very fact that one
belongs to a gang allows for the collective ideécdifion of a threat, which then increases
organization and cohesion, albeit temporarily,ffectively mobilize and respond using
violence (Decker, 1996).

Since gang membership is so important for violemde/ do we fail to see a
similar relationship for drug supply offences? &weough gang members may be
involved in drug sales at a higher rate than namggaembers, the effects of membership
are not sufficient to explain participation in ttheig market. Engaging in drug supply
offences does not require the collective behavitherent toganginvolvement in
violence. In order to operate effectively in thegimarket, higher levels of organization
are requiredegardless of whether you belong to a gang orgimap. Involvement in
drug supply offences is more business orientediniegua higher degree of organization.
Although levels of organization and cohesion mayease in the presence of a common

threat, the reason for the increased cohesiomesidt of a shared common identity (i.e.
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membership to the same gang). This is somethatggmot required for participating in
the drug market, what is required above all elggganization. Greater involvement in
drug supply offences require a higher degree dofiapeation, division of labour,
discipline, and access to opportunities all of valncganization aide in accomplishing.

In order to understand further what it is aboetdignamics of being in a gang that
influences offending behaviour so strongly and whyanization affects involvement in
certain criminal activities, two important futureettions for gang and group research
are needed. One issue future research should docissuncovering or demystifying what
makes gangs so ‘special’ and qualitatively difféfemm other delinquent youth groups.
Short and Strodtbeck (1965) alluded to this diffieeewhen considering the influence of
group processes in gang behaviour. Since grouandigs are a fundamental issue in the
field of gang research, one of the reasons acauyifur the difference seen between
gangs and groups may have to do with the influeritkke network structure. While the
use of network analysis has been a relatively wridieed technique for most
criminologists, especially in the realm of gange@sh, this particular method has been
useful for studying both organized crime (Mclllwal®999) and co-offending networks
(Haynie, 2001, 2002; Sarnecki, 2001). Accordingtohn (1986), analyzing network
structures helps in the understanding of delinqueadterns and determines how this
structure can influence and constrain behaviowntiflying particular network
characteristics particular to the gang and impdigtahe relationships between members
would enable researchers to understand the pracegseific to gangs. Fleisher (2002)
states that, “gangs are social networks composetinfidual gang members, and that

gang member behaviour is determined in part byng gaember’s location in the
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structure of the social network. That locationha social network structure determines
opportunities and constraints that expand or largeng member’s choices” (pg. 200).
Relationships among members are crucial to undetstee influence of organization on
not only the group but on individual behaviour. Mai@ (2005) found it useful to focus
on the gang member and their relationships asrhetianalysis, in order to undercover
the organization, cohesion, and structure of gam@geewark. Future research should
compare the location of individual gang and growgmbers within the social network to
determine the potential social, economic, and erahopportunities available and how
this influences offending behaviour. In additioefworks may differentially constrain or
influence behaviour depending on the relationshgividual members have with the
gang or group and how embedded a particular mersbuture research should
consider these factors when examining the impaung gaembership has on delinquency.
The dynamic nature of the relationships betweeryga group members is a
defining part of the organization seen in groups@in, 2005). The findings from this
study illustrate how increased levels of organ@aand cohesion are paramount to
understandingvhy andhowgangs facilitate higher levels of delinquent bebavi
Longitudinal studies examining the dynamic naturerganization would enable
researchers to determine the causal directionadf auelationship. This would allow
researchers to understand whether higher levelsgahization generate a greater
number of criminal opportunities or if engagingmore delinquency or certain types of
criminal activities stimulates the need for highesels of organization to operate
effectively and efficiently. Research of this matshould address the number and type of

organizational features present over time andrégpuEncy and type of criminal activities
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committed by the gang or group. By specificallymxa@ng gangor group involved
criminal activities, as opposed to individual offigmg outside the gang/group context, a
greater understanding of how organization influsrtbe actions of the gang or group as
a whole would be possible. Also of importance is/febedded an individual member
is within a criminal network. Gang researchers havted that gangs or groups are often
composed of many subgroups or cliqgues with vargiegree of connection to the overall
group (Klein, 1971; Reiss, 1998;Warr 2002), thus itnportant to understand how
organization differentially influence these corel innge members.

Instead of strictly focusing on whether or not “nirship” has an impact on
involvement in delinquency, the current study famisn the issue of “organization” and
its association to crime participation. Doing satcbuted in bringing back the issue of
group offending to the forefront. Both decisioney®d to be fruitful. By viewing
offenders along a continuum from gangs to groupd,feom groups to non-groups it
allowed for the possibility of examining the fingistinctions in offending patterns. Gang
membership was found to have a significant impaai@inguency levels, above those
claiming membership to a delinquent group. Whilaggaexhibited higher rates of
delinquencygroupmembership also was associated with higher delmgukevels
compared to those offenders not affiliated with gype of group. Some argue the
impact of gangs on behaviour is simply the resiytteser group influence, and that gangs
are one form or type of delinquent peer groupgdneral, these results show that gangs
are qualitatively different from other delinqueiiugh groups. This supports the
contention held by veteran gang researchers sukleas(1995), Maxson (Klein &

Maxson, 2006) and Moore (1991) that there is somgttspecial” about gangs,
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something that makes them qualitatively differeatrf even other highly delinquent peer
groups. One of the main reasons accounting thigrpssion in offending is the
organizational environment gang or group memberearbedded in. While group and
gang membership had an impact on offending, thel le\organization exhibited by the
gang or the group also influenced involvement imynaf the criminal activities
examined, especially for violent offending. Furthere, the association between
organization and offending behaviour may be mongoirtant than membership when
considering participation in the drug market.

These results show the importance of consideriggrazational level as a unit of
analysis for gang prevention efforts, and recogttia¢ the diversity of structure showed
has an impact on delinquency. While most gang rekdeas supported the contention
that gangs lack a cohesive organizational stru¢ideeker et al., 1998; Decker & Van
Winkle, 1996; Fagan, 1989; Klein, 1995), this dnesnecessarily mean that levels of
organization are independent of and not relatetbtimquency. The finding that an
increase in the number of organizational propedesEsn in gangs (and groups) has an
important effect on offending behaviour illustratee need for policy to address to the
organizational characteristics of gangs. In tkissg, gangs should not be viewed as a
single dimensional aggregate of adolescents. Garydased on a number of
identifying characteristics such as sub-group aggdion, size, age range, duration,
territoriality, and versatility in offending (Maxad& Klein, 1995). According to
Decker’s (2001), “it is useful from this perspeetio think of groups as tools. The
ability of a tool to complete a discrete task if@mced to the extent that it contains the

capability to do so” (pg. 36-37). Since most crimadolescence is committed within a
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group context, understanding the role of orgarizati properties and its relationship to
delinquency is so important. Offending not onlygengs but also groups provides an
environment that can reinforce group processesiandalize delinquent behaviour.
Therefore, a strict focus on gangs may prove tiniiéng, while interventions targeted
at non-gang members may not be focused enoughliéypestricting the organizational
level showed by young offenders may prove to halaeger effect on drug market

offences than a policy restricting only gang mersbgy.
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APPENDIX

Table 12
Correlation Matrix for Full Delinquent Sample (N=52

1 2 3 4 5 6 7 8 9 10 11 12

. Age 1.C
. Gender 0.04 1.0
.SES 0.06 -0.02 1.0

.CannUse 0.11 -0.04 0.00 1.0

.HardUse 0.05 0.03 0.00 032 1.0

. Dealer 0.06 011 0.01 049 0.28 1.0

. Grower 0.15 0.02 0.06 040 0.20 030 1.0

. Violence 0.11 0.13 0.06 0.03 0.11 0.07 0.03 1.0

. Property 0.01 -0.04 0.03 0.10 0.12 0.09 -0.03 0.21 1.0

10.Gendel 0.08 0.15 0.06 0.36 0.34 057 034 047 044 1.0

11.Drug supp 0.13 0.08 0.05 0.56 0.34 0.84 0.72 0.07 0.06 059 1.0

12. Gang 0.03 011 0.09 0.16 0.22 0.18 0.22 030 0.12 032 025 1.0
13. Group -0.05 0.10 0.02 0.11 0.10 0.13 0.01 0.03 -0.02 0.19 0.09 -0.21

O©CO~NOOUTA,WNE

Table 13
Correlation Matrix for Group and Non-Group OffensléN=479)

1 2 3 4 5 6 7 8 9 10 11

. Age 1.C
. Gender 0.05 1.0
.SES 0.06 -001 1.0

.CannUse 0.12 -0.06 0.02 1.0

.HardUse 0.06 0.02 -001 030 1.0

. Dealer 0.09 0.08 0.04 048 026 1.0

. Grower 0.17 0.01 0.07 0.36 0.17 0.29 1.0

. Violence 0.11 0.11 0.01 -0.02 0.04 0.05 -0.03 1.0

. Property 0.01 -005 0.04 0.08 0.07 0.07 -0.05 014 1.0

10.Gendel 0.08 0.13 0.04 0.33 0.30 058 030 039 040 1.0

11. Drug supp 0.15 0.05 0.06 053 0.29 084 0.72 0.01 0.02 056 1.0
12. Group -005 0.13 0.04 0.16 0.17 0.18 0.06 0.11 0.00 0.29 0.16

O©CO~NOOOUTA,WNE
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Table 14
Correlation Matrix for Gang and Group Members (N5R1

1 2 3 4 5 6 7 8 9 10 11
1. Age 1.C
2. Gender 015 1.0
3. SES 0.03 -0.00 1.0
4. CannUse 0.03 -0.13 -0.09 1.0
5.HardUse 0.03 -0.06 -0.09 040 1.0
6. Dealer 0.09 004 -005 056 030 1.0
7. Grower 0.08 -0.03 0.05 046 0.27 032 1.0
8. Violence 0.20 018 014 0.10 0.09 0.08 0.15 1.0
9. Property 0.05 -0.03 0.05 020 024 0.24 0.13 028 1.0
10.Gendel 0.12 0.14 0.06 0.45 040 060 045 056 058 1.0
11. Drug supp 0.06 0.01 -0.01 064 041 085 0.71 015 025 0.70 1.0
12. Gang 0.07 009 011 0.17 0.18 0.16 0.27 0.33 0.17 0.36 0.26
Table 15

Comparing Mean Number of Organizational FeaturgsoRed
by Gang and Group Members by Offence Type

Gang Member.

Group Member: Significance

(N=44) (N=171)

Mean Mean
Dealers 3.88 1.86 *x
Growers 4.62 1.68 *kk
Violent Offenders  5.08 1.74 ok
Property Offenders 4.59 151 *xk

Note: *p<0.05, ** p<0.01, ***p<0.001
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