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## Abstract

The SATISFIABILITY problem (SAT) is one of the central subjects of research in modern computing science. This problem provides a rich language to model practical problems. Moreover modern SAT solvers are capable of solving large instances of SAT and can be successfully applied to industrial scale problems. Since SAT is NP-complete the success of the practical SAT algorithms apparently contradicts the belief that NP-complete problems are hard to solve. One of the most promising approaches to explaining this phenomenon is the typical case analysis.

Local search principles are actively used for practical SAT solving, as well as for many other important problems. In this work we perform a typical case analysis of the basic Local Search algorithm on Random Planted 3-SAT. We show that a phase transition of the effectiveness of the Local Search on Random Planted 3-SAT occurs at density $\rho=\frac{7}{6} \ln n$. That is, for any constant $\varepsilon$ the algorithm with high probability solves instances of density $\left(\frac{7}{6}+\varepsilon\right) \ln n$ and with high probability fails for instances of density $\left(\frac{7}{6}-\varepsilon\right) \ln n$.

The first successful practical algorithm based on local search principles, GSAT, was proposed in 1991 by Selman, Levesque and Mitchell. In fact this algorithm is nothing more than basic Local Search enhanced with plateau moves. At the time the algorithm was proposed, it was outperforming state of the art systematic search solvers and it continues serving a basis for development of efficient local search algorithms. We analyze GSAT theoretically on Random Planted 3-SAT and show that it can solve Random Planted 3-SAT of any density $\rho$ such that $\rho>\kappa \ln n$ for some constant $\kappa$. This theoretical result agrees with, and partially explains, the empirical observation that adding plateau moves dramatically improves Local Search.

Finally we propose a Weighted Random Walk algorithm. The algorithm is obtained by adding a simple weighting scheme to the well known Random Walk algorithm. We prove that Weighted Random Walk with high probability gives a good approximation. Moreover, in experiments this simple algorithm solves Random Planted 3-SAT for any constant density.
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## Chapter 1

## Introduction

### 1.1 Historical Perspective

The Satisfiability (or SAT) problem is important from both theoretical and practical points of view. In this problem we are given a Boolean formula in CNF and the question is whether there is an assignment of values to variables that satisfies the formula. SAT is one of the first problems that was proven to be NP-complete [14]. On the other hand, its practical importance is also unquestionable since this problem is actively used as a framework to model many practical problems, such as hardware and software verification [13, 51, 9], scheduling [52], some problems arising in bioinformatics $[47,10]$ etc.

SAT is a decision problem, so a SAT algorithm must either prove that a solution exists or prove that the CNF is unsatisfiable. But if there is no satisfying assignment one may wish to find an assignment that satisfies the maximum number of clauses. The optimization problem of finding such an assignment is called MAXIMUM SATISFIABILITY or MAX-SAT. In case we know that a solution exists and want to find one, it may be convenient to consider the SAT problem as MAX-SAT, since then optimization techniques can be applied to it. Algorithms that work for only satisfiable instances are called incomplete.

A $k$-CNF is a CNF formula in which each clause has at most $k$ literals, SAT restricted to $k$ CNFs is called $k$-SAT. Since for $k \geq 3$ a CNF can be easily transformed into an equivalent $k$-CNF, by introducing a linear number of auxiliary variables, $k$-SAT for $k \geq 3$ is also an NP-complete problem. In practice it is often the case that the length of clauses in the CNF is bounded above by some small constant, so it is natural to model such classes of problems by $k$-SAT rather than general SAT. Consequently $k$-SAT, and its simplest NP-complete subclass 3-SAT, are being extensively studied in the worst and typical cases.

### 1.1.1 Solving Satisfiability

Great progress has been made in practical solving SATISFIABILITY problems in the last two decades. Some problems that were considered to be intractable in the early 1990's can be solved in less than a second by modern solvers [51, 7].

There are two major classes of algorithms used in SAT solving: systematic search and local search. Systematic search algorithms explore the whole solution space by starting with all variables unassigned and then assigning them one by one. If at some point no variable can be assigned without making some clause false the algorithm backtracks. Systematic search algorithms are described most naturally using recursion. The basic systematic search algorithm works as follows. Given a boolean formula $\varphi$ it picks a random variable $x_{i}$, and obtains two smaller formulas $\varphi_{0}$ and $\varphi_{1}$ by assigning $x_{i}$ to 0 and 1 respectively. For instance when we assign $x_{i}=1$ we can remove from $\varphi$ all clauses that contain $x_{i}$ and we remove all literals $\neg x_{i}$. If an empty clause appears after such an assignment then it means that the formula is made false and further exploration of the case $x_{i}=1$ is not required. Then the algorithm is recursively applied to $\varphi_{0}$ and $\varphi_{1}$. If, say, $\varphi_{0}$ happens to be satisfiable then the satisfying assignment for $\varphi$ can be obtained from the satisfying assignment of $\varphi_{0}$ and $x_{i}=0$. If both $\varphi_{0}$ and $\varphi_{1}$ are unsatisfiable then $\varphi$ is also unsatisfiable.

Modern systematic search algorithms are based on the Davis-Putnam-LogemannLoveland (DPLL) procedure [18]. Pure literal heuristic and unit propagation were used in DPLL to improve the performance of the systematic search. Modern solvers use clause learning for further speed up. We say that a literal $x_{i}$ (or $\neg x_{i}$ ) is a pure literal in $\varphi$ if no clause in $\varphi$ contains literal $\neg x_{i}$ ( $x_{i}$ respectively). It is obvious that if we have a pure literal in $\varphi$ then we can assign its variable to satisfy this literal without risk of loosing solutions. So that is what the pure literal heuristic does.

Unit propagation looks for a clause in $\varphi$ that contains only one literal (a unit clause). If such clause is found then the only variable occurring in this clause is assigned the value to satisfy the literal (and the clause). Again we are guaranteed that this action will not make us lose any satisfying assignments. It may happen that after pure literal rule or unit propagation were executed another pure literal or unit clause are generated and we have a kind of a chain reaction that simplifies the formula substantially.

Clause learning works as follows. When a contradiction is reached and the algorithm needs to backtrack, it tries to find a small set of variables which assignment made the rest of the formula unsatisfiable and records them as a new clause. For instance if assigning $x_{1}=1, x_{2}=1, x_{3}=0$ leads to a sequence of unit propagations and pure literal assignments that results in a generation of
the empty clause then we can conclude that no assignment that contains $x_{1}=1, x_{2}=1, x_{3}=0$ can satisfy the formula. Thus we can add the clause $\left(\neg x_{1} \wedge \neg x_{2} \wedge x_{3}\right)$ to $\varphi$. Adding new clauses in turn increases chances that unit propagation will be triggered more often and so fewer cases have to be considered.

Local search algorithms are inherently incomplete. They explore the solution space partially and aim at finding a satisfying assignment, without trying to prove that such an assignment does not exist. The basic Local Search algorithm (also known as Iterative Improvement [32]) starts with a random assignment and then works as follows. At each step it computes for each variable what will be the change in the number of satisfied clauses if this variable is flipped (i.e. the value of the variable is changed). Let $U$ be a set of all variables for which flipping increases the number of satisfied clauses. The algorithm picks a variable uniformly at random from $U$, flips it and goes to the next step.

Local Search will fail to find a satisfying assignment if it gets trapped in a local maximum. That is, where the current assignment is such that flipping any variable can only decrease the number of satisfied clauses, or leave it unchanged. Plateau moves is a natural strategy that can be used to find a better assignment after a local maximum is reached. If there is no variable that we can flip to increase the number of satisfied clauses then we can consider the set of variables that does not change this number and pick a variable to flip from it. It may happen that after some steps we come to an assignment that will not be a local maximum. Enhancement of the basic Local Search algorithm with plateau moves results in algorithms that are called GSAT and CSAT.

The GSAT algorithm is widely known for being the first successful practical heuristic developed for SAT that was based on local search principles. It was proposed in the early 90s by Selman, Levesque and Mitchell [54]; the name GSAT stands for "Greedy algorithm for SAT". This algorithm starts with a random assignment and then tries to improve the assignment greedily. That is, at every step it flips one of the variables that give the maximum increase in the number of satisfied clauses (the maximum possible increase can happen to be zero or even negative). If a satisfying assignment is not found after a certain number of steps then the algorithm restarts. The number of steps to be performed before a restart and the number of restarts to be done are two parameters of the GSAT algorithm that can be tuned to improve performance on a specific class of problems one is interested in. It is demonstrated in the paper where GSAT is introduced [54] that this algorithm outperforms state-of-the-art systematic search algorithms of that time. Extensive empirical analysis of GSAT was carried out by Gent et al. [24].

Later many algorithms were built on the basis of GSAT. In particular Gent and Walsh have
experimentally demonstrated $[26,25]$ that greediness is not very important for the success of GSAT. The algorithm they designed, CSAT, works as the basic Local Search at assignments that are not local maxima and switches to plateau moves when a local maximum is reached.

Local Search, GSAT and CSAT explore the solution space by making moves that do not decrease the number of satisfied clauses ${ }^{1}$. A quite different approach is used in the Random Walk [50] algorithm that was proposed by Papadimitriou [50]. This algorithm flips a variable to satisfy one of the unsatisfied clauses even if that causes a substantial decrease in the total number of satisfied clauses. While the basic Local Search algorithm is generic and can be applied to optimization of any value function, Random Walk was developed specifically for SAT. Random Walk also starts from a random assignment and then at every step an unsatisfied clause is selected uniformly at random, a literal is selected uniformly at random from the clause and the variable corresponding to the literal is flipped. The Random Walk algorithm was used as a basis for the practical WalkSat algorithm by Kautz and Selman [53]. WalkSat picks an unsatisfied clause uniformly at random and then for each of the variables in the clause it computes how many clauses will become unsatisfied if this variable is flipped. It flips the variable that will cause the least number of clauses to become unsatisfied. WalkSat happened to be very successfully at planning problems. WalkSat successfully solves SAT encodings of hard planning problems faster than the best domain specific algorithms that existed when WalkSat was introduced.

Many local search algorithms have been built upon GSAT and WalkSat (see Chapter 6 of [8] for survey). Those algorithms are more sophisticated and more powerful. We believe that theoretical analysis of these algorithm is crucial for further progress in solving SAT. And yet there is still lack of theoretical understanding of the success even of the most simple Local Search algorithms: GSAT and WalkSat.

### 1.1.2 Algorithms Analysis

Worst-case analysis of SAT algorithms deals with proving polynomial upper bounds for the algorithms applied to subclasses of SAT, exponential bounds and approximation results. Since SAT is NP-complete there is not much hope of designing a polynomial (or even sub-exponential [33]) algorithm solving it in the general case.

The best known algorithm [17] for solving the general case of SAT takes $2^{n-o(n)}$ polynomial time steps. Finding an algorithm that can solve SAT exponentially faster than in $2^{n}$ steps or proving

[^1]that such algorithm does not exist is a well known open problem. Upperbounds of the form $c^{n}, c<2$, were obtained for many important large subclasses of SAT. For instance, algorithms working within such bounds were found for $k$-SAT [16], problems with bounded ratio of the number of clauses to the number of variables [42], problems with bounded number of positive (or negative) occurrences of variables [34] etc. These results are proven by providing a splitting algorithm, i.e. an algorithm that reduces a SAT instance to subproblems of smaller size. Depending on the size of these subproblems the number of such recursive calls required to solve the problems differs. There are techniques [44] that allow bounding this number by analyzing the sizes of the subproblems. To apply these techniques, size of a formula does not have to be defined as the number of clauses or number of variables, but can be an arbitrary positive function of the formula.

A great amount of work $[62,35,6]$ has been done in the area of approximating the solution of the MAX-SAT problem. The best algorithm for the general MAX-SAT problem so far, allows to get a 0.77 approximation of the optimum [6]. The case of 3-SAT is especially interesting in the context of approximating the solution. It is not hard to see that the expected number of clauses satisfied by a random assignment equals $\frac{7}{8}$ of the total number of clauses in the formula. On the other hand Håstad's celebrated result [29] states that, assuming $P \neq N P$, there is no deterministic algorithm that could be guaranteed to achieve a better approximation of 3-SAT. This surprising result was obtained using the notion of Probabilistically Checkable Proof (PCP) and the famous PCP-theorem [5]. Thus the question of optimal polynomial time approximability of 3-SAT in the worst case is essentially closed. And consequently we have that for general SAT the approximation ratio that can be achieved in polynomial time is bounded between 0.77 and $\frac{7}{8}=0.875$.

The worst case performance of GSAT has been studied in two contexts. Let us recall that the algorithm can be tuned by setting the number of steps done before a restart and the number of restarts. So the algorithm can be used as a polynomial time algorithm as well as exponential. Worst case efficiency of GSAT in polynomial settings applied to the $k$-SAT problem is not better than the performance of the basic Local Search algorithm. It guarantees only $\frac{k}{k+1}$-th fraction of clauses to become satisfied [28, 46], which is also always achievable by the basic Local Search. The worst case efficiency of GSAT and CSAT as exponential algorithms for formulas of bounded clause to variable ratio was studied by Hirsch. In particular it was shown that if the number of restarts is $2^{c n}, c<1$, and each restart makes $n$ steps then CSAT succeeds as a Monte-Carlo randomized algorithm. This upper bound was obtained for its execution without use of plateau moves, that is essentially the bound was proven for the Local Search with restarts.

This work is devoted to the typical case analysis of SAT algorithms. In this approach we assume
that problem instances are generated according to some probabilistic distribution. Then we can try to prove that with high probability (i.e. with probability that tends to 1 as the size of the problem goes to infinity), the algorithm solves the problem or gives a good approximation of the optimal solution. Performance of the algorithm with respect to the typical case can be much better than it is in the worst case.

Until the early 1990's it appeared that SAT is a very easy problem in the typical case and several very simple algorithms were proposed for it (see for example [27, 31, 37]). In 1992, it was argued by Selman, Levesque and Mitchell [48, 55] that SAT formulas that are hard on average, can be generated by picking some natural distributions and parameter values. According to the proposed model random $k$-SAT of fixed density (or simply Random $k$-SAT), the problem is sampled as follows: given a density $\rho$ and a number of variables $n$, a formula is picked uniformly at random among all CNFs containing $\rho n k$-clauses over the $n$ variables, where a $k$-clause is a clause containing exactly $k$ literals corresponding to $k$ distinct variables.

A randomly generated 3-SAT problem may happen to have a solution or to be unsatisfiable. Thus it is a natural question to ask what is the probability that a Random 3-SAT of density $\rho$ is satisfiable. It was experimentally shown that there is a threshold $\rho_{0} \approx 4.25$, such that if $\rho<\rho_{0}$, then with high probability the problem has a solution and otherwise with high probability there is no solution. More experimental evidence of this phenomenon was published shortly thereafter, see e.g. [15, 45]. In 1994 Kirkpatrik and Selman noted that this threshold behavior of the system is known in statistical physics as a phase transition.

The term "phase transition" in statistical physics generalizes the phase transition of medium between solid, liquid, gas and plasma states. Intuitively speaking, a system demonstrates the phase transition phenomenon with respect to parameter $p$ if for some values small change of $p$ leads to a dramatic change of the behavior of the system. Statistical physics has certain techniques for experimental data analysis that indicate whether a system demonstrates the phase transition at some point or not. Those techniques were used by Kirkpatrik and Selman in their experimental research of 3-SAT.

In 1999 Freidgut [22] succeeded in rigorously proving the existence of a function $\rho_{0}^{k}=\rho_{0}^{k}(n)$ such that for $\rho<\rho_{0}^{k}(n)$ a Random $k$-SAT has a solution with high probability and for $\rho>\rho_{0}^{k}(n)$ it does not. Plenty of results were bounding bounding the range where the transition happens in 3-SAT from below $[57,56,11,1,38]$ and above [36,59, 39, 19]. The best lower bound at the moment [38] is 3.520 and the best upper bound [19] is 4.506 .

All lower bounds for the phase transition were obtained by providing an algorithm and then
proving that with high probability it solves the problems of density below the bound. A breakthrough in this area is due to Achlioptas in 2000. He unified all previously known algorithms in a so called Card Game framework [2]. These algorithms are essentially different versions of DPLL algorithms without backtracking. Since there is no backtrack, once a variable gets its value it never changes it. Thus once a variable is assigned the formula can be simplified by removing unsatisfied literals corresponding to the variable and clauses that became satisfied by that assignment. In the Card Game framework a state of the run of the algorithm is represented as a layout of cards. Each clause is represented as a column of cards, each of which corresponds to a literal. So when the algorithm decides what variable to assign a value for, it can either pick the variable uniformly at random among those which are still unassigned, or pick a size of the clause and then pick a variable that corresponds to a random literal in a random clause of this size. Once the variable is assigned the cards that correspond to unsatisfied literals and columns that correspond to satisfied clauses are removed. If the algorithm is acting within the Card Game framework its state can be described as $k+2$ numbers. Namely numbers of $l$-clauses for $1 \leq l \leq k$, the number of satisfied clauses and the number of unsatisfied clauses. This framework is somewhat restricting but still allows a wide range of algorithms to be implemented. For instance the Pure Literal heuristic does not fit into this framework, but the Unit Propagation algorithm does.

To analyze an algorithm represented in the Card Game framework Achlioptas used Wormald's theorem. This theorem allows to make the transition from a discrete stochastic process to a deterministic system of differential equations. The obtained system of differential equations can be studied by numerical methods. The Wormald's theorem was originally applied in the analysis of algorithms on random graphs and the Card Game framework made it possible to use it for SAT algorithms. The intuitive idea behind the theorem is that discrete parameters of a large system behave almost as if they were continuous. For instance if we plot a graph of the number of satisfied clauses versus time for Local Search, then as the number of the variables grows the graph will look more and more like a graph of a smooth function. Wormald's theorem provides a rigorous basis for using this phenomenon.

When it was shown that Random 3-SAT for densities close to 4.25 was hard for existing algorithms it became a natural problem to find out whether an efficient algorithm exists for this distribution of 3-SAT or not. Statistical physics analysis of the 3-SAT solution space resulted in development of the Survey Propagation [51] algorithm that is highly efficient on random 3-SAT instances in experiments. The algorithm is capable of finding solutions of large (around $10^{6}$ variables) instances of random 3-SAT with density close to the threshold $\rho_{0}$, but is yet to be rigorously analyzed and that
seems to be very hard.
A random 3-SAT of fixed density with a planted solution (or simply Random Planted 3-SAT [3]) distribution is easier to solve and it provides a model for overconstrained [60] practical problems. To generate a $k$-CNF according to this distribution one first picks some assignment of values to the variables. Then a formula of density $\rho$ is sampled uniformly at random from all formulas with $\rho n$ clauses that are satisfied by that assignment. Experimental data suggest that random planted 3-SAT is easier than random 3-SAT: modern practical algorithms are capable of solving it for any density.

It was first shown by Flaxman in 2003 that Random Planted 3-SAT of high constant density can be solved in polynomial time [21]. A specific algorithm, named Spectral Heuristic was developed to prove that. The algorithm deals with a graph $G$ of co-occurenses of literals, i. e. a graph in which vertices are literals and two literals are connected by an edge if they occur in the same clause. It was observed that graph $G$ has negative eigenvalues and that the eigenvectors corresponding to the most negative eigenvalue of $G$ can be used to get a solution of the problem.

Later Feige and Vilenchik [58] developed another algorithm with similar performance on Random planted 3-SAT. The algorithm consists of two stages. First a value for each variable is selected so as to satisfy as many literals as possible. That is, the variable is assigned 1 or 0 based on whether it occurs more often in positive or negative literals respectively. Next a specific kind of a Local Search algorithm called the $k$-opt heuristic is executed. At each step the algorithm has an assignment $\vec{v}$ and computes the set $S$ of all clauses of the formula that are satisfied by $\vec{v}$. Then all subsets of variables of size at most logarithm of the total number of variables are considered. A variable is flipped if that results in an assignment that satisfies a set of clauses $S^{\prime}$ such that $S^{\prime} \supset S$.

The $k$-opt heuristic algorithm is more intuitive than the spectral heuristic, but still uses quite different ideas than the practical algorithms. Next we discuss typical case analysis of practical algorithms. We focus on two heuristics used in practical local search solvers to escape local maxima and boost algorithm performance: plateau moves and flipping of a variable occurring in an unsatisfied clause.

The typical case performance of the GSAT algorithm for random planted 3-SAT was studied by Koutsoupias and Papadimitriou [40]. It was shown that for linear density $\rho=\kappa n$ GSAT succeeds with high probability. As in the proof of the upper bound of the time complexity in [30] plateau and downward moves were not used in the analysis. Also the authors conjectured that their upper bound is not tight and that GSAT can solve random planted 3-SAT for a large constant density.

Later Gent [23] adapted techniques of Koutsoupias and Papadimitriou [40] to show that even for the Stupid Algorithm (i. e. an algorithm that assigns 1 or 0 to a variable depending on whether this
variable occurs more often in positive or negative literals) there exists a large constant $\kappa_{0}$ such that this algorithm can solve Random Planted 3-SAT for density $\kappa \ln n$, for any $\kappa>\kappa_{0}$.

The Random Walk algorithm was initially proposed by Papadimitriou [50] and in the same paper it was also shown that it can find solution for any 2-SAT problem in expected quadratic time. The algorithm was also analyzed theoretically in the typical case and tested for 3-SAT by Alekhnovich and Ben-Sasson [3]. They proved that the algorithm solves Random 3-SAT in linear time for densities lower than 1.6 and there is experimental evidence that the algorithm succeeds for densities up to 2.7 . On the other hand they proved that there exists a constant $c$ such that RW does not solve instances with planted solution of density greater than $c$.

### 1.2 Definitions

### 1.2.1 Basic Notions

A 3-CNF is a conjunction of 3-clauses i.e. clauses with exactly 3 literals. As we consider only 3-CNFs, we will always call them just clauses. Depending on the number of negated literals, we distinguish 4 types of clauses: $(-,-,-),(+,-,-),(+,+,-)$, and $(+,+,+)$. If $\varphi$ is a 3-CNF over variables $x_{1}, \ldots, x_{n}$, an assignment for these variables is a Boolean $n$-tuple $\vec{u}=\left(u_{1}, \ldots, u_{n}\right)$, so the value of $x_{i}$ is $u_{i}$. Let $\vec{v}_{i}^{\prime}$ be a vector obtained from $\vec{v}$ by flipping the $i$-th coordinate. Statements " $c$ is a clause in $\varphi$ " and "clause $c$ is satisfied by $\vec{v}$ " we denote by $c \in \varphi$ and $c(\vec{v})$ respectively.

The density of a $3-\operatorname{CNF} \varphi$ is the number $\frac{m}{n}$ where $m$ is the number of clauses, and $n$ is the number of variables in $\varphi$. The uniform distribution of 3-CNFs of density $\rho$ (density may be a function of $n$ ), $\Phi(n, \rho n)$ is the set of all 3-CNFs containing $n$ variables and $\rho n$ clauses together with the uniform probability distribution on this set. To sample a 3-CNF according to $\Phi(n, \rho n)$, one chooses uniformly and independently $\rho n$ clauses out of the $2^{3}\binom{n}{3}$ possible clauses. Thus, we allow repetitions of clauses, but not repetitions of variables within a clause. Random 3-SAT is the problem of deciding the satisfiability of a 3-CNF randomly sampled accordingly to $\Phi(n, \rho n)$. For short, we will call such a random formula a 3-CNF from $\Phi(n, \rho n)$.

The uniform planted distribution of 3-CNF of density $\rho$ is constructed as follows. First, choose at random a Boolean $n$-tuple $\vec{u}$, the planted satisfying assignment. Then let $\Phi^{\text {plant }}(n, \rho n, \vec{u})$ be the uniform probability distribution over the set of all 3-CNFs over variables $x_{1}, \ldots, x_{n}$ with density $\rho$ and such that $\vec{u}$ is a satisfying assignment. For our purposes we can always assume that $\vec{u}$ is the all-ones tuple, that is a 3-CNF belongs to $\Phi^{\text {plant }}(n, \rho n, \vec{u})$ if and only if it contains no clauses of the type $(-,-,-)$. We also simplify the notation $\Phi^{\text {plant }}(n, \rho n, \vec{u})$ by $\Phi^{\text {plant }}(n, \rho n)$. To sample
a 3-CNF according to $\Phi^{\text {plant }}(n, \rho n)$ one chooses uniformly and independently $\rho n$ clauses out of $7\binom{n}{3}$ possible clauses of types $(+,-,-),(+,+,-)$, and $(+,+,+)$. Random Planted 3-SAT is the problem of deciding the satisfiability of a 3-CNF from $\Phi^{\text {plant }}(n, \rho n)$.

The problems Random MAX-3-SAT and Random Planted MAX-3-SAT are the optimization versions of Random 3-SAT and Random Planted 3-SAT. The goal in these problems is to find an assignment that satisfies as many clauses as possible. In particular we study Local Search and its practical modification GSAT algorithm. Local Search terminates when it reaches a local maximum of the function

$$
\mathcal{V}^{\varphi}(\vec{x})=|\{c \in \varphi \mid c(\vec{x})\}| .
$$

That is when the assignment $\vec{v}$ under consideration is such that there is no variable which can be flipped to increase the number of satisfied clauses. In this case we will just say that $\vec{v}$ is a local maximum of $\varphi$. The function $\mathcal{V}^{\varphi}$ is easy to compute and we will use it in the pseudocode.

Below we define several notions assuming that $\varphi$ is sampled according to probability distribution $\Phi(n, \rho n)$. The definitions are analogous for $\varphi \in \Phi^{\text {plant }}(n, \rho n)$. By saying that a statement $\mathcal{E}(\varphi)$ is true with high probability for $\varphi \in \Phi(n, \rho n)$ we mean that probability of event $\mathcal{E}(\varphi)$ tends to 1 for $\varphi \in \Phi(n, \rho n), n \rightarrow \infty$. We shall also use the standard acronym "whp". For arbitrary functions $f(n), g(n)$ we denote equality $f(n)=g(n)+o(n)$ by $f(n) \approx g(n)$ and we write $f(n) \lesssim g(n)$ if inequality $f(n) \leq g(n)$ holds for all large enough $n$.

Let $\varphi$ be sampled according to probability distribution $\Phi(n, \rho n)$ and let $\mathcal{E}$ be some event. We say that the probability distribution $\Phi(n, \rho n)$ demonstrates a phase transition with respect to $\mathcal{E}$ if there is a function $\rho_{0}(n)$ such that for any $\varepsilon>0$, for $\rho>\rho_{0}(1+\varepsilon)$ we have $\mathbf{P}(\mathcal{E}) \longrightarrow 1$, as $n$ goes to infinity, and for $\rho<\rho_{0}(1-\varepsilon)$ we have $\mathbf{P}(\mathcal{E}) \longrightarrow 0$. In the 3-SAT phase transition we have $\mathcal{E}=$ "formula $\varphi$ is unsatisfiable". The function $\rho_{0}(n)$ is called the phase transition threshold. Note that the phase transition threshold is not necessarily a constant. We also apply the notion of phase transition to the performance of Local Search on Random Planted 3-SAT, and in this case we have $\mathcal{E}=$ "Local Search solves $\varphi$ ".

### 1.2.2 Classical Local Search algorithms

Local Search, GSAT, CSAT. A formal description of the Local Search algorithm (LS) is given in Fig. 1.1. Observe that LS stops when it reaches a local maximum in the number of unsatisfied clauses. We shall also study One Pass Local Search (OLS), a simplified version of LS. Like LS, OLS flips variables that give an increase in the number of satisfied clauses, but it considers any variable only once (see Fig. 1.2).

INPUT: 3-SAT formula $\varphi$ over variables $x_{1}, \ldots, x_{n}$.
OUtput: Boolean $n$-tuple $\vec{u}$, which is a local maximum of $\varphi$. METHOD:
pick uniformly at random a Boolean $n$-tuple $\vec{u}$
let $U=\left\{x_{i} \mid \mathcal{V}\left(\vec{u}_{i}^{\prime}\right)>\mathcal{V}(\vec{u})\right\}$
while $U$ is not empty
pick uniformly at random a variable $x_{j}$ from $U$
change the value of $x_{j}$ in $\vec{u}$
recompute $U$
return $\vec{u}$
Figure 1.1: The basic Local Search algorithm (Iterative Improvement)

```
InPUT: 3-SAT formula \(\varphi\) over variables \(x_{1}, \ldots, x_{n}\).
OUtput: Boolean \(n\)-tuple \(\vec{u}\), which is a local maximum of \(\varphi\).
Method:
    pick uniformly at random a Boolean \(n\)-tuple \(\vec{u}\)
    let \(U=\left\{x_{i} \mid \mathcal{V}\left(\vec{u}_{i}^{\prime}\right)>\mathcal{V}(\vec{u})\right\}\)
    for \(i\) in \(1, \ldots n\)
        if \(x_{i}\) belongs to \(U\)
        change the value of \(x_{i}\) in \(\vec{u}\)
        recompute \(U\)
    return \(\vec{u}\)
```

Figure 1.2: One Pass Local Search algorithm

Given an assignment $\vec{u}$ and a clause $c$ it will be convenient to say that $c$ votes for a variable $x_{i}$ to have value 1 if $c$ contains literal $x_{i}$ and its other two literals are unsatisfied. In other words if either (a) $c$ is not satisfied by $\vec{u}$, and it will be satisfied if the value of $x_{i}$ is changed, or (b) the only literal in $c$ satisfied by $\vec{u}$ is $x_{i}$. Similarly, we say that $c$ votes for $x_{i}$ to have value 0 if $c$ contains the negation of $x_{i}$ and its other two literals are not satisfied. Using this terminology we define the set $U$ (see Fig. 1.1, 1.2) as the set of all variables such that the number of votes received to change the current value is greater than the number of those to keep it.

The GSAT algorithm is presented in Fig. 1.3. The CSAT algorithm is similar to GSAT, but without greediness as shown in Fig. 1.4. In this work we are interested in these algorithms as decision algorithms rather than optimization algorithms, so to keep the pseudocode simple we return fail rather then remembering and returning the best assignment that was considered.

```
INPUT: A 3-CNF }\varphi\mathrm{ , integers MAXTRIES, MAXFLIPS
OUTPUT: fail or an assignment }\vec{v}\mathrm{ that satisfies }
METHOD:
    do MAXTRIES times
        pick uniformly at random a Boolean n-tuple }\vec{v
    do MAXFLIPS times
        if \vec{v}\mathrm{ satisfies }\varphi\mathrm{ then return }\vec{v}
        pick a variable }\mp@subsup{x}{i}{}\mathrm{ such that }\mathcal{V}(\mp@subsup{\vec{v}}{i}{\prime})\mathrm{ is maximal uniformly at random
        let }\vec{v}=\mp@subsup{\vec{v}}{i}{\prime
    return fail
```

Figure 1.3: The GSAT algorithm

Random Walk. Random Walk (see Fig. 1.5) is a very simple algorithm proposed by Papadimitriou [50]. It starts with a random assignment and at every step an unsatisfied clauses is picked uniformly at random. Then a literal in the clause is selected uniformly at random and the corresponding variable is flipped.

### 1.3 Main Results

In this work we make a contribution into understanding the effectiveness of practical local search heuristics. Our first result is a typical case study of the performance of the basic Local Search for Random 3-SAT and Random Planted 3-SAT. For Random 3-SAT of arbitrary constant density $\rho$ we show that basic Local Search does not find an optimal solution but returns an assignment that satisfies $c \rho n$ clauses. The constant $c$ is less than $\frac{7}{8}$. Thus Local Search typically achieves a result which is NP-hard to achieve in the worst case. While Random 3-SAT becomes unsatisfiable when $\rho$ is greater than the phase transition threshold $(\approx 4.25)$ the Random Planted 3-SAT gets easier since counting the number of positive and negative occurrences of variables can help with assigning them correct values. We discovered that basic Local Search does not solve Random Planted 3-SAT for any constant density. But for the density of the form $\rho=\kappa \ln n$ basic Local Search has a phase transition at $\kappa=7 / 6$. Namely for constant $\kappa<7 / 6$ basic Local Search whp does not solve the Random 3-SAT and for $\kappa>7 / 6 \mathrm{whp}$ it does.

We generalize the Card Game [2] to model One-Pass Local Search (OLS), a restricted version of the Local Search (LS) algorithm that considers each variable only once, and prove the following

InPUT: 3-SAT formula $\varphi$ over variables $x_{1}, \ldots, x_{n}$, integers MAXFLIPS, MAXTRIES
Output: Boolean $n$-tuple $\vec{v}$, which is a local maximum of $\varphi$.
METHOD:
let $U=\left\{x_{i} \mid \mathcal{V}\left(\vec{v}_{i}^{\prime}\right)>\mathcal{V}(\vec{v})\right\}$
let $U_{0}=\left\{x_{i} \mid \mathcal{V}\left(\vec{v}_{i}^{\prime}\right)=\mathcal{V}(\vec{v})\right\}$
do MAXTRIES times
pick uniformly at random a Boolean $n$-tuple $\vec{v}$
do MAXFLIPS times
if $U \cup U_{0}$ is empty
return fail
if $U$ is not empty
pick uniformly at random a variable $x_{j}$ from $U$
else
pick uniformly at random a variable $x_{j}$ from $U_{0}$
change the value of $x_{j}$ in $\vec{v}$
recompute $U$ and $U_{0}$
if $\vec{v}$ satisfies $\varphi$ return $\vec{v}$
return fail
Figure 1.4: The CSAT algorithm.

Theorem 1 For any positive $\rho$ there is a constant $\omega$ such that for a random 3-CNF $\Phi(n, \rho n)$ whp the OLS algorithm finds an assignment such that the number of satisfied clauses equals $\omega n+o(n)$.

Then we build a more sophisticated model to be able to get a system of differential equations describing the work of the Local Search algorithm. To apply Worlmald's theorem to that model we rely on a certain assumption (See Assumption 1 in Section 3.1). Intuitively the assumption states that at each step of the algorithm the pair of the formula and the assignment remains random given the parameters of the process we are tracking.

We use this assumption in the following theorem.
Theorem 2 If Assumption 1 is true then for any positive $\rho$ there is a constant $\omega$ such that for a random 3-CNF $\Phi(n, \rho n)$ almost surely the LS algorithm finds an assignment such that the number of satisfied clauses equals $\omega n+o(n)$.

The existence of a phase transition in performance of the Local Search applied to Random Planted 3-SAT is formally stated in the following theorem:

Theorem 3 (1) Let $\rho \geq \kappa \cdot \ln n$, and $\kappa>\frac{7}{6}$. Then Local Search whp finds a solution of Random Planted 3-SAT of density $\rho$.

```
InPut: A CNF \(\varphi\) containing \(n\) variables, integers MAXFLIPS
Output: An assignment \(\vec{x}\)
Method:
    let \(\vec{x}\) be a random vector.
    for step from 1 to MAXFLIPS do
        pick a random unsatisfied clause \(C\) in \(\varphi\)
        for each variable \(x_{j}\) in \(C\) do
            let \(x_{j}=\neg x_{j}\)
    return \(\vec{x}\)
```

Figure 1.5: The Random Walk Algorithm
(2) Let $c \leq \rho \leq \kappa \cdot \ln n$, where $c$ is an arbitrary positive constant, and $0<\kappa<\frac{7}{6}$. Then Local Search whp does not find a solution of Random Planted 3-SAT of density $\rho$.

Next we move to the analysis of the Local Search enhanced with plateau moves. All our proofs work for both GSAT and CSAT, and for simplicity we formulate theorems for GSAT. It follows from Corollary 1 (see Section 4.2) that for any finite density $\rho$ the GSAT algorithm satisfies $c_{1} n, c_{1}>0$ more clauses than LS. The gain in performance from plateau moves is more impressive for Random Planted 3-SAT. While LS has a phase transition at $\frac{7}{6} \ln n$, GSAT solves Random Planted 3-SAT for any logarithmic density. This is stated formally in the following theorem.

Theorem 4 For any $\kappa>0$ GSAT with settings MAXFLIPS $=n^{60 / \kappa+3}$, MAXTRIES $=1$ finds a solution for $\varphi \in \Phi^{\text {plant }}(n, \rho n), \rho=\kappa \ln n w h p$.

The second heuristic we analyze in this work uses dynamic weights on variables. We introduce and study Weighted Random Walk, a modification of the well known Random Walk algorithm. In this algorithm we favor selection of variables for a flip that were flipped recently. To do that we assign each variable a positive integer weight and flip a variable only if its weight is one. Similarly to the Random Walk we pick an unsatisfied clause uniformly at random. For each variable in the clause if weight is strictly greater than one we decrease the weight by one and if the weight is exactly one we flip the variable. Every step two variables are selected uniformly at random and have their weights increased by one. Pseudocode for the algorithm is given in Fig. 1.6. Weighted Random Walk with setting maxweight $=1$ turns into Random Walk. We increase weights of two variables at each step and the number 2 appears to be arbitrary. We could make the number of variables that have their weight increased to be a tuning parameter of the algorithm, but the analysis is the easiest if the number is two.

```
Input: A CNF \(\varphi\) containing \(n\) variables, integers MAXFLIPS, MAXWEIGHT
Output: An assignment \(\vec{x}\)
Method:
    let \(\vec{x}\) be a random vector.
    let \(w(i)=1\), for \(i \in\{1, \ldots, n\}\)
    for step from 1 to MAXFLIPS do
        pick a random unsatisfied clause \(C\) in \(\varphi\)
        for each variable \(x_{j}\) in \(C\) do
            let \(w(j)=w(j)-1\)
            if \(w(j)=0\) :
                let \(x_{j}=\neg x_{j}, w(j)=1\)
        pick two random variables, and for each of them do
            if its weight is less than maxweight then increase it by one
    return \(\vec{x}\)
```

Figure 1.6: The Weighted Random Walk Algorithm

Our experiments suggest that Weighted Random Walk (WRW) performs well at finding solutions of random planted instances of 3-SAT of any fixed density. This is in contrast with Alekhnovich and Ben-Sasson's exponential lower bound for the running time of the standard random walk algorithm for solving random planted 3-SAT of density larger than a constant [3]. Random Planted 3-SAT is not a hard distribution for modern practical algorithms, but Weighted Random Walk is much simpler and is easier to analyze theoretically.

We prove that Weighted Random Walk solves the Full CNF (CNF consisting of all clauses that are satisfied by the planted solution) and for random CNFs with planted solution of unbounded densities $\rho=\rho(n) \underset{n}{\longrightarrow} \longrightarrow \infty$ for any $\varepsilon>0$ whp it finds an assignment that differs from the planted solution on at most $\varepsilon$-fraction of all variables.

Theorem 5 Let $\varphi$ be a random 3-CNF with a planted solution $\vec{r}$ of density $\rho=\rho(n){ }_{n} \longrightarrow \infty$, and let $\varepsilon>0$ be some constant. With high probability WRW with MAXWEIGHT $\geq 5$ finds a vector that differs from $\vec{r}$ in at most $\varepsilon n$ coordinates.

## Chapter 2

## Probabilistic tools

In this chapter we formulate several statements regarding properties of stochastic processes that will be used throughout the work.

### 2.1 Chernoff Bounds

Let $B(p, n)$ be random variable, that is the number of successes in $n$ independent trials. If $p$ is the probability of success in each trial, then the following inequality is known as Chernoff Bound [49]

$$
\mathbf{P}\left(\left|\frac{B(p, n)}{n}-p\right| \leq \varepsilon\right) \leq 2 e^{-\frac{\varepsilon^{2} n}{3 p}} .
$$

Next we prove a lemma that generalizes the Chernoff bound to linear combinations of binomial random variables.

Lemma 1 Let $r, s$ be integers, $\theta<1$ a positive real, and let $\alpha_{1}, \ldots, \alpha_{r}, \beta_{1}, \ldots, \beta_{s}$ be some real constants. There are constants $\lambda$ and $C$ such that we have

$$
\begin{equation*}
\mathbf{P}(X>Y)<C e^{-\lambda \mathbf{E}(Y)} \tag{2.1}
\end{equation*}
$$

for any random variables $X$ and $Y$ such that $\mathbf{E}(X)<\theta \mathbf{E}(Y)$ and $X=\sum_{i=0}^{r} \alpha_{i} X_{i}, Y=\sum_{i=0}^{s} \beta_{i} Y_{i}$ for some binomial random variables $X_{1}, \ldots, X_{r}, Y_{1}, \ldots, Y_{s}$.

Proof. Let $\xi=\frac{1-\theta}{(r+s) \max \left(\max \left(\alpha_{i}\right), \max \left(\beta_{i}\right)\right)}$. It is easy to see that event $X>Y$ implies occurrence of at least one of the events from the set

$$
\mathcal{S}=\left\{\left\{X_{i} \geq \mathbf{E}\left(X_{i}\right)+\xi \mathbf{E}(Y)\right\}_{i \in\{0, \ldots, r\}},\left\{Y_{i} \leq \mathbf{E}\left(Y_{i}\right)-\xi \mathbf{E}(Y)\right\}_{i \in\{0, \ldots, s\}}\right\} .
$$

Indeed, inequality $X<Y$ follows from inequalities

$$
\begin{array}{r}
X_{i}<\mathbf{E}\left(X_{i}\right)+\xi \mathbf{E}(Y)_{i \in\{0, \ldots, r\}} \\
Y_{i}>\mathbf{E}\left(Y_{i}\right)-\xi \mathbf{E}(Y)_{i \in\{0, \ldots, s\}} \\
\mathbf{E}(X)<\theta \mathbf{E}(Y) .
\end{array}
$$

Application of Chernoff bound to each of $X_{i}$ and $Y_{i}$ gives us inequalities

$$
\begin{aligned}
& \mathbf{P}\left(\left|X-\mathbf{E}\left(X_{i}\right)\right|>\xi \mathbf{E}(Y)\right)<e^{-\mathbf{E}\left(X_{i}\right) \xi^{2}\left(\frac{\mathbf{E}(Y)}{\mathbf{E}\left(X_{i}\right)}\right)^{2} / 3} \leq e^{-\xi^{2} \mathbf{E}(Y) \theta^{-2} / 3}, \\
& \mathbf{P}\left(\left|Y-\mathbf{E}\left(Y_{i}\right)\right|>\xi \mathbf{E}(Y)\right)<e^{-\mathbf{E}\left(Y_{i}\right) \xi^{2}\left(\frac{\mathbf{E}(Y)}{\mathbf{E}\left(Y_{i}\right)}\right)^{2} / 3} \leq e^{-\xi^{2} \mathbf{E}(Y) / 3}
\end{aligned}
$$

Thus if we set $\lambda=\xi^{2} / 3$ and $C=r+s$ then using the union bound we can conclude that inequality (2.1) holds.

### 2.2 Azuma's Inequality

We say that a sequence of random variables $X_{0}, X_{1}, \ldots$ is a supermartingale (or submartingale) if for any $k$ we have $E\left(X_{k+1} \mid X_{1}, \ldots, X_{k}\right)<X_{k}$ (or $E\left(X_{k+1} \mid X_{1}, \ldots, X_{k}\right)>X_{k}$ respectively).

Let $X_{0}, X_{1}, \ldots$ be a submartingale and $c, \Delta$ constants such that for each $k,\left|X_{k}-X_{k-1}\right| \leq$ $c, \mathbf{E}\left(X_{k}-X_{k-1}\right) \geq \Delta$. Then according to Azuma's inequality [49] for all $t$ and any $\lambda$ we have

$$
\mathbf{P}\left(X_{t}-X_{0} \leq \lambda\right) \leq 2 e^{-\frac{(t \Delta-\lambda)^{2}}{2 t c^{2}}}
$$

The following Observation can be easily done using the Azuma's inequality for supermartingales (see Lemma 1 from [61]).

Observation 1 (1) Let $Y_{t}$ be a supermartingale such that $\mathbf{E}\left(Y_{t+1} \mid Y_{t}\right) \leq Y_{t}$ and $\left|Y_{t+1}-Y_{t}\right|<c$ for some c. Then $\mathbf{P}\left(Y_{t}-Y_{0} \geq b c\right) \leq e^{-\frac{b^{2}}{2 t}}$, for any $b>0$.
(2) This inequality implies that if $\mathbf{E}\left(Y_{t+1} \mid Y_{t}\right)<Y_{t}-d$ and $\left|Y_{t+1}-Y_{t}\right|<c \leq 1$ then the process $Z_{t}=Y_{t}-d t$ is a supermartingale and we have the following inequality

$$
\begin{equation*}
\mathbf{P}\left(Y_{t}-Y_{0} \geq b c\right)=\mathbf{P}\left(Z_{t}-Z_{0} \leq\left(b+\frac{d t}{c}\right)\right) \leq e^{-\frac{(b+d t)^{2}}{2 t c^{2}}} \leq e^{-b d} \tag{2.2}
\end{equation*}
$$

### 2.3 Random Graphs

We use some standard probabilistic tools of random graph analysis which can be found in the book [4].

Let $\varphi$ be a 3-CNF with variables $x_{1}, \ldots, x_{n}$. The primal $\operatorname{graph} G(\varphi)$ of $\varphi$ is the graph with vertex set $\left\{x_{1}, \ldots, x_{n}\right\}$ and edge set $\left\{x_{i} x_{j} \mid\right.$ literals containing $x_{i}, x_{j}$ appear in the same clause $\}$. The hypergraph $H(\varphi)$ associated with $\varphi$ is a hypergraph, whose vertices are the variables of $\varphi$ and edges are the 3-element sets of variables belonging to the same clause. Note that if $\varphi \in \Phi^{\text {plant }}(n, \rho n)$ or $\varphi \in \Phi(n, \rho n)$ then $H(\varphi)$ is sampled uniformly at random among all 3-hypergraphs with $n$ vertices and $\rho n$ edges.

We will need the following properties that are possessed by graphs of logarithmic and smaller density.

Lemma 2 Let $\rho<\kappa \ln n$ for a certain constant $\kappa$, and let $\varphi \in \Phi^{\text {plant }}(n, \rho n)$.
(1) For any $\alpha<1$, whp all the subgraphs of $G(\varphi)$ induced by at most $O\left(n^{\alpha}\right)$ vertices have average degree less than 5 .
(2) The probability that $G(\varphi)$ has a vertex of degree greater than $\ln ^{2} n$ is $o\left(n^{-3}\right)$.

Proof. (1) This part of the lemma is very similar to Proposition 13 from [20], and is proven in a similar way. Let $U$ be a fixed set of variables with $|U|=\ell$. The number of 3 -element sets of variables that include 2 variables from $U$ is bounded from above by

$$
\binom{\ell}{2}(n-2) \leq \frac{1}{2} \ell^{2} n
$$

For each of them the probability that this set is the set of variables of one of the random clauses chosen for $\varphi$ (we ignore the type of the clause) equals

$$
\frac{\kappa n \ln n}{\binom{n}{3}}=\frac{6 \kappa \ln n}{(n-1)(n-2)} .
$$

Thus, the probability that $2 \ell$ of them are included as clauses is at most

$$
\binom{\frac{1}{2} \ell^{2} n}{2 \ell}\left(\frac{6 \kappa \ln n}{(n-1)(n-2)}\right) \leq\left(3 e \kappa \cdot \frac{\ell \ln n}{n}\right)^{2 \ell} .
$$

Let $d=e(3 e \kappa)^{2}$. Using the union bound, the probability that there exists a required set $U$ with at
most $n^{\alpha}$ variables is at most

$$
\begin{aligned}
& \sum_{\ell=2}^{n^{\alpha}}\binom{n}{k}\left(\sqrt{\frac{d}{e}} \frac{\ell \ln n}{n}\right)^{2 \ell} \\
& \quad \leq \sum_{\ell==}^{n^{\alpha}}\left(\frac{n e}{\ell} \cdot \frac{d}{e} \cdot \frac{\ell^{2} \ln ^{2} n}{n^{2}}\right)^{\ell} \\
& \quad \leq \sum_{\ell=2}^{n^{\alpha}}\left(d \frac{n^{\alpha} \ln ^{2} n}{n}\right)^{\ell} \\
& \quad=\left(d n^{\alpha-1} \ln ^{2} n\right)^{2} \frac{1-\left(d n^{\alpha-1} \ln n\right)^{\ell-1}}{1-d n^{\alpha-1} \ln n} \\
& \quad=O\left(n^{2 \alpha-2} \ln ^{4} n\right) .
\end{aligned}
$$

(2) The probability that the degree of a fixed vertex is at least $\ln ^{2} n$ is bounded from above by

$$
\left(\frac{1}{n}\right)^{\ln ^{2} n}\binom{3 \kappa n \ln n}{\ln ^{2} n} \leq n^{-\ln ^{2} n}\left(\frac{3 e \kappa n \ln n}{\ln ^{2} n}\right)^{\ln ^{2} n}=\left(\frac{3 e \kappa}{\ln n}\right)^{\ln ^{2} n},
$$

where $n^{-\ln ^{2} n}$ is the probability that some particular $\ln ^{2} n$ random clauses include $x$, and $\binom{3 \kappa n \ln n}{\ln ^{2} n}$ is the number of $\ln ^{2} n$-element sets of clauses. Then it is not hard to see that

$$
n\left(\frac{3 e \kappa}{\ln n}\right)^{\ln ^{2} n} \longrightarrow 0,
$$

as $n$ goes to infinity.

### 2.4 Wormald's Theorem

The key tool in our analysis in Chapters 3 and 6 is the theorem by Wormald [61] that allows one to replace probabilistic analysis of a combinatorial algorithm with analysis of a deterministic system of differential equations.

All random processes we consider are discrete time random processes. Such a process is a probability space $\Omega$ denoted by ( $Q_{0}, Q_{1}, \ldots$ ), where each $Q_{i}$ takes values in some set $S$. Consider a sequence $\Omega_{n}, n=1,2, \ldots$, of random processes. The elements of $\Omega_{n}$ are sequences $\left(q_{0}(n), q_{1}(n), \ldots\right)$ where each $q_{i}(n) \in S$. For convenience the dependence on $n$ will usually be dropped from the notation. Asymptotics, denoted by the notation $o$ and $O$, are for $n \rightarrow \infty$, but uniform over all other variables. For a random $X$, we say $X=o(f(n))$ always if $\max \{x \mid \mathbf{P}(X=x) \neq$
$0\}=o(f(n))$. We denote by $S^{+}$the set of all $h_{t}=\left(q_{0}, \ldots, q_{t}\right)$, each $q_{t} \in S$ for $t=0,1 \ldots$. By $H_{t}$ we denote the history of the processes, that is the $n \times(t+1)$-matrix with entries $Q_{i}(j)$, $0 \leq i \leq t, 1 \leq j \leq n$. A function $f\left(u_{1}, \ldots, u_{j}\right)$ satisfies Lipschitz condition on $D \subseteq \mathbb{R}^{j}$ if a constant $L>0$ exists with the property that

$$
\left|f\left(u_{1}, \ldots, u_{j}\right)-f\left(v_{1}, \ldots, v_{j}\right)\right| \leq L \sum_{i=1}^{j}\left|u_{j}-v_{i}\right|
$$

for all $\left(u_{1}, \ldots, u_{j}\right)$ and $\left(v_{1}, \ldots, v_{j}\right)$ in $D$.
Theorem (Wormald, [61]) Let $k$ be fixed. For $1 \leq \ell \leq k$, let $y^{(\ell)}: S^{+} \rightarrow \mathbb{R}$ and $f_{\ell}: \mathbb{R}^{k+1} \rightarrow \mathbb{R}$, such that for some constant $C$ and all $\ell,\left|y^{(\ell)}\right|<C n$ for all $h_{t} \in S^{+}$for all $n$. Suppose also that for some function $m=m(n)$ :
(i) for all $\ell$ and uniformly over all $t<m, \mathbf{P}\left(\left|Y_{t+1}^{(\ell)}-Y_{t}^{(\ell)}\right|>n^{1 / 5} \mid H_{t}\right)=o\left(n^{-3}\right)$ always;
(ii) for all $\ell$ and uniformly over all $t<m$, $\mathbf{E}\left(Y_{t+1}^{(\ell)}-Y_{t}^{(\ell)} \mid H_{t}\right)=f_{\ell}\left(t / n, Y_{t}^{(1)} / n, \ldots, y_{t}^{(k)} / n\right)+o(1)$ always;
(iii) for each $\ell$ the function $f_{\ell}$ is continuous and satisfies a Lipschitz condition on $D$, where $D$ is some bounded connected open set containing the intersection of $\left\{\left(t, z^{(1)}, \ldots, z^{(k)}\right) \mid t \geq 0\right\}$ with some neighbourhood of $\left\{\left(0, z^{(1)}, \ldots, z^{(k)}\right) \mid \mathbf{P}\left(Y_{0}^{(\ell)}=z^{(\ell)} n, 1 \leq \ell \leq k\right) \neq 0\right.$ for some $n\}$.

Then:
(a) For $\left(0, \hat{z}^{(1)}, \ldots, \hat{z}^{(k)}\right) \in D$ the system of differential equations $\frac{d z_{\ell}}{d s}=f_{\ell}\left(s, z_{1}, \ldots, z_{k}\right), \ell=1, \ldots, k$, has a unique solution in $D$ for $z_{\ell}: \mathbb{R} \rightarrow \mathbb{R}$ passing through $z_{\ell}(0)=\hat{z}^{(\ell)}, 1 \leq \ell \leq k$, and which extends to points arbitrarily close to the boundary of $D$.
(b) Whp $Y_{t}^{(\ell)}=n z_{\ell}(t / n)+o(n)$ uniformly for $0 \leq t \leq \min \{\sigma n, m\}$ and for each $\ell$, where $z_{\ell}(s)$ is the solution in (a) with $\hat{z}^{(\ell)}=Y_{0}^{(\ell)} / n$, and $\sigma=\sigma(n)$ is the supremum of those s to which the solution can be extended.

This theorem was proven by Wormald [61] and was originally used for typical case analysis of algorithms on random graphs. Later it was successfully used by Achlioptas [1] to prove lower bounds for the Random 3-SAT phase transition threshold.

## Chapter 3

## Local Search in Uniform Random 3-SAT

In this chapter we study performance of the basic Local Search algorithm and its simplified version One-Pass Local Search in application to the Random 3-SAT problem. We show that the processes of the execution of LS and OLS can be described by systems of differential equations. Though the algorithms are very similar their analysis differs substantially.

In this chapter we use the following trick to simplify the process of the SAT algorithm execution. To avoid keeping track of the assignment of values of variables we shall assume that the assignment is all-ones. Then when a variable $x_{t}$ needs to be flipped we shall replace all literals $x_{t}$ with $\neg x_{t}$ and vice versa.

### 3.1 One Pass Local Search

One Pass Local Search is a simplified version of the Local Search algorithm where each variable is considered only once (see fig. 1.2). In order to analyze the algorithm we are going to modify the Card Game framework [2]. In this section we develop a system of differential equations and prove that it describes behavior of the OLS.

### 3.1.1 Model

To analyze the OLS algorithm we use an extended version of the Card Game framework [2]. Every clause of CNF $\Phi$ is represented by three cards. At step $t$ the intermediate opens all cards with $x_{t}$ or $\neg x_{t}$ and also tells us the 'polarity' of the remaining literals in the clauses containing $x_{t}, \neg x_{t}$ (that is how many of them are negative). Then we compare the numbers $a\left(x_{t}\right)$ of clauses containing $\neg x_{t}$, the remaining literals of which are negative, and $b\left(x_{t}\right)$ of clauses containing $x_{t}$, the remaining literals of which are negative. If $a\left(x_{t}\right)>b\left(x_{t}\right)$ then we flip $x_{t}$ replacing everywhere $x_{t}$ with $\neg x_{t}$
and $\neg x_{t}$ with $x_{t}$. Finally we remove clauses containing $x_{t}$ and remove $\neg x_{t}$. If in the latter case a clause becomes empty we count it as unsatisfied. Note that in contrast to the card games used in [2], in the described game we have some information on the unopened cards, and therefore the formula obtained on each step is not quite random. Thus a more thorough analysis is required.

Such an analysis can be done by monitoring the dynamics of eight sets of clauses that we define at each step of the algorithm. Let $\Phi_{t}$ denote the formula at the start of step $t$. Variables (and the corresponding literals) from the set $\left\{X_{1}, \ldots, X_{t-1}\right\}$ will be called processed (they cannot change anymore), the remainining variables will be called unprocessed. We define the following 8 sets:

- $E_{\varnothing}$ is the set of all clauses in $\Phi_{t}$ that do no contain processed literals;
- $E_{1}$ is the set of all clauses in $\Phi_{t}$ containing a positive processed literal;
- $E_{0}$ is the set of all clauses in $\Phi_{t}$ that contain three negated processed literals;
- $E_{++}, E_{--}, E_{+-}$are the sets of all clauses in $\Phi_{t}$ that contain one negated processed literal and two positive, two negative, or a positive and negative unprocessed literals, respectively;
- $E_{+}, E_{-}$are the sets of all clauses in $\Phi_{t}$ containing two processed negative literals, and a positive, or a negative unprocessed literal, respectively.

We will denote the sizes of these sets by $e_{\varnothing}, e_{1}, e_{0}, e_{++}, e_{+-}, e_{--}, e_{+}, e_{-}$respectively, and the vector $\left(e_{\varnothing}, e_{1}, e_{0}, e_{++}, e_{+-}, e_{--}, e_{+}, e_{-}\right)$by $\mathbf{e}$. These numbers will be our random variables from Wormald's theorem. All these values depend on $t$, but we always refer to them at the current step $t$, and so drop $t$ from the notation. We also use $v$ to denote $n-t+1$ (the number of steps remaining).

It is easy to see that clauses that once enter $E_{0}$ or $E_{1}$ never leave these sets, and that at each step for each clause that doesn't belong to $E_{0} \cup E_{1}$ there is a chance to get to $E_{1}$. The other possible transitions of clauses between the sets are shown on Figure 3.1.

If $E_{\diamond}$ and $E_{\star}$ are some of the eight sets, then we will denote conditional probability for a clause to move from set $E_{\diamond}$ to $E_{\star}$ by $\mathbf{P}\left(E_{\diamond} \rightarrow E_{\star}\right)$, assuming a certain particular value of vector $\mathbf{e}$.

We will compute the probability that variable $x_{t}$ is flipped at step $t$. This event happens when there are more unsatisfied clauses containing this variable (we denoted the set of such clauses by $A\left(x_{t}\right)$ ) than clauses that are satisfied only by $x_{t}$ (we denoted this set by $B\left(x_{t}\right)$ ). Clauses from sets $E_{-}, E_{--}$and $E_{\varnothing}$ can fall into set $A\left(x_{t}\right)$, while clauses from sets $E_{+}, E_{+-}$and $E_{\varnothing}$ can fall into $B\left(x_{t}\right)$. The probability that a clause from $E_{-}$belongs to $A\left(x_{t}\right)$ equals $\frac{1}{v}$, this is the probability that $x_{t}$ is written on the only card currently unrevealed in the clause. In a similar way we compute such


Figure 3.1: Flow diagram
probabilities for clauses from $E_{--}$and $E_{\varnothing}$, which are $\frac{2}{v}$ and $\frac{3}{8 v}$ respectively. The probabilities that a clause from $E_{+}, E_{+-}$, and $E_{\varnothing}$ belongs to $B\left(x_{t}\right)$ equal $\frac{1}{v}, \frac{1}{v}$, and $\frac{3}{8 v}$ respectively. Note that for different clauses the considered events are independent.

Now let $F\left(n_{1}, n_{2}, n_{3}, p_{1}, p_{2}, p_{3}\right)$ denote the event that exactly $n_{1}, n_{2}$, and $n_{3}$ clauses from $E_{-}, E_{--}$, and $E_{\varnothing}$ respectively belong to $A\left(x_{t}\right)$, and exactly $p_{1}, p_{2}$, and $p_{3}$ clauses from $E_{+}, E_{+-}$ and $E_{\varnothing}$ belong to $B\left(x_{t}\right)$. By the Bernoulli formula we have

$$
\begin{gathered}
\mathbf{P}\left(F\left(n_{1}, n_{2}, n_{3}, p_{1}, p_{2}, p_{3}\right)\right)=\binom{e_{+}}{p_{1}}\left(\frac{1}{v}\right)^{p_{1}}\binom{e_{+-}}{p_{2}}\left(\frac{1}{v}\right)^{p_{2}}\binom{e_{\varnothing}}{p_{3}}\left(\frac{3}{8 v}\right)^{p_{3}} \\
\times\binom{ e_{-}}{n_{1}}\left(\frac{1}{v}\right)^{n_{1}}\binom{e_{--}}{n_{2}}\left(\frac{2}{v}\right)^{n_{2}}\binom{e_{\varnothing}}{n_{3}}\left(\frac{3}{8 v}\right)^{n_{3}}
\end{gathered}
$$

As $n$ tends to infinity, the Bernoulli distribution tends to the Poisson distribution and we have

$$
\begin{aligned}
& \mathbf{P}\left(F\left(n_{1}, n_{2}, n_{3}, p_{1}, p_{2}, p_{3}\right)\right)=\left(\frac{e_{+}}{v}\right)^{p_{1}}\left(\frac{e_{+-}}{v}\right)^{p_{2}}\left(\frac{3 e_{\varnothing}}{8 v}\right)^{p_{3}}\left(\frac{e_{-}}{v}\right)^{n_{1}} \\
& \quad \times\left(\frac{2 e_{--}}{v}\right)^{n_{2}}\left(\frac{3 e_{\varnothing}}{8 v}\right)^{n_{3}} \frac{e^{\frac{e_{+}}{v}+\frac{e_{+}-}{v}+\frac{3 e_{\varnothing}}{8 v}+\frac{e_{-}}{v}+\frac{2 e_{-}-}{v}+\frac{3 e_{\varnothing}}{8 v}}}{n_{1}!n_{2}!n_{3}!p_{1}!p_{2}!p_{3}!}+O\left(\frac{1}{n}\right)
\end{aligned}
$$

The probability that $x_{t}$ is flipped can then be calculated as follows:

$$
\begin{aligned}
\mathbf{P} & \left(x_{t} \text { is flipped }\right)=\mathbf{P}\left(\left|A\left(x_{t}\right)\right|>\left|B\left(x_{t}\right)\right|\right) \\
& =\mathbf{P}\left(\bigvee_{p_{1}+p_{2}+p_{3}<n_{1}+n_{2}+n_{3}}\left|A\left(x_{t}\right)\right|=n_{1}+n_{2}+n_{3} \&|B(t)|=p_{1}+p_{2}+p_{3}\right) \\
& =\sum_{n_{1}+n_{2}+n_{3}>p_{1}+p_{2}+p_{3}} \mathbf{P}\left(F\left(n_{1}, n_{2}, n_{3}, p_{1}, p_{2}, p_{3}\right)\right)
\end{aligned}
$$

It will be convenient for us to denote the sum similar to that appearing in the last line of the equation above, but over $n_{1}, n_{2}, n_{3}, p_{1}, p_{2}, p_{3}$ satisfying a certain condition $\Xi$, by $S(\Xi)$. Using this notation the probability that variable $x_{t}$ is flipped can be expressed as

$$
\begin{equation*}
\mathbf{P}\left(x_{t} \text { is flipped }\right)=S\left(n_{1}+n_{2}+n_{3}>p_{1}+p_{2}+p_{3}\right), \tag{3.1}
\end{equation*}
$$

when the parameters are clear from the context we denote this value by $S$.
Now we compute probability $\mathbf{P}\left(E_{\varnothing} \rightarrow E_{--}\right)$. A clause goes from $E_{\varnothing}$ to $E_{--}$in two disjunct cases. Firstly, if a clause has only negative literals, one of them is $\neg x_{t}$, and $x_{t}$ is not flipped. Secondly, if a clause has two negative literals, and one positive literal $x_{t}$, and $x_{t}$ is flipped. The probability of the first event equals $\frac{3}{8 v}$, and under this assumption the conditional probability that $x_{t}$ is flipped equals $S\left(p_{1}+p_{2}+p_{3}<n_{1}+n_{2}+n_{3}+1\right)$. The probability that a clause has two negative and one positive literal $x_{t}$ equals $\frac{3}{8 v}$ as well, and under this assumption the conditional probability that $x_{t}$ flips equals $S\left(p_{1}+p_{2}+p_{3}+1<n_{1}+n_{2}+n_{3}\right)$. We denote the two values specified in the last two sentences by $S_{+}$and $S_{-}$respectively. Thus

$$
\mathbf{P}\left(E_{\varnothing} \rightarrow E_{--}\right)=\frac{3}{8 v}\left(S_{+}+S_{-}\right)+o\left(\frac{1}{n}\right) .
$$

The other probabilities can be computed in a similar way:

$$
\begin{aligned}
& \mathbf{P}\left(E_{\varnothing} \rightarrow E_{+-}\right)=\frac{6}{8 v}+o\left(\frac{1}{n}\right), \quad \mathbf{P}\left(E_{\varnothing} \rightarrow E_{++}\right)=\frac{3}{8 v}+o\left(\frac{1}{n}\right), \\
& \mathbf{P}\left(E_{++} \rightarrow E_{+}\right)=\frac{2}{v} S+o\left(\frac{1}{n}\right), \quad \mathbf{P}\left(E_{+-} \rightarrow E_{+}\right)=\frac{1}{v}(1-S)+o\left(\frac{1}{n}\right), \\
& \mathbf{P}\left(E_{+-} \rightarrow E_{-}\right)=\frac{1}{v} S_{-}+o\left(\frac{1}{n}\right), \quad \mathbf{P}\left(E_{--} \rightarrow E_{-}\right)=\frac{2}{v}\left(1-S_{+}\right)+o\left(\frac{1}{n}\right), \\
& \mathbf{P}\left(E_{-} \rightarrow E_{0}\right)=\frac{1}{v}\left(1-S_{+}\right)+o\left(\frac{1}{n}\right), \quad \mathbf{P}\left(E_{+} \rightarrow E_{0}\right)=\frac{1}{v} S_{-}+o\left(\frac{1}{n}\right), \\
& \mathbf{P}\left(E_{\varnothing} \rightarrow E_{1}\right)=\frac{6 S}{8 v}+\frac{7(1-S)}{8 v}+\frac{3 S_{+}}{8 v}+\frac{3\left(1-S_{-}\right)}{8 v}+o\left(\frac{1}{n}\right), \\
& \mathbf{P}\left(E_{++} \rightarrow E_{1}\right)=\frac{2}{v}(1-S)+o\left(\frac{1}{n}\right), \quad \mathbf{P}\left(E_{+-} \rightarrow E_{1}\right)=\frac{1}{v}\left(1-S_{-}+S\right)+o\left(\frac{1}{n}\right), \\
& \mathbf{P}\left(E_{--} \rightarrow E_{1}\right)=\frac{2}{v} S_{+}+o\left(\frac{1}{n}\right), \quad \mathbf{P}\left(E_{+} \rightarrow E_{1}\right)=\frac{1}{v}\left(1-S_{-}\right)+o\left(\frac{1}{n}\right), \\
& \mathbf{P}\left(E_{-} \rightarrow E_{1}\right)=\frac{1}{v} S_{+}+o\left(\frac{1}{n}\right) .
\end{aligned}
$$

The probabilities $P\left(E_{\diamond} \rightarrow E_{\star}\right)$ that are not mentioned above equal zero.
We are ready to check that random process (e(1), e(2), e(3), .. ) satisfies conditions (i) - (iii) of Wormald's theorem.
(i) Let $e_{\diamond}$ be a component of $\mathbf{e}$. It is obvious that $\left|e_{\diamond}(t+1)-e_{\diamond}(t)\right|$ is less than the number of occurrences of $x_{t}$ in $\Phi$. The probability that $x_{t}$ occurs in some clause equals $\frac{3}{n}$, therefore the probability that $x_{t}$ occurs in $k$ clauses equals $\binom{\rho n}{k}\left(\frac{3}{n}\right)^{k}$. So assuming that $n$ is large enough we have

$$
\begin{aligned}
& \mathbf{P}\left(x_{t} \text { occurres in more that } n^{1 / 5} \text { clauses }\right)=\sum_{k=n^{1 / 5}}^{n}\binom{\rho n}{k}\left(\frac{3}{n}\right)^{k} \\
& \\
& =\sum_{k=n^{1 / 5}}^{n} \frac{\rho n(\rho n-1) \ldots(\rho n-k+1) 3^{k}}{k!n^{k}} \leq \frac{(3 \rho)^{n^{1 / 5}} n}{n^{1 / 5}!}=o\left(n^{-3}\right) .
\end{aligned}
$$

(ii) Let $e_{\star}$ be a component of $\mathbf{e}$. Then we have

$$
\begin{array}{r}
\mathbf{E}\left(e_{\star}(t+1)-e_{\star}(t) \mid H_{t}\right)= \\
\sum_{E_{\diamond} \neq E_{\star}}\left(\sum_{c \in E_{\diamond}(t)} \mathbf{P}\left(c \in E_{\star}(t+1)\right)-\sum_{c \in E_{\star}(t)} \mathbf{P}\left(c \in E_{\diamond}(t+1)\right)\right) \\
\sum_{e_{\diamond} \neq e_{\star}}\left(e_{\diamond} \mathbf{P}\left(E_{\diamond} \rightarrow E_{\star}\right)-e_{\star} \mathbf{P}\left(E_{\star} \rightarrow E_{\diamond}\right)\right) . \tag{3.2}
\end{array}
$$

For arbitrary functions $f(n), g(n)$ we denote equality $f(n)=g(n)+o(n)$ by $f(n) \approx g(n)$ and we write $f(n) \lesssim g(n)$ if inequality $f(n) \leq g(n)$ holds for large enough $n$. Thus we set $s=\frac{t}{n}$, $f_{\star}(s)=\frac{1}{n} e_{\star}(t)$ (as is easily seen, $v \approx n(1-s)$ ) and

$$
\begin{aligned}
& p\left(s, n_{1}, n_{2}, n_{3}, p_{1}, p_{2}, p_{3}\right)=\left(\frac{3 f_{\varnothing}(s)}{8}\right)^{p_{3}+n_{3}}\left(\frac{1}{1-s}\right)^{n_{1}+n_{2}+n_{3}+p_{1}+p_{2}+p_{3}} \\
& \quad \times \quad f_{+}^{p_{1}}(s) f_{+-}^{p_{2}}(s) f_{-}^{n_{1}}(s)\left(2 f_{--}(s)\right)^{n_{2}} \frac{e^{\frac{e^{+}(s)+e_{+-}(s)+e_{-}(s)+2 e_{--}(s)+3 / 4 e_{\varnothing}(s)}{1-s}}}{n_{1}!n_{2}!n_{3}!p_{1}!p_{2}!p_{3}!} .
\end{aligned}
$$

Then set

$$
\begin{aligned}
s_{0}(s) & =\sum_{n_{1}+n_{2}+n_{3}>p_{1}+p_{2}+p_{3}} p\left(s, n_{1}, n_{2}, n_{3}, p_{1}, p_{2}, p_{3}\right), \\
s_{+}(s) & =\sum_{n_{1}+n_{2}+n_{3}+1>p_{1}+p_{2}+p_{3}} p\left(s, n_{1}, n_{2}, n_{3}, p_{1}, p_{2}, p_{3}\right),
\end{aligned}
$$

Note that these functions are represented by series. Later we show that this does not cause any problems. Finally, the required system of differential equations can be obtained from equations (3.2) using $s_{0}(s), s_{+}(s), s_{-}(s)$ to compute the probabilities instead of $S_{0}, S_{+}, S_{-}$.
(iii) The functions constructed above have two substantial deficiencies: they are not defined when $s=1$, and the series used to define them do not converge uniformly in the naturally defined set $D$. However, this can be overcome using a standard trick, namely, for each $\epsilon>0$, define set $D$ such that it includes only points with $s \leq 1-\epsilon$. It is not hard to see that, as the series above are non-negative and bounded with 1 , they converge uniformly in any closed set. Then we find the required value as the limit when $\epsilon \rightarrow 0$.

Applying Wormald's theorem we conclude that values of parameters $e_{\star}$ at step $t$ whp can be expressed as

$$
\begin{equation*}
e_{\star}(t)=n z_{\star}(t / n)+o(n), \tag{3.3}
\end{equation*}
$$

where collection of $z_{\star}$ is a solution of some system of differential equations.
Setting $t=n$ in (3.3) we get that whp

$$
e_{0}(n)=\omega n+o(n),
$$

where $\omega=n z_{\star}(t / n)$. Thus we have proven the following.
Theorem 1 For any positive $\rho$ there is a constant $\omega$ such that for a random 3-CNF $\Phi(n, \rho n)$ almost surely the OLS algorithm finds an assignment such that the number of satisfied clauses equals $\omega n+$ $o(n)$.

### 3.2 Local Search

To analyze the Local Search algorithm we use techniques similar to ones used for the One Pass Local Search. However, as every variable in this algorithm can be considered and flipped several times we cannot use the card game approach; instead we have to find quite a different set of random variables that represents properties of the problem crucial for the performance of the algorithm. Although we were unable to carry out a complete rigorous analysis, it turns out that such an analysis boils down to a certain simple assumption (see Assumption 1 below). This assumption looks very plausible, but we could not neither prove nor disprove it. Experiments show that our model is accurate enough, this is why we believe that either Assumption 1 is true, or it can be replaced with a property that gives rise to an equivalent model.

### 3.2.1 Model

We need some notation. Let $\varphi$ be a 3-CNF and $x_{l}$ a variable in $\varphi$. By $Q_{i \alpha}\left(x_{l}\right)$, where $i \in\{0,1,2\}$ and $\alpha \in\{-,+\}$, we denote the set of clauses $c$ such that $x_{l} \in c$ if $\alpha=+, \neg x_{l} \in c$ if $\alpha=-$, and among the other two literals there are exactly $i$ positive. If $c \in Q_{i \alpha}\left(x_{l}\right)$ we also say that $c$ has type $i \alpha$ for $x_{l}$, and that variable $x_{l}$ occupies position of type $i \alpha$ in the clause $c$. Let also $q_{i \alpha}\left(x_{l}\right)$ denote the size of $Q_{i \alpha}\left(x_{l}\right)$. By $E_{\bar{a}}, \bar{a}=\left(a_{0-}, a_{0+}, a_{1-}, a_{1+}, a_{2-}, a_{2+}\right)$ we denote the set of all variables $x_{l}$ of $\Phi$ such that $q_{i \alpha}\left(x_{l}\right)=a_{i \alpha}$ for all $i$ and $\alpha$. By $e_{\bar{a}}$ we denote the size of $E_{\bar{a}}$. As $\Phi$ is changing over time all these sets and numbers are actually functions of the number of steps made. Thus, sometimes we use notation $E_{\bar{a}}(t), e_{\bar{a}}(t)$. Functions $e_{\bar{a}}(t)$ will be the random variables required in Wormald's theorem. If $x_{l} \in E_{\bar{a}}$ then variable $x_{l}$ is said to have type $\bar{a}$. Note that as $n$ grows the number of different tuples $\bar{a}$ and therefore the number of random variables also grow. To overcome this problem we will consider only those variables that appear in at most $M$ clauses for some fixed $M$. Clearly, this does affect the analysis, but in a certain controllable way, as we shall see.

Before checking conditions (i)-(iii) of Theorem (Wormald, [61]) we make a simple observation.
Lemma 3 If $\Phi$ is a random 3-CNF of density $\rho$ with $n$ variables, then for each variable $x_{l}$

$$
\begin{aligned}
& \mathbf{P}\left(q_{i \alpha}\left(x_{l}\right)=a\right)=\frac{\left(\frac{3 \rho}{8}\right)^{a} e^{3 \rho / 8}}{a!}+o(1) \quad \text { if } i=0,2, \\
& \mathbf{P}\left(q_{i \alpha}\left(x_{l}\right)=a\right)=\frac{\left(\frac{3 \rho}{4}\right)^{a} e^{3 \rho / 4}}{a!}+o(1) \quad \text { if } i=1 \text {, } \\
& \mathbf{P}\left(x_{l} \in E_{\bar{a}}\right)=\prod_{i, \alpha} \mathbf{P}\left(q_{i \alpha}\left(x_{l}\right)=a\right), \quad \mathbf{E}\left(e_{\bar{a}}\right)=n \cdot \mathbf{P}\left(x_{l} \in E_{\bar{a}}\right) .
\end{aligned}
$$

Lemma 4 If $\Phi$ is a random 3-CNF of density $\rho$ with $n$ variables, then $\mathbf{P}\left(\left|e_{\bar{a}}-\mathbf{E}\left(e_{\bar{a}}\right)\right|>n^{1 / 5}\right)=$ $o\left(n^{-3}\right)$.

Lemma 4 provides the initial values for equations from Theorem (Wormald, [61]). Now we are verifying conditions (i)-(iii).
(i) Possible variations of random variables $e_{\bar{a}}$ are bounded by $2 K$ where $K$ is the degree of the flipped variable. Therefore condition (i) can be proven in the same way as for the OLS algorithm.
(ii) Suppose that on the current step $t$ of LS the variable to flip is $x_{l}$. Since $x_{l}$ is a variable picked uniformly at random from the set $B(t)=\bigcup_{\substack{\bar{a} \\ a_{0-}>a_{0+}}} E_{\bar{a}}(t)$, we have $\mathbf{P}\left(x_{l} \in E_{\bar{a}}(t)\right)=\frac{e_{\bar{a}}(t)}{b(t)}$, where $b(t)=|B(t)|$. Also we have

$$
\mathbf{E}\left(q_{i \alpha}\left(x_{l}\right)\right)=\sum_{\substack{\bar{a} \\ a_{0-}>a_{0+}}} a_{i \alpha} \cdot \mathbf{P}\left(x_{l} \in E_{\bar{a}}(t)\right)
$$

We say that tuples $\bar{a}, \bar{b}$ are adjacent if there are $i, j, \alpha$ such that $|j-i|=1, a_{i \alpha}=b_{i \alpha}+1, a_{j \alpha}=$ $b_{j \alpha}-1$, and $a_{i^{\prime} \alpha^{\prime}}=b_{i^{\prime} \alpha^{\prime}}$ in all other cases. Intuitively, adjacency means that if $x_{l} \in E_{\bar{b}}$ then it can be moved to $E_{\bar{a}}$ or vice versa by flipping one literal in one of the clauses containing $x_{l}$. Let also $\bar{a}^{\prime}$ denote the tuple such that $a_{i-}^{\prime}=a_{i+}$ and $a_{i+}^{\prime}=a_{i-}$.

Set $E_{\bar{a}}$ changes in two ways. First, variable $x_{l}$ can move to or from $E_{\bar{a}}$, in this case it moves from or to $E_{\bar{a}^{\prime}}$. Second, $x_{l}$ may happen to be in the same clause with some other variable, $x_{m}$, and then $x_{m}$ can move to or from $E_{\bar{a}}$. Such a variable moves then from or to $E_{\bar{b}}$ for some $\bar{b}$ adjacent with $\bar{a}$.

Clearly, the expectation of change of the first type equals $\mathbf{P}\left(x_{l} \in E_{\bar{a}^{\prime}}\right)-\mathbf{P}\left(x_{l} \in E_{\bar{a}}\right)$. Further calculation we carry out under the following assumption.

Assumption 1 Assuming history $H_{t}$, for a random clause $c$ of the current formula, any positions $p, r, p \neq r$, in $c$, any tuples $\bar{a}, \bar{b}$, and any variables $x_{l} \in E_{\bar{a}}, x_{m} \in E_{\bar{b}}$, the events " $x_{l}$ is in position $p$ of clause $c$ " and " $x_{m}$ is in position $r$ of clause $c$ " are independent.

Let us take a variable $x_{m} \in E_{\bar{a}}$ and calculate the probability of an event $\mathcal{G}^{-}$:"variable $x_{m}$ moves from $E_{\bar{a}}$ to $E_{\bar{b}} "$, where $\bar{b}$ is some tuple adjacent to $\bar{a}$ and $\bar{a}, \bar{b}$ differ in components $i \alpha$ and $j \alpha$. This happens if in some clause $c$ containing both $x_{l}$ and $x_{m}$ some position occupied by $x_{m}$ changes its type from $i \alpha$ to $j \alpha$. Obviously, depending on $i \alpha$ the type of the position occupied by $x_{l}$ may vary. We use $\hat{i} \hat{\alpha}$ to denote the possible type of such a position. Simple case analysis shows that $\hat{i}=j$ if $j<i$ and $\alpha=-$, or if $j>i$ and $\alpha=+$, otherwise $\hat{i}=i$. Then $\hat{\alpha}=-$ if $j<i$ and $\hat{\alpha}=+$ if $j>i$.

Let $\theta_{\bar{a} \rightarrow \bar{b}}$ denote the number of positions of type $\hat{i} \hat{\alpha}$ in $c$ except the one possibly occupied by $x_{m}$. It is easy to see that $\theta_{\bar{a} \rightarrow \bar{b}}=1$ if $i=1, \theta_{\bar{b} \rightarrow \bar{a}}=1$ if $j=1$, and $\theta_{\bar{a} \rightarrow \bar{b}}=2, \theta_{\bar{b} \rightarrow \bar{a}}=2$ otherwise. Thus, the number of positions in the clauses of $\Phi$ such that if $x_{l}$ in such a position then $\mathcal{G}$ happens to some variable $x_{m}$ equals $\theta_{\bar{a} \rightarrow \bar{b}} a_{i \alpha}$. Let also $k_{\hat{i} \hat{\alpha}}(t)=\sum_{\bar{a}} a_{\hat{i} \hat{\alpha}} \cdot e_{\bar{a}}(t)$ be the number of positions of type $\hat{i} \hat{\alpha}$ in the formula.

Suppose that variable $x_{l}$ that is flipped belongs to $E_{\bar{c}}$. Then among all $k_{\hat{i} \hat{\alpha}}(t)$ positions of type $\hat{i} \hat{\alpha}$ we have $c_{\hat{i} \hat{\alpha}}$ positions occupied by $x_{l}$, and $\theta_{\bar{a} \rightarrow \bar{b}} a_{i \alpha}$ positions such that the presence of $x_{l}$ in one of them makes the event $\mathcal{G}^{-}$happen for some $x_{m}$. By Assumption 1, we have $\mathbf{P}\left(\mathcal{G}^{-} \mid x_{l} \in E_{\bar{c}}\right)=$ $\frac{c_{\hat{i} \alpha} \theta_{\bar{a}-\bar{b}} a_{i \alpha}}{k_{i \hat{\alpha}}(t)}$. Therefore,

$$
\begin{aligned}
\mathbf{P}\left(\mathcal{G}^{-}\right) & =\sum_{\substack{\bar{c} \\
c_{0-}>c_{0+}}} P\left(x_{l} \in E_{\bar{c}}\right) \frac{c_{\hat{\alpha} \hat{\alpha}} \theta_{\bar{a} \rightarrow \bar{b}} a_{i \alpha}}{k_{\hat{i} \hat{\alpha}}(t)} \\
& =\mathbf{E}\left(q_{\hat{i} \hat{\alpha}}\left(x_{l}\right) \mid q_{0-}\left(x_{l}\right)>q_{0+}\left(x_{l}\right)\right) \frac{\theta_{\bar{a}-\bar{b}} a_{i \alpha}}{k_{\hat{i} \hat{\alpha}}(t)}
\end{aligned}
$$

Similarly, the probability of an event $\mathcal{G}^{+}$:"variable $x_{m}$ moves from $E_{\bar{b}}$ to $E_{\bar{a}}$ ", where $\bar{b}$ is some tuple adjacent to $\bar{a}$ and $\bar{a}, \bar{b}$ differ in components $i \alpha$ and $j \alpha$, equals

$$
\mathbf{P}\left(\mathcal{G}^{+}\right)=\mathbf{E}\left(q_{\hat{j} \hat{\alpha}}\left(x_{l}\right) \mid q_{0-}\left(x_{l}\right)>q_{0+}\left(x_{l}\right)\right) \frac{\theta_{\bar{b} \rightarrow \bar{a}} b_{j \alpha}}{k_{\hat{j} \hat{\alpha}}(t)}
$$

Observing that the expectations of the numbers of variables that move to and from $E_{\bar{a}}$ (excluding $x_{l}$ ) equal

$$
e_{\bar{b}} \mathbf{P}\left(\mathcal{G}^{+}\right) \quad \text { and } \quad e_{\bar{a}} \mathbf{P}\left(\mathcal{G}^{-}\right),
$$

respectively, we get

$$
\begin{align*}
& \mathbf{E}\left(e_{\bar{a}}(t+1)-e_{\bar{a}}(t) \mid H_{t}\right)  \tag{3.4}\\
& \quad=\mathbf{P}\left(x_{l} \in E_{\overline{a^{\prime}}}(t) \mid q_{0-}\left(x_{l}\right)>q_{0+}\left(x_{l}\right)\right)-\mathbf{P}\left(x_{l} \in E_{\bar{a}}(t) \mid q_{0-}\left(x_{l}\right)>q_{0+}\left(x_{l}\right)\right) \\
& \quad+\sum_{\substack{\bar{b} \text { adjacent } \mathrm{i} \bar{a} \\
i, j, \alpha}}\left(\frac{\theta_{\bar{b} \rightarrow \bar{a}} b_{j \alpha} e_{\bar{b}}(t)}{k_{\hat{j} \hat{\alpha}}(t)}-\frac{\theta_{\bar{a} \rightarrow \bar{b}} a_{j \alpha} e_{\overline{\bar{a}}}(t)}{k_{\hat{i} \hat{\alpha}}(t)} \mathbf{E}\left(q_{\hat{i} \hat{\alpha}}\left(x_{l}\right) \mid q_{0-}\left(x_{l}\right)>q_{0+}\left(x_{l}\right)\right)\right) .
\end{align*}
$$

Denoting $s=\frac{t}{n}, z_{\bar{a}}(s)=e_{\bar{a}}(s n)$ and

$$
u(s)=\sum_{\substack{\bar{a} \\ a_{0-}>a_{0+}}} z_{\bar{a}}, \quad g_{i \alpha}=\sum_{\bar{a}} a_{i \alpha} z_{\bar{a}}, \quad h_{i \alpha}=\sum_{\substack{\bar{a} \\ a_{0-}>a_{0+}}} a_{i \alpha} \frac{z_{\bar{a}}}{u}
$$

we get

$$
\frac{d z_{\bar{a}}}{d s}=\frac{z_{\bar{a}^{\prime}}-z_{\bar{a}}}{u}+\sum_{\substack{\bar{b} \text { adjacent to } \bar{a} \\ i, j, \alpha}}\left(\frac{\theta_{\bar{b} \rightarrow \bar{a}} b_{j \alpha} z_{\bar{b}}}{g_{\hat{j} \hat{\alpha}}}-\frac{\theta_{\bar{a} \rightarrow \bar{b}} a_{j \alpha} z_{\bar{a}}}{g_{\hat{i} \hat{\alpha}}} h_{\hat{i} \hat{\alpha}}\right) .
$$

(iii) We are interested in the value of $g_{0-}$ when $u(s)$ becomes 0 for the first time. Thus $D$ can be chosen to be any open set with positive elements satisfying the condition $u>\epsilon$ for some $\epsilon>0$. As before we can find the required value as limit as $\epsilon \rightarrow 0$.

Theorem 2 If Assumption 1 is true then for any positive $\rho$ there is a constant $\omega$ such that for a random 3-CNF $\Phi(n, \rho n)$ almost surely the LS algorithm finds and assignment such that the number of satisfied clauses equals $\omega n+o(n)$.

Proof. Applying Wormald's theorem we get that, for any positive $\rho$ and any $M$ there is a constant $\omega^{\prime}$ such that for a random 3-CNF $\Phi(n, \rho n)$ almost surely the SL algorithm finds and assignment such that the number of satisfied clauses equals $\omega^{\prime} n+o(n)$ not containing variables of degree higher than $M$. We estimate how many clauses may contain a variable (or its negation) of degree higher than $M$. It is not hard to see that almost surely the number of such clauses is no more than

$$
e^{\rho / 2} \cdot \sum_{k>M} k\binom{\rho n}{k}\left(\frac{1}{2 n-1}\right)^{k}
$$

which is $o(1) \cdot n$ where $o$ means asymptotic as $M \rightarrow \infty$.

### 3.2.2 Experiments

In this subsection we report on experiments aiming to estimate constant $\omega$ from Theorem 2 for different values of $\rho$. In order to do this we solve numerically the system of differential equations built in the previous subsection. Unfortunately, even for small $M$ this system contains far too many equations. For example, if $M=15$ then the number of equations exceeds one million. However, while conducting experiments we observed some properties of functions involved that allow us to decrease the number of equations without loss of accuracy. We state these properties later after proper definitions.

To simplify the system of equations we introduce new random variables

$$
E_{a b}(t)=\bigcup_{\substack{\bar{a} \\ a_{0-}=a, a_{0+}=b}} E_{\bar{a}}(t), \quad e_{a b}(t)=\sum_{\substack{\bar{a} \\ a_{0-}=a, a_{0+}=b}} e_{\bar{a}}(t) .
$$

It is also clear that $\mathbf{E}\left(e_{a b}(t+1)-e_{a b}(t)\right)=\sum_{\substack{a_{0-}=a, a_{0+}=b}} \mathbf{E}\left(e_{\bar{a}}(t+1)-e_{\bar{a}}(t)\right)$. Along with $e_{a b}(t)$ we shall use the following random variables: $A(t), B(t), C(t)$, and $D(t)$ that are equal to the number of clauses with $0,1,2$, and 3 positive literals, respectively. It is not hard to see that $A(t)=1 / 3 \sum_{c, d} c \cdot e_{c d}(t), B(t)=\sum_{c, d} d \cdot e_{c d}(t)$, and $D(t)=\rho n-(A(t)+B(t)+C(t))$. Thus, as a matter of fact, we need only one extra random variable, $C(t)$. Now we compute the sum in the right side of this equation accordingly to the three parts of the expression (3.4) for $\mathbf{E}\left(e_{\bar{a}}(t+1)-e_{\bar{a}}(t)\right)$. The first part

$$
\sum_{\substack{\bar{a} \\ a_{0-}=a, a_{0+}=b}}\left(\mathbf{P}\left(x_{l} \in E_{\bar{a}^{\prime}}(t) \mid q_{0-}\left(x_{l}\right)>q_{0+}\left(x_{l}\right)\right)-\mathbf{P}\left(x_{l} \in E_{\bar{a}}(t) \mid q_{0-}\left(x_{l}\right)>q_{0+}\left(x_{l}\right)\right)\right)
$$

can be converted into

$$
\begin{gathered}
\mathbf{P}\left(x_{l} \in E_{b a} \mid q_{0-}\left(x_{l}\right)>q_{0+}\left(x_{l}\right)\right)-\mathbf{P}\left(x_{l} \in E_{a b} \mid q_{0-}\left(x_{l}\right)>q_{0+}\left(x_{l}\right)\right) \\
= \begin{cases}\frac{e_{b a}(t)}{G G(t)}, & \text { if } a<b, \\
-\frac{e a b}{} G(t) & \text { if } a>b,\end{cases}
\end{gathered}
$$

where $G(t)=\sum_{c>d} e_{c d}(t)$.
It is easier to compute the second and third parts from scratch. Compute first the third part. Function $e_{a b}(t)$ can be decreased if for some variable $x_{m} \in E_{a b}$ either (a) a certain clause of type 0 - for $x_{m}$ contains $\neg x_{l}$, or (b) a certain clause of type 1 - contains $x_{l}$, or (c) a certain clause of type $0+$ contains $\neg x_{l}$, or (d) a certain clause of type $1+$ contains $x_{l}$. The probabilities of these events are

$$
\begin{aligned}
& \mathbf{P}\left(\neg x_{l} \in c \mid c \text { of type } 0-\text { for } x_{m}, q_{0-}\left(x_{l}\right)=K_{1}\right)=\frac{2 K_{1}}{A(t)}, \\
& \mathbf{P}\left(x_{l} \in c \mid c \text { of type } 1-\text { for } x_{m}, q_{0+}\left(x_{l}\right)=K_{2}\right)=\frac{2 K_{2}}{B(t)}, \\
& \mathbf{P}\left(\neg x_{l} \in c \mid c \text { of type } 0+\text { for } x_{m}, q_{1-}\left(x_{l}\right)=K_{3}\right)=\frac{2 K_{3}}{B(t)}, \\
& \mathbf{P}\left(x_{l} \in c \mid c \text { of type } 1+\text { for } x_{m}, q_{1+}\left(x_{l}\right)=K_{4}\right)=\frac{2 K_{4}}{C(t)} .
\end{aligned}
$$

By Assumption 1,

$$
\begin{gathered}
P_{1}=\mathbf{P}\left(\neg x_{l} \in c \mid c \text { of type } 0-\text { for } x_{m}\right)=\sum_{K_{1}} \mathbf{P}\left(q_{0-}\left(x_{l}\right)=K_{1}\right) \frac{2 K_{1}}{A(t)}=2 \frac{\mathbf{E}\left(q_{0-}\left(x_{l}\right)\right)}{A(t)}, \\
P_{2}=\mathbf{P}\left(x_{l} \in c \mid c \text { of type } 1-\text { for } x_{m}\right)=\sum_{K_{2}} \mathbf{P}\left(q_{0+}\left(x_{l}\right)=K_{2}\right) \frac{2 K_{2}}{B(t)}=2 \frac{\mathbf{E}\left(q_{0+}\left(x_{l}\right)\right)}{B(t)}, \\
P_{3}=\mathbf{P}\left(\neg x_{l} \in c \mid c \text { of type } 0+\text { for } x_{m}\right)=\sum_{K_{3}} \mathbf{P}\left(q_{1-}\left(x_{l}\right)=K_{3}\right) \frac{2 K_{3}}{B(t)}=2 \frac{\mathbf{E}\left(q_{1-}\left(x_{l}\right)\right)}{B(t)}, \\
P_{4}=\mathbf{P}\left(x_{l} \in c \mid c \text { of type } 1+\text { for } x_{m}\right)=\sum_{K_{4}} \mathbf{P}\left(q_{1+}\left(x_{l}\right)=K_{4}\right) \frac{2 K_{4}}{C(t)}=2 \frac{\mathbf{E}\left(q_{1+}\left(x_{l}\right)\right)}{C(t)} .
\end{gathered}
$$

The expectations $\mathbf{E}\left(q_{0-}\left(x_{l}\right)\right), \mathbf{E}\left(q_{0+}\left(x_{l}\right)\right)$ can be easily found, since

$$
\mathbf{P}\left(q_{0-}\left(x_{l}\right)=K_{1}\right)=\frac{\sum_{b} e_{K_{1} b}(t)}{G(t)}, \quad \mathbf{P}\left(q_{0+}\left(x_{l}\right)=K_{2}\right)=\frac{\sum_{a} e_{a K_{2}}(t)}{G(t)} .
$$

The expectations $\mathbf{E}\left(q_{1-}\left(x_{l}\right)\right), \mathbf{E}\left(q_{1+}\left(x_{l}\right)\right)$ we find using the following empirical observation.
Observation 2 For a randomly chosen $x_{m}$ and any $i, \alpha, i \neq 0$, and $a, b$

$$
\mathbf{E}\left(q_{i \alpha}\left(x_{m}\right) \mid x_{m} \in E_{a b}\right) \approx \mathbf{E}\left(q_{i \alpha}\left(x_{m}\right)\right) .
$$

Thus, easy computation shows that $\mathbf{E}\left(q_{1-}\left(x_{l}\right)\right)=\frac{B(t)}{n}$ and $\mathbf{E}\left(q_{1+}\left(x_{l}\right)\right)=\frac{C(t)}{n}$. Then the expectation for the third part equals

$$
\begin{gathered}
e_{a b}(t)\left(P_{1} \mathbf{E}\left(q_{0-}\left(x_{m}\right)\right)+P_{2} \mathbf{E}\left(q_{1-}\left(x_{m}\right)\right)+P_{3} \mathbf{E}\left(q_{0+}\left(x_{m}\right)\right)+P_{4} \mathbf{E}\left(q_{1+}\left(x_{m}\right)\right)\right) \\
=2 e_{a b}(t)\left(\frac{a \mathbf{E}\left(q_{0-}-\left(x_{l}\right)\right)}{A(t)}+\frac{B(t)}{n}+\frac{b}{n}+\frac{C(t)}{n}\right)
\end{gathered}
$$

The second part of the expectation equals

$$
2 \frac{\mathbf{E}\left(q_{0+}\left(x_{l}\right)\right)}{n} e_{(a-1) b}+2 \frac{\mathbf{E}\left(q_{0-}\left(x_{l}\right)\right)(a+1)}{A(t)} e_{(a+1) b}+2 \frac{C(t)}{n^{2}} e_{a(b-1)}+2 \frac{b+1}{n} e_{a(b+1)} .
$$

Similarly we have

$$
\mathbf{E}(C(t+1)-C(t))=\mathbf{E}\left(q_{1-}\left(x_{l}\right)\right)+\mathbf{E}\left(q_{2+}\left(x_{l}\right)\right)-\mathbf{E}\left(q_{1+}\left(x_{l}\right)\right)-\mathbf{E}\left(q_{2-}\left(x_{l}\right)\right) .
$$

Denoting $s=\frac{t}{n}, z_{a b}(s)=\frac{e_{a b}(s n)}{n}, p(s)=\frac{A(s n)}{n}, q(s)=\frac{B(s n)}{n}, r(s)=\frac{C(s n)}{n}, u(s)=\frac{D(s n)}{n}, g(s)=$ $\frac{G(s n)}{n}, g_{a b}=z_{b a}$ if $a<b$ and $g_{a b}=-z_{a b}$ if $a>b$, and $h_{1}(s)=\frac{1}{g} \sum_{\substack{a b b \\ a>b}} a z_{a b}, \quad h_{2}(s)=$


Figure 3.2: Empirical performance of LS and its prediction. The vertical axis shows the number of unsatisfied clauses divided by the number of variables. The horizontal axis shows the number of the step of the algorithm divided by the number of variables.
$\frac{1}{g} \sum_{\substack{a, b \\ a>b}} b z_{a b}$ we get

$$
\begin{align*}
\frac{d z_{a b}}{d s} & =\frac{g_{a b}}{g}+2\left(\frac{h_{2}}{g} z_{(a-1) b}+\frac{(a+1) h_{1}}{g} z_{(a+1) b}+r z_{a(b-1)}+(b+1) z_{a(b-1)}\right) \\
& -2 z_{a b}\left(\frac{a h_{1}}{p}+q+b+r\right) \\
\frac{d r}{d s} & =2 q+u-3 r . \tag{3.5}
\end{align*}
$$

As the graphs in Fig. 4 show, these equations give a very good approximation for empirical results. The graphs show the evolution of $p(s)$ that is the relative number of unsatisfied clauses. Thin lines are values observed when running LS for particular random problems, and the thick lines are computed from a numerical solution of the system above. In the examples shown $\rho=4, M=30$, $n=1000$ for the graph on the left and $n=10000$ for the graph on the right.

The following table shows the dependance between $\rho$ and the constant $\omega$ from Theorem 2 both empirical and predicted by the system (3.5). Experimental figures are average on 10 formulas with 1000 variables each.

| $\rho$ | 2 | 3 | 4 | 4.5 | 5 | 6 | 7 | 10 | 15 | 20 | 25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ (experiment) | 1.98 | 2.95 | 3.91 | 4.39 | 4.86 | 5.80 | 6.74 | 9.53 | 14.11 | 18.69 | 23.23 |
| $c$ (system (3.5)) | 1.98 | 2.95 | 3.91 | 4.38 | 4.85 | 5.80 | 6.73 | 9.52 | 14.14 | 18.74 | 23.32 |

Table 3.1: Dependence of the predicted and actual relative number of the satisfied clauses on the density of the problem.

## Chapter 4

## Phase transition of basic Local Search

We now move to the analysis of the performance of Local Search on Random Planted 3-SAT. We prove the following.

Theorem 3 (1) Let $\rho \geq \kappa \cdot \ln n$, and $\kappa>\frac{7}{6}$. Then Local Search whp finds a solution of Random Planted 3-SAT of density $\rho$.
(2) Let $c \leq \rho \leq \kappa \cdot \ln n$, where $c$ is an arbitrary positive constant, and $0<\kappa<\frac{7}{6}$. Then Local Search whp does not find a solution of Random Planted 3-SAT of density $\rho$.

Intuitively speaking, this theorem states that Local Search performance on Random Planted 3SAT of logarithmic density demonstrates a phase transition phenomenon. The algorithm succeeds whp if the density of the problem is asymptotically greater than $7 / 6 \ln n$ and fails if the density is asymptotically less than $7 / 6 \ln n$.

### 4.1 Success of Local Search

In this section we prove that Local Search succeeds for Random Planted 3-SAT of density greater than $7 / 6 \ln n$ (see Theorem 3(1)). To prove this we need to show that if a 3-CNF has high density, that is, greater than $\kappa \log n$ for some $\kappa>\frac{7}{6}$ then whp all the local maxima that do not satisfy the CNF - we call such maxima proper - concentrate very far from the planted assignment. This is the statement of Proposition 1 below. Then we use Lemma 5 to prove that starting from a random assignment LS whp does not go to that remote region. Therefore the algorithm does not get stuck to a local maximum that is not a solution.

To prove Proposition 1 we use the following three lemmas. Recall that the planted solution is the all-ones one.

Lemma 5 Let $\rho \geq \kappa \ln n$ for some constant $\kappa>0$, and let constants $q_{0}, q_{1}$ be such that $0 \leq q_{0}<$ $q_{1} \leq 1$. Whp any assignment with less than $q_{0} n$ zeros satisfies more clauses than any assignment with more than $q_{1} n$ zeros.

Proof. Let $\vec{u}, \vec{v}$ be some vectors with less than $q_{0} n$ and more than $q_{1} n$ zeros, respectively. Let $c$ be a random clause, then (a) with probability $\frac{1}{7}$ all its literals are positive, (b) with probability $\frac{3}{7}$ two literals are positive and similarly (c) with probability $\frac{3}{7}$ one literal is positive. The probabilities that the clause is not satisfied by $\vec{u}$ in these cases equals to $q_{0}^{3}, q_{0}^{2}\left(1-q_{0}\right)$ and $q_{0}\left(1-q_{0}\right)^{2}$, respectively. Hence the total probability that a clause is not satisfied by $\vec{u}$ equals $\frac{q_{0}^{3}+3 q_{0}^{2}\left(1-q_{0}\right)+3 q_{0}\left(1-q_{0}\right)^{2}}{7}=$ $\frac{1-\left(1-q_{0}\right)^{3}}{7}$. This function for $0 \leq q_{0} \leq 1$ monotonically increases. A similar result holds for $\vec{v}$. Thus the expectation of the number of clauses unsatisfied by $\vec{u}$ and $\vec{v}$ in a random formula is less than $\frac{1-\left(1-q_{0}\right)^{3}}{7} \kappa n \ln n$ and greater than $\frac{1-\left(1-q_{1}\right)^{3}}{7} \kappa n \ln n$ respectively. The random variable "the total number of clauses satisfied by $\vec{u}$ " is a sum of binomial random variables "the number of clauses that contain $i$ positive literals and are satisfied by $\vec{u}$ ', $i=1,2,3$, so applying Lemma 1 we conclude that

$$
\mathbf{P}(\vec{u} \text { satisfies less clauses than } \vec{v})<e^{-\lambda^{\prime} n \ln n},
$$

for some $\lambda^{\prime}>0$. There are less than $2^{n+1}$ pairs of assignments, hence, application of the union bound finishes proof of the lemma.

Lemma 6 Let $\rho \geq \kappa \ln n$ for some $\kappa>0$. There is $\alpha<1$ such that for $\varphi \in \Phi^{\text {plant }}(n, \rho n)$ whp for any proper local maximum $\vec{u}$ of $\varphi$ the number of variables assigned to 0 by $\vec{u}$ is either less than $n^{\alpha}$, or greater than $\frac{9 n}{10}$.

Proof. Let $M,|M|=\ell$, be the set of all variables that $\vec{u}$ assigns to 0 . Let $\mathcal{B}_{M}^{\text {each }}$ be event "for every $x_{i} \in M$ the number of clauses voting for $x_{i}$ to be 1 is less than or equal to the number of clauses voting for $x_{i}$ to be $0^{\prime \prime}$. Since $\vec{u}$ is a local maximum, $\mathcal{B}_{M}^{\text {each }}$ is the case for $\vec{u}$. It is easy to see that event $\mathcal{B}_{M}^{\text {each }}$ implies event $\mathcal{B}_{M}^{\text {all }}=$ "the total number of votes given by clauses for variables in $M$ to be 1 is less than or equal to the total number of votes given by clauses for variables in $M$ to be 0 ". To bound the probability of $\mathcal{B}_{M}^{\text {each }}$ we will bound the probability of $\mathcal{B}_{M}^{\text {all }}$.

Let $c$ be a random clause. It can contribute from 0 to 3 votes for variables in $M$ to be one and 0 or 1 vote for them to remain zero. Let us compute, for example, the probability that it contributes exactly two votes for variables in $M$ to become one. This happens if $c$ is of type $(+,+,-)$, both its positive variables are in $M$ and the negative variable is outside of $M$. The probability of this event is $\frac{3}{7} \ell^{2} n^{-2}(1-\ell / n)$. So the expectation of the number of clauses voting for exactly 2 variables in
$M$ to be 1 is $\frac{3}{7} \ell^{2} n^{-1}(1-\ell / n) \kappa \ln n$. The expectations of the numbers of clauses voting for three and one variables to be 1 are $\frac{1}{7} \ell^{3} n^{-2} \kappa \ln n$ and $\frac{3}{7}\left(1-\frac{\ell}{n}\right)^{2} \ell \kappa \ln n$, respectively.

A clause votes for a variable in $M$ to remain 0 if its type is $(+,-,-)$, one of its negative literals is not in $M$, and two other literals are in $M$, or if its type is $(+,+,-)$ and all the variables in it belong to $M$. Thus the expectation of the number of clauses voting for variables in $M$ to remain 0 is $\frac{3}{7} \kappa \ln n\left(2 \ell^{2} n^{-1}(1-\ell / n)+\ell^{3} n^{-2}\right)$.

Hence the expectation of the number of votes for variables in $M$ to flip equals

$$
\mathbf{E}(\text { votes for a flip })=\kappa \ln n \times\left(3 \cdot \frac{1}{7} \ell^{3} n^{-2}+2 \cdot \frac{3}{7} \ell^{2} n^{-1}(1-\ell / n)+1 \cdot \frac{3}{7} \ell(1-\ell / n)^{2}\right)
$$

and the expectation of the number of votes for variables in $M$ to remain 0 equals

$$
\mathbf{E}(\text { votes for status quo })=\kappa \ln n \times\left(\frac{6}{7} \ell^{2} n^{-1}(1-\ell / n)+\frac{3}{7} \ell^{3} n^{-2}\right) .
$$

If $\ell<\frac{9}{10} n$ then

$$
\begin{aligned}
\frac{\mathbf{E}(\text { votes for status quo })}{\mathbf{E}(\text { votes for a flip })} & =\frac{6 \ell(n-\ell)+3 \ell^{2}}{6 \ell(n-\ell)+3 \ell^{2}+3(n-\ell)^{2}}=1-\frac{3(n-\ell)^{2}}{6 \ell(n-\ell)+3 \ell^{2}+3(n-\ell)^{2}} \\
& <1-\frac{3 \cdot \frac{1}{100} n^{2}}{12 n^{2}}=1-\frac{1}{400} .
\end{aligned}
$$

Therefore we can apply Lemma 1 to the votes for and against 0 s and get the following bound $\mathbf{P}\left(\mathcal{B}_{M}^{\text {all }}\right)<e^{-\lambda \mathbf{E}(\text { votes for a flip })}$ for some $\lambda>0$. Then we can bound number of votes for a flip from below by $\delta \ell \ln n$ for some constant $\delta$ and we can bound the number of sets $M$ of size $\ell$ as

$$
\#(\operatorname{M} \text { of size } \ell)=\binom{n}{\ell} \leq\left(\frac{n e}{\ell}\right)^{\ell}=e^{\ell \ln (n / \ell)+\ell} .
$$

Therefore if

$$
\ell \ln (n / \ell)+\ell<\delta \ell \ln n
$$

then union bound implies that whp there is no set $M$ such that $\mathcal{B}_{M}^{\text {all }}$ happens. It is easy to see that for $\ell>n^{\alpha}$ and $\alpha$ that is close enough to 1 the above inequality holds, which finishes the proof of the lemma.

Now suppose that $\vec{u}$ is a proper local maximum of $\varphi \in \Phi^{\text {plant }}(n, \rho n)$. There is a clause $c \in \varphi$ that is not satisfied by $\vec{u}$. Without loss of generality, let the variables in $c$ be $x_{1}, x_{2}, x_{3}$, and let the variable assigned 0 be $x_{1}$. Thus, clause $c$ votes for $x_{1}$ to be flipped to 1 . Since $\vec{u}$ is a local maximum
there must a clause that is satisfied, and that becomes unsatisfied should $x_{1}$ flipped. We call such a clause a support clause for the 0 value of $x_{1}$. In any support clause the supported variable is negated, and therefore any support clause has the type $(+,-,-)$ or $(+,+,-)$. A variable of a CNF is called $k$-isolated if it appears positively in at most $k$ clauses of the type $(+,-,-)$. The distance between variables of a $\mathrm{CNF} \varphi$ is the length of the shortest path in $G(\varphi)$ connecting them.

Lemma 7 If $\kappa>\frac{7}{6}$ and $\rho \geq \kappa \ln n$ then for any integers $d_{1}, d_{2} \geq 1$ and for a random $\varphi \in$ $\Phi^{\mathrm{plant}}(n, \rho n)$ whp there are no two $d_{1}$-isolated variables within distance $d_{2}$ from each other.

Proof. Let $x$ be some variable. The probability that it is $d_{1}$-isolated can be computed as

$$
\begin{aligned}
\mathbf{P}\left(x \text { is } d_{1} \text {-isolated }\right) & =d_{1} \cdot\binom{\kappa n \ln n}{d_{1}}\left(1-\frac{3}{7 n}\right)^{\kappa n \ln n-d_{1}}\left(\frac{3}{7 n}\right)^{d_{1}} \\
& \leq d_{1}(\kappa n \ln n)^{d_{1}}\left(1-\frac{3}{7 n}\right)^{\kappa n \ln n}\left(1-\frac{3}{7 n}\right)^{-d_{1}}\left(\frac{7}{3} n\right)^{-d_{1}} \\
& \sim d_{1}\left(1-\frac{3}{7 n}\right)^{-d_{1}}\left(\frac{7 \kappa}{3} \ln n\right)^{d_{1}} e^{-\frac{3}{7} \kappa \ln n} \\
& =O\left(n^{-\frac{3 \kappa}{7}+\varepsilon}\right),
\end{aligned}
$$

for any $\epsilon>0$.
By Lemma 2(2), the degree of every vertex of $G(\varphi)$ whp does not exceed $\ln ^{2} n$. Hence, there are at most $\ln ^{2 d_{2}} n$ vertices at distance at most $d_{2}$ from $x$. Applying the union bound we can estimate the probability that there is a $d_{1}$-isolated vertex at distance $d_{2}$ from $x$ as $O\left(\ln ^{2 d_{2}} n \cdot n^{-\frac{3}{7} \kappa}\right)$. Finally, taking into account the probability that $x$ itself is $d_{1}$-isolated, and applying the union bound over all vertices of $G(\varphi)$ we obtain that the probability that two $d_{1}$-isolated vertices exist at distance $d_{2}$ from each other can be bounded from above by

$$
n \cdot O\left(n^{-\frac{3 \kappa}{7}}\right) \cdot O\left(\ln ^{2 d_{2}} n \cdot n^{-\frac{3}{7} \kappa}\right)=O\left(\ln ^{2 d_{2}} n \cdot n^{1-\frac{6}{7} \kappa}\right)
$$

Thus for $\kappa>\frac{7}{6}$ whp there are no two such vertices.

Proposition 1 Let $\rho \geq \kappa \cdot \ln n$, and $\kappa>\frac{7}{6}$. Then whp proper local maxima of a 3-CNF from $\Phi^{\text {plant }}(n, \rho n)$ have at most $\frac{n}{10}$ ones.

Proof. Let $\varphi \in \Phi^{\text {plant }}(n, \rho n)$ be a random planted instance. Suppose that $\vec{u}$ is a proper local maximum that has more than $\frac{n}{10}$ ones. We use the following observation. Let $c$ be a clause not satisfied by $\vec{u}$. Then it contains at least one variable $x_{i}$ that is assigned to zero by $\vec{u}$. The assignment
$\vec{u}$ is a local maximum, so there must be a clause $c^{\prime}$ that is satisfied only by $x_{i}$. Hence, $c^{\prime}$ is a support clause, and contains a variable $x_{j}$ which is assigned to zero by $\vec{u}$. Variables $x_{i}$ and $x_{j}$ are at distance 1 . Setting $d_{1}=11$ and $d_{2}=1$, by Lemma 7 , we conclude that one of them is not 11-isolated.

Set $d_{1}=11, d_{2}=3$ and consider the set $Z$ of all variables assigned to zero by $\vec{u}$ that are not 11 -isolated. By the observation above this set is non-empty. On the other hand, by Lemma $6,|Z|$ is $O\left(n^{\alpha}\right)$ for some $\alpha<1$. Consider $x \in Z$. It appears positively in at least 10 clauses of the type $(+,-,-)$. Each of these clauses is either unsatisfied or contains a variable assigned to 0 . Suppose there are $k$ unsatisfied clauses among them. Since $\vec{u}$ is a local maximum, to prevent $x$ from flipping, $x$ must be supported by at least $k$ support clauses, each of which contains a variable assigned to 0 . Thus, at least 6 neighbors of $x$ in $G(\varphi)$ are assigned to 0 . Any two neighbors of $x$ are at distance 2 . By Lemma 7 at least 5 of the neighbors assigned to 0 are not 11 -isolated, and therefore belong to $Z$. Thus the subgraph induced by $Z$ in $G(\varphi)$ has average degree greater than 5 , which is not possible by Lemma 2(1).

Now we are in a position to prove statement (1) of Theorem 3.
Proof. [of Theorem 3(1)] By Lemma 5 for a $\varphi \in \Phi^{\text {plant }}(n, \rho n)$ whp any assignment with $d n$ variables equal to 1 , where $\frac{1}{3} \leq d \leq \frac{2}{3}$, satisfies more clauses than any assignment with less than $\frac{n}{10}$ variables equal to 1 . Then, whp a random initial assignment for LS assigns between $\frac{1}{3}$ and $\frac{2}{3}$ of all variables to 1 . Therefore, whp LS never arrives to a proper local maximum with less than $\frac{n}{10}$ variables equal to 1 , and, by Proposition 1, to any proper local maximum.

### 4.2 Failure of Local Search

We now prove statement (2) of Theorem 3. The overall strategy is the following. First, we show (Proposition 2) that in contrast to the previous case there are many proper local maxima in close proximity of the planted assignment. Then we show (Proposition 3) that those local maxima are located so that they intercept almost every run of LS, and thus almost every run is unsuccessful.

A pair of clauses $c_{1}=\left(x_{1}, \bar{x}_{2}, \bar{x}_{3}\right), c_{2}=\left(\bar{x}_{1}, \bar{x}_{4}, x_{5}\right)$ is called a cap if $x_{1}, x_{5}$ are 1-isolated, that is they do not appear in any clause of the type $(+,-,-)$ except for $c_{1}$ and $c_{2}$, respectively, and $x_{2}, x_{3}$ are not 0 -isolated (see Figure 4.1(a)). We denote equality $f(n)=g(n)(1+o(n))$ by $f(n) \sim g(n)$.


Figure 4.1: Caps and crowns
Lemma 8 Let $c>0,0<\kappa<\frac{7}{6}$, and density $\rho$ be such that $c<\rho \leq \kappa \cdot \ln n$. There is $\alpha, 0<\alpha<1$, such that whp a random planted CNF $\varphi$ from $\Phi^{\text {plant }}(n, \rho n)$ contains at least $n^{\alpha}$ caps.

Proof. The proof is fairly standard, see, e.g. the proof of Theorem 4.4.4 in [4]. We use the second moment method. The result follows from the fact that a cap has properties similar to the properties of strictly balanced graphs, see [4]. Take some $n$, and let $X$ be a random variable equal to the number of caps in a 3-CNF $\varphi \in \Phi^{\text {plant }}(n, \rho n)$. Straightforward calculation shows that the probability that a fixed 5-tuple of variables is a cap is $\sim \rho^{4} n^{-4-\frac{6}{7} \frac{\rho}{\ln n}}$. Therefore $\mathbf{E}(X) \sim \rho^{4} n^{1-\frac{6}{7} \frac{\rho}{\ln n}}$.

Let $S$ be a fixed 5 -tuple of variables, say, $S=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)$, and $A_{S}$ denote the event that $S$ forms a cap. For any other 5-tuple $T$, the similar event is denoted by $A_{T}$, and we write $A_{T} \asymp A_{S}$ if these two events are not independent. By Corollary 4.3.5 of [4] it suffices to show that

$$
\sum_{T \asymp S} \mathbf{P}\left(A_{T} \mid A_{S}\right)=o(\mathbf{E}(X)) .
$$

Let $T=\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}\right)$. It is not hard to see that the only cases when $A_{T}$ and $A_{S}$ are not independent and the probability $\mathbf{P}\left(A_{T} \mid A_{S}\right)$ is significantly different from 0 is: $y_{1}=x_{1}$ and $\left\{y_{2}, y_{3}\right\}=\left\{x_{2}, x_{3}\right\}$, or $y_{1}=x_{5}$ and $\left\{y_{2}, y_{3}\right\}=\left\{x_{1}, x_{4}\right\}$, or $y_{5}=x_{1}$ and $\left\{y_{1}, y_{4}\right\}=\left\{x_{2}, x_{3}\right\}$, or $y_{5}=x_{5}$ and $\left\{y_{1}, y_{4}\right\}=\left\{x_{1}, x_{4}\right\}$. Then, as before, it can be found that in each of these cases $\mathbf{P}\left(A_{T} \mid A_{S}\right)=O\left(\rho^{4} n^{-2-\frac{3}{7} \frac{o}{\ln n}}\right)$.

Finally,

$$
\begin{array}{r}
\sum_{T \asymp S} \mathbf{P}\left(A_{T} \mid A_{S}\right)=n^{2} \mathbf{P}\left(A_{T} \mid A_{S}\right)=n^{2} \cdot O\left(\rho^{4} n^{-2-\frac{3}{7} \frac{o}{\ln n}}\right)= \\
O\left(\rho^{4} n^{-\frac{3}{7} \frac{o}{\ln n}}\right)=o(\mathbf{E}(X)) .
\end{array}
$$

We can choose $\alpha=1-\frac{6}{7} \kappa$ if $\rho \geq 1$, and $\alpha=1-4 \nu$ if $1>\rho>n^{-\nu}$ for $\nu<\frac{1}{4}$.

Proposition 2 Let $c>0,0<\kappa<\frac{7}{6}$, and density $\rho$ be such that $c<\rho \leq \kappa \cdot \ln n$. Then there is $\alpha$, $0<\alpha \leq 1$, such that a 3-CNF from $\Phi^{\text {plant }}(n, \rho n)$ whp has at least $n^{\alpha}$ proper local maxima.

Indeed, let $c_{1}=\left(x_{1}, \bar{x}_{2}, \bar{x}_{3}\right), c_{2}=\left(\bar{x}_{1}, \bar{x}_{4}, x_{5}\right)$ be a cap and $\vec{u}$ an assignment such that $u_{3}=$ $u_{5}=0$, and $u_{i}=1$ for all other $i$. It is straightforward that $\vec{u}$ is a proper local maximum. By Lemma 8 , there is $\alpha$ such that whp the number of such maxima is at least $n^{\alpha}$.

Before proving Theorem 3(2), we note that a construction similar to caps helps evaluate the approximation rate of Local Search in the case of constant density on planted and also on arbitrary CNFs. A subformula consisting of clauses $c=\left(x_{1}, x_{2}, x_{3}\right), c_{1}=\left(\bar{x}_{1}, x_{4}, x_{5}\right), c_{2}=\left(\bar{x}_{2}, x_{6}, x_{7}\right), c_{3}=$ $\left(\bar{x}_{3}, x_{8}, x_{9}\right)$ is called a crown if the variables $x_{1}, \ldots, x_{9}$ do not appear in any clauses other than $c, c_{1}, c_{2}, c_{3}$ (see Fig. 4.1(b)). The crown is satisfiable, but the all-zero assignment is a proper local maximum. For a CNF $\varphi$ and an assignment $\vec{u}$ to its variables, by $\operatorname{OPT}(\varphi)$ and $\operatorname{sat}(\vec{u})$ we denote the maximum number of simultaneously satisfiable clauses and the number of clauses satisfied by $\vec{u}$, respectively.

Corollary 1 If density $\rho$ is such that $c \leq \rho \leq \kappa \ln n$ for some $c>0,0<\kappa<1 / 27$, then there is $\gamma_{\rho}=\frac{1}{o(n)}$ such that whp Local Search on a 3-CNF $\varphi \in \Phi(n, \rho n)\left(\varphi \in \Phi^{\text {plant }}(n, \rho n)\right)$ returns an assignment $\vec{u}$ such that $\operatorname{OPT}(\varphi)-\operatorname{sat}(\vec{u}) \geq \gamma_{\rho} \cdot n$, where $\operatorname{OPT}(\varphi)$ denotes the maximal number of clauses in $\varphi$ that can be simultaneously satisfied and sat $(\vec{u})$ denotes the number of clauses satisfied by $\vec{u}$.

If $\rho$ is constant then $\gamma_{\rho}$ is also constant.
Proof of Corollary 1 is similar to that of Lemma 8. It can be shown that for $\rho$ that satisfies conditions of this theorem there is $\gamma^{\prime}=\frac{1}{o(n)}$ such that whp a random (random planted) formula has at least $\gamma^{\prime} n$ crowns. If $\rho$ is a constant, $\gamma^{\prime}$ is also a constant. For a random assignment $\vec{u}$, whp the variables of at least $\frac{\gamma^{\prime}}{1024} n$ crowns are assigned zeroes. Such an all-zero assignment of a crown cannot be changed by Local Search.

Proposition 3 Let $c>0,0<\kappa<\frac{7}{6}$, and density $\rho$ be such that $c<\rho \leq \kappa \cdot \ln n$. Then Local Search on a 3-CNF from $\Phi^{\text {plant }}(n, \rho n)$ whp ends up in a proper local maximum.

In what follows we prove Proposition 3.
If $\rho=o(\ln n)$ then Proposition 3 follows from Corollary 1. So we assume that $\rho>\kappa^{\prime}$. $\ln n$. The main tool for the proof is coupling of Local Search (LS) with the algorithm Straight Descent (SD) that on each step chooses at random a variable assigned to 0 and changes its value to 1. Obviously SD is not a practical algorithm, since to apply it we need to know the solution. For the purposes of our analysis we modify SD as follows. At each step SD chooses a variable at random, and if it is assigned 0 changes its value (see Fig. 4.2(a)). The algorithm LS is modified in a similar way (see Fig. 4.2(b)).

InPUT: $\varphi \in \Phi^{\text {plant }}(n, \rho n)$ with the all-ones solution, Boolean tuple $\vec{u}$,
Output: The all-ones Boolean tuple.
AlGorithm:
while there is a variable assigned 0 pick uniformly at random variable $x_{j}$ from the set of all variables
if $u_{j}=0$ then set $u_{j}=1$
(a)

InPuT: 3-SAT formula $\varphi$, Boolean tuple $\vec{u}$, Output: Boolean tuple $\vec{v}$, which is a local maximum of $\varphi$. ALGORITHM:
while $\vec{u}$ is not a local maximum
pick uniformly at random variable $x_{j}$ from the set of all variables
if the number of clauses that can be made satisfied by
flipping the value of $x_{i}$ is strictly greater than the number of those made unsatisfied
then set $u_{i}=\bar{u}_{i}$

## (b)

Figure 4.2: Straight Descent (a) and Modified Local Search (b)

We will frequently use the following two properties of the algorithm SD. Intuitively speaking the first one follows from the observation that the vector obtained by SD at step $t$ does not depend on the formula.

Lemma 9 If SD starts its work at a random vector with $m_{0}$ ones and after step $t, t \leq n-m_{0}$, it arrives to a vector with $m$ ones, then this vector is selected uniformly at random from all vectors with $m$ ones.

Proof. Let us denote the probability that at step $t$ SD arrives to vector $\vec{u}$, conditional on it starting from a vector with $m_{0}$ ones, by $\mathbf{P}\left(\vec{u}, t, m_{0}\right)$. We prove by induction on $t$ that $\mathbf{P}\left(\vec{u}_{1}, t, m_{0}\right)=$ $\mathbf{P}\left(\vec{u}_{2}, t, m_{0}\right)$ for any $\vec{u}_{1}, \vec{u}_{2}$ with $m$ ones. We denote this number by $\mathbf{P}\left(t, m, m_{0}\right)$. As the starting vector is random, it is obvious for $t=0$. Then for $t>1$ and any vector $\vec{u}$ with $m$ ones we have

$$
\begin{aligned}
\mathbf{P}\left(\vec{u}, t, m_{0}\right) & =\mathbf{P}\left(\vec{u}, t-1, m_{0}\right) \cdot \frac{m}{n}+\sum_{\vec{u}^{\prime}} \mathbf{P}\left(\vec{u}^{\prime}, t-1, m_{0}\right) \cdot \frac{1}{n} \\
& =\mathbf{P}\left(t-1, m, m_{0}\right) \cdot \frac{m}{n}+\mathbf{P}\left(t-1, m-1, m_{0}\right) \cdot \frac{m}{n}
\end{aligned}
$$

where $n$ is the number of variables in the formula and $\vec{u}^{\prime}$ goes over all vectors that can be obtained from $\vec{u}$ by flipping a one into zero. It does not depend on a particular vector $\vec{u}$.

Lemma 10 Whp the running time of $S D$ does not exceed $2 n \ln n$.
Proof. For a variable $x_{i}$ the probability that it is not considered for $t$ steps equals $\left(1-\frac{1}{n}\right)^{t}$. So for $t=2 n \ln n$ this probability equals $\left(1-\frac{1}{n}\right)^{2 n \ln n} \leq e^{-2 \ln n}=n^{-2}$. Applying the union bound over
all variables we obtain the required statement.

Given 3-CNF $\varphi$ and an assignment $\vec{u}$ we say that a variable $x_{i}$ is $k$-righteous if the number of clauses voting for it to be one is greater by at least $k$ than the number of clauses voting for it to be zero. Let $\varphi \in \Phi^{\text {plant }}(n, \rho n)$ and $\vec{u}$ be a Boolean tuple. The ball of radius $m$ with the center at $\vec{u}$ is the set of all tuples of the same length as $\vec{u}$ at Hamming distance at most $m$ from $\vec{u}$. Let $f(n)$ and $g(n)$ be arbitrary functions and $d$ be an integer constant. We say that a set $S$ of $n$-tuples is $(g(n), d)$-safe, if for any $\vec{u} \in S$ the number of variables that are not $d$-righteous does not exceed $g(n)$. A run of SD is said to be $(f(n), g(n), d)$-safe if at each step of this run the ball of radius $f(n)$ with the center at the current assignment is $(g(n), d)$-safe.

For a proof of the following lemma we shall need the following observation that can be checked using the inequality $\binom{n}{\ell} \leq\left(\frac{n e}{\ell}\right)^{\ell}$. For any $n, \gamma$, and $\alpha$ with $0<\alpha<1$

$$
\begin{equation*}
\binom{n}{\gamma n^{\alpha}} \leq e^{(1-\alpha) \gamma n^{\alpha} \ln n-\gamma n^{\alpha} \ln \gamma+\gamma n^{\alpha}} . \tag{4.1}
\end{equation*}
$$

Lemma 11 Let $\rho>\kappa^{\prime} \cdot \ln n$ for some $\kappa^{\prime}, \kappa^{\prime}>0$. For any positive constants $\gamma$ and $d$ there is a constant $\alpha_{1}<1$ such that, for any $\alpha>\alpha_{1}$, whp a run of $\operatorname{SD}$ on $\varphi \in \Phi^{\text {plant }}(n, \rho n)$ is $\left(\gamma n^{\alpha}, n^{\alpha}, d\right)$ safe.

Proof. Consider a run of SD on $\varphi \in \Phi^{\text {plant }}(n, \rho n)$ with a random initial assignment. If SD starts its work at a tuple with $m_{0}$ ones, then at step $t$ it has $m \leq m_{0}+t$ ones. Then by Lemma 9 if at step $t$ the current assignment of SD has $m$ ones then it is drawn uniformly at random from all vectors with $m$ ones. Event Unsafe $=$ "run of SD is not $\left(\gamma n^{\alpha}, n^{\alpha}, d\right)$-safe" is a union of events "at step $t$ of SD's run the ball of radius $\gamma n^{\alpha}$ with the center at the current assignment is not $\left(n^{\alpha}, d\right)$-safe". We will use the union bound to show that probability of Unsafe is small.

Let $\vec{u}$ be a Boolean $n$-tuple having $p n$ ones. Since whp the number of 1 s in the initial assignment is at least $\frac{n}{3}$, for every step the number of 1 s is at least $\frac{n}{3}$. Let $M$ be an arbitrary set of variables with $|M|=n^{\alpha}$. We consider events $\mathcal{B}_{M}^{\text {each }}=$ "every variable $x_{i} \in M$ is not $k$-righteous" and $\mathcal{B}_{M}^{\text {all }}=$ "the total number of votes given by clauses for variables in $M$ to be 1 does not exceed the total number of votes given by clauses for variables in $M$ to be 0 plus $|M| \cdot k$."

The same technique as in Lemma 6 can be used to show that the probability of $\mathcal{B}_{M}^{\text {all }}$ and consequently the probability of $\mathcal{B}_{M}^{\text {each }}$ is bounded above by

$$
e^{-\lambda^{\prime} n^{\alpha} \ln n}
$$

for some constant $\lambda^{\prime}$, not dependent on $\alpha$. By inequality (4.1), there are at most $\gamma n^{\alpha} \cdot e^{\gamma(1-\alpha) n^{\alpha} \ln n \cdot(1+o(1))}$ distinct assignments in the $\gamma n^{\alpha}$-neighborhood of SD and $e^{n^{\alpha}(1-\alpha) \ln n(1+o(1))}$ distinct subsets of size $n^{\alpha}$. So for $\alpha$ close to 1 the union bound implies that $\mathcal{B}_{M}^{e a c h}$ whp does not take place for any tuple, any subset of variables at any step which completes the proof of the lemma.

For CNFs $\psi_{1}, \psi_{2}$ we denote their conjunction by $\psi_{1} \wedge \psi_{2}$.
We will use formulas that are obtained from a random formula by adding some clauses in an 'adversarial' manner. Following [41] we call distributions for such formulas semi-random. However, the type of semi-random distributions we need is different from that in [41]. Let $\eta<1$ be some constant. A formula $\varphi$ is sampled according to semi-random distribution $\Phi_{\eta}^{\text {plant }}(n, \rho n)$ if $\varphi=$ $\varphi^{\prime} \wedge \psi$, where $\varphi^{\prime}$ is sampled according to $\Phi^{\text {plant }}(n, \rho n)$ and $\psi$ contains at most $n^{\eta}$ clauses and is given by an adversary.

Corollary 2 If $\varphi^{\prime} \in \Phi_{\eta}^{\text {plant }}(n, \rho n)$ then for any positive constants $\gamma$ and $d$ there is a constant $\alpha_{2}<1$ such that for any $\alpha>\alpha_{2}$ a run of $S D$ on $\varphi^{\prime} \wedge \psi$ is whp $\left(\gamma n^{\alpha}, 2 n^{\alpha}, d\right)$-safe.

Indeed, let $\alpha_{1}$ be obtained by application of Lemma 11 to $\varphi^{\prime}$. Let $\alpha_{2}=\max \left(\alpha_{1}, \eta\right)$. Then for $\alpha>\alpha_{2}$ whp run of $S D$ on $\varphi^{\prime}$ is $\left(\gamma n^{\alpha}, n^{\alpha}, d\right)$-safe. Since for $n$ large enough $\psi$ contains less than $n^{\alpha}$ variables a run of $S D$ will be $\left(\gamma n^{\alpha}, 2 n^{\alpha}, d\right)$-safe on $\varphi^{\prime} \wedge \psi$.

Lemma 12 Let $\left(D_{0}, \ldots, D_{l}\right)$ be an integer random process, $d>0$, and let $L, H$ be integer constants such that (a) $D_{0}=0,0<L<H$; (b) $\left|D_{\tau+1}-D_{\tau}\right|=1$; (c) if $L \leq D_{\tau} \leq H$ the expectation of $D_{\tau+1}$ conditioned on $D_{\tau}$ satisfies the inequality $\mathbf{E}\left(D_{\tau+1} \mid D_{\tau}\right)<D_{\tau}-d$. Then the probability that there is $\tau$ such that $D_{\tau}>H$ is less than $l \cdot e^{-d \frac{H-L}{2}}$.

Proof. We define a set of auxiliary processes $D_{\tau}^{\xi}$ :

$$
D_{\tau}^{\xi}=\left\{\begin{array}{l}
L, \text { if } \tau<\xi \\
\left.D_{\tau}, \text { if }(\tau \geq \xi),\left(D_{\xi}=L\right) \text { and }\left(D_{\zeta} \geq L\right), \text { for all } \zeta \in\{\xi, \ldots, \tau\}\right) \\
D_{\zeta}-d(\tau-\zeta), \text { if } \tau>\xi, D_{\xi}=L, \text { and } \zeta \in\{\xi, \ldots, \tau\} \text { is the least such that } D_{\zeta}<L \\
L-d(\tau-\xi), \text { otherwise, i.e., } D_{\xi} \neq L \text { and } \tau \geq \xi
\end{array}\right.
$$

The processes $D_{\tau}^{0}, \ldots, D_{\tau}^{l}$ are designed so that every $D_{\tau}^{\xi}$ for $\tau \geq \xi$ satisfies inequality $\mathbf{E}\left(D_{\tau+1}^{\xi} \mid D_{\tau}^{\xi}\right) \leq D_{\tau}^{\xi}-d$. Indeed, suppose that $\tau \geq \xi$. If $D_{\xi} \neq L$ then

$$
\mathbf{E}\left(D_{\tau+1}^{\xi} \mid D_{\tau}^{\xi}\right)=L-d(\tau+1-\xi)=\left(L-(\tau-\xi)-d=D_{\tau}^{\xi}-d\right.
$$

Let $D_{\xi}=L$. If $D_{\zeta} \geq L$ for all $\zeta\{\xi, \ldots, \tau\}$ then $D_{\tau}^{\xi}=D_{\tau}, D_{\tau+1}^{\xi}=D_{\tau+1}$, and the result follows from the assumption $\mathbf{E}\left(D_{\tau+1} \mid D_{\tau}\right)<D_{\tau}-d$. If there is $\zeta \in\{\xi, \ldots, \tau\}$ with $D_{\zeta}<L$ then

$$
\mathbf{E}\left(D_{\tau+1}^{\xi} \mid D_{\tau}^{\xi}\right)=\mathbf{E}\left(D_{\tau+1}^{\xi} \mid D_{\zeta}\right)=D_{\zeta}-d(\tau+1-\zeta)=\left(D_{\zeta}-d(\tau-\zeta)\right)-d=D_{\tau}^{\xi}-d
$$

By Azuma's inequality (2.2) for each $\xi$ the probability of the event "there exists $\tau$ such that $D_{\tau}^{\xi}=H^{\prime \prime}$ is less than $e^{-(H-L) d}$.

On the other hand let $D_{\tau}>L$ and $\xi$ be equal to the number of the most recent step for which $D_{\xi}=L$. It is easy to see that $D_{\tau}=D_{\tau}^{\xi}$. Thus if at some step $D_{\tau}=H$ then there is $\xi<\tau$ such that $D_{\tau}^{\xi}=H$. Using the union bound we get the required inequality.

Lemma 13 Let $\rho>\kappa^{\prime} \cdot \ln n$ for some $\kappa^{\prime}, \kappa^{\prime}>0$. Let $\varphi$ be a random 3-CNF sampled according to distribution $\Phi_{\eta}^{\text {plant }}(n, \varrho n)$ such that run of $S D$ on $\varphi$ is whp $\left(\gamma_{1} n^{\alpha}, \gamma_{2} n^{\alpha}, 1\right)$-safe for some positive constants $\gamma_{1}, \gamma_{2}$ with $\gamma_{1}>3 \gamma_{2}$. Let $\vec{u}_{d}(m), \vec{u}_{l}(m)$ denote the pair of assignments produced by the pair of processes (SD,LS) on step $m$. For any $t$, whp the Hamming distance between $\vec{u}_{d}(t)$ and $\vec{l}_{l}(t)$ does not exceed $\gamma_{1} n^{\alpha}$.

Proof. Let $N_{t}$ be the set of tuples at Hamming distance at most $\gamma_{1} n^{\alpha}$ from $\vec{u}_{d}(t)$, and $\mathcal{E}$ be event " $\vec{u}_{l}(t) \notin N_{t}$ for some $t$ ". LS starts with the same initial assignment as SD and we will show that it does not leave $N_{t}$.

At some steps the distance between $\vec{u}_{d}(t)$ and $\vec{u}_{l}(t)$ remains the same, and at some it changes. Let $\vec{u}_{d}, \vec{u}_{l}$ be the assignments produced by the algorithms after $\tau$ changes have taken place, and $D_{\tau}$ be the distance between them. If $2 \gamma_{2} n^{\alpha}<D_{\tau}<\gamma_{1} n^{\alpha}$ we have $\mathbf{E}\left(D_{\tau+1} \mid D_{\tau}\right)<D_{\tau}-\frac{1}{3}$. Indeed, the number of variables voted to be zero does not exceed $\gamma_{2} n^{\alpha}$ and is at least twice less than the number of variables that differ in $\vec{u}_{d}(t)$ and $\vec{u}_{l}(t)$. Since any change in the distance between the assignments happens if and only if a variable voted to be 0 or a variable at which $\vec{u}_{d}(t)$ and $\vec{u}_{l}(t)$ are different is considered by SD , we have the required inequality. Now we can apply Lemma 12 for $D$ setting $L=2 \gamma_{2} n^{\alpha}, H=3 \gamma_{2} n^{\alpha}, d=1 / 3$ and get that probability of LS leaving $N_{t}$ is less than @ $n e^{-n^{\alpha} / 6}$.

Corollary 3 For $\varphi \in \Phi_{\eta}^{\text {plant }}(n, \varrho n)$ there is a constant $\alpha_{3}<1$ such that distance between $\vec{u}_{d}(t)$ and $\vec{u}_{l}(t)$ defined in Lemma 13 whp does not exceed $n^{\alpha_{3}}$.

We say that a variable plays d-righteously in a run of $L S$ if every time it is considered for flipping it is $d$-righteous. Combining corollaries 2 and 3 we obtain the following

Lemma 14 For any d there is $\alpha_{4}<1$ such that, for a run of $L S$ on $\varphi \in \Phi_{\eta}^{\text {plant }}(n, \varrho n)$ whp the number of variables that do not play d-righteously is bounded above by $n^{\alpha_{4}}$.

Proof. From Corollaries 2 and 3 it follows that whp at every step of LS the number of variables that are not $d$-righteous is less than $n^{\tilde{\alpha}}$, for some $\tilde{\alpha}$.

Therefore denoting the number of different assignments considered by LS by $T$ (note that $T \leq$ $\rho n$ ) and observing that at each step the probability to consider a variable voted to be 0 is $n^{\tilde{\alpha}-1}$ we obtain the following upper bound for the expectation of the number of non- $d$-righteous variables throughout the run: $T n^{\tilde{\alpha}-1} \leq \kappa^{\prime} n(\ln n) n^{\tilde{\alpha}-1}=\kappa^{\prime} n^{\tilde{\alpha}} \ln n \leq n^{\tilde{\alpha}+\varepsilon}$, for arbitrary $\varepsilon$ with $\tilde{\alpha}+2 \varepsilon<1$. We apply Markov inequality and obtain $\mathbf{P}\left(I>n^{\tilde{\alpha}+2 \varepsilon}\right) \leq n^{-\varepsilon}$, where $I$ denotes the number of variables that do not play $d$-righteously. Now $\alpha_{4}$ can be set to be $\tilde{\alpha}+2 \varepsilon$.

A clause $(\bar{x}, \bar{y}, z)$ is called a cap support if there are $w_{1}, w_{2}$ such that $\left(x, w_{1}, w_{2}, y, z\right)$ is a cap in $\varphi$. For a formula $\psi$ we denote the set of variables that occur in it by $\operatorname{var}(\psi)$. For a set of clauses $K$ we denote by $\wedge K$ a CNF formula constructed by conjunction of the clauses. For the sake of simplicity we will write $\operatorname{var}(K)$ instead of $\operatorname{var}(\bigwedge K)$. In what follows it will be convenient to view a CNF as a sequence of clauses. Note that representation of a CNF is quite natural when we sample a random CNF by generating random clauses. This way every clause occupies certain position in the formula. For a set of positions $P$ we denote the formula obtained from $\varphi$ by removing all clauses except for occupying positions $P$ by $\varphi \downarrow_{P}$. The set of variables occurring in the clauses in positions in $P$ will be denoted by $\operatorname{var}(P)$.

We denote by $\mathcal{C}$ the set of all possible clauses over $n$ variables. Let us fix a real constant $\nu<1$. We will need the following notation:

- let $[k]$ denote the set of the first $k$ positions of clauses in $\varphi, V$ be the set of all variables in $\varphi$; - let $S^{\varphi, \nu}$ be the set of positions from [ $n^{\nu}$ ] occupied by clauses that are cap supports in $\varphi$, and $L^{\varphi, \nu}$ be the set of variables that occur in clauses in positions $S^{\varphi, \nu}$;
- let $T^{\varphi, \nu}$ be set of positions of $\varphi$ occupied by clauses containing a variable from $L^{\varphi, \nu}$;
- let $U^{\varphi, \nu}$ be the set of positions in $\varphi$ occupied by clauses containing a variable from $\operatorname{var}\left(\varphi \downarrow_{\left[n^{\nu} \backslash \backslash S^{\varphi, \nu}\right.}\right)$;
- finally, let $M^{\varphi, \nu}=\operatorname{var}\left(T^{\varphi, \nu}\right)$ and $N^{\varphi, \nu}=\operatorname{var}\left(U^{\varphi, \nu}\right)$.

Fig. 4.3 pictures the notation just introduced.
Lemma 15 Let $c>0,0<\kappa<\frac{7}{6}$, and density $\rho$ be such that $c<\rho \leq \kappa \cdot \ln n$. Then there is $\mu_{0}>0$ such that for any $\mu<\mu_{0}$ there is $\nu<1$ such that whp: (1) $\left|S^{\varphi, \nu}\right| \sim n^{\mu}$; (2) $M^{\varphi, \nu} \cap N^{\varphi, \nu}=\varnothing$,


Figure 4.3: A scheme of a 3-CNF. Every clause is shown as a rectangle with its literals represented by squares inside the rectangle. Literals corresponding to variables from $L^{\phi \nu}$ and from $\operatorname{var}\left(\varphi \downarrow_{\left[n^{\nu} \backslash \backslash S^{\varphi, \nu}\right.}\right)$ are shown as diamonds and circles, respectively. Shaded rectangles with vertical and diagonal lines represent clauses from $T^{\phi \nu}$ and $U^{\phi \nu}$, respectively.
i.e. variables from clauses in $U^{\varphi, \nu}$ do not appear in the same clauses with variables from $S^{\varphi, \nu}$; (3) $\left|M^{\varphi, \nu}\right|=3\left|T^{\varphi, \nu}\right|$, that is no variable occurs twice in the clauses from $T^{\varphi, \nu}$.

Proof. It follows from Lemma 8 that for $\varrho \leq \kappa \ln n, \kappa<\frac{7}{6}$ there exists $\alpha, 0<\alpha<1$ such that the number of caps in the formula is $\sim n^{\alpha}$. We set

$$
\mu_{0}=\alpha / 2, \quad \nu=\mu+1-\alpha .
$$

(1) For a subset $R$ of all positions of clauses in $\phi$ let $\mathcal{C}_{R}$ denote event " $R$ is exactly the set of positions occupied by cap supports". Obviously for any sets $R_{1}, R_{2},\left|R_{1}\right|=\left|R_{2}\right|$ we have $\mathbf{P}\left(\mathcal{C}_{R_{1}}\right)=\mathbf{P}\left(\mathcal{C}_{R_{2}}\right)$. Thus positions of the cap supports are selected uniformly at random without repetition. By straightforward computation we have expectation of the number of cap supports among first $n^{\nu}$ clauses equal approximately $n^{\alpha} \cdot n^{\nu-1}=n^{\mu+1-\alpha-1+\alpha}=n^{\mu}$ and variance is bounded above by the expectation, so it follows from Chebyshev inequality that random variable "number of cap supports among first $n^{\nu}$ clauses" is whp $\sim n^{\mu}$.
(2) By Lemma 2(2) whp there is no variable that occurs in more than $\ln ^{2} n$ clauses. Therefore $\left|M^{\varphi, \nu}\right|=O\left(n^{\mu} \ln ^{2} n\right)$ and $\left|N^{\varphi, \nu}\right|=O\left(n^{\nu} \ln ^{2} n\right)$. These sets are randomly chosen from an $n$ element set, and therefore the probability they have a common element is at most $n^{\mu+\nu-1} \ln ^{4} n$. By definition of $\mu$ and $\nu$ we have $\mu+\nu-1<\alpha / 2+\alpha / 2+1-\alpha-1=0$.
(3) Since whp $\left|T^{\varphi, \nu}\right|=O\left(n^{\mu} \ln ^{2} n\right)$, the probability that two clauses from this set share a variable is bounded from above by $n^{2 \mu-1} \ln ^{4} n$. We have $2 \mu-1<\alpha-1<0$ so this probability tends to 0 .

Let $n$ be the number of variables, let $\rho$ be density, $\nu$ be a real constant such that $0<\nu<1$, $T_{0}$ and $U_{0}$ be subsets of $[\varrho n]$ such that $T_{0} \cap U_{0}=\varnothing,\left[n^{\nu}\right] \subseteq T_{0} \cup U_{0}$ and let $S_{0}=T_{0} \cap\left[n^{\nu}\right]$. We
denote by $H_{T_{0} U_{0} \nu}$ a hypothesis stating that $\varphi$ is such that $S^{\varphi, \nu}=S_{0}, T^{\varphi, \nu}=T_{0}, U^{\varphi, \nu}=U_{0}$ and also $M^{\varphi, \nu} \cap N^{\varphi, \nu}=\varnothing,\left|M^{\varphi, \nu}\right|=3\left|T^{\varphi, \nu}\right|$. The following lemma allows us to concentrate on small sets $U_{0}, T_{0}$.

Lemma 16 Let $\phi \in \Phi_{\eta}^{\text {plant }}(n, \varrho n), \mu_{0}, \mu<\mu_{0}$ and $\nu$ be as in Lemma 15. Iffor an event $E$ there is a sequence $\delta(n){ }_{n} \longrightarrow \infty 0$ such that for all pairs $\left(T_{0}, U_{0}\right),\left|T_{0} \cup U_{0}\right|<n^{2 \nu}$ we have $\mathbf{P}\left(E \mid H_{T_{0} U_{0} \nu}\right) \leq$ $\delta(n)$ then $\mathbf{P}(E){ }_{n}^{\longrightarrow} \longrightarrow 0$.

Proof. We can bound probability of event $E$ as

$$
\begin{aligned}
\mathbf{P}(E) & \leq \sum_{T_{0}, U_{0}:\left|T_{0} \cup U_{0}\right|<n^{2 \nu}} \mathbf{P}\left(E \mid H_{T_{0} U_{0}}\right) \mathbf{P}\left(H_{T_{0} U_{0}}\right)+ \\
& +\mathbf{P}\left(M^{\varphi, \nu} \cap N^{\varphi, \nu} \neq \varnothing \vee\left|M^{\varphi, \nu}\right|<3\left|T^{\varphi, \nu}\right| \vee\left|T_{0} \cup U_{0}\right| \geq n^{2 \nu}\right) \\
& \leq \delta(n)+\mathbf{P}\left(M^{\varphi, \nu} \cap N^{\varphi, \nu} \neq \varnothing\right)+\mathbf{P}\left(\left|M^{\varphi, \nu}\right|<3\left|T^{\varphi, \nu}\right|\right)+\mathbf{P}\left(\left|T_{0} \cup U_{0}\right| \geq n^{2 \nu}\right) .
\end{aligned}
$$

By Lemma 15 probabilities of events $M^{\varphi, \nu} \cap N^{\varphi, \nu} \neq \varnothing$ and $\left|M^{\varphi, \nu}\right|<3\left|T^{\varphi, \nu}\right|$ tend to 0 as $n$ approaches infinity. By Lemma 2 (2) we have $\left|T_{0} \cup U_{0}\right|<n^{2 \nu}$ whp. Thus we obtain the result.

Observation 3 If $\varphi$ is selected according to $\Phi^{\text {plant }}(n, \rho n)$ conditioned to $H_{T_{0} U_{0} \nu}$ then formula $\varphi \downarrow_{[\varrho n\rfloor \backslash\left(T_{0} \cup U_{0}\right)}$ has the same distribution as if it was generated by picking clauses from all clauses over variables $V \backslash \operatorname{var}\left(\left[n^{\nu}\right]\right)$ uniformly at random.

Proof. [of Proposition 3] Let $\alpha_{4}$ be the exponent corresponding to $\rho$ and $d=2$ by Lemma 14, let $\mu$ be such that $\alpha_{4}+2 \mu<1$ and let $\nu$ be taken by Lemma 15 . We fix arbitrary pair ( $T_{0}, U_{0}$ ) of subsets of $[\rho n]$ satisfying $T_{0} \cap U_{0}=\varnothing,\left[n^{\nu}\right] \subseteq T_{0} \cup U_{0},\left|T_{0} \cup U_{0}\right|<n^{2 \nu}$. We will bound the probability of success of Local Search under a hypothesis of the form $H_{T_{0} U_{0} \nu}$ and apply Lemma 16 to get the result.

Let $M=M^{\varphi, \nu}$ and $L=L^{\varphi, \nu}$. We split formula $\varphi$ into $\varphi_{1}=\varphi \downarrow_{0}$ and $\varphi_{2}=\varphi \downarrow_{[\varrho n] \backslash T_{0}}$ and first consider a run of LS applied to $\varphi_{2}$ only. Formula $\varphi_{2}$ can in turn be considered as the conjunction of $\varphi_{21}=\varphi \downarrow_{U_{0}}$ and $\varphi_{22}=\varphi \downarrow_{[\varrho n] \backslash\left(T_{0} \cup U_{0}\right)}$. In Fig. 4.3 formula $\varphi_{1}$ consists of clauses shaded with vertical lines, formula $\varphi_{21}$ of clauses shaded with diagonal lines and formula $\varphi_{22}$ of clauses that are not shaded. By Observation 3 formula $\varphi_{22}$ is sampled according to $\Phi^{\text {plant }}\left(n-\delta_{1}(n), n \varrho-\delta_{2}(n)\right)$ modulo names of variables where $\delta_{1}(n)$ and $\delta_{2}(n)$ are $o(n)$. So formula $\varphi_{2}$ is sampled according to $\Phi_{2 \mu}^{\text {plant }}\left(n-\delta_{1}(n), n \varrho-\delta_{2}(n)\right)$. By Lemma 14 the number of variables that do not play 2 -righteously during run of LS on $\varphi_{2}$ is bounded from above by $n^{\alpha_{4}}$ for a certain $\alpha_{4}<1$. We consider coupling ( $L S_{\varphi}, L S_{\varphi_{2}}$ ) of runs of LS on $\varphi$ and $\varphi_{2}$, denoting assignments obtained by the runs of the algorithm
at step $t$ by $\vec{u}_{\varphi}(t)$ and $\vec{u}_{\varphi_{2}}(t)$ respectively. Let $K$ be the set of those variables which do not belong to $L$ (squares and circles in Fig. 4.3). Formula $\varphi_{2}$ is a 3-CNF containing only variables from $K$. For an assignment of values of all variables $\vec{u}$ we will denote by $\left.\vec{u}\right|_{K}$ its restriction onto variables from $K$. We make process $L S_{\varphi}$ start with a random assignment $\vec{u}_{\varphi}(0)=\vec{u}_{\varphi}^{0}$ to all variables, and $L S_{\varphi_{2}}$ with a random assignment $\vec{u}_{\varphi_{2}}(0)=\vec{u}_{\varphi_{2}}^{0}$ to variables in $K$, such that $\left.\vec{u}_{\varphi}^{0}\right|_{K}=\vec{u}_{\varphi_{2}}^{0}$. Now the algorithms work as follows. At every step a random variable $x_{i}$ is chosen. Process $L S_{\varphi}$ makes its step, and process $L S_{\varphi_{2}}$ makes its step if $x_{i} \in K$.

Whp $L S_{\varphi_{2}}$ will run with at most $n^{\alpha_{4}}$ variables that do not play 2 -righteously. Let $W$ denote the set of such variables. Variables in formula $\varphi_{1}$ are selected uniformly at random so if $\alpha_{4}+2 \mu<1$ then whp set $M$ does not intersect with $W$. Hence, every time $L S_{\varphi}$ considers some variable from $M$ it is 2-righteous in $\varphi_{2}$ and belongs to at most one clause of $\varphi_{1}$. Therefore such a variable is at least 1 -righteous $\varphi$ and is flipped to 1 , or stays 1 , whichever is to happen for $L S_{\varphi_{2}}$. Thus whp at every step of $\left(L S_{\varphi}, L S_{\varphi_{2}}\right)$ we have $\left.\vec{u}_{\varphi}(t)\right|_{K}=\vec{u}_{\varphi_{2}}(t)$. In the rest of the proof we consider only this highly probable case.

Consider some cap support $c_{i}=\left(\bar{x}_{1}, \bar{x}_{4}, x_{5}\right)$ occupying a position $i \in\left[n^{\nu}\right]$ and such that $x_{1}=0, x_{4}=1, x_{5}=0$ at time 0 , and a set $P_{c_{i}}$ of variables occurring in clauses that contain variables $\operatorname{var}\left(c_{i}\right)$ (obviously $\operatorname{var}\left(c_{i}\right) \subseteq P_{c_{i}}$ ). Let $c_{j}$ be the clause that forms a cap with $c_{i}$. We say that a variable is discovered at step $t$ if it is considered for the first time at step $t$. Let $p_{1}, \ldots, p_{k}$ be an ordering of elements of $P_{c_{i}}$ according to the step of their discovery. In other words if variable $p_{1}$ is the first variable from $P_{c_{i}}$ that is discovered, $p_{k}$ was the last. In the case some variables are not considered at all, we place them in the end of the list in a random order. Observe that all variables that play at least 1-righteously are discovered at some step. All orderings of variables are equiprobable, hence, the probability of variables $\operatorname{var}\left(c_{i}\right)$ to occupy places $p_{k-2}, p_{k-1}$ and $p_{k}$ equals $3!/ k(k-1)(k-2)$. We will call this ordering unlucky.

Let us consider what happens if the order of discovery of $P_{c_{i}}$ is unlucky. All variables in $P_{c_{i}} \backslash$ $\operatorname{var}\left(c_{i}\right)$ play 1-righteously, therefore once they are discovered by $L S_{\varphi}$ they equal to 1 . Thus when $x_{1}, x_{4}, x_{5}$ are finally considered all clauses they occur in are satisfied, except for $c_{j}$. So variables $x_{1}, x_{4}, x_{5}$ do not change their values and the clause $c_{j}$ remains unsatisfied by the end of the work of $L S_{\varphi}$.

By Lemma 2(2) whp no vertex has degree greater than $\ln ^{2} n$, so the size of the set $P_{c_{i}}$ is bounded above by $3 \ln ^{2} n$. Thus the probability of event $\operatorname{Unluck}(i)=$ "order of discovery of $P_{c_{i}}$ is unlucky" is greater than $\frac{1}{\ln ^{6} n}$. Thus, the expectation of $\mid\{i \mid$ Unluck $(i)\} \mid$ equals $\frac{\left|S_{0}\right|}{\ln ^{6} n}=\frac{n^{\mu}}{\ln ^{6} n}$. By definition of $H_{T_{0} U_{0} \nu}$ any variable whp occurs in clauses from $T^{\varphi, \nu}$ at most once, hence there is no variable
that occurs in the same clause with a variable from $c_{i_{1}}$ and a variable from $c_{i_{2}}$ for $i_{1}, i_{2} \in S_{0}$, $i_{1} \neq i_{2}$. This implies that events of the form $\operatorname{Unluck}(i)$ are independent. Therefore random variable $|\{i \mid \operatorname{Unluck}(i)\}|$ is Bernoulli and, as its expectation tends to infinity, the probability that it equals to 0 goes to 0 . Since unlucky ordering of at least one cap support leads to failure of the LS this proves the result.

## Chapter 5

## On the Power of Plateau Moves

### 5.1 Main Result and General Intuition

The main result of this chapter is the following
Theorem 4 For any $\kappa>0, \rho=\kappa \ln n$ GSAT with settings MAXFLIPS $=n^{60 / \kappa+3}$, MAXTRIES $=1$ finds a solution for $\varphi$ from $\Phi^{\text {plant }}(n, \rho n)$ whp.

After $O$ (MAXFLIPS $\times$ MAXTRIES) steps that did not lead to a solution of the problem GSAT fails so Theorem 4 implies that GSAT finds solution in a polynomial number of steps.

It is sufficient to prove the result for $\kappa<2$, since by Theorem 1 of [12] for $\kappa>\frac{7}{6}$ GSAT will find solution without even switching to plateau moves stage.

Lemmas 17-19 describe relations between variables that are assigned to 0 in a local maximum and variables that occur in few $(+,-,-)$ clauses. These lemmas lead to a proof of Lemma 20 that will be the key instrument to prove Theorem 4. This lemma is formulated in terms of a graph of co-occurrences. In terms of the original formula $\varphi$ Lemma 20 states that when a local maximum of the number of satisfied clauses is reached we have the following picture. Clauses containing variables that are still assigned incorrectly fall apart into several sub-formulas $\varphi_{1}, \ldots, \varphi_{t}$. Formulas $\varphi_{1}, \ldots, \varphi_{t}$ are pairwise disjoint, that is no $\varphi_{i}, \varphi_{j}$ contain a common clause. Moreover these sub-formulas are disjoint with respect to variables, that is no $\varphi_{i}, \varphi_{j}$ refer to a common variable. The lemma also states that any such sub-formula $\varphi_{i}$ that contains an unsatisfied clause contains an incorrectly assigned variable that can be flipped by GSAT. In the proof of Theorem 4 we apply Lemma 20 and observe that the solution space is with high probability such that from any proper local maximum there is a finite path along a plateau that leads to higher ground. The path is finite meaning that its length can be bounded by some constant $\ell$ that does not depend on $n$. So with
constant probability among the next $\ell n^{\ell}$ steps there will be $\ell$ steps that will be made along such a path and a better assignment will be reached.

We will discuss intuition behind Lemmas 17-19 directly before stating them.

### 5.2 Proof of the Main Result

Let $G^{\varphi}$ be the graph of co-occurences of variables in $\varphi$. That is, vertices of $G^{\varphi}$ are variables; $x_{i}$ and $x_{j}$ are connected if $x_{i}$ and $x_{j}$ occur in the same clause in $\varphi$. We shall need several notions from graph theory that we are going to apply to the graph $G^{\varphi}$. For a graph $G=(V, E)$ and a subset $X$ of its vertices we denote by $\left.G\right|_{X}$ the subgraph induced by $X$, i.e. graph $\left(X, E \cap X^{2}\right)$. Let $l \in \mathbb{N}$ and $E^{l}$ be the set of pairs of vertices that are connected by paths of length at most $l$ in $G$. We denote graph $\left(V, E^{l}\right)$ by $G^{l}$. We denote by $N^{G, d}(X)$ the $d$-th neighborhood of $X$ in $G$, i.e.

$$
N^{G, d}(X)=\left\{y \mid \text { there exists } x \in X \text { such that }(x, y) \in E^{d}\right\} .
$$

Observation 4 For any $\rho \leq 2 \ln n$ whp no two variables occur together in more that 2 clauses of $\varphi$ from $\Phi^{\text {plant }}(n, \rho n)$.

Proof. Indeed if we fix two variables and three clauses then the probability of the variables to occur together in these three clauses is $O\left(n^{-6}\right)$. There are $O\left(n^{2}\right)$ pairs of variables and $O\left(m^{3}\right)$ triples of clauses so applying union bound we conclude that the probability that there exist such a pair and triple is less than $O\left(n^{-4} m^{3}\right)$ which tends to zero for $m \leq 2 n \ln n$.

Let us recall that a variable is called $\Delta$-isolated in $\varphi$ if it occurs positively in fewer than $\Delta$ clauses of type $(+,-,-)$. From now on we shall denote the set of all $\Delta$-isolated variables by $I_{\Delta}$.

Intuitively, our interest in $\Delta$-isolated variables comes from the fact that in the case of logarithmic density of the formula extremely few clauses with two or three positive literals are unsatisfied in a local maximum. This happens because almost all variables are assigned correctly and the probability that a clause has two incorrect variables is very small. Thus many unsatisfied clauses in a local maximum are $(+,-,-)$ and variables that are assigned wrong tend to be $\Delta$-isolated variables. In the following Lemma we show that $\Delta$-isolated variables do not "flock together" so with high probability you do not find many of them close to each other.

Lemma 17 For any $\kappa \in \mathbb{R}$ there is a constant $l \in \mathbb{N}$ such that for any constants $\Delta \in \mathbb{N}, d \in \mathbb{N}$ and $\rho=\kappa \ln n, \varphi$ from $\Phi^{\mathrm{plant}}(n, \rho n)$ whp any connected component of $\left.G^{d}\right|_{I_{\Delta}}$ contains fewer than $l$ variables.

Proof. Fix an arbitrary constant $r$. Let $M$ be a set of $r$ variables. Obviously

$$
\mathbf{P}\left(\text { all variables in } M \text { are in } I_{\Delta}\right)
$$

is less than

$$
\mathbf{P}(\#(\text { positive occurrences of variables from } M \text { in }(+,-,-) \text {-clauses }) \leq|M| \times \Delta) .
$$

The latter probability can be bounded above by

$$
\begin{aligned}
\sum_{k=0}^{r \Delta}\binom{\rho n}{k}\left(\frac{r}{n}\right)^{k}\left(1-\frac{3 r}{7 n}\right)^{\rho n-k} & \leq \\
r \Delta\binom{\rho n}{r \Delta}\left(\frac{r}{n}\right)^{r \Delta}\left(1-\frac{3 r}{7 n}\right)^{\rho n-r \Delta} & \lesssim \\
r \Delta \rho^{r \Delta} \Delta^{-r \Delta} e^{-3 / 7 \rho r} /((r \Delta)!) & \lesssim e^{-3 \rho r / 14} .
\end{aligned}
$$

The number of connected sets of variables in $G^{d}$ can be bounded above by the number of subgraphs of $G^{d}$ isomorphic to trees. Since whp the maximum degree of a variable is bounded above by $\ln ^{2} n$ the number of subgraphs of size $r$ isomorphic to trees can be bounded above by $n\left(r \ln ^{2 d} n\right)^{r-1} \lesssim n^{2}$ whp.

Now we apply union bound to the probability of an event $\mathcal{E}=$ "there exists a connected set $M$ of vertices of $G^{d}$ of size $r$ such that all variables in $M$ are in $I_{\Delta}$ " getting the upper bound

$$
\mathbf{P}(\mathcal{E}) \leq n^{2} e^{-3 \kappa r \ln n / 14}=e^{\ln n(2-3 \kappa r / 14)} .
$$

Therefore if we set $l=10 / \kappa$ then for any constant $r>l$ we have the probability $\mathbf{P}(\mathcal{E})$ tending to 0 .

For an assignment $\vec{v}$ we denote by $W_{\vec{v}}$ a set of all variables assigned by $\vec{v}$ incorrectly. I. e.

$$
W_{\vec{v}}=\left\{x_{i} \mid v_{i}=0\right\} .
$$

In Lemma 18 we show that in a local maximum any connected component of a graph of cooccurrences of variables assigned incorrectly needs a constant fraction of its members to belong to $I_{\Delta}$.

Lemma 18 Let $\kappa \in \mathbb{R}, \Delta$ be odd and $\Delta \geq 11, \rho=\kappa \ln n$ and $\varphi$ from $\Phi^{\mathrm{plant}}(n, \rho n)$. Then whp for any local maximum $\vec{v}$ any connected component $C$ of $\left.G\right|_{W_{\vec{v}}}$ contains at least $\frac{|C|(\Delta-9)}{\Delta+1}$ variables from $I_{\Delta}$.

Proof. By Lemma 6 there exists $\alpha$ such that $0<\alpha<1$ and any local maximum contains less than $n^{\alpha}$ zeros. Consider an arbitrary local maximum $\vec{v}$ and a connected component $C$ of $\left.G\right|_{W_{\vec{v}}}$.

Let $x_{i}$ be such that $x_{i} \in C \backslash I_{\Delta}$. Variable $x_{i}$ occurs positively in at least $\Delta$ clauses of type $(+,-,-)$. If clause $c$ is of type $(+,-,-)$, variable $x_{i}$ occurs positively in $c$ and it is the only variable in $c$ that is assigned to 0 then $c$ is not satisfied and will become satisfied if $x_{i}$ is flipped. But $\vec{v}$ is a local maximum and flipping $x_{i}$ should not increase the number of satisfied clauses. If $x_{i}$ has no neighbors assigned to 0 by $\vec{v}$ then after flipping $x_{i}$ the number of satisfied clauses will increase by at least $\Delta$. A neighbor $x_{j}$ of $x_{i}$ may decrease this advantage by making one of $(+,-,-)$ clauses that refer to $x_{i}$ satisfied or by making some other clause where $x_{i}$ occurs negatively unsatisfied. But each neighbor $x_{j}$ assigned to 0 can not decrease the advantage of flipping $x_{i}$ by more than the number of co-occurences of $x_{i}$ and $x_{j}$ in clauses of $\varphi$. By Observation 4 whp no two variables occur together in more than 2 clauses. So if $x_{i}$ has $t$ neighbors assigned to 0 then advantage of flipping $x_{i}$ will be at least $\Delta-2 t$. And since the advantage must be a non positive and integer we have $t \geq(\Delta+1) / 2$.

Therefore $x_{i}$ must have at least $(\Delta+1) / 2$ neighbors in $G$ that are assigned to zero by $\vec{v}$. Obviously all these variables are in $C$, so the degree of $x_{i}$ in $\left.G\right|_{W_{\vec{v}}}$ is at least $(\Delta+1) / 2$. We can bound the average degree of $C$ from below by $\left(\left|C \backslash I_{\Delta}\right| \cdot(\Delta+1) / 2\right) /|C|$. Since $|C|<n^{\alpha}$ by Lemma 2(1) it follows that the average degree of $C$ is less than 5 . Thus we have

$$
\left(\left|C \backslash I_{\Delta}\right| \cdot(\Delta+1) / 2\right) /|C|<5
$$

and consequently

$$
\begin{align*}
\left|C \backslash I_{\Delta}\right| & <\frac{10|C|}{\Delta+1}, \\
\left|C \cap I_{\Delta}\right| & >\frac{|C|(\Delta-9)}{\Delta+1} . \tag{5.1}
\end{align*}
$$

Since inequality (5.1) was shown for an arbitrary connected component of $\left.G\right|_{W_{\vec{v}}}$ the lemma is proven.

We say that a variable $x_{i}$ is potentially wrong if there is an assignment $\vec{v}$ such that it is a local maximum and $v_{i}=0$. The set of all potentially wrong variables is denoted by $W$, that is

$$
W=\bigcup_{\vec{v} \text { is a local maximum }} W_{\vec{v}} .
$$

In the following lemma we show that for large enough $\Delta$ the set of $\Delta$-isolated variables is dense in the set of potentially wrong variables. Namely that any potentially wrong variable must have at least one $\Delta$-isolated variable within a finite (bounded by a predefined constant) distance.

Lemma 19 Let $\kappa \in \mathbb{R}, \Delta$ be odd and $\Delta \geq 11$. Then there is a constant $r \in \mathbb{N}$ such that whp any $x_{i} \in W$ has a $\Delta$-isolated variable at distance less than $r$.

Proof. Let $l$ be the number corresponding to $\kappa$ to satisfy the conditions of Lemma 17, let $r=7 l$ and let

$$
M=\left\{x \mid x \text { is connected in } G^{r} \text { to some } y \in I_{\Delta}\right\}=N^{G, r}\left(I_{\Delta}\right) .
$$

Consider an arbitrary local maximum $\vec{v}$. To prove the lemma we must show that

$$
W_{\vec{v}} \subseteq M
$$

To derive a contradiction let us assume that

$$
\begin{equation*}
\text { there exists } x_{j} \in W_{\vec{v}} \backslash M \text {. } \tag{5.2}
\end{equation*}
$$

Let $C$ be a connected component of $\left.G\right|_{W_{\vec{v}}}$ containing $x_{j}$. By Lemma 18 set $C$ contains at least $\frac{|C|(\Delta-9)}{\Delta+1}$ variables from $I_{\Delta}$. For $\Delta \geq 11$ we have

$$
\begin{equation*}
\left|C \cap I_{\Delta}\right| \geq 1 / 6|C| \tag{5.3}
\end{equation*}
$$

and consequently nonempty $C$ must contain at least 1 variable form $I_{\Delta}$. Now we take arbitrary $x_{k} \in$ $I_{\Delta} \cap C$ and consider a connected component $C^{\prime}$ of $\left.G^{2 r}\right|_{I_{\Delta}}$ that contains $x_{k}$. Note that Lemma 17 implies

$$
\left|N^{G, r}\left(C^{\prime}\right) \cap I_{\Delta} \cap C\right| \leq\left|N^{G, r}\left(C^{\prime}\right) \cap I_{\Delta}\right| \leq l .
$$

On the other hand since $x_{j} \notin M \supseteq N^{G, r}\left(C^{\prime}\right)$ and $x_{j}$ is connected to an element of $C^{\prime}$ we have

$$
\left|N^{G, r}\left(C^{\prime}\right) \cap C\right| \geq r=7 l .
$$

By definitions of $N^{G, d}$ and $G^{d}$ any distinct connected components $C_{1}$ and $C_{2}$ of $\left.G^{2 r}\right|_{I_{\Delta}}$ satisfy

$$
N^{G, r}\left(C_{1}\right) \cap N^{G, r}\left(C_{2}\right)=\varnothing .
$$

Therefore if $s>0$ is the number of connected components of $\left.G^{2 r}\right|_{I_{\Delta}}$ that intersect with $C$ we have bounds

$$
\begin{equation*}
\left|I_{\Delta} \cap C\right| \leq s l \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
|C| \geq 7 s l . \tag{5.5}
\end{equation*}
$$

Conjunction of (5.4) and (5.5) contradicts (5.3), therefore assumption (5.2) was false and the lemma is proven.

Now we are in a position to prove the key lemma of the proof of the main result. As it was discussed in the beginning of the section the intuitive meaning of Lemma 20 is that once a local maximum is reached we observe the following. Incorrectly assigned variables split into several finite connected components. Moreover each component that contains a variable occurring in an unsatisfied clause contains also a variable that can be flipped without reducing the number of satisfied clauses.

Lemma 20 Let $\kappa \in \mathbb{R}, \rho=\kappa \ln n$ and $\varphi \in \Phi^{\text {plant }}(n, \rho n)$. Then there is $s \in \mathbb{N}$ such that whp for any local maximum $\vec{v}$ and any connected component $C$ of $\left.G\right|_{W_{\vec{v}}}$ the following statements is true:

- C contains less than s elements,
- if there is an unsatisfied clause containing a variable from $C$ then there is a variable $x_{j} \in C$ such that the number of unsatisfied clauses where $x_{j}$ occurs equals to the number of clauses that are satisfied only by $x_{j}$.

Proof. We fix some local maximum $\vec{v}$ and a connected component $C$ of $\left.G\right|_{W_{\vec{v}}}$.
By Lemma 19 for $\Delta=11$ there is a constant $r$ such that whp for every variable $x_{i} \in C$ there is a variable $x_{j} \in I_{\Delta}$ such that distance between $x_{i}$ and $x_{j}$ is less than $r$. Let us denote such $x_{j}$ by $x_{i} \uparrow$. It is easy to see that set $\left\{x_{i} \uparrow \mid x_{i} \in C\right\} \cup\left(C \cap I_{\Delta}\right)$ is connected in $\left.G^{2 r+1}\right|_{I_{\Delta}}$ and by Lemma 17 its size can not be greater than some constant $l$. Thus $\left|C \cap I_{\Delta}\right|<l$ and by Lemma 18 for $\Delta=11$ we have $|C|<6 l$. So we set $s=6 l$ and have the first statement of the lemma proven. Note that in the proof of Lemma 18 we set $l=10 / \kappa$ so here we have $s=60 / \kappa$.

To prove the second statement of the lemma we consider an arbitrary variable $x_{j}$ in $C$ and a clause $c$ where $x_{j}$ occurs.

Observation 5 For c to be satisfied only by $x_{j}$ in $\vec{v}$ the following two conditions are necessary: (a) $x_{j}$ occurs in c negatively, (b) there is a variable $x_{i}$ that occurs in c positively and such that $v_{i}=0$.

Consider a directed graph

$$
\mathcal{S}_{C}=\left(C,\left\{\left(x_{i}, x_{j}\right) \mid \text { there is a clause } c \in \varphi \text { containing literals } x_{i} \text { and } \neg x_{j}\right\}\right) .
$$

Assume for the sake of contradiction that for any variable $x_{j} \in C$ the number of clauses that are satisfied only by $x_{j}$ is strictly greater than the number of unsatisfied clauses where $x_{j}$ occurs. Then
for each $x_{j} \in C$ there is at least one clause that is satisfied only by $x_{j}$. This by Observation 5 means that the in-degree of every vertex in $\mathcal{S}_{C}$ is at least 1 . Set $C$ contains a variable $x_{k}$ that occurs in some unsatisfied clause $c$. So there must be at least two clauses that are satisfied only by $x_{k}$. Thus the in-degree of $x_{k}$ in $\mathcal{S}_{C}$ is at least 2 and $\mathcal{S}_{C}$ contains at least $|C|+1$ edges. If variables are connected in $\mathcal{S}_{C}$ they are connected in $\left.G\right|_{C}$ and we have that $\left.G\right|_{C}$ contains at least $|C|+1$ edges.

We finish the proof by showing that for any constants $h$ and $q$ such that $h>q$ whp there is no set of variables $C$ such that $|C|=q$ and the graph $\left.G\right|_{C}$ contains $h$ edges. Indeed there are $\binom{n}{q}$ sets of variables of size $q$ and $\binom{m}{h}$ sets of clauses of size $h$. For a given set of clauses of size $h$ the probability to have $2 h$ positions to be occupied by variables from a given set $C,|C|=q$ can be bounded from above by $(3 h)^{2 h} n^{-2 h}$. Applying union bound we have that the probability under consideration is less than $(3 h)^{2 h} m^{h} n^{q} n^{-2 h}$ which tends to 0 for any fixed $\kappa$ if $h>q$.

We are now in a position to prove the main result.
Proof of Theorem 4. By Lemma 20 once GSAT reaches a local maximum $\vec{v}$ set $W_{\vec{v}}$ falls apart into several connected components of size at most $s$. If there are no more unsatisfied clauses left then the problem is solved and GSAT returns a satisfying assignment. Otherwise let us consider a connected component $C$ of $\left.G\right|_{W_{\vec{v}}}$ that contains a variable $x_{i}$ that occurs in an unsatisfied clause.

We show that with probability at least $n^{-s}$ after $s$ steps GSAT will be at some assignment $\vec{u}$ that satisfies more clauses than $\vec{v}$. By Lemma 20 there is a variable $x_{i_{1}} \in C$ such that the number of clauses that are satisfied only by $x_{i_{1}}$ equals the number of clauses that contain $x_{i_{1}}$ and are not satisfied. Thus with probability $1 / n$ variable $x_{i_{1}}$ will be the next variable that is flipped by GSAT. If it happens then for an assignment $\vec{v}^{\prime}$ obtained at the next step there are two possibilities: 1) $\vec{v}^{\prime}$ is not a local maximum or 2 ) $\vec{v}^{\prime}$ is still a local maximum. In case 1) $G S A T$ will increase the number of satisfied clauses at the next step. In case 2) let $C_{1}$ be a subset of $C \backslash\left\{x_{i_{1}}\right\}$ that is a connected component of $\left.G\right|_{W_{\vec{v}}}$ and contains variable that occurs in an unsatisfied clause. We have $\left|C_{1}\right| \leq|C|-1$ and with probability $1 / n$ a variable from $C_{1}$ will be flipped by GSAT at the next step, which will either lead to an increase of the number of satisfied clauses or to a new set $C_{2},\left|C_{2}\right| \leq|C|-2$, etc. Size of $C$ is at most $s$ so with probability greater than $n^{-s}$ after $s$ steps the number of satisfied clauses will be increased.

Therefore if GSAT is at a local maximum then in $s n^{s+1}$ steps it will increase the number of satisfied clauses with probability at least $1-\left(1-n^{-s}\right)^{n^{s+1}} \approx 1-e^{-n}$. So once the local maximum is reached for the first time the problem will be solved after $s n^{s+2}$ steps with probability at least $1-n e^{-n}$.

### 5.3 Discussion

Note that we never used greediness of GSAT and all the reasoning would go through in the very same way for CSAT. Therefore, we have the analogous result for CSAT.

Corollary 4 The CSAT algorithm with settings MAXFLIPS $=n^{60 / \kappa+3}$, MAXTRIES $=1$ solves random planted 3-SAT of logarithmic density whp.

Comparing Corollary 4 with Theorem 3 and noting that CSAT is the basic Local Search enhanced with plateau moves and restarts we can conclude that adding plateau moves to Local Search increases its power substantially. The intuitive essence of this conclusion is by no means novel but now we have it rigorously proven within the context of random planted 3-SAT.

We believe that the analysis of the landscape of the solution space of random planted 3-SAT carried out in our work gives more general intuitive understanding of the process of the execution of the local search algorithms.

## Chapter 6

## WRW: A Candidate to Solve Random Planted 3-SAT

In the last chapter we present the Weighted Random Walk algorithm (see Fig. 1.6). This algorithm is obtained by a simple modification of the Random Walk which results in a substantial increase in efficiency. We present experimental data and prove that the algorithm reaches a good approximation of the solution of Random Planted 3-SAT of high density.

### 6.1 Theoretical Analysis of the Approximation Ratio

We first analyze the behavior of the algorithm given a formula $\varphi$ that has all clauses that are satisfied by $\overrightarrow{1}=(1, \ldots, 1)$. Then we show that if the density of a formula is high enough then we get the same result.

Let $\vec{x}$ be some assignment of boolean values to the variables. Let $A$ be the set of variables assigned to 1 , and $B$ be the set of variables assigned to 0 . We denote by $\mathcal{C}_{A A A}, \mathcal{C}_{A A B}, \mathcal{C}_{A B B}, \mathcal{C}_{B B B}$ sets of clauses containing three, two, one and no variables from $A$ respectively.

### 6.1.1 Formula with All Clauses

In this section we analyze the performance of WRW on a 3-SAT formula $\varphi$ that contains all clauses that are satisfied by the all-ones assignment, i.e. all clauses that have at least one positive literal.

Let $\vec{x}$ and $w(\cdot)$ be a vector of values of the variables and weight function at a step of WRW, and let $\vec{x}^{\prime}, w^{\prime}(\cdot)$ be a vector and weight function which are obtained from $\vec{x}, w(\cdot)$ by performing one step of the algorithm. Let $A_{i}$ be the set of all variables that have value 1 and weight $i, B_{i}$ be the set of all variables that have value 0 and weight $i$, and let $a_{i}=\frac{\left|A_{i}\right|}{n}, b_{i}=\frac{\left|B_{i}\right|}{n}, a=\sum_{i=1}^{K} a_{i}, b=1-a$.

We consider function $V(\vec{x})=\sum_{i=1}^{K} i a_{i}-\sum_{i=1}^{K}(i-1) b_{i}$, which is obviously bounded by $K$. We will show that there exists a positive constant $\delta$ such that for any $\vec{x}$ we have

$$
\begin{equation*}
\mathbf{E}\left(V\left(\vec{x}^{\prime}\right)-V(\vec{x})\right)>\delta, \tag{6.1}
\end{equation*}
$$

which by the Azuma's inequality implies that whp after $O(n)$ steps $V(\vec{x})$ becomes equal to $K$, and consequently the process stops.

Lemma 21 Let $\vec{x}$ be an assignment and $X$ be some variable from $A$, and let $Y$ be some variable from $B$. If $C$ is an unsatisfied clause, chosen uniformly at random, then the probability that $X$ occurs in $C$ is $\frac{3\left(1-a^{2}\right)}{\left(1-a^{3}\right) n}$ and the probability that $Y$ occurs in $C$ is $\frac{3}{\left(1-a^{3}\right) n}$.

Proof. Let $C$ be a clause chosen uniformly at random (not necessary unsatisfied). Then

- $\mathbf{P}\left(C \in \mathcal{C}_{A A A}\right)=a^{3}, \mathbf{P}\left(X \in C \mid C \in \mathcal{C}_{A A A}\right)=\frac{3}{a n}$,
$\mathbf{P}\left(Y \in C \mid C \in \mathcal{C}_{A A A}\right)=0$,
- $\mathbf{P}\left(C \in \mathcal{C}_{A B B}\right)=3 a^{2} b, \mathbf{P}\left(X \in C \mid C \in \mathcal{C}_{A A B}\right)=\frac{2}{a n}$, $\mathbf{P}\left(Y \in C \mid C \in \mathcal{C}_{A A B}\right)=\frac{1}{b n}$,
- $\mathbf{P}\left(C \in \mathcal{C}_{A A B}\right)=3 a b^{2}, \mathbf{P}\left(X \in C \mid C \in \mathcal{C}_{A B B}\right)=\frac{1}{a n}$, $\mathbf{P}\left(Y \in C \mid C \in \mathcal{C}_{A B B}\right)=\frac{2}{b n}$,
- $\mathbf{P}\left(C \in \mathcal{C}_{B B B}\right)=b^{3}, \mathbf{P}\left(X \in C \mid C \in \mathcal{C}_{A A A}\right)=0$, $\mathbf{P}\left(Y \in C \mid C \in \mathcal{C}_{B B B}\right)=\frac{3}{b n}$.

In the first case the clause will definitely be satisfied and in each of the latter three the probability that the clause is unsatisfied equals $\frac{1}{7}$. So we have $\mathbf{P}(\neg C(\vec{x}))=\frac{1}{7}\left(3 a^{2} b+3 a b^{2}+b^{3}\right)=\frac{1}{7}\left(1-a^{3}\right)$.

Now we compute

$$
\begin{aligned}
\mathbf{P}(X \in C \& \neg C(\vec{x}))= & \mathbf{P}\left(X \in C \& \neg C(\vec{x}) \mid C \in \mathcal{C}_{A A B}\right) \mathbf{P}\left(C \in \mathcal{C}_{A A B}\right)+ \\
& \mathbf{P}\left(X \in C \& \neg C(\vec{x}) \mid C \in \mathcal{C}_{A B B}\right) \mathbf{P}\left(C \in \mathcal{C}_{A B B}\right)+ \\
& \mathbf{P}\left(X \in C \& \neg C(\vec{x}) \mid C \in \mathcal{C}_{B B B}\right) \mathbf{P}\left(C \in \mathcal{C}_{B B B}\right) .
\end{aligned}
$$

Events $X \in C$ and $\neg C(\vec{x})$ are independent under the conditions, so we have

$$
\begin{aligned}
\mathbf{P}(X \in C \& \neg C(\vec{x})) & =\frac{1}{7}\left(\frac{2}{a n} 3 a^{2} b+\frac{1}{a n} 3 a b^{2}+0 b^{3}\right)= \\
& =\frac{3}{7 n}\left(2 a b+b^{2}\right)=\frac{3}{7 n}\left(1-a^{2}\right) .
\end{aligned}
$$

We plug the obtained expression into the definition of conditional probability and get the desired expression $\mathbf{P}(X \in C \mid \neg C(\vec{x}))=\frac{3\left(1-a^{2}\right)}{\left(1-a^{3}\right) n}$.

The probability $\mathbf{P}(Y \in C \mid \neg C(\vec{x}))$ is computed similarly.

Now let $a_{i}, b_{i}$ correspond to $\vec{x}$ and $a_{i}^{\prime}, b_{i}^{\prime}$ to $\vec{x}^{\prime}$. We are interested in $\mathbf{E}\left(V\left(\vec{x}^{\prime}\right)-V(\vec{x})\right)$. We can express the change in $V$ as

$$
\begin{equation*}
V\left(\vec{x}^{\prime}\right)-V(\vec{x})=\sum_{i=1}^{K} i\left(a_{i}^{\prime}-a_{i}\right)-\sum_{i=1}^{K}(i-1)\left(b_{i}^{\prime}-b_{i}\right) \tag{6.2}
\end{equation*}
$$

so to compute $\mathbf{E}\left(V\left(\vec{x}^{\prime}\right)-V(\vec{x})\right)$ we need to compute $\mathbf{E}\left(a_{i}^{\prime}-a_{i}\right)$ and $\mathbf{E}\left(b_{i}^{\prime}-b_{i}\right)$.
The numbers $a_{i}$ and $b_{i}$ are changed similarly. The set $A_{i}$ changes because some variables leave it and some arrive into it. Now it is convenient to denote $c_{i}=a_{i}$ and $c_{-(i-1)}=b_{i}$. Let $q_{c_{i} \rightarrow c_{i \pm 1}}$ be the number of variables that leave $A_{i}$ and arrive into $A_{i \pm 1}$. None of the variables can change its weight by more than one in one step, so we have

- $c_{i}^{\prime}=c_{i}-q_{c_{i} \rightarrow c_{i-1}}-q_{c_{i} \rightarrow c_{i+1}}+q_{c_{i-1} \rightarrow c_{i}}+q_{c_{i+1} \rightarrow c_{i}}$, for all $i$, except $-K+1$ and $K$,
- $c_{K}^{\prime}=c_{K}-q_{c_{K} \rightarrow c_{K-1}}+c_{b_{K-1} \rightarrow b_{K}}$, and similarly for $c_{-K+1}$.

Variables go from $A_{i}$ to $A_{i+1}$ when the weights of two variables are increased, so

$$
\begin{equation*}
\mathbf{E}\left(q_{a_{i} \rightarrow a_{i+1}}\right)=2 a_{i} . \tag{6.3}
\end{equation*}
$$

Variables go from $A_{i}$ to $A_{i-1}$ and from $A_{1}$ to $B_{1}$ when three variables of an unsatisfied clause decrease weights/flip. Applying lemma 21 we get

$$
\begin{equation*}
\mathbf{E}\left(q_{a_{i} \rightarrow a_{i-1}}\right)=\frac{3\left(1-a^{2}\right)}{\left(1-a^{3}\right) n} a_{i} n=\frac{3\left(1-a^{2}\right)}{\left(1-a^{3}\right)} a_{i}, \mathbf{E}\left(q_{a_{1} \rightarrow b_{1}}\right)=\frac{3\left(1-a^{2}\right)}{\left(1-a^{3}\right)} a_{1} \tag{6.4}
\end{equation*}
$$

Analogously we get

$$
\begin{equation*}
\mathbf{E}\left(q_{b_{i} \rightarrow b_{i-1}}\right)=\frac{3}{\left(1-a^{3}\right)} b_{i}, \mathbf{E}\left(q_{b_{1} \rightarrow a_{1}}\right)=\frac{3}{\left(1-a^{3}\right)} b_{1}, \mathbf{E}\left(q_{b_{i} \rightarrow b_{i+1}}\right)=2 b_{i} \tag{6.5}
\end{equation*}
$$

Substituting the expressions for $a_{i}^{\prime}$ into (6.2) we obtain

$$
\begin{align*}
& V\left(\vec{x}^{\prime}\right)-V(\vec{x})=  \tag{6.6}\\
& \underbrace{\sum_{i=0}^{K-1} q_{a_{i} \rightarrow a_{i+1}}}_{\Psi_{1}} \underbrace{-\sum_{i=1}^{K} q_{a_{i} \rightarrow a_{i-1}}-q_{a_{1} \rightarrow b_{1}}}_{\Psi_{2}} \underbrace{-\sum_{i=0}^{K-1} q_{b_{i} \rightarrow b_{i+1}}}_{\Psi_{3}} \underbrace{+\sum_{i=1}^{K} q_{b_{i} \rightarrow b_{i-1}}+q_{b_{1} \rightarrow b_{a}}}_{\Psi_{4}}
\end{align*}
$$

Using equations (6.3)-(6.5) we get $\mathbf{E}\left(\Psi_{1}\right)=2 a-2 a_{K}, \mathbf{E}\left(\Psi_{2}\right)=-\frac{3 a\left(1-a^{2}\right)}{1-a^{3}}, \mathbf{E}\left(\Psi_{3}\right)=$ $-2 b+2 b_{K}, \mathbf{E}\left(\Psi_{4}\right)=\frac{3 b}{1-a^{3}}$, thus

$$
\begin{array}{r}
\mathbf{E}\left(V\left(\vec{x}^{\prime}\right)-V(\vec{x})\right)=2 a-2 a_{K}-\frac{3 a\left(1-a^{2}\right)}{1-a^{3}}-2 b+2 b_{K}+\frac{3 b}{1-a^{3}}= \\
\frac{4 a^{3}-a^{2}-a+1}{1+a+a^{2}}-2 a_{K}+2 b_{K} . \tag{6.8}
\end{array}
$$

Using the standard method for finding local maxima by analysis of the first derivative it can easily be shown that $\frac{4 a^{3}-a^{2}-a+1}{1+a+a^{2}}>0.42$, so if we could bound $2 a_{K}$ by $c<0.42$ then we would be able to conclude that $\mathbf{E}\left(V\left(\vec{x}^{\prime}\right)-V(\vec{x})\right) \geq 0.42-c>0$.

Next we argue that $a_{K} \leq \frac{1}{K}$. Thus, taking $K \geq 5$ we obtain inequality (6.1) with $\delta=0.02$.
Lemma 22 For any natural number $K$ and for any $T=O(n)$ whp at any step of the WRW before step $T$ we have $a_{K} \leq \frac{1}{K}$.

## Proof.

We will use Wormald's theorem to prove that the system behaves close to solutions of a system of differential equations and then argue that the variable corresponding to $a_{K}$ never becomes greater than $\frac{1}{K}$. Below we check conditions (i)-(iii).
(i) As at every step only one variable is flipped we have inequalities

$$
\max \left|a_{l}^{\prime}-a_{l}\right| \leq 1, \max \left|b_{l}^{\prime}-b_{l}\right| \leq 1
$$

true with probability one.
(ii) This condition follows from equations (6.3)-(6.5), when we set $f_{a_{i}}\left(a_{0}, \ldots, b_{K}\right)=$ $\mathbf{E}\left(q_{a_{i+1} \rightarrow a_{i}}\right)+\mathbf{E}\left(q_{a_{i-1} \rightarrow a_{i+1}}\right)-\mathbf{E}\left(q_{a_{i} \rightarrow a_{i+1}}\right)-\mathbf{E}\left(q_{a_{i} \rightarrow a_{i-1}}\right)$ and use obtained expressions for all $\mathbf{E}\left(q_{\diamond}\right)$ for $i>0$, and similarly for $f_{b_{i}}, f_{a_{1}}$.
(iii) The functions $f_{\diamond}$ are Lipschitz, because they have finite first derivative.

Thus we get the equations

$$
\left\{\begin{array}{l}
\frac{d u_{l}}{d x}=f_{a_{l}}\left(u_{1}, \ldots, u_{K}\right)  \tag{6.9}\\
\frac{d v_{l}}{d x}=f_{b_{l}}\left(u_{1}, \ldots, u_{K}\right)
\end{array}\right.
$$

and initial conditions $u_{0}(0)=v_{0}(0)=\frac{1}{2}$, for $0<i \leq K, u_{i}(0)=v_{i}(0)=0$. Almost surely $a_{l}(t)=u_{l}(t / n)+o(1), b_{l}(t)=v_{l}(t / n)+o(1)$.

Thus to finish the proof of the lemma we show that the solution of system (6.9) satisfies $u_{K}(x)<$ $\frac{1}{K}$.

We use induction to show the following:
Claim 1 For any $0 \leq R<K$, if $s$ is such that $\sum_{l=R+1}^{K} u_{l}(s)$ is maximal and equals $\alpha(K-R)$ then $u_{R}(s)>\alpha$, which in particular means that the maximum value of $\sum_{l=R}^{K} u_{l}(s)$ is greater than $\alpha(K-R+1)$.
Proof. We denote $\sum_{l=R+1}^{K} u_{l}(s)$ by $\mathcal{I}_{R+1}(s)$. First note that $\frac{\mathrm{d} \mathcal{I}_{R+1}(s)}{\mathrm{d} s}=q_{u_{R} \rightarrow u_{R}+1}-q_{u_{R+1} \rightarrow u_{R}}$, which follows directly from the definition of $f$, so if $\frac{\mathrm{d} \mathcal{I}_{R}(s)}{\mathrm{d} s}=0$ then $u_{R} \geq u_{R+1}$. Indeed we have

$$
q_{u_{R} \rightarrow u_{R}+1}-q_{u_{R}+1 \rightarrow u_{R}}=2 u_{R}-\frac{3\left(1-u^{2}\right)}{\left(1-u^{3}\right)} u_{R+1}
$$

and the expression $\frac{3\left(1-u^{2}\right)}{\left(1-u^{3}\right)}$ equals 2 if $u=1$ and is smaller if $u<1$. Thus $u_{R}<u_{R+1}$ would imply $\frac{\mathrm{d} \sum_{l=\frac{1}{K}+1}^{K} u_{l}(s)}{\mathrm{d} s}<0$.

The induction proof will go from $R=K-1$ to $R=0$. The base of induction $R=K-1$ follows from the fact that $\frac{d u_{K}}{d s}=0$ implies $u_{K-1} \geq u_{K}$.

Induction step:
Consider $s_{0}$ such that $\mathcal{I}_{R+1}\left(s_{0}\right)$ is maximum and equals $\alpha(K-R)$. We have $u_{R}\left(s_{0}\right) \geq$ $u_{R+1}\left(s_{0}\right)$. Assume that $u_{R}\left(s_{0}\right)<\alpha_{1}$, which implies $u_{R+1}\left(s_{0}\right)<\alpha_{1}$. Then

$$
\mathcal{I}_{R+2}\left(s_{0}\right)=\mathcal{I}_{R+1}\left(s_{0}\right)-u_{R+1}\left(s_{0}\right)>(K-R) \alpha_{1}-\alpha_{1},
$$

which leads to a contradiction as $(K-R-1) \alpha_{1}$ is the maximum value of $\mathcal{I}_{R+2}$.

It follows from the Claim that if the maximum value of $\mathcal{I}_{R}(s)$ is $\alpha(K-R)$ then the maximum value of $\mathcal{I}_{R-1}(s)$ is at least $\alpha(K-R+1)$. Thus if the maximum value of $u_{K}(s)$ is $\alpha$ then the maximum value of $\mathcal{I}_{0}(s)$ is at least $K \alpha$. As $\mathcal{I}_{0}(s)$ cannot be greater than 1 we get the inequality $u_{K}(s)<\frac{1}{K}$. Thus almost surely we have $a_{K}(t)<\frac{1}{K}$.

So if $K \geq 5$ then there is a constant $c>0$ such that at every step of the WRW the expectation of the amount of change of $V(\vec{x})$ is greater than $c$. The value of $V(\vec{x})$ cannot change by more than 5 at every step so by Azuma's inequality we have

$$
\mathbf{P}\left(V\left(\vec{x}^{t}\right) \leq n K\right) \leq 2 e^{-\frac{(t c-n K)^{2}}{2 \cdot 25 t}} .
$$

The right hand side of the above equation starts to decrease rapidly when $t c$ becomes greater than $n K$. This proves the following

Lemma 23 If $\varphi$ is a 3-CNF with all possible clauses that are satisfied by assignment $\vec{r}$ then almost surely WRW with $K \geq 5$ weights finds $\vec{r}$ in $O(n K)$ steps.

### 6.1.2 Random Formula

In this subsection we prove
Theorem 5 Let $\varphi$ be a random 3-CNF with a planted solution $\vec{x}_{0}$ of density $\rho=\rho(n){ }_{n} \longrightarrow \infty$, and $\varepsilon>0$ be some constant. With high probability WRW with more than 5 weights finds a vector that differs from $\vec{x}_{0}$ in at most $\varepsilon n$ coordinates.

Let $\varphi$ be a random 3-CNF with a planted solution $\overrightarrow{1}$. For $A, B, A_{1} \subseteq A$ we denote by $\mathcal{C}_{A A_{1} B}$ the set of all unsatisfied clauses that have one variable from $A_{1}$, one variable from $A \backslash A_{1}$ and one from $B$. By $\mathcal{C}_{A A_{1} B}^{\varphi}$ we denote the set of clauses in $\varphi$ that have this property. Analogously we define $\mathcal{C}_{A A_{i} B}, \mathcal{C}_{A A B_{i}}$, etc. We define the set of all unsatisfied clauses by $\mathcal{C}_{u}$ and all unsatisfied clauses in $\varphi$ by $\mathcal{C}_{u}^{\varphi}$.

For a formula with all clauses the expectation of the number of variables that at a given step go from $A_{1}$ to $B_{1}$ equals

$$
\begin{equation*}
\frac{\left|\mathcal{C}_{A A_{1} B}\right|+2\left|\mathcal{C}_{A_{1} A_{1} B}\right|}{\left|\mathcal{C}^{u}\right|} \tag{6.10}
\end{equation*}
$$

while for formula $\varphi$ it is

$$
\begin{equation*}
\frac{\left|\mathcal{C}_{A A_{1} B}^{\varphi}\right|+2\left|\mathcal{C}_{A_{1} A_{1} B}^{\varphi}\right|}{\left|\mathcal{C}_{u}^{\varphi}\right|} \tag{6.11}
\end{equation*}
$$

In the next lemma we show that $\frac{\mathcal{C}_{A A_{1} B} B}{\rho n}$ is close to $6 a a_{1} b$ whp, which equals $\frac{\mathcal{C}_{A A_{1} B}}{\rho n}$. The same techniques can be used to show that other members of equation (6.11) divided by $\rho n$ are close to respective members of equation (6.10) divided by $\rho n$. Under the conditions of theorem 5 we have $\frac{\mathcal{C}_{u}}{\rho n}=b^{3}>\varepsilon^{3}$, thus the denominator of (6.10) is separated from zero, so expression (6.11) is close to (6.10).

Lemma 24 Let $\rho(n)$ tend to infinity and let b be a constant greater than 0 . Let also $\vec{x}$ be a Boolean assignment and $B, A, A_{1} \subseteq A$ be arbitrary subsets of variables such that $\frac{|B|}{n}=b$ and variables from $A$ equal to 1 in $\vec{x}$ and all variables from $B$ equal to 0 in $\vec{x}$. Then the following inequality holds whp: $\left|\frac{\mathcal{C}_{A A_{1} B}}{\rho n}-\frac{3}{7} a\left(a-a_{1}\right) b\right| \leq o(1)$.

## Proof.

By simple counting it can be shown that if $C$ is chosen uniformly at random then $\mathbf{P}\left(C \in \mathcal{C}_{A A_{1} B}\right)=\frac{3}{7} a_{1}\left(a-a_{1}\right) b$. Let $\mathcal{C}_{A A_{1} B}^{\varphi}$ be the multiset of clauses in $\varphi$ that belong to $\mathcal{C}_{A A_{1} B}$. In total $\rho n$ clauses are chosen to be in $\varphi$, so the expectation of the size of $\mathcal{C}_{A A_{1} B}^{\varphi}$ equals $\frac{3}{7} a_{1}\left(a-a_{1}\right) b \rho n$. Using Chernoff bound we get

$$
\mathbf{P}\left(\left|\frac{\left|\mathcal{C}_{A A_{1} B}\right|}{\rho n}-\frac{3}{7} a_{1}\left(a-a_{1}\right) b\right|>\epsilon\right)<2 e^{-\frac{\epsilon^{2} \rho n}{3_{7} a_{1}\left(a-a_{1}\right) b}} .
$$

We will say that $\varphi$ is $\epsilon$-bad if there exists an assignment, and subsets of variables $A, B, A_{1} \subseteq A$ for which inequality $\left|\frac{\left|\mathcal{C}_{A A_{1} B}\right|}{\rho n}-\frac{3}{7} a_{1}\left(a-a_{1}\right) b\right|>\epsilon$ is true.

Now we put to use the fact that the probability of a union of events is less than or equal to the sum of the probabilities of the events to estimate the probability of $\varphi$ being $\epsilon$-bad.

There are $2^{n}$ boolean assignments, $2^{n}$ ways to select $A$ and $B$, and at most $2^{n}$ ways to select $A_{i} \subseteq A$, so we have

$$
\begin{equation*}
\mathbf{P}(\varphi \text { is bad }) \leq 2 e^{-\frac{\epsilon^{2} \rho n}{3^{a_{1}\left(a-a_{1}\right) b}}} 2^{3 n}=e^{-n\left(\gamma_{1} \epsilon^{2} \rho-\gamma_{2}\right)}, \tag{6.12}
\end{equation*}
$$

where $\gamma_{1}, \gamma_{2}$ are constants. We can choose $\epsilon=\rho^{-1 / 3}=o(1)$ so as $\rho \rightarrow \infty$ the function in the right hand side of the equation (6.12) is $o(1)$, which completes the proof.

Thus for random CNFs with planted solution $\overrightarrow{1}$ and vectors with more than $\varepsilon n$ zeros, WRW acts as it does for the Full CNF, that is it tends to get closer and closer to $\overrightarrow{1}$. So with high probability an assignment with more than $(1-\varepsilon) n$ ones will be found.

### 6.1.3 Discussion

The obtained theoretical results provide intuition on the reasons of the algorithm's success. When standard Random Walk starts with a random assignment there are more occurrences of variables assigned zero in the unsatisfied clauses, so the number of zero variables decreases. But when the golden ratio conjugate is reached the numbers of occurrences of zeros and ones become equal and progress stops. For the same reasons, when WRW starts, the number of zero variables is decreased. Once the assignment contains fewer zeros than ones, the ones start benefiting from increasing weight of randomly picked variables. The problem one might expect here is that weights of some one variables grow infinitely (or up to a maximum allowed size), while other variables still stay zero. Lemma 2 shows that this is not the case with WRW: the set of one variables with maximum possible
weight stays reasonably bounded, and thus the added weight is used in the 'struggle' between one and zero. Formally it is shown via use of a potential function $V$.

### 6.2 Experiments

In this section we describe experiments done with the WRW algorithm. Our experiments are done on random and random planted 3 -SAT.

With regard to random 3-SAT, our experiments show that WRW works in linear time for formulas with density 3.9. We studied the running time of the algorithms on formulas with 10000 variables and then increased the number of variables in steps of 1000 until 50000 . For each fixed density we ran the algorithm on 100 random instances. For each run we were waiting until the algorithm finds solution. The result of this experiment shows linear running time of WRW for density 3.9 when $K=4$. This is interesting when compared with the empirical evidence that standard random walk requires exponential time for densities higher than 2.7.

Other experiments that we report here are for random planted 3-SAT. In the first set of experiments we try to determine for which densities WRW can solve random planted 3-SAT in a reasonable timebound. It turns out that for any fixed density WRW works reasonably fast. Our experiment was done on formulas with 10000 variables. The density started from 3 and increased to 10 in steps of 0.1. For each fixed density the algorithm ran on 100 random instances and we looked at the average running time on these 100 instances. The results of this experiment are summarized in Fig. 6.1. As it is seen, the hardest instances are those with density around 5 . When the density is below 3, the formula has too many solutions and it is easy to find one. When the density is higher than 10 , intuitively speaking, the formula contains a lot of information about the planted solution and this information guides the algorithm toward it.

The next set of experiments was aimed at figuring out the running time of WRW on random planted instances of a fixed density. Our observations in this part were surprising. For density 10, we ran the algorithm on instances with 10000 to 100000 variables. The running time was the highest for instances with 10000 variable and then it reduced and converged to a fixed value and remained steady. We believe that this is because this number of variables is not large enough to allow us to see the asymptotic behavior of the algorithm. We observed a similar behavior when the density was set to 4.5.

The last set of experiments was done to check how the number of variables of specific weight changes during the course of the algorithm. For this experiment $K$ is set to 5 , so there are ten


Figure 6.1: Running time vs. density.
classes of variables. The experiment was done on formulas with 10000 variables and density 30 . The results are summarized in the Fig. 6.2. Each curve shows $c_{l}$, i.e. the total number of variables with a specific weight in 1000 experiments. The solid lines correspond to $c_{1}, \ldots, c_{K}$, the dashed to $c_{0}, \ldots, c_{-K+1}$ starting with the upmost ones and going down. Since all experiments were finished before 90000 steps, when time approaches to 90000 in the graph, all lines become straight. Planted solution was chosen to be all ones. Firstly, we see that for all $l, 1 \leq l<K$ we have $c_{l}>c_{l}+1$, which agrees with Claim 1. Secondly, when $a \longrightarrow 1$ we have the value $b_{i} / b_{i+1}$ growing, while the value $a_{i} / a_{i+1}$ decreases, as it could have been predicted by (6.3), (6.4) and (6.5). This intuitively means that the weights are more and more evenly distributed over ones, while there are more zeros with small weights than with bigger weights.


Figure 6.2: Number of variables with different weights vs. time.
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[^0]:    All rights reserved. This work may not be reproduced in whole or in part, by photocopy or other means, without the permission of the author.

[^1]:    ${ }^{1}$ Though flips that decrease the number of satisfied clauses can be done by GSAT they do not play substantial role in the success of GSAT [26].

