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ABSTRACT 

Cooperative base station (CBS) processing takes advantage of the entire infrastructure 

fabric in system-wide multiuser detection (MUD) of each and all mobile stations (MSs). 

It is a promising paradigm for increasing the efficiency of future wireless 

communications systems, benefiting from increased dimensionality through 

macrodiversity as well as increasing the capacity largely through the achievement of full 

frequency reuse. Managing the high levels of interference occurred in this scheme is the 

main dilemma discouraging the practical implementation. In this thesis, we introduce 

innovative methods to handle and reduce co-channel interference in the uplink of CBS 

systems. 

Based on the groupwise iterative multiuser detection (IMUD), we come up with a 

new way to reduce the complexity of belief propagation (BP) algorithm. The resulting 

reduced complexity BP (RCBP) algorithm is a flexible, efficient technique that can be 

used for joint detection in a variety of high interference situations. 

We apply RCBP for distributed MUD in CBS uplink and show that its performance is 

close to that of the BP algorithm at lower computational cost in the simplified channel 

model and it has excellent performance in joint decoding and detection using the low-

density parity-check (LDPC) codes. We also examine CBS processing in a realistic 
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wireless network model, and illustrate how system-wide RCBP MUD can successfully 

detect the co-channel signals originating from the MSs in the neighbouring cells, 

included in the detection set. However, the system performance in such system is limited 

by the unmodeled interference from the MSs outside the detection set. 

We apply the RCBP algorithm for MUD in frequency selective multiple-input, 

multiple-output (MIMO) channels. Our study proves that the RCBP is an efficient 

equalizer dealing with inter-symbol interference in high interference situations and in 

iterative joint detection and decoding.  

In order to reduce the unmodeled interference in CBS networks, we propose a novel 

power control policy for CBS uplink allowing the MSs to control according to the total 

received power in their detection set. We investigate the performance of this method and 

show that it reduces the intercell interference, saves power and improves the BER 

performance. 
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CHAPTER  1  
 
 
 
 
INTRODUCTION 

1.1  General Comments 

Wireless communications has revolutionized our day-to-day lives and it is the fastest 

growing section of the communications industry. The wireless industry has demonstrated 

an amazing capability to meet the ever-growing consumers’ needs from hardware and 

infrastructure to design and web applications. Despite the harsh restrictions of wireless 

medium, this match of needs and services is sustained by continuous hard work and 

innovative research. This dissertation accounts for our contributions to this endeavour. 

Multiple different and sometimes conflicting concerns make it challenging to design 

or expand wireless communication systems. Primarily, frequency spectrum is a scarce 

resource, shared among many different users and applications. Signal attenuation is 

highly volatile and the received signal not only suffers from the thermal noise but it is 

also distorted by interference caused by echoes of multipath channel, intersymbol 

interference (ISI) or the signals from other co-channel users, multiuser interference 
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(MUI). Quality of service (QoS) and efficient power consumption are some of the other 

issues that have to be addressed. 

Conventional wireless systems are designed based on a layered and mostly non-

cooperative approach that has simplified the complexities of implementation and 

interoperation. However, the existing structures generally lack the flexibility to increase 

the capacity or to improve the efficiency of consuming power and spectrum resources. In 

order to cross these barriers, a trend towards cognitive, cross-layer, and cooperative 

techniques has recently emerged in literature [1]. This movement has stimulated a major 

paradigm shift from the non-cooperative classic system design, opening a vast 

unchartered area for exploration. 

This thesis focuses on studying the cooperative base stations (CBSs) uplink. We 

consider a cellular system where the base stations (BSs) cooperate to share the 

information about the signals they receive. With such CBSs, the spillover of the signals 

from the intercell co-channel mobile stations (MSs) represents additional dimensionality 

rather than interference and the entire infrastructure fabric can be employed in a system-

wide detection of all MSs. This approach leads to a new view of cellular system layout 

and the role of cells themselves and results in significant capacity increase mostly 

through the achievement of full frequency reuse in all the cells.  

Interference management is a key dilemma in the practical implementation of CBS 

schemes. We study multiple aspects of this problem in detail and provide viable solutions 

based on two main principles. The first is to deal with strong interference through an 

advanced multiuser detection (MUD) technique and the second is to reduce the 
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unmodelled interference by applying a new power control policy for CBS systems. We 

confirm that both methods bear successful results in dealing with interference.  

1.2  Novel Contributions 

This thesis presents several novel contributions to the promising field of cooperative 

base stations. We offer a number of solutions to handle and mitigate interference in the 

uplink of CBS systems, outlined as follows 

• the development of the reduced complexity belief propagation (RCBP) 

algorithm as an efficient technique to handle multidimensional interference. 

• proposing a new CBS processing framework based on the distributed RCBP 

receivers at the BSs. 

• examination of CBS performance in a realistic propagation environment that 

allows interference among all cells. 

• formulation and performance of iterative decoding and CBS processing. 

• providing a new solution for handling combined coding, ISI and MUI through 

RCBP equalization. 

• the development of a new power control policy for CBS systems  to reduce 

MUI interference.  

We initially introduce the RCBP algorithm (first published in [2]). The RCBP 

algorithm is powerful, sophisticated framework for joint detection of large number of 

interfering symbols and it is based on the well-known belief propagation (BP) algorithm 

[3]. RCBP inherits the flexibility and near-optimal performance of BP, and it reduces the 
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BP computational complexity by employing an iterative groupwise strategy inspired by 

the iterative multiuser detection (IMUD) algorithm [4].  

The IMUD algorithm is designed to provide an efficient solution for multiuser 

detection (MUD) in overloaded multiple-input, multiple-output (MIMO) problems where 

the number of receive antennas is less than the number of transmit antennas. The original 

IMUD, developed by Zarikoff et al. [5], divides the interfering symbols into non-

overlapping groups and detects the groups iteratively and in succession using optimal 

joint marginalization (OJM) at its core. We improve IMUD with a novel method to 

reduce its computational load by replacing the OJM core with more efficient quasi-

optimal methods such as the soft sphere decoder (SSD) [6] algorithm [4]. 

We propose a new CBS processing framework by applying distributed RCBP 

receivers at the BSs [7, 8]. We compare the system-wide performance of the RCBP with 

the previously studied distributed BP detection [9, 10] in a simplified system model that 

limits the co-channel interference sources to immediately adjacent cells [7]. We confirm 

that RCBP has the ability to reduce the computational load of distributed CBS processors 

without significant performance loss.  

There was some concern, however, if the suboptimal RCBP maintains the close to 

optimal performance in coded schemes and if it is practical in realistic propagation 

channel models, where any co-channel MSs in the system contributes to the interference. 

We study these issues through simulations [8], and demonstrate the success of RCBP in 

iterative decoding schemes. As for realistic propagation models, we observe that RCBP is 

able to handle the interfering signals when they are included in joint detection, and the 
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receiver has access to their channel state information (CSI). The unmodelled interferers, 

however, are treated as noise, limiting the performance with an error floor. 

The distributed CBS processing based on RCBP provides an efficient structure to deal 

with MUI. In real systems, however, the ISI issue has to be addressed as the signals from 

different MSs arrive at the BSs asynchronously and with delay spread. We extend the 

application of RCBP approach to ISI, as well as MUI through multiuser MIMO 

equalization [11] at the BSs. We examine the performance of the proposed RCBP 

equalizer in different channel models, in iterative decoding schemes, and note that it 

achieves excellent performance in dealing with high levels of interference even in 

overloaded situations where the channel matrix is rank-deficient. We note that the RCBP 

equalizer is the generalization of our earlier work in soft decision equalization in 

frequency selective MIMO channels [12]. 

In order to reduce the co-channel interference in CBS systems, we introduce the total 

power control policy [13]. The new method reduces the average power of unmodelled 

interference in CBS systems. It also saves transmit power particularly in the MSs located 

in the cell boundaries. We demonstrate that this new power control policy has the ability 

to improve the BER performance of CBS processing in both coded and uncoded 

scenarios. 
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1.4  Thesis Structure 

Chapter  2 provides the background information about some of the challenges in 

wireless design and outlines a number of existing solutions. Chapter  3 reviews the 

background literature on capacity results and detection techniques for CBS processing, 

outlining the challenges and identifying the motivations for our research. In Chapter  4, 

we review the BP algorithm, go over the principles of IMUD, and introduce the RCBP 

framework by employing the groupwise IMUD to reduce the complexity of the BP 

algorithm. Chapter  5 investigates the application of RCBP receivers for system-wide 

MUD in the uplink of cellular networks. We compare the performance of proposed 

method to BP based distributed decoding and show that it can reduce the computational 

burden without significant performance loss. Chapter  6 studies the capability of the 

RCBP algorithm in dealing with ISI and Chapter  7 presents a total power control policy 

for the uplink of cellular networks. We express our views about some of the open 

problems in CBS processing and finish with some concluding remarks in Chapter  8. 
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CHAPTER  2  
 
 
 
 
GENERAL BACKGROUND 

As mentioned earlier, the wireless radio channel is a harsh medium, impeding 

reliable, high-speed communications. The core objectives of wireless research are better 

understanding the characteristics of the channel through physical analysis as well as 

experiment, facilitating new investigations through analytical modelling, and finding 

innovative solutions to improve the efficiency of wireless link. This chapter provides the 

background information on the challenges of wireless design and outlines some of the 

existing solutions. On each subject, we mainly point out the issues that are related to or 

motivate CBS processing, denote the models used in later chapters, and offer references 

for more information. 

2.1  Challenges  

The two major challenges faced in designing reliable wireless links are unpredictable 

and rapidly changing attenuation and interference. MUI is caused by multiple users 

sharing the same channel while the premise behind ISI and variable channel gains is the 

multipath channel as depicted in Figure 2.1. 
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according to their phase of arrival. Therefore, the multipath fading is also referred to as 

small-scale propagation effect.  

The signals also experience large-scale propagation effects of path loss and 

shadowing. Path loss models the effect of power dissipation over the distance, and 

shadowing represents the random variations of the signal power at a given distance due to 

the obstacles between the transmitter and the receiver. Shadowing is also caused by 

changes in reflecting surfaces and scattering objects. The exact characteristics and 

location of these obstructing objects or scatterers are generally unknown, so statistical 

models are used to portray the shadowing effect.  

Various propagation models based on complicated analytical methods or extensive 

empirical measurements have been proposed to estimate the statistical characteristics of 

wireless signals. The detailed investigation of these signal propagation models can be 

found in [14-16] (as well as references therein). Because of the complexity of wireless 

channel, it is hard to find a single model that yields accurate descriptions of different 

environments. For general wireless design and analysis, a simple model representing the 

basic features of signal propagation is sometimes preferable. Here, we briefly mention a 

widely accepted simplified model [15] that we used in our simulations. 

2.1.1  Propagation Model  

The received signal power rP  can be modelled using the simplified equation (2.1).  

 10dB
0

 dB dB  dB10log,rt
dPPK
d

γψ=+−−  (2.1) 
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where tP  denotes the signal transmit power and γ  is the path loss exponent, ranging 

normally between 2-6 (the signal power typically falls off sharper than the inverse square 

model, representing free space propagation). The shadowing effect is commonly 

considered to have log-normal distribution [14-16], and in logarithmic domain, dBψ  is 

modelled as a Gaussian random variable with zero mean and variance
dB

2
ψσ . For outdoor 

channels, the standard deviation 
dBψσ  is empirically estimated to be between 4-13 dB. 

The unshadowed path loss at reference distance 0d  (1-10m indoors and 10-100m 

outdoors), K , can be easily calculated knowing the signal wavelength λ , assuming 

omnidirectional antennas 

 10
0

 dB=20log
4

K
d
λ
π

. (2.2) 

Figure 2.2 illustrates the effect of path loss, shadowing and fading on /rtPP  versus 

the distance between the transmitter and receiver d , according to this simplified 

statistical model. We should note that this model is generally valid only for transmission 

distances 0dd> . The average received power becomes 10 dBγ  weaker as the distance 

increases a decade. This sharp power fall off confines the wireless signal mostly in a local 

area outside which the received power is negligible, which is the idealized model 

underlying cellular system layouts. 
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0
log10(d/d0)

P r/P
t (d

B
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Path Loss (alone)
Shadowing and Path Loss
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Figure 2.2: Path loss, shadowing and multipath versus distance. 

 

Throughout this thesis, we consider a discrete-time, baseband equivalent of a wireless 

channel. In the flat fading channel 

 2 ,r

t

P Eh
P

= 
 (2.3) 

where h  is the single-input, single-output (SiSo) channel gain. As we discussed, the 

channel gain is the sum of multiple independent path gains and in the absence of a 

dominant or line of sight path, it can be approximated by a normal distribution according 

to the central limit theorem. We assume the channel gain h  to be a zero mean complex 

Gaussian random variable with variance /rtPP . As a result, h  has a Rayleigh 

distribution and this model is referred to as Rayleigh fading. 
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The channel gain in frequency selective channel is commonly modelled as a linear 

finite impulse response (FIR) filter with L  symbol-spaced taps 011[,,,] Lhhh −=h  . 
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= ∑  (2.4) 

where lh  is assumed to be a zero mean Gaussian random variable. The power delay 

profile of a channel represents the distribution of scatterers (density of power) in the 

delay time domain τ . In the discrete model, power delay profile characterizes the power 

distribution in the filter taps. Most empirical studies for outdoor channels suggest an 

exponential power delay profile [14], but equal power delay taps are also frequently used 

in the literature as a benchmark. 

2.2  Existing Solutions 

In this Section, we outline the available methods to deal with the propagation, and 

interference issues. Most of them are already used in current wireless systems and some 

are proposed for the future standards. 

2.2.1  Multiple Access Techniques  

The purpose of multiple access techniques is to avoid MUI through allocating 

orthogonal or quasi-orthogonal signal dimensions to multiple users. Frequency division 

multiple access (FDMA), and time division multiple access (TDMA), assign different 

frequency bands or time-slots to different users. However, code division multiple access 

(CDMA) spectrally spreads the signals using orthogonal or pseudo-random (quasi-

orthogonal) codes in direct sequence spread spectrum (DSSS) and pseudo-random carrier 

frequency in frequency hopping spread spectrum (FHSS). 
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FDMA requires guard bands between the channels to compensate for adjacent 

channel interference produced by imperfect filters, oscillator frequency errors and 

Doppler spreading. FDMA also makes it hard to assign more than one channel to a user 

to increase the data rate as such a scheme generally requires receivers that are more 

complex. However, FDMA is the most common multiple access technique in analog 

communications systems. In addition, if the channels are sufficiently narrow, the 

frequency response will be almost flat over the bandwidth and FDMA users will not 

experience frequency selective fading. 

TDMA channels, on the other hand, occupy the whole system bandwidth, which is 

generally wideband. As explained in 2.1 , wideband schemes usually experience 

frequency selective fading and need some form of ISI mitigation as a result. TDMA 

systems also require synchronization among different users and higher transmit power. 

To avoid interference from adjacent time slots, TDMA channels often have guard 

intervals. One benefit of TDMA systems is that it is easy to assign multiple channels to 

one user in order to accommodate higher data rates. GSM and IS-136 digital cellular 

phone standards use TDMA. 

CDMA signals occupy the same time and bandwidth and they are separated by the 

spreading architecture as the spreading sequences generally have small cross correlation 

(zero in orthogonal spreading). CDMA signals occupy a much wider bandwidth 

compared to FDMA and TDMA signals with the same data rates. However, CDMA does 

not require guard bands or intervals and allows a soft limit on the number of users 

through non-orthogonal spreading. It is also easy to allocate multiple channels to one user 

by assigning multiple codes. Because of these qualities, CDMA became very popular 
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with third generation systems and it is used in IS-95, W-CDMA and CDMA2000 digital 

cellular standards. CDMA performance and capacity is limited by interference since the 

spreading codes are not perfectly orthogonal. Near-far effect is one of CDMA’s 

drawbacks, meaning that the near strong users might swamp the signal from far weaker 

users, and hence, there is need for stricter power control than in FDMA or TDMA. 

CDMA also suffers from poor spectral efficiency and as a result, it is abandoned for the 

proposed 4G standards. 

2.2.2  Cellular Systems 

In cellular systems, the spatial area is divided into non-overlapping cells and each cell 

has a BS that provides access to a backbone wired network for the MSs inside the cell. 

The communication link from MSs to the BS is called uplink or reverse link, and the link 

from the BS to MSs is referred to as downlink or forward link. The premise behind the 

conventional cellular systems is that signals from BSs or MSs are largely confined to the 

cell occupied by the transmitters. The sharp power decay of the signals with distance is 

the reason for this localization. 

Spillover of the signals to other cells is considered an interference problem, to be 

dealt with by spatial separation of co-channel cells in case of narrowband FDMA/TDMA, 

or by spectral spreading in the case of CDMA. In narrowband systems, each cell is 

assigned a channel set nC , and these sets are reused in geographically separated 

locations. The number of unique channel sets is called cluster size. Figure 2.3 shows a 

hexagonal cellular system with cluster size 7. CDMA systems, however, enjoy full 

frequency reuse, meaning that the wider bandwidth caused by spreading the signals is 
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used by all the cells in the system. As we mentioned, capacity and performance in 

CDMA systems are limited by the intercell and interacell interference. 

When a mobile moves from one cell to another, its call must be handed off to the new 

BS. In narrowband networks, this change of control was abrupt (hard handoff) and 

caused some connection problems for the MSs located in cell boundaries. Because of the 

full frequency reuse in CDMA networks, MSs are allowed to be connected to more than 

one BS during the handoff process (soft handoff) as shown in Figure 2.4. Soft handoff 

improved the connection quality by exploiting selection diversity (as we explain in 2.2.4 ) 

however, only one BS contributed to the detection of a MS signal at a time. 

 

 

Figure 2.3: Cellular system with cluster size 7. 
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without considering their power, or equal gain combining. The optimal maximum 

likelihood (ML) method is called maximal-ratio combining (MRC), adding the weighted 

sums of phase aligned signals. 

Diversity can be achieved through sending multiple instances of the signal in different 

times or frequencies, which means spending our scarce spectrum resource for 

performance improvement. However, an increasingly popular form of diversity is spatial 

diversity, gained through applying multiple antennas at the transmitter or the receiver at 

the expense of increased hardware and processing costs. Figure 2.5 illustrates the 

advantages of reception diversity in a system with one transmit and rN  receive antennas, 

BPSK modulation and Rayleigh fading channel. The bit error rate (BER) versus signal to 

noise ratio (SNR) for additive white Gaussian noise (AWGN) noise channel is included 

for comparison. The antenna array at the receiver improves the BER performance by 

increasing the total received SNR, array gain as well as the diversity gain. 

Most of the studies in diversity techniques consider point-to-point transmission or the 

case where all antennas are located at one base station in the cell (microdiversity). 

Microdiversity as pointed out is a powerful tool in dealing with small-scale fading. 

However, diversity can also be used to deal with the effects of shadowing as well as 

fading if the antennas are far enough from each other or in different cells 

(macrodiversity). Macrodiversity requires global or cooperative BS processing, so it has 

been deemed impractical by most researchers. However, this issue is the focus of our 

thesis, and we demonstrated that the achievable performance may justify the increased 

system complexity. In Chapter  3, we review the literature on macrodiversity as starting 

point towards CBS research. 
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Multiple-input, multiple-output (MIMO) systems employ multiple antennas at both 

the receiver and the transmitter. They utilize the multipath scattering and promise 

capacity increase linear to the channel dimension [17, 18]. MIMO technology created 

substantial excitement in wireless industry and it is provisioned in the next generation 

Wi-Fi and cellular standards. Detailed information about MIMO techniques and their 

limits can be found in [16]. Dealing with increased interference is one of the major 

challenges facing the efficient implementation of MIMO systems. Chapter  6 provides a 

solution for equalization in frequency selective MIMO channels. 
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Figure 2.5: Diversity Reception, BPSK modulation. 

 



 
 

 
 

20 

2.2.5  Multiuser Detection and Equalization 

One approach in solving interference issues, both ISI and MUI, is to eliminate them 

by using an interference suppression technique such as directional antennas, beam 

forming, decision feedback equalization (DFE), etc. In contrast, multiuser detection 

(MUD) and MUD-based equalization techniques are based on joint detection of all the 

interfering signals (MUI in case of MUD and ISI in case of equalization) and improving 

the performance through the increased dimensionality. There is debate in different 

scenarios whether interference suppression or detection produces better results. The 

answer usually varies in different situations. All the same, detection techniques that cope 

with interference are an essential part of wireless systems design. 

Optimal joint detection involves solving an integer least squares problem, which is in 

general non-polynomial (NP) hard. The maximum a posteriori (MAP) Bahl, Cocke, 

Jelinek and Raviv (BCJR) algorithm [19] and the Viterbi algorithm model the channel as 

a finite state machine (FSM) (illustrated by a trellis) and find the optimal solution. Their 

computational complexity grows exponentially with the number of bits that interfere in 

each measurement. Consequently, situations with several interferers or high order signal 

constellations may make optimal joint detection impractical. An alternative is to use 

suboptimum methods like linear zero-forcing (ZF) and minimum mean square error 

(MMSE) detectors or nonlinear DFE. These techniques cause performance loss due to 

noise enhancement or error propagation (in DFE). Moreover, they sacrifice the 

dimensions that could be used for diversity. In consequence, they cannot handle 

overloaded situations efficiently, where the channel matrix is rank deficient e.g. in a 

cellular system uplink. 
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Extensive research has been undertaken in order to improve the efficiency of the 

above-mentioned algorithms. Some are based on reducing the number of states by 

delayed decision feedback [20] or set-partitioning [21] or pre-filtering [22]. Other 

methods keep only a limited number of paths through the trellis [23, 24] . Soft decision 

techniques provide the probabilities of different results rather than the final answer (hard 

decision). Better performance is also realized by incorporation of soft-decision and 

iterative decoding schemes [25]. Yet achieving close to optimal performance at low 

computational complexity becomes increasingly challenging as the constellation of the 

symbols or the number of interferers grows. 

New prospects for solving complex detection problems have emerged in recent years. 

Quasi-optimal detection algorithms such as sphere decoding (SD) [26, 27], probabilistic 

data association (PDA) [28], semidefinite relaxation (SDR) [29], and belief propagation 

(BP) [3, 30], introduced initially in mathematics, target tracking, convex optimization and 

artificial intelligence, respectively, are now successfully applied in solving various 

communications problems. Under specific conditions, these algorithms are able to 

achieve optimal or near-optimal performance with computational costs comparable to the 

standard sub-optimal methods. BP is most competent in sparse problems, however, SD, 

SDR and PDA are most efficient when SNR is high enough and problem is not rank-

deficient. 

The common downside of these quasi-optimal methods is that they lack the flexibility 

to work efficiently outside their particular areas of competence. In order to address this 

problem, hybrid solutions are needed to improve detection efficiency with more 

flexibility. Dividing the interfering signals into smaller groups and applying iterative 
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techniques to detect those groups successively, is an example of such hybrid solutions. 

Smaller numbers of interfering bits presents the possibility of more efficient detection 

within each group and offer opportunities for improved overall efficiency. The iterative 

MUD (IMUD) [4] provides a flexible MUD framework involving Gaussian forcing, SD 

and soft interference cancellation in iterative groupwise detection. Inspired by IMUD, in 

Chapter  4, we introduce the reduced-complexity BP (RCBP) algorithm as flexible 

technique to deal with multidimensional interference and explain its characteristics. 

2.2.6  Coding 

Coding techniques allow the transmission errors to be detected or corrected by a 

decoder at the receiver. Because of the unreliability of the channel, coding is an essential 

element of a wireless system. Different varieties of convolutional and linear block codes 

along with an interleaver have long been the standard design and adaptive coding 

techniques provided a way to improve the performance of conventional systems. A major 

boost came with the introduction of iterative Turbo codes and rediscovery of low-density 

parity check (LDPC) codes. These iterative codes are capable of providing the capacity 

very close to the ones predicted by Shannon theory [31]. 

Both LDPC and Turbo decoders receive soft information as the input and produce 

soft decisions at the output. These soft-input, soft-output (SISO) decoders are then able to 

improve their decisions through iterative processing. Iterative soft decoders opened the 

possibility for further improvement by iterative joint detection and decoding and Turbo 

equalization [25]. These schemes require the design of efficient SISO detectors. We 

examine the performance of our proposed structures in both coded and uncoded 

scenarios. 
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First discovered by Gallager in 1960s [32], LDPC codes were mostly forgotten until 

rediscovered three decades later [33]. They became very popular for their near-Shannon 

limit performance, and a vast amount of research has studied them in recent years. LDPC 

codes are positioned to become a standard in the developing highly efficient data 

transmission methods. Because the LDPC decoders are based on the BP algorithm and 

have similar structure to our proposed BP-based detection scheme, we consider LDPC 

codes in iterative detection and decoding design in Chapter  5 and Chapter  6. 

2.2.7  Cooperation 

Cooperation is a widespread phenomenon in nature and it has been the subject of 

intensive studies in many different fields from natural and social sciences to mathematics 

and artificial intelligence. Wireless communications is another area where cooperation 

can be studied to bear results, if right structures and methods are designed and 

implemented. Cooperative techniques can be applied across the layers of a 

communications system and across different networks.  

Implicit cooperation has been an integral part of wireless protocols, as the users had 

to share common resources. In contrast, explicit cooperative designs such as cross layer 

optimization, cognitive radio, cooperative coding, virtual antenna arrays and wireless 

sensor networks have been recently gaining grounds. A paradigm shift is happening in 

wireless and mobile communications as we consistently observe that cooperation pays 

off. A broad-spectrum account of cooperative wireless research can be found in [1]. 

The general objective for these cooperative techniques is to improve the efficiency of 

wireless networks through more complex behaviours or policies. There is need to design 
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smarter components and to maintain adequate communications between these 

components despite the restrictions imposed by the wireless channel. The scope of 

cooperative research, as a result, is vast and highly specific. Cooperation between the BSs 

in the uplink of wireless cellular networks is the focus of this thesis. We next outline the 

background information for CBSs research. 
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CHAPTER  3  
 
 
 
 
COOPERATIVE BASE STATIONS UPLINK 

Combining MUD and inter-BS communications in the uplink of cellular networks in 

order to form a CBS system opens up many questions of performance and cost. The 

potential capacity gain is the strongest motive for CBS networks. Another driving factor 

is taking advantage of macrodiversity in dealing with propagation effects as discussed in 

2.2.4 . CBS systems are also expected to allow smooth handoff procedures and power 

saving policies especially for MSs located at cell boundaries. On the other hand, there are 

many challenges facing the implementation of CBS systems, such as the need for a high-

capacity backbone for inter-BS traffic and high levels of co-channel interference. 

Many questions also arise about the downlink of CBSs, such as efficient beam 

forming techniques, and methods to deal with the asynchronous nature of multi-access 

broadcast. Exploring all these issues is a vast undertaking and it is out of the scope of this 

thesis. Our investigation exclusively focuses on interference handling and mitigation in 

the uplink of CBSs. This chapter provides background information related to this subject. 

We first review the existing results on the capacity of cellular multiple access systems. 



 
 

 
 

26 

These investigations use simplified models for theoretical analysis, seeking much-needed 

insight into the benefits of BSs cooperation. Achieving these prospective gains, however, 

requires addressing a whole range of inter-related issues from feasible system 

architecture to efficient algorithms and practical policies. We go over the existing 

solutions addressing these concerns and point out the shortcomings that motivated our 

research.  

3.1  Capacity of Cellular Multiple Access Systems 

The widespread success and the need for expansion of cellular systems sparked many 

questions on the optimality of the designs and practices. What is the Shannon-theoretic 

limit on the capacity of cellular multiple access networks? How should the frequency 

spectrum be allocated to intercell and interacell users? What is the effect of reception 

diversity on system capacity? The complex nature of wireless multi-access channel with 

random mobility, interference, and propagation effects impedes finding accurate 

analytical answers to the above-mentioned questions. 

In an early paper [34], the authors explore the information-theoretic capacity of multi-

receiver networks and prove that an efficient network structure cannot be built on reuse 

partitioning. As a result, they advocate CDMA networks to allow for full frequency 

reuse. In [35], Wyner considers a very simple model for the uplink of cellular network 

with K  MSs in each cell. The received signal at a BS is the sum of the signals 

transmitted from within that cell plus a factor  (01)αα ≤≤  times the sum of the signals 

transmitted from adjacent cells plus random Gaussian noise. The analysis verifies that 

intercell orthogonal channel separation in time or frequency (partial frequency reuse) 

results in capacity loss compared to unit frequency reuse and a global optimal receiver.  
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This conceptual and analytical approach provided considerable insight that continues 

to motivate new work. However, the interference model is simplistic, allowing 

interference only between immediately adjacent cells, assuming all signals to have equal 

received power and omitting propagation models of fading, path loss and shadowing. 

Consequently, the specific conclusions regarding performance bear limited resemblance 

to outcomes in a real system.  

In [36], the authors extend Wyner’s results to flat fading channels and show that a 

system with unit frequency reuse maintains a superior capacity compared to intercell 

TDMA (partial frequency reuse) under all fading conditions. There are still many open 

problems in capacity analysis of CBS networks. One point is clear, though, that joint 

processing techniques have the potential to improve the spectral efficiency of future 

wireless networks, largely by avoiding partial frequency reuse. Capacity, however, 

simply illustrates the theoretical limits of network throughput; practical aspects such as 

channel estimation, unmodelled interference, and backbone traffic pose a variety of 

challenges and options in system design. 

3.2  Backbone Architecture and Traffic 

Cooperative behaviour necessitates exchange of information between the cooperating 

entities. Cellular systems are infrastructure-based networks meaning that there is a wired 

backbone connecting the BSs and accommodating the control data traffic. The backbone 

also provides the link to BSs serving the MSs in other cells as well as subscribers or data 

from other communications networks, such as cellular networks, wired landline phones 

or internet. Employing the CBS concept in cellular networks clearly increases the 

demand on infrastructure backbone. On the other hand, backbone architecture shapes the 
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nature of communication between the BSs. In this Section, we look at three potential 

structures for CBS systems, and briefly discuss some traffic issues.  

In his original paper [35], Wyner proposed a joint global receiver that has access to 

all the received signals and detects them all optimally. Figure 3.1 illustrates this central 

processing model, where each BS acts as an antenna for the global receiver that performs 

optimal multiuser decoding. This global receiver is desirable because it allows for full 

cooperation between the BSs and optimal performance; however, its implementation is 

practically challenging. The BSs are geographically separated over a large area and 

collecting all of their signals at one central place might not be possible. This central 

global architecture may also be less flexible for future upgrades or expansions.  

 

 

Figure 3.1: Global receiver structure. 
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Along with the global receiver, [35] proposes a global optimal or suboptimal MUD. 

The complexity of optimal global MUD grows exponentially with networks size, and 

even using a global suboptimal detector such as linear MMSE or ZF results in non-linear 

growth in computational complexity. Therefore, it is better to use distributed or partially 

distributed suboptimal detectors even in the presence of global receiver topology. 

Another possible structure for backbone architecture is the distributed model shown 

in Figure 3.2. Each BS is connected to the neighbouring BSs instead of a central receiver 

forming a distributed network of receivers cooperating locally through the backbone. As 

mentioned in Section 2.2.2 , propagation effects confine the interference from MSs 

mostly to the nearby BSs. In consequence, this architecture for local cooperation can 

attain most of the potential gain from a global central receiver. Implementing smaller 

local receivers is more practical and network design is more flexible to change and easier 

to expand. However, cooperative MUD of MSs in distributed topology requires iterative 

communications between neighboring BSs and increases the demand on backbone traffic 

compared to the central topology. 

 
Figure 3.2: Distributed network. 
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A hybrid solution is to design a network connecting groups of neighbouring BSs into 

clusters in a quasi-central fashion and then connecting these clusters by a distributed 

backbone as we see in Figure 3.3. This clustered network design has been practical in 

prior cellular standards such as GSM. It reduces the local traffic and is easy to 

implement. The CBS processing framework, we propose in this work mostly focuses on 

the distributed architecture, however, we later show that it can easily be adapted for 

clustered design in Section 5.4.2 . The distributed algorithms can also be implemented 

physically in a global receiver as their complexity generally grows only linearly with 

network size. 

 

 

 
Figure 3.3: Hierarchical network. 
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Traffic related issues are an additional cause of concern in CBS networks. In a recent 

paper [37], the effect of limited capacity backhaul between the BSs is explored. The 

authors show that even when the capacity of the backbone is limited, cooperation 

between BSs improves the overall network capacity. As discussed above, the traffic 

requirements depend on the network structure. It is interesting to study the 

communication patterns in each scheme, analyse the capacity needs and find efficient 

methods to reduce the traffic in real-time systems. Quantization and source coding 

techniques are valuable tools in this quest. Another option is to devise innovative policies 

for limiting the information exchange merely to the situations that need it most, or bear 

the most results. Some examples of such policies are allowing cooperative detection for 

MSs in the boundary areas to enjoy diversity reception, or in congested cells to increase 

the spectral efficiency.  

Investigating these issues is out of the scope of our present work. One reason for this 

choice is that assuming a high capacity backbone such as optical fibre alleviates most of 

the potential traffic concern, leaving interference as the main dilemma in practical 

implementations of CBS systems. Therefore, in this thesis, we concentrate on solutions 

for the interference problem. 

3.3  MUD in CBS Networks 

As we discussed in Chapter  2, cellular systems conventionally cope with co-channel 

interference through frequency reuse or power control. Joint detection of interfering 

signals through MUD is usually considered in the context of interacell CDMA where it 

exhibits excellent performance [38]. Combining MUD and macrodiversity to form 
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cooperative networks is a relatively new concept. Here, we provide a review of 

macrodiversity MUD literature as well as the more recent CBS material. 

Early research studied the effect macrodiversity in narrowband systems where MS 

signals were received by several spatially separated BSs. The BS with the strongest 

channel makes the decision (selection diversity) [39]. In [40], each BS made hard 

decisions and sent them back to a central node. The central node accepts any of them that 

satisfy the error check. If none of them satisfies the check, the bit-by-bit decision is made 

based on the majority rule (post detection equal gain combining).  

Macrodiversity concept was also practically applied in CDMA networks in the form 

of soft handoff. As a MS enters the cell boundaries in CDMA systems, it does not change 

its frequency band because of the unit frequency reuse; instead, it adds the neighbouring 

BS into its active set. The BSs in the active set of a MS independently decode its signal, 

if there is any difference the BS receiving the highest quality of signal, makes the 

decision [41]. Hence, soft handoff procedure offers selection-based macrodiversity in 

dealing with shadowing and fading. 

In [42], a narrowband post-detection combining scheme called the multiply detected 

macrodiversity (MDM) is developed. MDM detects the received signals at each BS based 

on the maximum likelihood (ML) criterion. Then it combines the individual hard 

decisions from the BSs with a measure of the link’s quality to form a final decision. The 

authors compare MDM with selection diversity and show its ability to reduce the systems 

BER significantly. In [43], the uplink of a macrodiversity CDMA system with 

geographically separated antennas is considered. MUD is not applied, yet all the antennas 
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contribute to the detection of all users. The author develops a power control algorithm 

based on a carrier-to-interference ratio for such system. 

As we mentioned before, Wyner considered a global receiver performing optimal 

joint MUD in the uplink of cellular networks [35], but the computational complexity of 

this scheme grows exponentially with network size. As an alternative, he proposed a 

global suboptimal linear MMSE receiver to reduce the computational costs. Nevertheless, 

even the suboptimal global receiver is not practical because its complexity increases non-

linearly as the network size grows (a polynomial of third degree in case of MMSE). One 

good but suboptimal way to deal with this problem is to apply joint detection to clusters 

of BSs rather than the whole network with little communication between the clusters.  

Another way is to take advantage of the fact that MSs generate significant 

interference only in a few BSs, and design joint MUD schemes based on the locality or 

signal strength. In [44], authors address the system-wide ML-MUD, in which all BS 

measurements are sent to a central decision point, and introduce the conditional metric 

merge (CMM) algorithm. The CMM algorithm is a reduced complexity, spatio-temporal 

Viterbi-like method based on dynamic programming and exploits the fact that, in most 

cases, only subsets of symbols are significantly present at each BS. Although it still 

suffers from exponential growth of computation load, the ratio of CMM’s load to that of 

the brute force version of ML-MUD decreases to zero exponentially as the network size 

increases. 

The Viterbi-based CMM algorithm provides hard decision ML results and is not 

suitable for iterative schemes. The authors of [45] present a soft-decision iterative 

detection procedure based on the BCJR algorithm [19]. A soft-input, soft-output (SISO) 
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MUD processor is located at each BS, and neighbouring BSs share the soft information 

about the MSs they detect. The combined soft decisions then go through a SISO decoder 

and this process continues iteratively according to the Turbo principles. The soft decision 

combining proposed in this scheme is a basic instance of BP principles [3]. It is 

interesting to note that the asynchronous reception that is natural to systems-wide MUD 

is handled by the BCJR equalizer as a temporal interference. 

Distributed BS processing based on the BP algorithm has recently been proposed in 

[9, 10, 46]. This scheme achieves system-wide MUD through local actions, exchanging 

information only between immediately adjacent BSs. Pearl’s BP algorithm is an iterative 

message passing technique for calculating the a posteriori probabilities (APP) of random 

variable in a graphical model through the knowledge of some evidentiary variables. BP 

has been proven optimal in graphical models without cycles [3, 30], yet, it maintains 

near-optimal performance even in presence of loops [47]. We provide a more detailed 

discussion about the characteristics of the BP algorithm in Section 4.1 . 

In [46], Shental et al. considered the application of a more complex generalized BP 

algorithm in the Wyner model. They state that the BP detectors show very poor 

convergence when there are a large number of short cycles, and provide a generalized 

version for clustered cells to solve the convergence problem. This claim seems to 

contradict our research [7, 8] and [9, 10] as they (both our work and Aktas et al.) show 

near optimal performance even without clustering. In [10], authors blame this different 

observation on the fixed channel model used in [46] as opposed to random fading model.  

In [9, 10], Aktas et al. considered an extension of Wyner model to include random 

fading and apply BP detection at each BS of this model. They have reported bit error rate 
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(BER) performance near the single-user limit, which suggests that we can rival the 

efficiency of a global receiver using a distributed system. In [10], they also offer an 

iterative two-dimensional version of BCJR and compare it with the BP approach. They 

extend the rectangular model to the more familiar hexagonal structure and observe 

similar results, noting that the BCJR method is harder to implement in this case. 

However, the applicability of this conclusion is limited, since it depends on 

interference being restricted to contributions only from the immediately adjacent cells in 

an extended version of the Wyner model with fading. As for computation, the use of local 

processing allows the complexity of all these methods to grow exponentially only with 

the number of interfering symbols at each base station. Although this load is far less than 

that of [44], and vastly smaller than that of brute force system-wide MUD, it is still a 

significant burden, particularly in systems that allow more than one co-channel user per 

cell or experience significant interference energy from several nearby cells. 

In Chapter  4, we offer a solution to these problems by introducing the reduced 

complexity BP (RCBP) algorithm, an efficient MUD framework to deal with the 

multidimensional interference. We then apply it in high interference CBS networks in 

Chapter  5. We show that it reduces the computational load, while its performance is 

close to that of optimal BP. RCBP system-wide MUD can handle a realistic channel 

model and works well in iterative joint decoding and detection. Throughout our 

investigation, we assume perfect channel state information (CSI) and high capacity 

backhaul. 
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CHAPTER  4  
 
 
 
 
REDUCED COMPLEXITY BELIEF PROPAGATION 
ALGORITHM 

As we have discussed, CBS processing requires advanced multiuser detection 

procedures to be able to provide close to optimal performance in high interference 

scenarios efficiently. Inspired by the groupwise IMUD, here, we present the reduced 

complexity belief propagation (RCBP) algorithm (also appears in [2]). Throughout this 

work, we demonstrate RCBP’s exceptional flexibility and capability in handling 

multidimensional interference.   

4.1  Belief Propagation 

The belief propagation (BP) algorithm was originally introduced in the 1980’s by 

Pearl in the context of artificial intelligence [3]. BP is an iterative method for updating 

marginal distributions of variables in a graphical model. In the last decade, the BP 

algorithm has been successfully applied in communications and information theory. It 

was rediscovered in iterative decoding of LDPC decoders [30, 33] in the form of 

Gallager’s sum-product algorithm [32]. It was also used in the interpretation of Turbo 
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codes [48] and in equalization [47]. Even the Viterbi and BCJR algorithms can be viewed 

as examples of the BP algorithm, with exchange of information on trellis models. 

Probabilistic reasoning and the BP principles offer much needed insight into iterative 

methods and facilitate the development of new detection, decoding and estimation 

techniques. 

Let 12, ,, nxxx   be a collection of random variables with a finite domain iA  for each 

i . Associated with the variables are m  marginal functions ()jjjyfX= , where jX  is a 

subset of variables that jy  depends on. In the problems dealt with in this thesis, jy  can 

be vector values; typically, it represents a few noisy samples from different times, 

frequencies, or antennas. A factor graph (FG) is a bipartite graphical model used to 

represent conditional dependencies among function and variable nodes. In factor graphs, 

a cycle is a loop starting and ending on the same node. Figure 4.1 and Figure 4.2 show 

examples of FGs with or without cycles, respectively. BP is based on iteratively 

exchanging information on the edges of the FG between variable and function nodes and 

is proved optimal in cycle free FGs [3].  

 

 

Figure 4.1: A factor graph without cycles. 
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Figure 4.2: A factor graph with a 6-edge cycle. 

Each function node is an independent processing unit that receives the a priori 

probabilities (apPs) of the dependent variables () ipx  via the edges connecting them. It 

computes the a posteriori probabilities (APP) (|)ijpxy  of the symbols through 

probabilistic reasoning. Optimal joint marginalization (OJM) of the random variables in 

the function nodes involves calculating the probabilities over all possible conditional 

outcomes and because of that, its computational complexity grows exponentially with 

number of edges connected to that function node. If ix  and jy  nodes are connected, the 

messages exchanged on the edge connecting them is calculated according to the 

following expressions [30, 47] 

 
 connected to 
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= ∏  (4.1) 
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The notation 
{}xi

∑
 stands for summing over all possible values for jX  excluding 

ix  values. The messages sent to an edge do not depend on the message previously 

received on the same edge, i.e. only extrinsic information is exchanged. The above 

messages can also be computed in logarithmic domain 

 
 connected to 

 

,xyyxijki yxki
kj
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≠

= ∑  (4.3) 

 
{}
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 
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
 

∑∑


 (4.4) 

These messages can be interpreted as conditional probabilities or likelihoods in 

Bayesian networks without loops. The marginal distributions of the random variables are 

then can be calculated as follows: 

 
 connected to 

,xyxiki yxki

MM →= ∏  (4.5) 

 
 connected to 

.xyxiki yxki

MM →= ∑  (4.6) 

The information is exchanged iteratively on the edges and the messaged can be 

calculated at the same time (parallel processing) or in succession (serial processing). The 

results are proven to converge to optimal values in a finite number of iterations in cycle-

free graphs [3]. We discuss the detailed expressions for calculating BP messages, later in 

Chapter  5 and Chapter  6 in the case of CBS processing, as well as in MIMO 

equalization. Here, we discuss the performance and characteristics of the BP algorithm 
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and explain how its complexity can be reduced by adapting the principles of the 

groupwise IMUD algorithm. 

As we mentioned, the BP algorithm has been proven optimal in cycle-free graphs [3]. 

The convergence is not guaranteed in the presence of cycles; however, simulations have 

shown that in many cases, BP maintains near-optimal performance. In [47], the authors 

model the ISI channel with a FG and study the BP equalizer. Their results show near-

optimal performance when the cycles have six or more edges. In the presence of 4-edged 

cycles, they propose a stretching technique that allows the equivalent of 6-edged cycles. 

Similarly, as mentioned in 3.3 , Shental et al. applied the BP detectors in the Wyner 

model and reported very poor convergence in the presence of a large number of short 

cycles. They provided a more complex generalized BP for clustered cells to solve the 

convergence [46]. Both these studies assume static channel gains in their simulations.  

Assuming fading channel model, however, Aktas et al. observed near-optimal 

performance in the presence of 4-edged cycles even without clustering [9, 10]. Although 

the convergence is not guaranteed in loopy graphs, as we see in Chapter  5 and Chapter  

6, our research confirms these near-optimal results after  a finite number of iterations. 

One reason for this phenomenon lies in the random nature of fading channels 

characterising the links in the FGs of many wireless problems. Deep fades can effectively 

break many of the short-cycle loops in the model maintaining near-optimal BP 

performance even with the presence of many 4-edge cycles in the factor graph [10]. 

BP has a more flexible structure compared to the optimal trellis-based Viterbi or 

BCJR algorithm. It allows for parallel as well as the traditional serial data processing. 

Parallel structure is advantageous for high-speed hardware implementation. 
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Unfortunately, the computational complexity of exact BP grows exponentially with the 

number of edges arriving at a function node. The OJM in the function nodes is the reason 

for BP high computational complexity. This high computational load restricts the 

applications of the BP algorithm to the sparse problems where the number of edges 

arriving at a function node is limited. 

The best way to reduce the computational costs is to replace the OJM by a suboptimal 

method. However, this problem is generally rank-deficient meaning that the function’s 

dimension is less than the number of variables the function depends on. Most well known 

sub-optimal and quasi-optimal algorithms cannot handle rank-deficient problems 

effectively. Linear algorithms like MMSE or ZF have poor performance in overloaded 

conditions and are inappropriate for joint marginalization in BP function nodes. The soft 

SD (SSD) [6] will have close to optimal performance but its computation complexity 

grows exponentially with the degree of rank deficiency. The PDA algorithm [28] does 

not fail, but experiences increasing performance loss as the degree of rank deficiency 

increases. The iterative groupwise multiuser detection (IMUD) algorithm [4], however, is 

designed to handle overloaded detections efficiently, and appears to be a good option to 

replace brute-force marginalization in the BP algorithm.  

4.2  IMUD 

IMUD is an iterative groupwise SISO multiuser detection algorithm. It divides the 

interfering symbols into non-overlapping groups that are detected separately and in 

succession. To detect a group, IMUD first removes what is known about all other groups 

by soft cancellation. Then the results go through an optimal joint marginalizer, which 

provides soft decisions for the symbols in the selected group. The soft decisions are in 
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turn used in the soft cancellation of that group’s symbols when detecting the subsequent 

groups. After all the groups are detected, we repeat the process and iterate until all the 

APPs converge, which usually happens in two or three iterations [4]. 

As mentioned above, the IMUD algorithm has a joint marginalizer in its core that 

processes the signals and the apPs of the symbols in the group to provide the extrinsic 

probabilities of these symbols at the output. The complexity of the OJM grows 

exponentially with the group size. To further decrease the IMUD computational 

complexity, we could replace the OJM with near optimal, low complexity algorithms like 

the SSD or PDA. 

The SD algorithm [26] finds maximum likelihood solutions with lower computational 

costs than OJM, if the SNR is high enough and the system is not overloaded. SD reduces 

the computational complexity by restricting the search to the signal points inside a sphere 

centered on the received vector. The original SD provided only hard output, but soft 

output variations have been proposed ([6] and references therein). PDA, on the other 

hand, is an iterative algorithm based on Gaussian forcing (assuming the unknown part of 

the signal to be a Gaussian random variable) and soft interference cancellation. It was 

originally designed for target tracking in the 1970s and applied to multiuser detection in 

[28]. PDA provides soft decisions, and in [49] a soft-input soft-output version of the 

algorithm (SISO-PDA) was proposed for turbo equalization. It has polynomial 

computational complexity and near optimal performance. The option of choosing SSD 

and SISO-PDA cores offers another level of design flexibility in IMUD framework.  

IMUD has been designed to handle rank-deficient problems and has a flexible 

structure, as it allows for different group sizes and ordering schedules (the method used 
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in dividing interferers into non-overlapping groups) in addition to the choice of different 

algorithms for the core joint marginalizer. This flexibility enables us to adjust IMUD for 

a specific problem’s structure, computational power and performance requirements. 

These qualities make the IMUD detector a perfect option for replacing the OJM in the 

functions nodes of BP algorithm to form the reduced complexity BP (RCBP) algorithm. 

4.3  RCBP 

Our proposed RCBP keeps the flexible BP framework, yet replaces the OJM in 

function nodes with the groupwise IMUD. Therefore, it reduces the computations with 

relatively small degradation in performance. RCBP offers the flexibility to trade off 

performance and complexity by choosing the group size as well as the IMUD core 

marginalization method. IMUD’s sorting and grouping strategies can also be modified to 

adapt to specific structure of a problem. RCBP also allows for more advanced hybrid 

core selection as we show in 5.4.2 . 

We illustrate how we have adapted RCBP algorithm for CBS processing and MIMO 

equalization in Chapter  5 and Chapter  6 respectively. We demonstrate RCBP’s 

capability in dealing with these high interference problems. While the original IMUD 

uses the error variance minimization (EVM) method in the first iteration and random 

selection for the second iteration, the same policy does not produce the best results in the 

problems we considered. We adapt RCBP grouping and selection strategy in CBS 

processing and MIMO equalization. RCBP application is not limited to those discussed in 

this work and in 8.1 , we outline a few other potential applications for RCBP. The 

capability to deal with multidimensional interference and flexible structure makes the 

RCBP algorithm a promising option for the future wireless systems.  
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CHAPTER  5  
 
 
 
 
DISTRIBUTED MUD IN CBS SYSTEMS 

In this chapter, we apply the RCBP algorithm to system-wide distributed MUD in the 

uplink of CBS systems. We show that its performance is close to, or identical to, that of 

BP in the simplified network model. We also observe excellent performance by iterative 

multiuser detection and decoding of LDPC.  Furthermore, we examine RCBP 

performance in a more realistic wireless network model, with path loss, shadowing, 

fading and power control. These results, though poorer than those of the simplified 

network, show that system-wide MUD with cooperating BSs provides great improvement 

compared with conventional systems. The contents of this Chapter are also published in 

[7, 8]∗ . 

5.1  Introduction 

As we discussed in Section 3.3 , distributed detection is a more viable option for the 

uplink of CBS-based cellular networks compared to the global system-wide receiver. 

                                                 
 
∗ ©2007 and ©2008 IEEE.  Reprinted, with permission, from [7, 8]. 
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Distributed MUD of local MSs (located in neighboring cells) and sharing the information 

among local BSs is natural to the cell system structure, as a user causes significant 

interference, primarily in nearby cells. We mentioned the recent publications proposing 

distributed BP receivers [9, 10] or the more complex generalized BP [46], with 

information exchange only between immediately adjacent BSs. These schemes are 

applied in Wyner-based models where the interference is restricted to contributions only 

from the immediately adjacent cells. Therefore, their conclusions have limited relevance 

in real systems, which experience interference from many cells not just those 

immediately adjacent.  

Computational complexity grows linearly with the network size in the distributed BP 

detection compared to the exponential growth in global receiver. Nevertheless, 

computational burden is still a source of concern, since the computational complexity of 

the local receivers grow exponentially with the number of interfering symbols at each BS. 

In this chapter, we extend the application of BP-based methods to system-wide MUD in 

the uplink of CBS systems, and address three major practical issues: the computation 

load, the performance in coded systems, and the performance in more realistic 

propagation conditions. 

Regarding computation load, we propose a sub-optimal RCBP receiver. The main 

advantage of this method is that its computational complexity does not grow 

exponentially with the number of interfering users at each base station. It is also very 

flexible in the sense that we can control the performance and complexity by changing the 

group sizes. We believe that the RCBP receiver is a practical method for CBS processing 

in future cellular communication networks. 
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Regarding the performance in a coded system, we investigate combined iterative 

multiuser detection and LDPC decoding, using the RCBP algorithm to reduce 

complexity. LDPC codes are chosen for this investigation as they use the BP algorithm in 

their own decoder. We show that the performance of this scheme, after only a few 

iterations, is very close to that of a coded single user with no interference. 

Regarding the last issue, the performance in realistic propagation conditions, we show 

that RCBP continues to function well in the noise-limited region, but has an error floor in 

high SNR conditions because of the residual interference from cells beyond those directly 

involved in the BP calculations. We also quantify the performance improvement 

attributable to the cooperation of BSs, compared with individual operation, which is 

another new result. 

5.2  Simplified Network Model 

In the first part of our investigations, we adopt and extend the simplified propagation 

model of Aktas et al. [9, 10], which is in turn an extension of the Wyner model [35].  The 

original Wyner model does not include fading, shadowing or path loss, and interference 

comes only from MSs in the immediately adjacent cells; further, the path gains of all such 

interfering MSs have the same, fixed value. The model in [9, 10] extends [35] to include 

fading, although the variances of the path gains are the same and fixed. On the other 

hand, it restricts [35] by considering a square cell layout with interference only from the 

side-adjacent cells.  

 The simplified model is valuable since it permits some degree of analysis for the 

ideal performance and it highlights key interactions in the complex problem of BS 
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cooperation. Our main goal is to show that applying RCBP in distributed base station 

processing can reduce the computational load efficiently. Using this simple model helps 

us explain the principles of this process more clearly and compare performance with 

exact BP results of [9, 10]. However, conclusions regarding performance do not 

necessarily apply to real CBS cellular networks, as we show in Section 5.6 . 

We assume that the cells are located on a rectangular NN×  grid and there are K  co-

channel users within the cell. Each user has only one antenna and each base station has 

rN  omnidirectional antennas. We slightly extend the model of [9, 10] by allowing more 

than one user per cell and more than one antenna in the BSs. For simplicity, we assume 

BPSK modulation. The BS in the cell (,)ij  receives the signals from users within the cell 

,, {1}, 1...ijkbkK ∈±=  and interference from users in the four side-adjacent cells, such as 

1,, , 1...ijkbkK+ =  from cell (1,)ij+ . Extending the results to the more familiar hexagonal 

model and higher modulation schemes is conceptually straightforward.  

Channel gains from user k , located in the cell (,)imjn++ , to the base station (,)ij  

are denoted by the length- rN vector ,, (,), (,)ijk mnmn ∈h N , where the neighbour set 

{(0,0),(1,0),(0,1),(1,0),(0,1)}=−−N . The received signal ,ijy  at cell (,)ij  is equal to 

 
,,,,,,,1,,,,,1,

111

,,1,,,,,1,,
11
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 (5.1) 

where ,ijn  is the additive white Gaussian noise. Without lack of generality, we can 

assume that the power of noise is equal to 1. In a flat Rayleigh fading channels, the 
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components of  ,, (,)ijk mnh  are complex Gaussian random variables with zero mean and 

variance equal to Γ  if 0mn==  and 2a Γ  otherwise, where Γ  is the SNR per antenna of 

the users received in their current cell and a  is a ratio controlling the power of 

interference from neighboring cells. The signal to interference ratio (SIR) seen at any 

single BS in this model is quite poor, at ( ) 12 1aKK
−

+−N . 

By defining the rNK×  matrix ,,,1,,(,)(,)(,)ijijijKmnmnmn= Hhh   and the 1K ×  

vector ,,,1,,(,)
T

ijimjnimjnKmnbb ++++= b  , (5.1) can be written more concisely as 

 
,,,,,,,

(,)
(,)(,)ijimijijijijij

mn
mnmn

∈
=+=+∑yHbnHbn

N

, (5.2) 

where the array ,, (,), (,)ijij mnmn=∈HH N  is rNK× N  and the vector 

,, (,)
TT

ijij mn= bb   is 1K ×N . A simplifying assumption is perfect CSI; that is, 

each BS has access to the values of the channel gain arrays that affect its measurement 

(5.2). Except in Section 5.5 , we deal only with uncoded transmission.  

The goal is to use all the received signals in the network {}ij=Yy  to calculate the 

users’ APPs ,,(|)ijkpb Y  by marginalizing over the data symbols. With 2NK  users in the 

system, the order of computational complexity of optimal global calculation of the APPs 

is 
2

(2)NKO . CBS processing based on BP approximates this calculation task with less 

complexity, at ( )2 2 KON N  per iteration. As we show later, RCBP receiver can further 

reduce computational requirements without causing substantial performance loss. 
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5.3  RCBP in CBS Networks 

The interference environment described in 5.2 can be represented by the bipartite 

factor graph of Figure 5.1, for a 44×  network. The variable nodes are the unobserved 

values ,,, (0,0){|1...}ijijk bkK==b , whose APPs are to be estimated, and the function 

nodes are the evidentiary variables (the received signals) ,ijy . The edges show the 

dependencies between the function and variable nodes. In the BP algorithm, messages 

, ,,ij imjnkbM
++→y  and 

,,, imjnijkbM
++→y  are exchanged iteratively between function and 

variable nodes to calculate the marginal probabilities, i.e. the APPs. These messages are 

computed according to the principles, discussed in Section 4.1 , for (,)Nmn ∈  (with 

appropriate modifications for exterior cells of the network that have fewer neighbours). 

For simplicity, we have written them as log-likelihood ratios (LLRs) for a binary 

alphabet, although other representations are more appropriate for larger signal 

constellations. A function node needs to calculate the APPs by marginalizing extrinsic 

probabilities as 
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where 

 ( )2
,,,,,(|)expijijijijijp ∝−−ybyHb . (5.4) 
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Figure 5.1: Factor graph for the simplified network model. To save space, ,ijb  here 
represents , (0,0)ijb .  
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The calculation is performed when the function node has received apPs from all the 

variable nodes to which it is connected. Initially, those messages (the LLRs) are set to 

zero. The function node then computes the messages for each of the K  users in the 

variable nodes to which it is connected, as follows: 
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 (5.5) 

When a variable node has received messages from all the function nodes to which it 

is connected, it replies with messages containing its updated partial apPs to each of those 

function nodes as follows: 
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 (5.6) 

The last term in (5.6) might represent additional extrinsic information received from, say, 

a turbo decoder or LDPC decoder, as we see in Section 5.5 . This exchange of messages 

between variable nodes and function nodes continues iteratively until the APPs converge. 

As mentioned in Chapter  4, convergence is not guaranteed in FGs with loops, however, 

the BP algorithm maintains near optimal performance even in the presence of loops in 

many problems. In this work, we have investigated the performance after a fixed number 

of iterations. Individual symbol decisions are then made by selecting the value with the 

greatest APP.  
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Physically, function node computations are performed in parallel (in all the BSs at 

once) at the BS (,)ij  where ,ijy  is measured. Variable node computations for data 

symbols ,,ijkb  are performed at the BS of the cell (,)ij  where the MS (,,)ijk  is located. 

The backbone network is then required only for transmission between adjacent BSs of K  

LLRs in each direction for each iteration. Other organizations are possible, such as for the 

irregular and more extensive interference patterns produced by path loss and shadowing 

in realistic wireless networks as we discuss in Section 5.6 . 

Though suboptimal in graphs with loops, BP has several advantages: data flows are 

local, rather than to a central decision point; it allows parallel computation; and its delays 

in making decisions are much smaller than those of the trellis-based approaches (Viterbi-

based CMM [44] or two-dimensional BCJR [10]) for networks of two and higher 

dimensions. Unfortunately, the marginalization in (5.3) causes the computational 

complexity of BP to grow exponentially with the number of edges arriving at a function 

node. Since the number of edges equals the number K N  of interfering symbols at each 

BS, the complexity grows as ( )2KO N , or ( )52 KO  per iteration for the rectangular 

Wyner model. This high computational load restricts the applications of the BP 

algorithm. 

We adapt the RCBP structure to cooperative base station processing in the uplink of 

cellular networks. Figure 5.2 shows a function node in RCBP processing. The apps of the 

interfering symbols arrive from the variable nodes via the connecting edges. The symbols 

are divided into non-overlapping groups and the APPs are calculated using the IMUD 

algorithm. The messages to variable nodes are then calculated and sent back to the nodes. 
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Figure 5.2: A function node in RCBP processing. 

 

As we discussed in Chapter  4, the main advantage of this approach is that its 

computational complexity does not grow exponentially with the number of interfering 

users at each base station. It is also very flexible in the sense that we can control the 

performance and complexity by changing the group sizes. With the symbols split into 

GN  non-overlapping groups of size , 1,,iGGiN =  , we rewrite the received signal (5.1) 

at an arbitrary BS as 

 
1

GN

ii
i=

=+∑yHbn  (5.7) 

Groups of interfering users are detected in sequence to obtain the APPs of their 

symbols , , 1,,imibmG =   as ,, Pr1imim bπ ==  . Then ,,,imimimbe µ=+ , and the a 

posteriori means ,, 21imimµπ =−  are formed into the vector iµ . We adopt Gaussian 

forcing and suppose that ,ime  , zero mean Gaussian random noise, and a posteriori 

variances ( ),
2

,,41
im imimeσππ =−  are formed into the array 

,1,
22 ,,
iiG ii eediag σσ= 

E  , 

which assumes independence of the estimates. 
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Figure 5.3 illustrates the structure of IMUD in RCBP distributed detectors. Soft 

cancellation of a group is performed by subtracting its a posteriori means from the 

measurements and adding the covariance to the noise: 

 
1

GN

ii
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=− ∑yyHμ  (5.8) 

 ††

1

GN

kk k
k

E
=

==+ ∑RyyHEHI  (5.9) 

Introducing these intermediate variables reduces the number of computations needed 

at each IMUD step. To detect group i , we add the soft information of this group to the 

intermediate variables 

 iii=+yyH µ . (5.10) 

 †.iiii=−RRHEH  (5.11) 

The basis of marginalization to estimate ib  is the Gaussian assumption, giving the joint 

probability density function (pdf) of 

 ( ) ( ) ( )( ) ( )† 1
,

1
,exp,

iG

iiiiiiiiiim
m

ppb −

=

∝−−− ∏ybyHbRyHb  (5.12) 

where the apP of ib  is expressed as the product of probabilities of its components. 
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Figure 5.3: IMUD structure in RCBP detectors. 
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As mentioned in Chapter  4, IMUD allows for further reduction of the computation 

through the choice of core detector. Basic IMUD’s computational complexity grows 

exponentially with the group size iG , rather than with the total number K N  of 

interfering symbols. The larger the group size, the closer the detection performance will 

be to that of the BP, and with a single group of size K N , RCBP and BP are the same. 

If the group size is equal to one, IMUD reduces to the PDA algorithm [50]. By selection 

of the group size, IMUD gives us the opportunity to trade off performance and 

complexity. We can also modify the detection order of the groups in order to improve the 

performance. After all the groups are detected, the membership of the groups is 

randomized (not shown in Figure 5.3), and the whole process repeats until all the APPs 

converge, which usually happens in two iterations, the value we used in our simulations. 

The RCBP detector calculates the APPs of the users in the network the same way as 

the distributed BP receiver. The only difference is that RCBP computes the messages 

using IMUD instead of OJM so it is doubly iterative, with external BP iterations as well 

as internal IMUD iterations. As just mentioned, grouping strategies in IMUD can be 

modified to trade off performance and complexity, and RCBP inherits this quality. In 

using RCBP we will clarify the method by mentioning the group sizes in parentheses; for 

example, RCBP (3,2) means that we have two groups, the first of three users and the 

second of two. Similarly, RCBP (4,4,4) means that we have three groups of 4 users. 

Geographical location of the users does not affect RCBP’s grouping strategy. Unless 

otherwise specified, we sort the users initially in order of decreasing mean SNR at the 

function node before dividing them into the specified groups (i.e., best SNR first). From 

simulations, not shown here, we found that this ordering was almost as effective in RCBP 
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as the much more computationally expensive minimum error variance sorting of the 

original IMUD algorithm [4]. Because of the variable signal strengths caused by fading, a 

group may contain users from different cells. For all the results in this work, we run the 

simulations at least 100,000 times or until at least 200 errors occur. 

5.4  RCBP Performance in Simplified Model 

5.4.1  Distributed Network 

In this section, we address performance and complexity of RCBP for CBS processing 

in the distributed simplified network model of Figure 3.2. Each BS (,)ij  performs the 

computation for its function node ,ijy  and for all variable nodes in , (0,0)ijb  (i.e., the 

MSs within the same cell). Figure 5.4 compares the performance of several algorithms on 

a 99×  network of BSs, each with a single antenna 1rN =  and a moderate interference 

level 0.5a = . The results shown in this figure are for 6 parallel BP iterations for 1K =  

users per cell, and 10 parallel BP iterations for 2K = . The curves do not include the 

users in the exterior cells of the network; their performance is significantly worse than 

that of users inside the grid because, even though they have less interference, they 

experience less diversity. We have also illustrated the performance of a single user in the 

network (no multiuser interference) as a limit. 

Table 5.1 presents the normalized processing time per user for various algorithms, 

obtained directly from measurements of the simulation code. Although they depend on 

details of the simulation package and, to some extent, on the skill of the programmer, 

they include the “housekeeping” details usually omitted from the asymptotic order of 

complexity. 
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Figure 5.4: RCBP BER performance in a 9x9 simplified network model, 0.5a =  and 
1Nr = . 

 

 

Table 5.1: Processing Time Ratios Decomposed RCBP 

Method Normalized Processing Time 

BP (K=1) 1 

RCBP (2,3) (K=1) 0.485 

BP-PDA (K=1) 0.061 

RCBP (5,5) (K=2) 2.06 
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We first observe that, for 1K =  user per cell, RCBP (3,2) provides virtually the same 

performance as exact BP out to 8 dBΓ= , and is about 0.4 dB poorer by 10 dB. They are 

both close to the performance of a single user, as was previously shown in [9, 10]. As for 

computation, RCBP (3,2) is more than 50% faster than exact BP on these curves. Moving 

up to 2K =  users per cell, so that 10 MS signals interfere at each single-antenna BS, we 

adopt RCBP (5,5), with two groups of 5 users. The SNR penalty, relative to a single user 

per cell, is 2 dB, and the two curves run almost parallel at high SNR. The processing time 

per user is about twice that of the 1K =  case, for a total of four times as much processing 

as for 1K = .  In contrast, for exact BP, doubling the number of users per cell increases 

the computation load by a factor of 32, since its complexity is ( )52 KO . For this reason, 

its performance is not shown in Figure 5.4. Aside from the greatly improved 

computational load, it is encouraging to see such good performance in an significantly 

rank-deficient environment with a very low SIR signal-to-interference ratio (-4.8 dB for 

0.5a = ). It is clear that CBS processing provides additional signal energy through 

macrodiversity as well as additional dimensionality to assist the MUD in each cell. 

As for the BP-PDA algorithm with 1K = , it is extremely fast, with 8 times less 

computational load than RCBP (and 16 times less than exact BP).  However, it suffers 

from significant performance loss and divergence from exact BP. In simulations not 

included in Figure 5.4, we examined the performance of BP-PDA up to SNR=30 dB and 

noticed a floor of 45*10−  in BER. With a second user per cell ( 2K = ), the rank 

deficiency is acute and its performance is no longer near-optimal. 
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5.4.2  Clustered Network 

In clustered networks Figure 3.3, nearby base stations are grouped together, and are 

considered as a single function node. Figure 5.5 shows an 88×  network clustered into 

22×  groups. This scheme is natural for the structure of some real communications 

systems; for example, in GSM networks several neighboring base transceiver stations 

(BTSs) are controlled by one base station controller (BSC), as we discussed in Section 

3.2 . The function nodes in this model have more dimensionality, which gives more room 

for modifying the RCBP algorithm. Moreover, clustering reduces the number of 4-edge 

loops in the system and decreases the network traffic compared to the decomposed 

model.  

As we see in Figure 5.5, each cluster receives interference from the four immediately 

adjacent clusters and the interference originates only from the users in the two nearest 

cells of each of those neighboring clusters (in the assumed Wyner model) so the total 

number of interfering users in each cluster is 8K  while there are 4K  users inside the 

cluster. Compare this system with the previously discussed distributed scheme, where 

each base station receives 4K  interferers from outside the cell, and K  users inside. A 

base station in the distributed system or a base station controller in the clustered scheme 

have to communicate the information about all the interfering users per iteration, 

therefore, the number of messages for two iterations, per user is 28/(4)4KK×=  in the 

clustered model; that is, only half of the 24/8KK×=  messages needed in the 

distributed model. 

We compared the BER performance and processing time of several RCBP schemes in 

the clustered model shown in Figure 5.5 to that of the decomposed exact BP algorithm 
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via simulations. The results are illustrated in Figure 5.6 and Table 5.2. RCBP (4, 4, 4) 

divides the 12 interfering users into three groups of four users. Other than the reduced 

traffic, this method is not very interesting because performance loss is as much as 1dB 

and processing time saving is not significant. BP-PDA, however, is very fast because of 

its one-user “groups”, and its performance is closer to exact BP in moderate SNRs than it 

is in the decomposed model. We also apply a hybrid RCBP approach that divides the 12 

interfering users into two groups: 4 users within the cluster and 8 users out of the cluster. 

The dimension of each cluster node has rank 4 so we use a soft SD algorithm to detect the 

group of 4 but because the group of 8 is sparse and rank deficient we use PDA to decode 

that. Hybrid-RCBP (4,8) is even faster than BP-PDA and gives better performance than 

BP-PDA in moderate to high SNRs, making it an excellent choice for this simplified 

network. 

 

Figure 5.5: An 8x8 cellular graph clustered into 2x2 groups. 
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Table 5.2: Processing Time Ratios Clustered RCBP 

Method Normalized Processing Time 

BP (K=1) 1 

Clustered RCBP (4,4,4) (K=1) 0.971 

Clustered BP-PDA (K=1) 0.118 

Clustered Hybrid RCBP (4,8) (K=1) 0.087 

 

 

 

Figure 5.6: RCBP BER performance in clustered model, 0.5a = . 
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5.5  Coded Systems 

In this section, we look at the performance of RCBP in an iterative detection and 

decoding system. Any codes can be applied in such scheme. We have chosen to consider 

LDPC codes because their decoders are based on BP as well. The joint detection and 

decoding then involves three levels of iteration: the internal IMUD iterations, the external 

BP iteration between the BSs, and the BP decoder iterations. We do each decoding and 

detection iteration in two steps. The first step includes parallel RCBP detection in each 

BS separately, followed by decoding the main user in each cell. The second step includes 

sharing the extrinsic information between the BSs, followed by another round of 

decoding. 

Figure 5.7 shows the performance of such an iterative detection and decoding system 

in a 21x21 cell grid with the propagation model of Section 5.2 .  As in the last simulation, 

we do not include the users in the outer cells. We have used randomly generated LDPC 

codes with rate 1/2cR = , length (,)(128,256)MN = , and(,)(3,6)crww = , where M  is 

the number of parity checks, N  is the block length, cw  and rw  are the number of ones 

per column and rows of parity check matrix respectively. In step 1 of each iteration, we 

applied a parallel iteration of RCBP (3,2) with two internal IMUD iterations, and both 

steps 1 and 2 employed 10 internal iterations of the BP LDPC decoder.  We assume slow 

fading, so the channel gain is static through the whole block and changes randomly in the 

next block. As in other graphs, the horizontal axis is the SNR of information bits at each 

antenna; i.e. it is the SNR of coded bits divided by the code rate cR .  
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We perform two iterations and compare the results with the single user performance. 

The single user detection follows the above-mentioned steps of detection and decoding as 

well. We have also approximated the decoder performance of the single user analytically, 

using the macrodiversity distribution of SNR according to one strong and 4 weak 

antennas, and a code SNR threshold of 1.5 dB. This threshold is estimated from the BER 

performance of the code in AWGN channel via simulation (not included here). After only 

two iterations, the packet (codeword) error rate (PER) performance of our iterative 

method in the presence of multiuser interference is very close to both the analytical and 

simulated results for a single user. 

A great advantage of using LDPC codes is that we can exit the iterative process once 

the parity-check matrix is satisfied (not applied in our simulations). This property can 

save much computation, especially in high SNRs. It would be interesting to apply this 

method and quantify its potential computational savings. Further attractive research is to 

find optimal coding methods for CBS systems when the blocks are longer or the fading is 

fast. It would also be fruitful to consider adaptive channel estimation along with iterative 

decoding and detection. 
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Figure 5.7: Packet (codeword) error rate of iterative RCBP MUD and LDPC code 
(,)(128,256)MN = , (,)(3,6)crww = , simplified 21x21 0.5a = , 1rN = , 

1K = . 
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5.6  Wireless Network Model 

As noted earlier, the simplicity of the Wyner model helps us understand some aspects 

of BS cooperation, but conclusions based on the model do not necessary apply in real 

wireless systems. In this section, we adopt a more realistic model for the wireless 

environment and demonstrate different behaviour and a host of interesting research 

issues. The principal change as we move to the wireless network model is that the 

average signal power from a MS is received at the BSs of all cells, at levels determined 

by path loss, shadowing and power control. This is in contrast to the simplified network 

model, in which MS signals were received at a fixed average level and only in-cell and in 

side-adjacent cells.  Multipath fading is present in both network models.  

As discussed in 2.1.1 , we model loss (formally, path gain) as an inverse thγ power of 

the distance between an MS and a BS, where γ  is typically 3 to 4, so that it depends on 

the location of MS within its cell. Shadowing power gain, caused by relatively large 

obstacles in the path, is modelled as a multiplicative log-normal variation with standard 

deviation typically in the range 4 dB to 8 dB.  

We employ a simple power control model: the MS adjusts its transmit power in 

response to commands from a controlling BS in order to keep its received SNR at that BS 

constant at a target value Γ  in the face of varying path loss and shadowing changes as the 

MS changes position. Power control does not attempt to track fading, and no account is 

taken of the additional signal energy from adjacent BSs through cooperation. The 

controlling BS is the one that receives the MS signal with greatest strength (averaged 

over fading), and is not necessarily the BS in the same cell as the MS. The average SNR 
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at BS (,)mn  of the signal received from mobile k of cell (,)ik  that is power controlled by 

BS (,)ik′′  is then 

 ( )( )10

,
,, ,,,

,,,,,, ,
,,

exp0.1,
ij
ijk ijmnmn

ijkijkijk mn
ijk

d

d

γ

ψψ
′′

′′
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Γ=Γ−

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 (5.13) 

where d is the appropriate distance and ψ  is the appropriate shadowing exponent, which 

is Gaussian with standard deviation ψσ  dB. To allow comparison with the results for 

simplified network model, we keep the rectangular grid. We have also kept the 

assumption of perfect CSI. 

In principle, therefore, a BS receives interference from all MSs in the system; 

conversely, energy from an MS signal is received at all BSs in the system. In practice, 

path loss causes both effects to be limited approximately to nearby cells, although the 

pattern of gains is very irregular because of shadowing and MS location in its cell. To 

distinguish the various effects, we define four sets: the interference set at a BS is the set 

of user symbols that affect the measurement ,ijy  (i.e., up to all MSs in the system); the 

macrodiversity set at a MS is the set of BSs whose measurements are used in the a priori 

update (i.e., up to all BSs in the system); the detection set at a BS is the set of user 

symbols over which marginalization  is performed; and the connection set at a BS (cell) 

is the set of nearby BSs (cells) to which it has a direct backbone connection, including 

itself. 

If computational resources put a limit on the detection set size, then the residual 

interference from interference set symbols not in the detection set results in an error rate 

floor as the SNR Γ  becomes large. The fact that the simplified network model exhibited 
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no such floor resulted from the detection set being equal to the interference set. If 

computation resources or network delays limit the macrodiversity set size, the asymptotic 

order of diversity is reduced. If the connection set does not include the BSs hosting the 

interference set and the macrodiversity set, and no communication is allowed between 

these BSs, then SNR degradation, loss of diversity and an error floor can all result. This 

unmodelled interference has been ignored in the simulations of the simplified network 

model. 

For simulation investigations, we restrict the connection set at a BS to the 8 

surrounding BSs and the BS itself, for a total of 9. The detection set at a BS consists of 

the 9K  MSs in the connection set (so if we use BP, rather than RCBP, the computational 

burden is 9(2)KO  at each BS). The corresponding factor graph is shown in Figure 5.8. 

The macrodiversity set of a MS is limited to the 9 BSs in the connection set of the BS in 

its own cell. The interference set remains all the MSs in the system. Power control is 

exercised on a MS by the BS in its macrodiversity set that receives its signal with the 

greatest SNR. Many variations are possible. 
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Figure 5.8: Factor graph for wireless network model with detection set confined to 
nine cells. 
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Considering all these limitations, we want to see if distributed base station processing 

is effective in a wireless network model. Figure 5.9 shows the results of our simulations 

on a 21x21 network with 3.5γ =  and 4 dBψσ = . The number of BS antennas rN  is 

either 3 or 4; this is a large number in current practice, but was used in order to bring the 

performance into the same region as the more benign simplified model of Section 5.4 . 

There is a single randomly located user ( 1K = ) within each cell. The “Single User, 

Single BS” reference curve allows a single user in the system, detected without 

macrodiversity (i.e., microdiversity only) at the BS which exercises power control. This 

classical result requires no simulation. 

A second reference curve (“Single BS Processing”) illustrates the same single-user 

detector without macrodiversity when all MSs in the system are active. The “Single BS-

MUD” curves show the effect of MUD at each BS in isolation (no information exchange 

with other BSs); from the 9-symbol detection set, only the decisions for a user in the 

same cell are retained. Finally, the remaining curves show cooperative BS processing 

using RCBP (3,3,3) with a SSD core. We did not employ exact BP, because it would 

have taken 15 times more computation than RCBP for our choice of simulation 

parameters. 
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Figure 5.9: BER performance of the central user in 21x21 wireless network with 
3.5γ =  and 4 dBψσ = . 
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We first note that single-BS processing is ineffective, with a BER floor of 210−  or 

greater, even for 4 antennas. This is primarily because the signal-to-interference ratio is 

very poor, on average 1.5 dB with full channel reuse and interference from all cells, and 

there is no MUD. The value of BS cooperation for system-wide MUD is shown clearly in 

the RCBP curves. If we allow MUD at BSs, but no inter-BS communication, the BER 

improves substantially, by an order of magnitude at 10 dB for 4 antennas. A floor 

remains, due to interferers outside the detection set.  

The value of having BSs cooperate is shown in the BER improvement resulting from 

use of RCBP (3,3,3) with SSD core and two iterations; in the near-floor conditions at 10 

dB, cooperation lowers the BER by an order of magnitude for 3 antennas, and almost an 

order of magnitude for 4 antennas, compared with single-BS MUD. We also see that the 

CBS approach using RCBP is better in the noise-limited SNR region than single-user 

performance. This is because the single-user curve does not enjoy the macrodiversity 

contributed by the exchange of LLRs between cooperating BSs. Little or no improvement 

in RCBP was observed after 3 iterations.  

In Chapter  7, we develop a new power control scheme to reduce the levels of 

unmodelled interference. We examine through simulations a system with mobile users, 

hexagonal cells, and iterative detection and decoding and observe the effect of power 

control strategy on the reduction of co-channel interference and the error floors they 

create. 
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5.7  Conclusions 

We have explored cooperative BS design for the uplink of multi-cell wireless 

networks, using local message passing based on BP in order to achieve full frequency 

reuse. Because the complexity of BP grows exponentially with the number of interfering 

users at each base station, we developed the RCBP distributed detector that still works 

well in the generally rank-deficient conditions at BP function nodes. We tested RCBP on 

both a simplified network model with very limited inter-cell propagation, and on a more 

realistic wireless network model, that includes system-wide interference, path loss, 

shadowing and power control. 

In the simplified model, we found that RCBP provides the same error rate as exact BP 

over most of the useful BER range at a fraction of the computational cost. With 

approximately 2 dB degradation and four times the computation, RCBP can 

accommodate a second user in every cell, even with a single BS antenna. We have also 

observed performance close to the single user limit in the coded system. However, 

conclusions based on the simplified model, such as the lack of a BER floor, do not 

necessarily hold up in a more realistically modelled wireless network. 

In the more realistic wireless network model, interference patterns are irregular 

because of path loss, shadowing and power control, and residual interference from users 

in cells outside the immediate neighbourhood produces a BER floor at high SNR. 

Nevertheless, the cooperative BS approach, as implemented by RCBP, shows a dramatic 

improvement compared with multi-user detectors implemented at BSs individually. 
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CHAPTER  6  
 
 
 
 
BASE STATIONS WITH MULTIUSER MIMO 
EQUALIZATION 

In Chapter  5, we saw that RCBP provides a computationally efficient method of 

signal detection in a system with cooperative base stations. We also explored the 

resulting performance in realistic propagation conditions that accounts for interference 

from cells outside the immediate neighbourhood. That study made the assumption of 

symbol-synchronous arrivals at all BSs. In a real system, however, user signals arrive 

asynchronously by symbol and with delay spread. These factors add intersymbol 

interference (ISI) to the existing MUI, forming multidimensional interference challenge 

to RCBP. 

In this chapter, we extend the RCBP approach to ISI as well as MUI, and demonstrate 

very good to near-optimal performance via simulations in a variety of scenarios. We 

mainly concentrate on individual BSs with multiple receive antennas detecting multiple 

users (with equal average received power) in frequency selective channels. MIMO 

equalization is an excellent platform for displaying RCBP capability in handling 

multidimensional interference.  
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We apply the RCBP algorithm for soft decision equalization in frequency selective 

MIMO channels. The multipath channel is modelled using a factor graph (FG) where the 

transmitted and received signals are represented by the function and variable nodes 

respectively. The edges connecting the function and variable nodes illustrate the 

dependencies of the multipath channel and soft decisions are developed by exchanging 

information on these edges iteratively. The computational complexity of this RCBP 

equalizer grows only linearly with block size and memory length of the channel. The 

proposed framework has a flexible structure that allows for parallel as well as serial 

detection. We illustrate through simulations that the RCBP equalizer can even handle 

overloaded scenarios where the channel matrix is rank deficient, and it can achieve 

excellent performance by applying iterative equalization in combination with LDPC 

codes. 

Although the primary focus is the organization of computation for combined ISI and 

MUI, the chapter also presents results for a simplified two-cell CBS system with a 

realistic propagation model. Extension to large multicell systems with both ISI and MUI, 

in which the information is exchanged between neighbouring BSs cooperatively, is seen 

as a fruitful area for future investigation. The contents of this chapter except for Section 

6.5  are previously published in [11]∗. 

6.1  Introduction 

MIMO systems promise to increase spectral efficiency far beyond the single-input 

single-output Shannon limit. In order to achieve this increased capacity, we need to 

                                                 
 
∗  ©2009 IEEE.  Reprinted, with permission, from [11]. 
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develop efficient and reliable receivers for MIMO channels. As we have seen throughout 

this work, the design can be challenging, especially in frequency selective channels 

where the transmitted signal has to be detected in the presence of noise, ISI and MUI.  

Equalization of frequency-selective MIMO channels is not efficient for most quasi-

optimal algorithms, as several papers have shown.  The SD equalizer is studied in [6], 

and a soft decision equalization (SDE) algorithm based on PDA is introduced in [50]. 

The major drawback of SD and SDE equalizers is their block-detection processing, since 

the computational complexity of these algorithms grows roughly cubically with the 

number of symbols in the block. One way to deal with this problem is to use sliding 

windows to process the blocks of data [51]. This method is not always desirable because 

the computational complexity grows cubically with the memory size of the channel. 

Another way is to track the noise and ISI by Kalman filtering [52, 53]. This approach 

experiences a substantial performance loss because of noise and interference 

enhancement caused by the zero forcing (ZF) filters used in the structure. 

Unlike the block-oriented methods, BP computational complexity grows only linearly 

with the block size. BP equalization in frequency selective MIMO channels is studied in 

[54, 55] and is shown to enjoy good performance and flexible structure. Unfortunately, 

the application of BP equalizers is commonly limited to sparse channels because its 

computational complexity grows exponentially with the product of number of users and 

number of paths in the channel. In [56], a complex framework using sliding-windows, 

group detection methods and MMSE filtering for ISI mitigation reduces the 

computational complexity of the exact BP algorithm. Inspired by the groupwise IMUD 

[4] and by updating APPs at each time interval, we introduced a reduced complexity 
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updating APP (RCUA) algorithm in [12]. The RCUA equalizer is in fact the first iteration 

of the serial RCBP algorithm described in this chapter. 

Here, we introduce a framework based on RCBP for soft decision equalization in 

frequency selective MIMO channels, both single-user and multi-user. This approach is 

doubly iterative, with internal IMUD iterations in the function nodes as well as the 

external BP iterations. The RCBP equalizer enjoys the diversity of frequency dispersive 

channels, and it inherits the flexible structure of the BP equalizer, allowing for serial or 

parallel iterations. The computational complexity of RCBP algorithm grows only linearly 

with the number of channel paths so its application is not limited to sparse channels. We 

will illustrate through simulations that the RCBP equalizer can even handle overloaded 

scenarios (rank deficient channels) efficiently. The iterative equalization can easily be 

combined with decoding of LDPC codes, so that iteration takes place on three levels to 

provide excellent performance. 

6.2  System Model 

We consider a discrete-time, baseband equivalent of a MIMO system with tN  

transmit and rN  receive antennas. The transmit antennas can belong to one or multiple 

different users. Each of the trNN  links in this system is modelled as a linear FIR 

dispersive channel with L symbol-spaced taps. The gain of each tap has an independent 

Gaussian distribution according to the channel’s power delay profile. We assume that the 

receiver has perfect CSI and that the transmitter has no knowledge of the channel. Our 

proposed framework is not block-oriented and does not require the channel to be constant 

over a block. However, to simplify the description and simulations, we assume that the 
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channel is block fading, where the overall channel impulse response is constant in a block 

of N symbols and changes independently to the next. 

Figure 6.1 shows our MIMO system model. The channel impulse response from the 

j P

th
P  transmitter to the iP

th
P   receiver is denoted by (,)(,)(,)(,)

011[,,...,]ijijijijT
Lhhh −=h . We assume 

that all subchannels have equal expected power gain, i.e., 
1 2(,)

0

L
ij

sl
l

EhP
−

=

 =∑ . The 

symbol sent from the j P

th  transmitter, in time interval k is denoted by ()j
kb . In this work, 

we describe the BPSK case, where () 1j
kb =± , in order to simplify the formulas. 

Generalization of the method to an M-ary constellation with 
2() 1j

kEb =
 is 

straightforward. At the receiver end, the signal is perturbed by independent and 

identically distributed (i.i.d.) additive complex Gaussian noise. We also suppose that each 

noise sample ()i
kv  is a complex Gaussian random variable with unit variance 

22() 1i
vk Evσ == 

, and that they are mutually independent. The SNR per bit at each 

receive antenna is hence equal to 2/log()sPMΓ=  where M  is the constellation size.  

The signal at the i P

th
P  receiver antenna in time interval k can then be expressed as 
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Equation (6.1) can be written in vector and matrix form as 
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where 12[,,...,] rN T
kkkk yyy=y , 12[,,...,] rN T

kkkk vvv=v , ()(1)(2)[,,...,] tN T
kkkk bbb=b , 

(,)()(1,) [] rNjjjT
lll hh=h   and ()(1)[] tN

lll=Hhh  , 110[,...,,]L−=HHHH , 

11[,...,,]TTTT
kkLkk −+−=bbbb . From the above equations we can observe that each length-

rN  received vector, ky , contains information about the tNL  different symbols that affect 

it. It is extremely challenging to handle such a high level of interference without massive 

performance loss or impractical exponential complexity. 

 

 

Figure 6.1: MIMO channel model. 
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6.3  RCBP Equalizer 

Figure 6.2 shows the FG of a frequency selective MIMO channel with 3L = . The 

received vectors ky  are the function nodes shown in the squares and the transmitted 

vectors kb  are the variable nodes shown in the circles. The edges connecting the function 

and variable nodes illustrate the dependencies of the multipath channel. Messages go 

back and forth on these edges iteratively in order to improve the a posteriori probabilities 

(APPs) of the symbols. 

Each function node is an independent processing unit that receives the a priori 

probabilities (apPs) of the interfering symbols from all variable nodes to which it is 

connected. It then computes the APPs of the symbols and sends the extrinsic information 

back to the variable nodes where the new apPs are calculated. The message sent from 

function node ky  to variable node ()j
ib , 1...ikLk=−+  and 1... tjN=  is denoted by 

()j
k ibM →y  and calculated as  
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 (6.3) 

In the same manner, ()j
kibM →y  is the information sent from variable node ()j

ib  to the 

function node ky  for updating APPs. It is equal to the sum of the extrinsic information 

coming to the variable node from all function nodes but ky , plus the information from 

other sources, such as a decoder, as shown by  
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Figure 6.2: Factor graph of a frequency selective channel 3L = . 
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The processing units of the function nodes compute the above messages 

conventionally by joint marginalization of the probabilities over all the possible 

outcomes, as in 
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The computational complexity of this OJM grows exponentially with tNL   which is no 

better than the optimal trellis-based methods like VA and BCJR algorithm in dense 

channels.  

As we discussed in Chapter  4, the BP algorithm, however, has many other 

advantages over the optimal trellis-based algorithms.  It is very popular in sparse 

channels because its computational complexity depends on the number of non-zero paths, 
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not the memory length of the channel. The BP equalizer is also very flexible because of 

its distributed structure and it allows for parallel as well as serial processing. The 

messaging schedule and number of iterations can be changed adaptively for the special 

requirements of a situation; for example, by the priority of a user or channel variations. 

The SISO structure of BP also facilitates high performance iterative joint detection and 

decoding. The RCBP equalizer makes it practical to enjoy these qualities at lower 

computational cost.  

We adapt the IMUD grouping strategy according to the structure of the MIMO 

equalization problem to form the RCBP equalizer. As mentioned in Chapter  4, the 

original IMUD algorithm groups the users according to the EVM method in the first 

iteration and random selection in the second iteration. Here, we suggest a temporal 

grouping and ordering strategy for IMUD that is based on the natural structure of the 

frequency selective MIMO channels. In simulations not shown here, we observed that the 

proposed algorithm outperforms random or EVM grouping methods in the RCBP 

equalizer.  

The tNL  interfering symbols in the function node k, 
1

[]
kL

TTT
kk −+
=bbb   are 

divided into L groups 1(){}tktk +−= bG , 1...tL= , of the tN  symbols comprising 1kt+−b . 

Figure 6.3 shows the structure of a function node in the RCBP equalizer. The received 

signal ky  and messages from the dependent variable nodes ()j
kibM →y  are the inputs of 

function node k. The first step is soft interference cancellation. Using the apPs, we can 

calculate the mean and variance of each symbol. For illustrative purposes, we assume 

binary transmission so that 
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Figure 6.3: A function node of RCBP equalizer. 
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 ()()()() Pr(1)Pr(1)2Pr(1)1,jjjj
iiii bbbµ ==+−=−==+−  (6.6) 

 ()2()() 4Pr(1)(1Pr(1)).jjj
iii bbσ ==+−=+  (6.7) 

What we know about ()j
ib  is ()j

iµ , and ()2j
iσ  shows the amount of uncertainty. For 

soft cancellation of the effects of this symbol on the measurements, we should subtract 

the mean and add the variance to the covariance of noise. In other words, we adopt 

Gaussian forcing and suppose that what we do not know about ()j
ib  is a complex, zero 

mean Gaussian random noise with variance ()2j
iσ , independent from all other symbols. 

The equations below show ky  and the covariance matrix kR , the results of soft 

interference cancellation of all the symbols. 
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Introducing these intermediate variables reduces the number of computations needed 

at each IMUD step. To detect ()t kG , we first restore the soft information about the 

symbols of this group alone, by 

 ()()()
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,1....
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where ()t
kn  is approximated by a vector of zero mean Gaussian random variable with 

covariance ()t
kR . We then feed 

()t
ky , ()t

kR  and apPs of the symbols in ()t kG  to a joint 

marginalizer, and use the resulting LLRs to update ky  and kR  as we see in Figure 6.3.  

Symbols in 1()kG are the most recent symbols, so in serial detection we have the least 

a priori information about them. The best strategy is to start the detection from this group 

because we have apPs of all other groups and can cancel them. Next, we detect the other 

groups in ascending order. After detecting all the groups, we go back to 1()kG and start 

the process again. LLRs typically converge in two or three iterations.  We chose only two 

internal IMUD iterations in the RCBP equalizer. As throughout our simulations, we 

observed that more internal iterations bring about little performance improvement. 

As we discussed in Chapter  4, the OJM in IMUD can be replaced with near optimal, 

low complexity algorithms like the SSD or PDA. The computational complexity order of 

the basic BP equalizer is (2) tNLON . The RCBP algorithm reduces the computational 

order to (2) tNONL  by replacing the optimal detector at each function node with a OJM-

cored IMUD algorithm. The computations are further reduced by using SSD or PDA in 

place of OJM in the IMUD core. In the case of the PDA-cored IMUD, the complexity 

order is 3() tONLN , but for SSD-cored IMUD, it is (2) tNONL α . If the SNR is high 

enough and the system is not overloaded, then the exponent α  is small enough and 2 tNα  
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can be approximated by () tpN , a polynomial function of tN  that is of degree 4 or less 

[27]. 

6.4  Performance and Variations 

In this section, we evaluate the performance and variations of RCBP equalizer 

through simulations. For our simulations, we have assumed a frequency selective MIMO 

channel as described in Section 6.2 . Unless otherwise specified, we have used an 

exponential power delay profile with constant decay exponent of -1 per symbol, and 

3L = : [ ]0.66520.24470.09 . Exponential power delay profile is generally believed to 

be a realistic model for frequency selective fading channel. We mostly use serial 

detection, where function nodes are processed in a serial forward or backward direction 

one at a time. In our simulations, the first iteration of the serial BP or RCBP is a forward 

pass through the whole block of data, then the second iteration is in the backward 

direction and the third iteration is another forward pass. In 6.4.3 , we compare the 

performance of serial RCBP with parallel RCBP where the functions nodes are processed 

in parallel all at the same time. 

6.4.1  Performance 

We expect the RCBP equalizer to experience some performance loss compared to the 

basic BP because its IMUD core is suboptimal. It is essential to determine how 

significant this performance loss is. We compare the performance of RCBP algorithm 

with the basic BP, as well as with the optimal BCJR and with MMSE-DFE in random 

delay spread channels. The system has 2tN = , 2rN = , 3L =  and we have used the 

block length 10N = . Here, we used a short block length only to facilitate comparisons 
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with block oriented detectors that are limited to small block lengths because of their 

computational load. In simulations not shown here, we observed that the block length 

does not affect the BER performance of the RCBP equalizer and the process time grows 

only linearly with the increasing block length.  

In Figure 6.4, we have assumed that all the delay taps have equal power, but in Figure 

6.5, we have used an exponential power delay profile. With a forward then a backward 

iteration, basic BP performance is very close to the optimal BCJR performance. More 

iterations did not show any significant performance improvement (not shown in these 

figures). Yet, for the RCBP, an additional forward iteration gave a small improvement in 

performance in the case of equal power delay profile. As we see in both figures, RCBP 

offers massive improvements compared to MMSE-DFE and at 10SNR =  dB, it is only 

1.5 dB worse than the basic BP in the case of equal power delay profile and only 0.6 dB 

worse in the more realistic exponential power delay profile. 

6.4.2  Flexibility 

One of the strong qualities of the RCBP algorithm is that it is flexible under different 

load conditions. Both Figure 6.4 and Figure 6.5  showed its performance in a critically 

loaded system, where trNN= . Figure 6.6 shows the performance of the RCBP equalizer 

in an under-loaded system ( trNN< ) and the challenging overloaded system ( trNN> ). 

The RCBP performance is almost optimal in under-loaded system. It seems the extra 

information coming from more antennas helps the algorithm to feed back better estimates 

and improve the performance. In the overloaded case, we experience a few dB in 

performance loss because of the increased interference. The overloaded situation is 
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generally the hardest to handle in all other reported suboptimal methods. RCBP 

experiences some performance loss in this situation but it does not fail as MMSE-DFE 

and its computational complexity does not increase exponentially like SD algorithm. 

Because of this flexibility in handling variable load conditions, the RCBP algorithm is a 

good choice in cellular system uplink where the number of users can change randomly. 

 

 

 

Figure 6.4: RCBP performance comparison, 2trNN== , 3L = , 10N = , and 
uniform power delay profile. 
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Figure 6.5: RCBP performance comparison, 2trNN== , 3L = , 10N = , and 
exponential power delay profile. 
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Figure 6.6: RCBP flexibility comparison, 2tN = , 3L = , 10N = , and exponential 
power delay profile 
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6.4.3  Serial or Parallel Iteration 

As we discussed in Chapter  4, the RCBP algorithm inherits the BP’s flexibility in 

pattern and schedule of information flow. Depending on our needs, data processing in 

function and variable nodes can be parallel (at the same time) or serial (in succession), 

and in the case of serial processing, it can be in the forward or backward direction 

through the data block. Figure 6.7 compares the performance of the serial and parallel 

RCBP iterations. It is clear that with a few more iterations, parallel processing 

performance curve is very close to that of serial processing. Parallel structure is 

advantageous in hardware implementation of high speed iterative decoding, especially 

when LDPC codes, are used because they are usually decoded using the BP algorithm 

that has the same high-level structure as the RCBP.   

6.4.4  Choice of Core Decoder 

As we explained earlier, the RCBP equalizer has the choice of using different SISO 

detectors at its core. Figure 6.8 compares the performance of RCBP-OJM, RCBP-SSD 

and RCBP-PDA. We have used the algorithm proposed in [57] to implement a reduced 

complexity SSD for our simulations. A PDA-based RCBP algorithm offers the lowest 

computational complexity but suffers from the worst performance loss. This poor 

performance can be explained by the weakness of SISO-PDA algorithm in occasionally 

converging to non-optimal solutions [49]. SD, on the other hand, always finds the optimal 

hard solution. However, calculating the APPs in soft SD involves marginalizing the 

probabilities on the points in a sphere, so the results might be different from exact APPs. 
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Figure 6.7: Parallel vs. serial RCBP 2trNN== , 3L = , 10N = , and exponential 
power delay profile. 
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Figure 6.8: The effect of different SISO detection on the RCBP performance, 
2trNN== , 3L = , 10N = , and exponential power delay profile. 
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6.4.5  Iterative Equalization and Decoding 

In this section, we investigate via simulations the performance of joint equalization 

and decoding of LDPC codes. We use the standard iterative equalization and decoding 

method illustrated in Figure 6.9. The information bits are coded at the transmitter, and 

then they pass through the frequency selective MIMO channel. The received signal is 

first processed by the equalizer followed by a few iterations of the LDPC decoder. This 

whole process can repeat for improved performance. 

Figure 6.10 shows the performance of such an iterative equalization and decoding 

system. We have used randomly generated LDPC codes with rate 1/2cR = , length 

(,)(256,512)MN = , and(,)(3,6)crww =  where M  is the number of parity checks, N  is 

the block length, cw  and rw  are the number of ones per column and rows of parity check 

matrix respectively. As in other graphs, the horizontal axis is the SNR of information bits 

at each antenna; i.e. it is the SNR of coded bits divided by the code rate cR .  

We have applied a serial iteration of RCBP equalizer with two internal IMUD 

iterations or the optimal BCJR equalizer followed by 5 internal iterations of the BP 

decoder. We see the performance of BCJR and RCBP equalizers by themselves, after 1 

joint iteration, and after 2 joint iterations. It is observed that after 2 joint iterations, the 

RCBP equalizer is less than 1 dB away from the optimal BCJR equalizer. This is a great 

performance improvement compared to the equalizer output and it is much closer to the 

optimal BCJR equalization and decoding, than the results observed for Kalman equalizer 

in [53]. 
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Figure 6.9: Iterative joint detection and decoding. 
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Figure 6.10: Iterative joint equalization and decoding performance, LDPC code 
(,)(256,512)MN = , (,)(3,6)crww = , 2trNN== , 3L = , 10N = , and 

exponential power delay profile. 
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Here, we have considered a simple scenario where we have coded a single data 

stream, and divided it to tN  substreams to be transmitted. This approach is not practical 

in multiuser situations. It is fruitful to study and explore the coding options in multiuser 

scenarios, especially when the received powers are different opening up the potential for 

adaptive coding schemes for different users. A benefit of using LDPC codes is that we 

can exit the iterative process once the parity-check matrix is satisfied. It is interesting to 

consider and characterise the potential computational saving achieved by taking 

advantage of this property, especially in high SNRs.  

6.5  Distributed Iterative RCBP Equalization and Cooperation 

So far, in this chapter, we have primarily focused on RCBP equalization in a single 

BS. Here, we present the results for iterative equalization and cooperation in a simplified 

two-cell CBS system. Extension of RCBP equalization and information exchange 

between neighbouring BSs to large multicell systems with ISI and MUI is conceptually 

straightforward. Exploring different schemes for practical implementation of distributed 

iterative RCBP equalization and cooperation in multicell systems with random mobility 

and realistic channel model is seen as a fruitful area for future investigation. 

We consider a simple one-dimensional cellular system such as a highway with two 

BSs, depicted in Figure 6.11. We assume there is a randomly located MS in each cell. We 

consider path loss and multipath frequency selective fading in this investigation. We 

ignore shadowing so that the BS of the cell in which a MS is located, always receives its 

signal power stronger than the other BS. ijΓ  and ijd  denote the received SNR per 
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antenna and the distance from MS i  to BS j , respectively. Consequently, the closest BS 

always controls a MS’s received SNR.  

 1122 ,Γ=Γ=Γ  (6.13) 

 , .ii
ij

ij

d ij
d

γ


Γ=Γ≠ 


 (6.14) 

We assume BPSK uncoded signals, 2rN =  antennas at each BS, path loss exponent 

3.5γ = , and all the wireless links to be frequency selective fading channels with memory 

length 3L = : [ ]0.66520.24470.09 . Though not accurate, this simple model provides 

insight into the process and performance of iterative equalization and cooperation in 

cellular system.  

Both BSs receive and detect the signals from both MSs. The detection process 

includes iterative distributed equalization and cooperative information exchange between 

the BSs. The distributed equalization follows the same routine as the RCBP MIMO 

equalization with 2tN =  that we have discussed in detail in previous sections. The only 

difference is that the received SNR per antenna is not the same for different users. 

Each iteration in this scheme consists of two steps. The first step is the individual 

equalization at each BS. The second step is sharing the extrinsic information through BS 

cooperation. Figure 6.12 compares the performance of iterative equalization and BS 

cooperation with the performance of a global optimal equalizer using BCJR algorithm in 

this system. We observe that after only 2 iterations the iterative scheme is less than 0.8 

dB away from optimal results at 310BER −= . 
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Figure 6.11: Simplified two-cell model. 

 

 

Figure 6.12: BER performance of iterative RCBP equalization and cooperation. 

 



 
 

 
 

100 

 

6.6  Conclusions 

Based on BP principles, we introduced a new, symbol-by-symbol, SISO RCBP 

equalizer. Because of the symbol-by-symbol detection process, RCBP computational 

complexity is linear in the number of symbols, so it is able to process long or infinite 

streams of data, in contrast to block-oriented SD and PDA. Its soft output makes it 

suitable for iterative turbo equalization systems. We achieved excellent performance by 

iterative RCBP equalization and decoding of LDPC codes. Our investigation highlights 

the characteristics and flexibility of the RCBP algorithm to deal with high levels of 

multidimensional interference in future wireless communication systems.  

 

 



 
 

 
 

101 

CHAPTER  7  
 
 
 
 
POWER CONTROL IN CBS SYSTEMS 

In Chapter  5, we saw that CBS processing can all but eliminate the effects of mutual 

interference among users in neighboring cells. However, the unmodelled interference 

from users in more distant cells remains as a disturbing effect and places a floor on the 

error probability even at very large SNR values. We now turn our attention to the 

problem of lowering that floor. In this chapter, we introduce a novel power control 

strategy based on the total received power to reduce unmodelled interference in the 

uplink of CBS systems. 

Power control via channel inversion maintains constant received signal power at the 

controlling BS, regardless of the position of the MS and it is common practice in the 

uplink of cellular systems. As we have seen throughout this thesis, unlike the 

conventional cellular system, CBSs share information in detecting the MSs, in effect 

converting the signal energy seen as interference in one cell, into a macrodiversity benefit 

for the originating user. We therefore propose a power control approach based on 

sustaining the total received power in CBSs. We investigate the performance of this 
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method through simulations and show that it has the ability to reduce the intercell 

interference in the CBS systems, save power or improve the BER performance in both 

coded and uncoded scenarios. The contents of this Chapter also appear in [13]∗. 

7.1  Introduction 

As we discussed earlier, the traditional method to reduce intercell interference is 

further separating co-channel users in space or through spreading, at the cost of losing 

capacity. Another approach is using directional antennas in the system to reduce the 

number of interfering transmissions a BS receives. Power control policy is an important 

aspect of wireless system design and is vital in controlling the co-channel interference. 

Downlink power control is less influential than uplink in reducing the interference levels 

since downlink signals all originate from the centrally located BSs, whereas uplink 

signals come from MSs roaming randomly throughout the cells. In this work, therefore, 

we focus on a more efficient power control strategy for the uplink of a CBS system.  

The power control strategy used in Section 5.6  and Section 6.5 , is based on 

maintaining a constant received power at the antennas of a controlling BS. Therefore the 

transmit power in this scheme changes according to the inverse channel gain. This 

channel inversion strategy is the conventional method used in the uplink of cellular 

systems. It ensures the same SNR for all the users regardless of their position within the 

cell and eliminating the near-far effect in CDMA systems. However, as we see in Figure 

7.1, in this system, the boundary users transmit at very high power and have an adverse 

effect on intercell interference levels throughout the system. As we mentioned in Section 

                                                 
 
∗  ©2009 IEEE.  Reprinted, with permission, from [13]. 
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3.3 , soft handoff in CDMA systems is designed to improve the quality of service for 

these boundary users through selection diversity. Yet, in order to ensure that power 

received in the controlling BS remains constant, soft handoff does not reduce the transmit 

power and is not a solution for intercell interference.  

Power control strategies found in linear multiuser detection structures where large 

and balanced signal to interference plus noise ratio (SINR) is the goal [58, 59] are not 

very effective, as it is not guaranteed that feasible power allocations can be found in 

cellular systems. Therefore, the distributed iterative algorithms based on these principles 

may result in all the users transmitting at their maximum power, yet failing to reach their 

SINR requirement [15]. 

 

 

  

Figure 7.1: Boundary users’ impact on intercell interference. 
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Because of the advanced MUD techniques applied in CBS systems, performance is 

largely determined by the total power contributed by macrodiversity combination. An 

efficient power control policy for CBSs uplink has to take advantage of this quality in 

order to reduce intercell interference. Here, we propose that the sum of powers received 

from a given user at all cooperating BSs is considered in power control, rather than the 

received power only at the controlling BS. We investigate this new method and illustrate 

through simulations that it leads to a significant reduction in intercell interference and 

saves power in MS, resulting in longer battery life. We also show that the BER 

performance improves both in coded and uncoded scenarios. 

7.2  System Model 

For this investigation, we assume a hexagonally shaped cellular system with eN  cells 

on the edge as we see in Figure 7.2 and d  is the distance between neighbouring cell 

centers. BSN  denotes the number of hexagonal cells in this system. Each BS is in the 

center of its cell and has rN  omnidirectional antennas. There is one co-channel MS 

randomly moving in each cell, and each MS has one transmit antenna.  

To model the large scale propagation effects, path loss and shadowing, we use the 

simplified formula from Chapter  2. 

 
,

,
10dB

0
 dB dB+ dB10log,

ik
iki

rt
dPPK
d

γψ=−−  (7.1) 



 
 

 
 

105 

 

Figure 7.2: Cellular system model. 

 

where ,ik
rP  denotes the received signal from MS i  in BS k , i

tP  is the user i  transmit 

power, ,ikd  is the distance between MS i  and BS k , γ  is the path loss exponent, and 

dBψ is a Gaussian random variable with zero mean and variance 
dB

2
ψσ  expressing the 

shadowing effect. K  is the unshadowed path gain at reference distance 0d . 

The received signal at BS k  at time t , t
ky  is equal to 

 ,
1

,
BSN

ttt
kikik

i
b

=
=+∑yhv  (7.2) 

where t
ib  is the transmit symbol from user i  at time t , ,,1,,, [,,]

r

T
ikikiNk hh=h   is 1rN ×  

vector of channel gains  ,,ijkh  from user i  to the thj  receive antenna of BS k . The 
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channel gain ,,ijkh  illustrates the small scale propagation effect or fading and is a zero 

mean complex Gaussian random variables with variance ,ik
rP .  

 
2,

,, .ik
rijkPEh = 

 (7.3) 

Although the total power control policy is not limited by the speed of channel 

variations, in order to simplify the simulation we assume a block-fading channel where 

the channel gains are constant over a frame of symbols and change randomly in the next 

frame. This block fading channel model is realistic in high data rate systems and is 

frequently used in literature. The components of noise vector 1,,[,,]
r

tttT
kkNk vv=v   are 

i.i.d. zero mean complex Gaussian random variables with variance 2
vσ . Without loss of 

generality we can assume 2 1vσ = . The code rate is denoted by cR  and the SNR of user i  

in BS k  ,ikΓ , is then equal to 
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Γ==  (7.4) 

At the thk  BS, the modelled users are those interferers for which the BS obtains CSI 

and which it includes in the joint marginalization.  As mentioned before, a user causes 

significant interference primarily in nearby cells, so we define the detection set of BSs 

that neighbour BS k , 

 (){|  and  are neighboring cells}.kjjk=gN   

Although it is hardly accurate in cellular systems, we assume symbol-synchronous 

reception for simplicity. In our previous Chapter, we have shown how MUD based on the 
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RCBP algorithm can handle dispersive channels or asynchronous signal detection. The 

vector of sufficient statistics at BS k  is 
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The signals from other MSs in non-adjacent cells cause the unmodelled interference. 
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 (7.6) 

t
kI  is the sum of a large number of independent zero mean random variables, so it can be 

approximated by a Gaussian random variable according to central limit theorem and it is 

treated like the noise in the detection process. We should note that the term ”unmodelled 

interference,” as these interfering signals are not modelled in belief propagation factor 

graph, however, we model this unmodelled interference using the Gaussian assumption. 

This Gaussian approximation is regarding the interference in BS k at time t, assuming a 

static snapshot of the network. In 7.4.1 , however, we consider mobility in the system and 

model the power of t
kI  with a lognormal distribution. 

Another simplifying assumption is perfect CSI; that is each BS has access to the 

values of the gain arrays in its detection set though not the gains of unmodelled users. We 

also assume BPSK modulation 1t
ib =± . Table 7.1 lists other parameters used in our 

simulations. 
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Table 7.1: Simulation Parameters 

γ  3.5 

dBψσ  4 dB 

0d  1m 

d  1000m 

eN  15 

BSN  631 

K  dB -31.53 dB 

Block Length N  256 bits 
 

7.3  Total Power Control 

Conventional power control is based on regulating the transmit power of MSs in 

order to maintain a constant received signal power at the controlling BS 

 ( ),max. ik
rk

PConst=  (7.7) 

This policy is not designed for CBS systems where the controlling BS is not the only 

BS contributing to the detection of a MS. As we have discussed in this work, system-

wide MUD allows MSs in CBS networks to benefit from macrodiversity and more 

dimensionality. These strong MUD techniques deal very well with modelled interferers, 

those for which CSI is tracked and which are included in the joint detection. The result is 

performance very close to the single-user limit when the modelled interferers are the only 

interferers. The remaining interferers, which are untracked, out of the detection set and 

usually weaker, are termed unmodeled interferers, and they limit the performance in more 

realistic propagation conditions. We propose a total power control strategy where the 

total received power in the detection set remains constant.  
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When a user is close to the local BS, it transmits at a lower power. It is also relatively 

far from the neighbouring BSs, so path loss even further attenuates the received signal 

powers in other BSs. The total power control in this scenario is close to the conventional 

channel inversion. 

 ( ),,
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maxikik

rr kik
PP

∈
≈∑

gN

. (7.9) 

However, the high power boundary users that are the major cause of most of the 

intercell interference in cellular systems will transmit at lower powers under the total 

power control policy. The reduction in transmit power will lead to increased SIR in the 

system.  

In practice, only two or three of the received signals are significant so we chose to 

consider the sum of three strongest received signals in regulating the transmit power. 

Through simulation (not presented in this work), we observed that adding more 

complexity by considering more than three signals is ineffective.  Next, we investigate 

the performance of this new method through simulations and show that it not only 

reduces the intercell interference but also saves power and improves the BER 

performance of MSs.  

7.4  Simulations 

Simulating randomly placed MSs, their signal transmission and CBS detection in this 

massive system is computationally challenging. We devised a method to save some 
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computations without impairing the results. The first step is to study the influence of total 

power control policy on co-channel intercell interference. This investigation provides us 

with the statistics used in the BER simulations as well as some insights to the advantage 

of the proposed methods. We first model the average interference power with a normal 

distribution in order to simulate the BER performance of MSs in both coded and uncoded 

cases. 

7.4.1  Intercell Interference 

As we mentioned before, t
kI , the intercell interference in BS k  at time t , is a zero 

mean, complex Gaussian random variable in a static network ( t
kI  is the interference in a 

snapshot of the network at time t ). Assuming mobility of the user over time the variance 

of t
kI  is in itself a random variable 

k
PI . Provided the transmitted signal 

2
1t

iEb =
, 

k
PI  

can be easily calculated 

 ,

()
.

k

ik
r

ik
PP

∉
= ∑I

gN

 (7.10) 

We simulated the hexagonal system described in Section 7.2  and calculated 
k

PI  in 

the central BS of the system using both conventional and total power control policy. 

Figure 7.3 shows the histogram of
k

PI  (in dB) in the case where the power control 

constant is set to 8 dB. We see that total power control strategy improves the average 
k

PI  

by 2.14 dB. In other simulations (not shown here), we also observed that this 2.14 dB 

improvement is independent from the power control constant in (7.8) and that MSs saved 
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an average 1.4 dB in transmit power. Because of the new policy, MSs are using less 

power and there is less unmodeled co-channel interference in the BSs.  

Figure 7.3 reveals that 
k

PI  histogram in logarithmic domain is close to a normal 

distribution. That means that probability distribution function (pdf) of 
k

PI  is close to a 

log-normal distribution. In order to simplify the BER, we approximate the pdf of 
k

PI  

(expressed in dB) with a normal distribution and randomly generate 
k

PI . t
kI  is then easily 

simulated by a zero mean, complex Gaussian random variable with variance 
k

PI . This 

process is similar to the Gaussian forcing used in PDA [28] and IMUD [4]. 

7.4.2  BER Performance 

In our hexagonal systems, each BS (in the interior cells of the system), has 7 MSs in 

its detection set (immediate neighbours). We apply RCBP (4,3) in the BER simulations. 

The iterative groupwise RCBP algorithm was shown to be an efficient MUD technique 

for CBS systems in Chapter  5. The numbers (4,3) mean that the 7 users in the detection 

set are divided into two groups of 4 and 3 users that are detected iteratively. We 

randomly generate the intercell interference and treat it as noise in our detection process. 

As before, we discard the results from the MSs that are located on the edge of the system 

because they enjoy less dimensionality. 

Uncoded 

Figure 7.4 shows the BER performance of MSs in the uncoded scenario for 3rN =  

and 4rN = , where rN  is the number of antennas at the BS. We observe great 
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improvement in BER performance under the new total power control policy. For 4rN =  

the SNR gain is more than 2 dB when BER of 310−  or less is desired. As we explained, 

the reason for this performance improvement is the reduction in unmodelled co-channel 

interference. 
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Figure 7.3: Interference in the central cell, hexagonal system, 8 dBSNR = . 
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Figure 7.4: Comparison of BER performance, uncoded scenario. 

 

Iterative Decoding and Detection 

Similar to our previous investigations, we also look at the performance of RCBP in a 

coded system. In Chapter  5, we illustrated that distributed iterative detection and 

decoding using LDPC codes provides excellent performance. Here we compare the 

performance of such iterative system under both conventional and total power control 

strategies. 

Figure 7.5 shows our proposed architecture for iterative detection and decoding in 

CBS networks. This structure is iterative on three levels. Both RCBP detector and BP-
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based LDPC decoder have internal iterations. In addition, there is external iteration 

between the detectors and decoders. For our simulations, we have used randomly 

generated LDPC codes with rate 1/2cR = , length (,)(128,256)MN = , and 

(,)(3,6)crww = , where M  is the number of parity checks, N  is the block length, cw  and 

rw  are the number of ones per column and rows of parity check matrix respectively. We 

remove 4-edge cycles in order to improve the code performance and allow only 10 

internal iterations at the decoder. Figure 7.6 shows that after two external iterations, MSs 

can achieve BER of 410− , at SNR of 5.5 dB using the total power control policy which is 

2 dB better than the standard power inversion scheme. The improvement introduced by 

the new total power control scheme is magnified by coding. In particular, the error floors 

that left the value of uncoded CBS systems with conventional power control in some 

doubt are no longer a problem.This study proves that using the techniques we provided in 

this work, we could successfully handle co-channel interference in CBS systems. 

 
Figure 7.5: Iterative detection and decoding architecture. 
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Figure 7.6: BER performance in iterative detection and decoding 3rN = . 
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CHAPTER  8  
 
 
 
 
CONCLUSIONS 

Cooperative base stations (CBSs) have the potential to increase the capacity of 

cellular networks, largely through the achievement of full frequency reuse and taking 

advantage of increased dimensionality through macrodiversity. Managing the resulting 

high levels of interference is the fundamental problem facing the practical 

implementation of CBS systems. In this work, we offered several solutions to manage 

with and reduce the negative effects of co-channel interference in CBSs uplink. Multiuser 

detection (MUD) has been well investigated to cope with interference for single cell 

systems. We have examined system-wide approach to MUD based on CBS systems. 

We introduced the reduced complexity belief propagation (RCBP) algorithm as an 

efficient MUD framework to handle the multidimensional interference. We successfully 

applied RCBP for distributed system-wide MUD in CBS systems and demonstrated its 

excellent capability in iterative cooperative detection and decoding scheme. We also 

showed that a narrowband CBS system can support more than one user per slot per cell, 

in addition to the reuse of that slot in every cell, thereby providing a major capacity 
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increase. We examined the application of distributed RCBP receivers in a realistic system 

model considering random mobility, path loss, shadowing, power control, and where the 

interference is not limited to immediately adjacent cells. We noticed that the residual 

unmodelled interference from users in cells outside the immediate neighbourhood 

produced a BER floor at high SNR. Nevertheless, the cooperative BS approach, as 

implemented by RCBP, showed a significant improvement compared with multi-user 

detectors implemented at BSs individually. 

We extended the RCBP approach to ISI as well as MUI through MIMO equalization, 

and demonstrated very good to near-optimal performance via simulations in a variety of 

scenarios. Our primary focus was on individual BSs with multiple receive antennas 

detecting multiple users in frequency selective channels. We illustrated through 

simulations that the RCBP equalizer could achieve excellent performance by applying 

iterative equalization in combination with LDPC codes. Although the primary focus was 

the organization of computation for combined ISI and MUI, Chapter  6 also presented 

results for a simplified two-cell CBS system with  realistic propagation. 

In order to reduce the negative effect of unmodelled interference in the uplink of CBS 

systems, we proposed a new power control approach based on sustaining the total 

received power in CBSs. We investigated the performance of this method through 

simulations and showed that it has the ability to reduce the intercell interference in the 

CBS systems, save power or improve the BER performance in both coded and uncoded 

scenarios.  
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Many interesting research questions are opened by the apparent success of CBS 

design. It seems we are only scratching the surface of the CBS approach to cell system 

design. Below, we outline a few promising research issues to be addressed in future. 

8.1  Road Ahead 

As mentioned in Chapter  6, extension of RCBP equalization and information 

exchange between neighbouring BSs to large multicell with random mobility and realistic 

channel model is seen as a fruitful area for future investigation. Analytic study of power 

control in CBS systems is an interesting topic that has the potential to initiate more 

advanced power control policies based on macrodiversity and distributed interference. 

Another attractive subject is looking into advanced coding schemes for CBS systems. 

 As we discussed in Section 3.2 , examining the nature of information exchanged 

between bases, traffic analysis and control mechanisms are subjects of concern in CBS 

design. Practical implementation also requires learning about and mitigating the effect of 

imperfect CSI. On that note, a promising approach is to research BP-based adaptive 

channel estimation as well as joint iterative detection and estimation structures, opening 

up the potential for hardware or DSP code economies. 

Forming smart detection sets is another important design issue. The goal is to find a 

criterion for determining which users should be in the detection set at a function node. 

Application of directional antennas in reducing co-channel interference and cooperation 

between segments in such systems is an additional rewarding research area. Likewise, 

downlink design offers a completely diverse range of challenges in efficient and practical 
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implementation of CBS systems. Joint detection and decoding of LDPC codes on a 

combined factor graph is another intriguing research subject.  

We could also apply the approaches developed here in other aspects of 

communications design. Our proposed RCBP algorithm can be used in many other high 

interference applications such as MUD in CDMA systems. We also propose designing 

clustered LDPC codes with high density and many short cycles in a cluster of consecutive 

bits, and low-density sparse dependency outside the clusters. These clustered LDPC 

codes have the potential to improve performance in shorter block lengths. RCBP 

algorithm can be used for efficient decoding of such scheme. There are many issues to 

explore such as convergence analysis using method such as density evolution. 
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