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Abstract

Proteins sharing a certain biological role often contain short sequences, or motifs, that are

conserved at much greater levels than surrounding areas. The presence of these motifs

related to function can be useful in assigning hypothesized functions to proteins in newly

sequenced genomes, and, combined with experimental data, help to discern the mechanism

of a protein's function. Due to mutations, these motifs will be expected to vary both in

length and in amino acid content. Several approaches, including Expectation-Maximization

and Gibbs Sampling, have been developed to computationally detect overrepresented motifs

in a set of protein sequences.

These approaches have generally focused on the problem of detection of motifs of equal

length, and do not work well with certain classes of motifs that do not retain equal length.

We provide a novel approach to detection of gapped motifs, which outperforms several tra­

ditional motif discovery approaches with several biologically motivated datasets.

Keywords: Gibbs sampling; biological motif discovery; protein subcellular localization;

protein classification; overrepresented sequences

Subject headings: Bioinformatics; Computational Biology; Amino acid sequence - Data

processing; Statistics
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Chapter 1

Introduction

The functional regions of biological molecules, such as protein, DNA, and RNA contain

certain regions, or motifs, that are relatively conserved compared to surrounding regions.

Focusing particularly on proteins, the molecules that can be thought of as the functional

work-horses of the cell, motifs are involved in, or at least correlated with, the various

functions of the protein. This could include signals related to localization.

Though certain protein subregions may be indicative of a particular protein-related

function, even when seen in proteins from various life forms, they undergo various changes

due to mutational events, though perhaps at a lower rate than surrounding areas. Mutations

may change individual amino acid symbols within the protein, shift the motif to a completely

different area of the same protein, delete existing residues, or insert new residues into the

motif region.

Being able to identify such functional regions can be important on several fronts. If one

is interested in doing biological experiments on a particular protein in order to understand

the mechanism of its function better, having a better idea of subtly conserved regions in

proteins performing the same function in distantly related proteins may provide one with

a better biological hypothesis of the amino acid residues involved, and, if the function is

deleterious, candidate amino acids for mutation or drug targets. One may also build a

representation of the motif, in one of various formats, and use this as a classifier against a

set of sequences in a database in order to retrieve other candidate proteins containing the

same motif and potentially the same function.

Because it is a problem with a much smaller search space, and for many types of motifs

1



CHAPTER 1. INTRODUCTION 2

a biologically valid assumption, early research [5, 32] focused on development of motif dis­

covery procedures that took as input a set of proteins believed to share a common motif,

and returned motifs that may be at arbitrary locations within the proteins, and may have

undergone amino acid substitutions, but did not change in length during evolution.

Known motifs involved in protein subcellular localization of bacteria provide a clear ex­

ample of the existence and importance of variable length motifs, as do the numerous varying

length motifs in databases such as the PROSITE pattern databases [27]. While some reason­

ably well characterized variable length motifs related to protein subcellular localization have

been discovered through experimental knowledge, other forms of localization and types of

secretion have as of yet uncharacterized motifs involved, indicating a potential applicability

of a variable length motif discovery algorithm.

PRATT [28] is a noteworthy first attempt at discovery of variable length motifs. One

major shortcoming is the choice of motif representation used: the regular expression. As

will be shown in the discussion of motif representations, this has substantial limitations,

and the practical implementation of PRATT falls short in experimental analysis. Neuwald

and Liu [39] developed a method for discovery of such motifs, their implementation is not

available, and, as indicated in the related work section, has limitations of its own. Parallel

to work done in the thesis, Frith et. al. [18] released the program GLAM2. This shares

many parallels with the work that we have done related to motif discovery. It makes use of

a gapped model very similar to the profile HMM model obtained via Gibbs sampling in our

approach, and carries out a Gibbs sampling procedure for determining the optimal motif

regions of each protein, though has more sophisticated means of adjusting for optimal motif

width than our approach.

Work was also carried out in which the input dataset contained proteins not containing a

motif common to the majority of input proteins ("contaminating" proteins). We introduce

two methods, graph based subset selection and subsequence clustering, for selecting a subset

of proteins whose subsequences contribute to the final motif, and these are compared to

GLAM2's means of selecting a subset of proteins, and found to outperform in some cases.

Ability to correctly discover and align sets of regular expression containing motifs, and the

ability to correctly discovery type II secretion motifs were assessed, with 0%, 20%, and

33% of the input set being non-motif containing ("contaminating") proteins. The main

benchmarks used were the set of 58 PROSITE [27] motif protein sets used to test GLAM2,

and a set of type II secreted proteins.
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Performance in GLAM2 and our approach (Gibbs-HMM) was found to be comparable,

though due to their superior means of selecting for motif width, better overall alignments

were seen with GLAM2. The ability to better correctly exclude input sequences that do

not contain the type II secretion motif was found to be stronger with the extensions to our

method than with GLAM2, however GLAM2 had better overall alignment accuracy with

the PROSITE datasets when contaminating proteins were present.

As noted, motifs can also be used with the sequence classification problem, and we

attempted to do so here, but ultimately found that this falls short with type II secreted

motifs. Profile-HMM's have their limitations with respect to representing this type of motif

without bringing in an unacceptable level of false positives.

1.1 How this document is organized

Chapter 2 will review subcellular localization: its biology, motifs involved, and compu­

tational prediction. This served as the original motivation for motif discovery. Chapter

3 discusses the representations of motifs, and existing motif discovery work. Chapter 4

will present an outline of the basic Gibbs-HMM method that we make use of, as well as

two extensions to the basic approach designed to address particular cases. Chapter 5 will

present the results of experimental approaches. Chapter 6 lists several future directions for

investigation and research.

1.2 Contributions of this work

This works demonstrates the adaptability of the Gibbs sampling method for gapped motif

discovery. At the time of the development of most of the work, it was the only known research

involving Gibbs sampling with a profile-HMM motif representation. GLAM2 was recently

published and also found to involve a motif representation very similar to a profile HMM and

also uses Gibbs sampling to determine the parameters of this model. Our methods diverge

considerably in terms of how proteins are selected or excluded for usage in the model, and

in some cases our methods were found to outperform those of the state-of-the-art GLAM2

motif discovery method.



Chapter 2

Subcellular localization

2.1 Biological background and localization

The bacterial cell consists of the cytoplasm, surrounded by a lipid bilayer called the cy­

toplasmic, or inner membrane. Gram negative bacteria have an additional lipid bilayer

beyond the inner membrane called the outer membrane, as well as a space between the two

membranes referred to as the periplasm; Gram negative bacteria also possess a thin cell

wall which is not regarded in most prediction methods as a major target of localization.

Gram positive bacteria are further surrounded by a thick peptidoglycan cell wall, in lieu of

an outer membrane and periplasmic space.

Proteins can be thought of as the functional workhorses of any type of cell, including

bacterial cells, with functions ranging from metabolism to motility. In the simplest possible

encoding, proteins can be regarded as I-dimensional strings of amino acids, having a possible

20 letter alphabet.

Focusing on the Gram negative example, of which more literature regarding localization

abounds, following the synthesis of proteins in the cytoplasm, a protein can be targeted to

one or more of these subcellular compartments, as well as the extracellular space (or other

cells) surrounding the cell. A number of mechanisms have been discovered experimentally

that carry out this targeting of proteins to the different localizations. Many proteins possess

an N-terminal sequence motif that enables the protein to be translocated, via the general

secretory (Sec) [44J pathway through the cytoplasmic membrane. Proteins translocated

in this fashion may remain in the cytoplasmic membrane or periplasm, or be transported

to the outer membrane or extracellular space via other methods. Another pathway with

4



CHAPTER 2. SUBCELLULAR LOCALIZATION 5

Figure 2.1: Bacterial protein subcellular localization on the left is the Gram negative mor­
phology of bacteria, with dots indicating the five major localizations from inside to outside:
cytoplasmic, cytoplasmic (inner) membrane, periplasmic space, outer membrane, and ex­
tracellular space. On the right is the Gram positive morphology, with dots indicating the
four major localizations from inside to outside: cytoplasmic, cytoplasmic membrane, cell
wall, and extracellular space.

well-characterized motifs is the Twin Arginine Targeting (TAT) [37] pathway which also

translocates proteins across the cytoplasmic membrane, into the periplasmic space, where

most of them remain. The outer membrane insertion pathway is a poorly characterized

pathway that pulls proteins from the periplasmic space to the outer membrane. Described

in the following paragraphs are means by which a protein may be secreted all the way to

the extracellular space of a bacterium.

The gram-negative type I secretion system is carried out by a translocator consisting

of three proteins that span the inner and outer membranes, bypassing the periplasm and

shuttling proteins directly to the extracellular space [14]. The type II secretion system,

[44] common to both Gram positive and Gram negative bacteria is a two-step process in

which proteins are first translocated across the inner membrane by either the Sec of Tat [37]

pathway. It is possible for proteins to remain in either the inner membrane or periplasmic

space at this stage, in which case a protein cannot be said to be truly type II secreted.

In a separate stage proteins are then translocated across the outer membrane into the

extracellular space via an outer membrane apparatus of 12-16 proteins called the secreton.

[12]. Type III secretion systems are classically injectisomes, apparatuses that commonly

allow bacteria to inject proteins directly into a eukaryotic host cell via a complex structure

of proteins spanning the two membranes. These injectosomes share an ancestral relationship

with the flagellar apparatus that plays an important role in motility [30].
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Type IV secretion systems are involved in the secretion of toxins and bacterial pathogens

into host eukaryotic cells and other bacteria. They consist of a complex apparatus spanning

both membranes that can secrete protein and DNA. [1:1.].

There are also several self-sufficient pathways capable of exporting proteins across the

outer membrane without the use of ATP, following export via the Sec or Tat pathways.

These include autotransporter 1, autotransporter 2, two partner secretion, and chaper­

one/usher pathways. [52]

2.2 Subcellular localization prediction

Experimental determination of where inside, or outside, of a cell a protein localizes remains

a labour intensive process that cannot nearly keep up with the rapid rate of bacterial genome

sequencing. This leads to the question of whether a protein's subcellular localization can

be computationally predicted, given only its sequence.

There are a number of reasons that the determination of a protein's subcellular localiza­

tion is of interest. A protein's localization can provide an important clue as to its possible

function. Also, as a genome of a bacterial pathogen is newly sequenced, many in the phar­

maceutical industry would be interested to determine proteins located towards the outside

of the cell (outer membrane or extracellular space) as these would be more likely candidates

for drug targets. Localization may also provide interesting clues to bacterial evolution,

namely how the distribution of protein localization changes based on the environment and

needs of different species or strains.

A number of methods for computational prediction of protein subcellular localization

have been developed in recent years, for a more extensive review see [21]. In all methods

described the protein is encoded as a I-dimensional string, corresponding to the sequence

of its amino acids. No other prior information about the protein, which cannot be compu­

tationally inferred or predicted from the primary amino acid, sequence is used.

PSORTb [19], [20] involves a series of independent modules, each making a prediction of

a particular localization, or, if not enough certainty is present, returning a value of Unknown

Localization. The predictions from the various modules are integrated via a Bayesian net­

work, which outputs a predicted localization for each protein, or Unknown if no individual

module gave a prediction, or too much conflict is present between the modules. Viewed sys­

tematically, the various modules are indicative of many of the general strategies that have
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been used in computational approaches for the prediction of subcellular localization. There

is a BLAST [3] module.in which a database of proteins of known localization is searched,

with the protein of unknown localization as the query. The localization of the protein giving

the best alignment to the query protein (where best alignment is based indirectly on the

edit distance) is then the predicted localization for the query protein. A series of support

vector machines (SVM's) are also used. SVM's are a discriminative method that serve best

for two class problems, but do not require the data to be linearly separable. A series of

items of known class label are input to an algorithm that determines the maximum separa­

tion possible between the two classes. This maximum separation is actually a hyperplane.

Data points of unknown class label can then be scored against this hyperplane and a class

label assigned accordingly. Typically, support vector machines require that each data point

input for either training or for scoring be a vector of real values. Since proteins are here

encoded as I-dimensional strings, of variable length, a transformation is required. In the

case of PSORTb, frequent subsequences within a set of proteins of common localization are

determined. The values within a protein's vector are then set to 1 indicating the presence

of this frequent subsequence, and 0 otherwise.

Proteome Analyst [35J is one method that diverges somewhat from what is commonly

seen amongst prediction methods. Like one module of PSORTb, it carries out a BLAST

search, however the database search consists of the full SWISS-PROT database, including

proteins of unknown localization. Keywords are extracted from the top protein hits, and

are then passed to a Nave Bayes classifier to assign the protein to one or more localizations.

The latest version of Cello [56] makes use of support vector machines. They employ a

number of strategies for extracting numeric information from a protein that can be input

into a support vector machine, including amino acid composition, n-peptide composition,

and gapped dipeptide composition.

PSLPred [9] is another tool that makes use of support vector machines, in addition to

values based upon the amino acid composition of the protein, certain real-valued physico­

chemical properties of the protein are determined based on calculated values for the indi­

vidual amino acids, which are then used as values in the vector used to train and score the

SVM.

PSLI0l [51] shares a common linkage with PSORTb in that it makes use of a variety of

modules providing different biologically motivated insights regarding localization prediction.

In addition to an SVM based upon many of the same features as described with Cello
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above, as well as features based on solvent accessibility and secondary structure, they also

apply computational methods for the detection of certain sequence features associated with

particular localizations. These sequences include the Sec motif for translocation across

the inner membrane, transmembrane alpha-helices, TAT motifs, and transmembrane beta­

barrels (for outer membrane proteins).

If one considers the various methods for computational prediction of bacterial protein

subcellular localization, several limitations come to mind. Considering first SVM-based

methods, support vector machines are an excellent discriminatory tool, and solid attempts

have been made to extract biologically relevant features of a protein, such as amino acid

composition and physico-chemical properties, for use in an SVM. However, support vector

machines are weak when it comes to interpretability. One is presented only with a local­

ization prediction, with little ability to analyze what features of the protein in particular

led to this prediction, or means of weeding out a potentially spurious prediction. Sequence

alignment based methods rank better in terms of interpretability, as one can readily see

which proteins a query protein gave a significant alignment to, but these too have their

drawbacks. One obvious one is the dependence on a comprehensive database of proteins of

known localization, or, in the case of Proteome Analyst's keyword based approach, proteins

with keywords relevant to localization. Perhaps of greater methodological importance is the

fact that, using local alignment methods such as BLAST, proteins may give a significant

alignment while not sharing a common localization. In this case, the alignment is based

upon significant similarity within a functional domain unrelated to localization. PSORTb

addresses this issue by requiring that the region of significant alignment be at least 80% of

the length of both the query protein of unknown localization, and the hit protein of known

localization, thus effectively rendering the alignment tool a global one. The downside of

this is that proteins are typically not believed to localize to a particular site based upon

global sequence characteristics, but rather particular short motifs are mainly responsible.

Thus scoring a query protein for the presence or absence of these motifs would seem like the

ideal solution. PSORTb already makes use of many of these motifs towards localization.

Often these motifs are not the true motifs responsible for the protein's localization, but are

still nevertheless very useful clues, as all other proteins of known localization that share

the particular motif also share a common localization (100% precision). Given our present

knowledge about most means of localization, and the motifs of target proteins involved, this

is a perfectly acceptable compromise. When considering PSORTb as a system, most protein
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predictions are made based upon BLAST hits, or the support vector machines. For all of

their pitfalls, these tools still achieve better overall coverage, with reasonable precision, than

the tools based upon motifs. Thus, a reasonable goal in trying to enhance both the inter­

pretability, and the overall coverage of a subcellular prediction program such as PSORTb

would be to add to the set of localization-related motifs against which query proteins are

scored.

2.3 Known motifs relevant to localization

In what is regarded as the "classical" form of protein translocation, the Sec-dependent

pathway of translocation across the cytoplasmic membrane, the signal motif involved does

not have a concrete consensus sequence, but rather a three region structure composed of the,

n-, h- and c-regions. The most amino-terminal n-region often contains positively charged

residues. The central h-region is a region of about 7 to 15 predominantly hydrophobic

residues, followed by a more polar, carboxy terminal c-region [38]. A variety of tools exist

to computationally determine whether to not a protein sequence has the N-terminal Sec

motif, most notable is SignalP [41], which combines neural network and Hidden Markov

Model based predictions. Motifs involved in the Main Terminal Branch of the type II

secretion pathway, responsible for proteins being translocated across the outer membrane,

are less well characterized.

The T\Yin Arginine Translocation pathway is another pathway able to translocate pro­

teins across the cytoplasmic membrane. In this case, proteins display a consensus motif of

S-R-R-x-F-L-K [37]. Tat signal peptides are another example of a motif for which compu­

tational tools already exist, namely TatP [8].

Many, but not all of type I secreted proteins characterized so far have a multiple glycine

rich repeat regions that specifically bind calcium ions. This calcium binding region should

be clearly distinguished with what is also termed the C-terminal signal secretion signal,

also a well-conserved region consisting of negatively charged residues followed by three

hydrophobic residues [14].

Type III secretion is believed to rely on a structural signal with little primary sequence

conservation in the N-terminal region. This signal remains poorly characterized [30]. Recent

in-vivo studies have suggested that a C-terminal region is necessary for type-IV dependent

secretion [11]. A consensus sequence among particular Agrobacterium tumefaciens secreted
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proteins has even been developed: R-X(7)-R-X-R-X-R-X-X(n) [1].

Amongst the various types of proteins that can be translocated across the Gram neg­

ative outer membrane in the absence of ATP, the C-terminal translocator domain seen in

auto-transporters is a well conserved region of 250-300 residues in length predicted to fold

as 12-14 stranded Beta-barrels. These already exist as recognized domains in the Pfam

database. Proteins secreted via the two-partner secretion pathway also have a well con­

served N-terminal domain [52].

Though the pathway for insertion of proteins into the outer membrane remains poorly

understood, many proteins inserted in the outer membrane share common structural char­

acteristics, namely Beta-barrels. Zhai and Saier [57]. developed a computational tool for

finding beta-barrel proteins, and applied it to the Escherichia coli genome.

Gardy et. al [19] have identified a number of PROSITE [27] patterns that, while not

directly responsible for localization, are still associated with one particular form of local­

ization, with 100% precision. They also applied a frequent subsequence based approach to

identify motifs specific to the outer membrane.

When taking stock of the current state of knowledge regarding motifs related to local­

ization one can see there is still room for improvement. While identification of proteins

that cross the inner membrane using the Sec or Tat pathways is a well-developed field,

current knowledge of motifs that are involved in subsequent translocation across the outer

membrane into the extracellular medium is still in its infancy. Some headway has also been

made in detecting particular species-specific motifs involved in type IV secretion, and less

progress still with regards to type III secretion motifs. Most mispredictions currently made

by PSORTb fall under one of two categories: cytoplasmic proteins wrongly predicted as

cytoplasmic membrane, and vice versa, and extracellular, outer membrane or periplasmic

proteins being wrongly predicted to one of these other three categories. Thus motif discov­

ery for bacterial protein localization should focus on improving discrimination particularly

between these categories.



Chapter 3

Sequence motifs

3.1 Introduction

Sequence motifs are regions of biological sequences that can describe and identify features

in DNA, RNA, and protein sequences. The features and functions of the sequence motifs

can vary widely. In DNA, the most commonly studied motifs include transcription factor

binding sites [48]. Typically located upstream of protein coding regions, these are regions

to which transcription factor proteins bind to either facilitate or block transcription of the

coding region into RNA, which, if transcribed, is subsequently translated into functional

proteins.

Protein motifs may often perform important signaling functions in the cell, through the

interaction with other proteins. Using the example of N-terminal signal sequences in Type

II secretion [44], this 18-30 amino acid region, present in the target protein to be secreted,

interacts with the SecB chaperone protein as the target protein is still being translated

and is an unfolded state. The SecB chaperone targets the protein to the membrane bound

component of the translocation machinery.

In their recent paper on the identification of biological motifs, Frith et. al. [18] identify

three somewhat distinctive classes of biological motifs. The first includes short motifs found

at functional sites such as cleavage and binding sites. The second comprises longer motifs

associated with structural domains in globular proteins. The third is composed of recurring

motifs arising from evolutionarily recent duplications of DNA sequences. Secretion signals

would probably fall under the first category, as they are not large structural regions respon­

sible for the protein's actual function, but shorter, harder to identify regions that interact

11



CHAPTER 3. SEQUENCE MOTIFS 12

with other proteins that help to guide a protein to its final localization.

As Frith et. al. point out [18], one single continuous region of protein may not be

always be sufficient to explain a biological function, and a function may in fact involve the

interaction of multiple dispersed regions brought closer together only due to the complex

three dimensional structures of proteins. At the very least, however, motifs can still be

correlated, if not explanatory for biological functions, which can still be useful in annotating

the possible function of a molecule.

A number of databases of known motifs have already been compiled including ELM [45],

PROSITE [27]' BLOCKS [24], and PRINTS [4]. Longer protein domain databases with

profile-HMM based representations include PFAM [6] and TIGRFAMs [23]. PSORTb's

[19] classification system already makes use of numerous motifs in which all proteins of

known localization containing the motif are associated with only a single localization (100%

precision). Even without a solid biological explanation for the reason a motif is associated

with a particular function or localization, motifs can still serve as a useful predictive tool.

The starting point for any representation of a motif is usually an alignment of a set

of proteins, or multiple alignment. The means of obtaining a multiple alignment can vary

greatly in terms of the evolutionary assumptions, degree of manual intervention, and meth­

ods used, and a comprehensive review of such techniques is beyond the scope of this thesis.

The input to a multiple alignment procedure would be a set of proteins or protein regions

believed to have some sort of evolutionary relationship. Though full proteins may be glob­

ally aligned, this serves as a much more difficult problem as related proteins may have large

domains added or deleted over the course of evolution while still retaining strong levels of

conservation at particular domains or regions of interest. Certainly for a motif representa­

tion the alignment involves protein subregions showing higher levels of conservation than

seen in surrounding areas.

In a multiple alignment, the set of protein regions is given, with each protein being a

row. Ideally, each column will be a set of homologous amino acid residues, with homologous

referring to the belief that, though the residues may be different, they have diverged from the

same residue in a common ancestral protein. In the case of ungapped multiple alignments,

only amino acid residues will be present in any column. In gapped multiple alignments,

columns may include gaps, representing cases where either the ancestral residue in particular

proteins has been deleted, or cases where non-ancestral amino acid residues have been added

to a subset of the proteins, with those proteins that have not undergone such insertions
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Z3H7AJKUMAN/859-881
Z512BJiUMAN/142-163
Z512BJiUMAN/542-563
Z512BJiUMAN/632-653
Z512BJiUMAN/786-807
Z518AJKUMAN/236-256
Z518AJKUMAN/1451-1471
Z518BJiUMAN/l038-1058
Z561-ENCCU/222-244
Z561-ENCCU/252-274

Cwm .. CgknCnsekqwqgHissekH
Cpf .. CeaaFtsktqlekHriwn.H
Cqh .. CrkqFkskaglnyHtmae.H
Cth .. CgktYrskaghdyHvrse.H
CII .. CpkeFssesgvkyHilkt.H
Cgk .. ChhvCftkgelqkHlhi .. H
Cwf .. CgrvFdnqdtwagHgqr .. H
Cwf .. CgrIYedqeewmsHgqr .. H
CpyegCtmeLptlsrikrHyiv .. H
ClnkdCnkrFsrkdnmlqHyki .. H

Figure 3.1: Multiple sequence alignment of several zinc finger motifs, adapted from the
PROSITE website [43]. Cases in which insertions have occurred are indicated in columns
where the majority of proteins have a "." symbol, indicating a gap, with a minority of
proteins having an actual amino acid symbol for that column.

having gaps added in the columns corresponding to inserted residues.

Two proteins from different organisms can be said to share a certain motif even if one

protein contains no subregions that are identical to subregions of the other protein. Due to

mutations that occur during the course of evolution, it would indeed be surprising if one did

see two continuous, identical regions in the two proteins. Rather, the motif regions of the

two proteins would be expected to have a higher level of similarity, with a higher proportion

of identical or similar amino acids, than seen in surrounding areas. Mutations may result in

substitution of amino acids for other amino acids, or the insertion or deletion of amino acids,

or the movement of the motif to a different region of the protein and yet the function, if any,

associated with the motif remains. Thus, motifs cannot be represented simply as strings

with any hope of finding anything but a small fraction of sequences actually containing the

motif. More complicated representations, allowing for degeneracy, are necessary. We will

turn now to ways in which motifs are actually represented in practice, with reference to

several protein motif databases.

3.2 Protein Motif Representations and Databases

3.2.1 Regular Expressions

Beyond the realm of a simple string representation, perhaps the simplest representation

possible of a motif is the regular expression or pattern. From 1988, curators of the PROSITE
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[27] database have manually developed a large number of these patterns from proteins in

the literature. Typically, curators identify groups of related proteins from review articles

published in the literature, then, focusing on regions known to be of biological importance,

curators manually scan regions of proteins looking for short, conserved regions that can be

the starting point for a pattern. Biological patterns are represented in a similar fashion

to what one may see in a regular expression syntax of formal language theory, although

the PROSITE developers do not allow for the full set of expressiveness one sees in regular

expressions in formal language theory. For each position within a regular expression, one

may have either a standard one letter amino acid code, a set of one letter amino acids to

indicate the set of possible amino acids, eg [A G S] to indicate a choice between the amino

acids Alanine, Glycine, or Serine for that position, or an x indicating that any amino acid

may be present at that position. Repetition of the degenerate letter 'x' is permitted, for

example x(3) corresponds to exactly 3 instances of any amino acid, while x(2,4) corresponds

to at least 2 but no more than 4 instances of any amino acid. Ranges are only permitted with

x, for example A(2,4) is not a valid pattern element. Regions of arbitrary length, though

allowed in standard regular expressions, are not allowed in PROSITE regular expressions,

for example there is no valid expression corresponding to x*, 0 or more repetitions of any

amino acid.

An example regular expression used to query a database of proteins could be [AC]-x-V­

x(2,4)-[ML].

A database sequence matching this query regular expression could be

TGNARVANCMDECG. Because these are short regular expressions scanned against whole

proteins, there may be flanking regions on either side of the regular expression. In this

case TGN is outside of the regular expression. A matches the first position of the regular

expression, which, following the [AC] element may be an A or C. R corresponds to the x,

which may be any amino acid. Next we have a match to the only acceptable amino acid for

the third position, V. Next we have between 2 and 4 of any symbol from the alphabet. ANC

fits this criteria. Then there is an M, corresponding to the M or L in the last position of

the regular expression. finally the DECG comprises the flanking (but not necessary) region

of the sequence.

Regular expressions are a completely qualitative form of assessing motifs. A sequence

either matches or does not match a regular expression, without a score assigned to it. The

above example matches it. If we were to have a database protein ofTGNTRVANCMDECG,
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this would no longer match, as the first position of the regular expression must be an A or

a C, and we have now substituted the corresponding position in the database protein with

aT. If one had strong reason to believe this protein region was a valid matching instance

of the biological function represented by the regular expression, one would either have to

accept that this case is excluded by the expression (false negative), or add T to the list of

choices for the first position, with no way of indicating the fact that the T is rarely seen

compared to A or C. This increased degeneracy may bring in false positive proteins that

match the more relaxed regular expression but are unrelated in terms of function.

A number of advantages exist for regular expressions over the more complicated rep­

resentations which follow. They are easily intelligible for the user and also point the user

towards the most conserved residues, which are also the most important for function. A

large set of proteins can also be scanned for the presence or absence of a set of patterns in

reasonable time [49].

3.2.2 Position Specific Scoring Matrices

There are inherent limitations in the usefulness of regular expressions in the identification

of more distant motifs. Regular expressions do not accept any mismatches, and hence for

cases where certain substitutions are rare but still happen, one must either completely rule

out sequences that have this rare substitution, or allow for an ever increasing number of

amino acids at that column, thus making the expression too degenerate to be of practical

use in certain cases.

This problem is alleviated by the use of profiles, which are quantitative means of repre­

senting motifs. For each column of a motif, they consist, not just of a set of possible amino

acids, but a probability vector of length 20, with a probability for each amino acid present

at that column. A mismatch at a highly conserved position can still be accepted provided

the rest of the motif displays a sufficiently high level of similarity.

The BLOCKS database [24] makes use of position specific scoring matrices (PSSM's) to

represent motifs against which sequences can be scored. In this implementation, ungapped

multiple alignments for groups of related proteins are obtained by means of an ungapped

motif discovery method. For each column, counts are made of each of the 20 amino acid

residues. In the very simplest form this vector of 20 probabilities could be used as the set

of probabilities for that column. In practice they are converted to a set of log odds scores.

The probability of seeing an amino acid in a column is divided by the expected frequency of
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(3.1 )

that amino acid in a random sequence, which can be readily derived from a large database

of proteins. The logarithm of this ratio is then taken due to the fact that multiplying long

lists of these ratios results in very small numbers. The summation of these logarithms is

then equivalent to the multiplication of the actual ratios. For an amino acid a, if we have

the probability Pa of this amino acid appearing at a site in a random protein sequence, n ac

counts of this amino acid in column c, and n c total amino acids in column c, the score Sac

for amino acid a in column c would be:

I nac/ncog --'----
Po

In practice, taking only the counts of observed amino acids is not a good strategy.

Particularly in cases where the alignment is of only a small set of protein regions, there will

be cases of columns with 0 counts for particular amino acids. This would obviously create an

impossible situation for taking the log-score, and even if we were not to, matching sequences

having an amino acid symbol in a certain column unseen in the training sequences would

end up with an unnecessary probability score of O. Pseudocounts therefore are added to the

observed counts (nac ) seen for the amino acids in each of the columns. In the simplest case

we could use Laplace's rule and add one to every amino acid frequency in every column.

However better estimates of the best pseudocounts to add, based upon the observed amino

acid counts, can be made use. Henikoff and Henikoff [26] review several, perhaps the most

sophisticated being the Dirichlet mixture method.

This is the method used to add pseudocounts to the PSSM's used during MEME's motif

discovery method [5], as well as the HMMER based profile-HMM's [16] that will be discussed

shortly.

The Dirichlet distribution can be thought of the distribution over a set of multinomial

distributions. In turn, a multinomial distribution governs the actual counts of a particular

set of elements observed. In this case, for a particular column of a multiple sequence

alignment, the observed counts of amino acids are governed by a multinomial distribution,

which was sampled from a Dirichlet distribution. Or, alternately a .certain fair or unfair dice

will have an underlying multinomial distribution governing the counts of 1, 2, 3, 4, 5, and 6,

seen in a set of rolls, and, if there are variations in the dice, the dice factory samples from a

Dirichlet distribution to determine the multinomial distribution associated with a dice [15].

Proteins are complicated enough that not only one Dirichlet distribution can govern all

amino acid distributions, in certain chemical or physical environments one can expect to see
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different distributions of the amino acids, and a mixture of Dirichlets is more appropriate.

How does this relate to pseudocounts? If we have an observed set of amino acid counts

for the column of a multiple sequence alignment, and a mixture of Dirichlet distributions we

can obtain the probability for each Dirichlet distribution given the observed conts of amino

acids. Using these probabilities as weights, a pseudocount for each amino acid, from each

of the mixture models involved is added to the count vectors.

By whatever means of obtaining a reasonable log odds score, once we have a PSSM,

the PSSM can then be slid along a candidate sequence and at each alignment the score for

every amino acid in the sequence is looked up in the column of the PSSM with which it is

aligned. Then the scores for all of the columns are added to arrive at the alignment score.

The maximum of all alignment scores taken over the course of the sequence is then assigned

as the score for the sequence.

In making use of fixed length, ungapped alignments resulting in a fixed length model

the position specific scoring matrix is still a relatively simple form of motif representation

to obtain. As the review of motif discovery algorithms will indicate, discovery of ungapped

motifs in protein sequences is a fairly mature field. Perhaps the most challenging part comes

with obtaining good pseudocounts to prevent the PSSM's from being overfit to the set of

training sequences, and we have enough known examples of protein substitutions to develop

some useful guidelines for obtaining pseudocounts.

For many types of protein domains the assumption that there will be no insertion or

deletion of amino acid residues is a valid one, and the PSSM is a reasonable representation

of the region. In other cases there will be insertions or deletions, and a protein with the

deletion or insertion of even a single amino acid within the motif region would receive an

unnecessarily low score when scored against the PSSM. We now turn our attention to two

related forms of representation that are quantitative and allow for insertions and deletions.

3.2.3 Generalized Profiles

In addition to a large selection of regular expressions, the PROSITE database makes use

of Generalized profiles to represent proteins with gaps, an extension of Gribskov et. aI's

[22] methods. As usual, a multiple alignment of protein regions is used as initial input.

Log-odds scores for the twenty amino acids in each of the columns are computed as we

would for standard PSSM's. In addition, a 21st column is added to represent the penalty

given to the score when a gap is encountered at that position. Due to the opportunity of
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encountering gaps, The process of aligning a protein to a generalied profile requires a bit

more computing than the sliding window scanning process that is used with PSSM's. In this

case a dynamic programming based alignment, used very commonly with standard sequence

alignment systems [50] can be easily adapted to the task.

In justifying their choice of using generalized profiles to represent motifs in the PROSITE

database, Sigrist et. al [49] point out important advantages and disadvantages of generalized

profiles compared to profile HMM's, the final motif representation whose in-depth discussion

follows. The main advantage of generalized profiles is their ease of manipulation. Because

profile HMM's are a generative model, the sum of the probabilities of all possible sequences

being generated by a profile HMM must sum to one. One cannot increase the probability

of one sequence being generated without decreasing the probability of another sequence.

Generalized profiles are not generative models for sequences and one can easily manipulate

scores for a generalized profile in a text editor. In contrast, profile HMM's are formally built

upon probability theory.

3.2.4 Profile HMMs

Profile Hidden Markov Models (Profile HMM's) are statistical models of multiple sequence

alignments. They combine the statistical framework of Hidden Markov Models (and all of

the algorithms that can be effectively used with HMM's) with the consensus representation

of a multiple alignment in the form of a profile.

An HMM essentially describes a probability distribution over a potentially infinite imm­

ber of sequences. An HMM passes through a series of states, and, restricting the scope

of our discussion to discrete cases, the states may be silent, or emit symbols taken from

a discrete alphabet. For each non-silent state, there will be a set of emission probabilities

distributed over the alphabet that govern the probabilities of that state emitting each of the

symbols of the alphabet. For each state, an HMM will also specify a probability distribution

of transitions to all states in the model, known as the transition probabilities.

The extension of HMM's to Profile HMM's is a straightforward and intuitive one. The

sequences that are emitted are biological sequences (DNA, or, more commonly, protein);

typically the set of sequences used to construct a common model are believed to share some

sort of evolutionary relationship such that it makes sense to construct a single model from

them. The alphabet of symbols would be the twenty letter amino acid alphabet for proteins,

or the four letter nucleotide alphabet for DNA or RNA. When the sequences are multiply
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Figure 3.2: HMMER Plan7 architecture used throughout this work, adapted from [16] by
permission

aligned the resulting alignment can be visualized as a matrix with the rows corresponding to

the input sequences and the columns consisting of either symbols drawn from the alphabet

or gaps. If the sequences used in the multiple alignment are assumed to all be variants of a

common, ancestral sequence one can view the gaps as either deletions (i.e. the corresponding

column exists in the ancestral sequence but a particular sequence, or row, has undergone a

deletion for this column) or insertions (i.e. the corresponding column does not exist in the

ancestral sequence but a particular sequence or sequences have undergone a the insertion

of a new column, while those sequences that have retained the ancestral structure and

not undergone an insertion will have gaps as entries for the column). If a symbol from

the alphabet is entered at a particular column, it is regarded as a match to the ancestral

sequence at that column, though very often a mutation to another symbol of the alphabet

has occurred.

The matches, insertions, and deletions can be translated to hidden states in a profile

HMM model, with each column of the original alignment that corresponds to the the an­

cestral sequence (that is, columns that are not insertions into the original sequence) having

a corresponding match, insert, and delete state. Match states will emit symbols from the

alphabet. Those columns that represent insertions are not represented as separate columns

in the model, but transitions to the Insert state of the most recent column that is part
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of the ancestral sequence. In a multiple sequence alignment in which there are x ances­

tral columns, there will be 3x match, insert, and delete states, with one of each for each

ancestral column. Arbitrary transitions between any of these 3x states are not permitted.

Practical considerations also further restrict the architecture in actual implementations of

profile-HMM theory. The profile-HMM architecture used throughout this work is the plan

7 architecture used in the open source profile-HMM software HMMER.

The I, M, and D states correspond to the insert, match, and delete states for the columns

of the multiple sequence alignment. As can be seen there is a linear ordering in terms of

the transitions allowed. Often multiple amino acids may be inserted in a location that

corresponds to only a single symbol in the original ancestral sequence, this necessitates the

loops from Insert states to themselves, with one symbol being emitted for each transition to

the insert state. Since each column corresponds to a single symbol in the original ancestral

sequence, there can only be one match state per column, and one only symbol that can be

deleted, hence the absence of loops for these two types of states.

Sand T states are silent states corresponding to the start and end of the model. Since

in practice profile HMM's are aligned to full protein or DNA sequences, of which only a

small portion correspond to the actual do'main one also needs Nand C states, referring

to, in the terminology of protein chemistry, the N-terminal and C-terminal regions that

lie upstream and downstream of the actual domain represented by the I, D, and M states

of the model (referred to as the main model by the developers of HMMER). These states

will be responsible for emitting the symbols that lie before and after the symbols emitted

by main model states. After passing through the N state corresponding to non-domain

symbols, the model will pass through a non-emitting B state representing the beginning of

the main model. Similarly, the model passes through a non-emitting E state immediately

after exiting the main model section. In cases in which there are multiple instances of a

domain in a single protein or DNA sequence, looping through the J state will allow for

emission of symbols that lie after the end of one domain region represented by the main

model, and before the beginning of the next domain region.

Constructing a profile-HMM

Eddy [16] differentiates between two ways of constructing a profile-HMM. Training a profile­

HMM consists of inputting a set of sequences in which the multiple alignment is not known.

If the multiple alignment is not known for a particular sequence, then the state path through
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M, D, and I states will also be unknown. In this case traditional HMM algorithms such as

Baum Welch must be used which will perform simultaneously the multiple alignment of the

sequences and the setting of parameters for the transition and emission probabilities. On

the other hand, building a profile-HMM will take as input a set of sequences that have been

multiply aligned, in which the alphabet symbols and gaps have already been assigned to

columns, and setting the emission and transition probabilities is a simpler case of counting

symbols per column as well as transitions between states, adding appropriate pseudocounts,

and converting these to appropriate emission and transition probabilities (HMMER also

carries out a maximum a posteriori algorithm to appropriately assign columns of the multiple

alignment to either columns that were part of the original ancestral sequence, or inserted

columns). The HMMER developers [16] cite the local optima that optimization algorithms

for training a profile HMM from unaligned data can run into as the reason for HMMER, in

its current implementation, accepting as input only pre-aligned sequence data, and building

a profile HMM. It is not intuitively obvious, however, why a multiple sequence alignment

algorithm cannot fall into local optima of its own.

Columns of the alignment that correspond to Match columns, that is residues that have

a corresponding residue in the ancestral protein sequence, are identified using a maximum

a posteriori method, other columns are treated as insertion columns. Amino acid emission

probabilities for Match states are then used in a very similar manner to what is seen with

the columns of a position specific scoring matrix. Amino acids are counted, then Dirichlet

mixture-derived pseudocounts are added for each amino acid. The probabilities are divided

by null probabilities of amino acids seen in random protein sequences, and the log is taken

to obtain scores for each amino acid in each column. Deletions in the ancestral, match

columns are counted independently for each column, as are insertions of amino acids into

non-match columns and from these transitions probabilities to insertion and deletion states

are obtained. Because the multiple alignment seen in the set of proteins available for the

model may over- or under-represent the true amount of insertions and deletions seen in

all possible proteins (known and unknown), Dirichlet priors (only a single component) are

also used for the transition probabilities, these were based upon large scale alignments of

protein domains. Insertion emission probabilities also use priors different from those seen

with match emission probabilities, more reflective of the types of amino acids seen in known

insertions.
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Relevant HMM-related algorithms
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Given a profile-HMM (or any other type of HMM), there are several questions that we can

ask, and corresponding algorithms that do so.

Viterbi

Given a sequence, what is the most likely path through the HMM (and what is the proba­

bility of this path)?

In our case, we are presented with a sequence of amino acids, and a profile-HMM. We

wish to know the most probable state path (which amino acids correspond to match or

insert emissions? Does it pass through any delete states?). In essence, w~ are determining

the most likely alignment of the amino acid sequence to the profile-HMM model.

Viterbi makes use of a dynamic programming approach, in which, starting from the first

element of the sequence, for each possible state the maximum possible score (or probability)

obtained from any state path that ends in the state at the current sequence element is

stored. The matrix continues to be filled out, with the maximum score for each state ending

at each sequence element stored in the matrix, until the last sequence element is reached.

The most probable path can be found recursively. As it turns out, the probability of

the most probable path is a useful approximation to the overall probability of a sequence

given a model. This is the default implementation used by HMMER whenever one wants

to obtain the probability of a protein sequence using a model, and is used throughout here

as well.

Forward Given a sequence, what is the overall probability of this sequence passing

through the profile-HMM model?

One again, we are presented with a sequence of amino acids, and a profile-HMM. This

time, the probability of all possible paths (all possible alignments) is obtained.

This is done with the same dynamic programming based approach as seen in Viterbi,

however for each state and each sequence element, the sum of all previous alignments up

to the sequence element before the current sequence element is stored, rather than only the

maximum score.

Baum Welch

This is an EM based approach to learning the emission and transition probabilities,

given the emitted sequences only.
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In this case the emitted sequences would correspond to a set of unaligned motif se­

quences. The iterative, EM approach involves, in words, calculating the probabilities of

state paths given the current model parameters, then optimizing the model parameters

given the probabilities of the state paths.

In principle this can be used, in practice HMMER has discontinued the implementation

of the Baum-Welch approach for training a profile-HMM, favouring instead the approach

of building a profile-HMM from pre-aligned sequences. As discussed earlier, their reasoning

is that the EM approach is more prone to local optima, though how this is avoided by

pre-aligning the sequences is not obvious.

3.2.5 Conclusion to Motif Representation

One of the first, if not the first, protein motif databases was PROSITE, which began in

1988 as a set of manually derived regular expressions from proteins in which the domains

involved in a certain common biological function were well characterized by biological exper­

imentation. With the increasing proliferation of biological sequence data (DNA and protein

sequences) in the 1990's, came an interest in finding motifs in sets of related sequences in a

more automated fashion. An input set of proteins would be known to share some common

function, localization, or other biological commonality, but the motif responsible is too short

and located at such varying places within each protein that the motif regions do not align

when a multiple alignment of the full proteins is carried out. We will now turn our attention

towards several of the more prominent protein motif discovery algorithms.

3.3 Motif Discovery Procedures

3.3.1 Pratt

Pratt [28] is a tool for discovery of regular expressions within set of unaligned proteins. It

makes use of a minimum threshold of sequences that any output regular expression must

match. In the basic algorithm, Pratt starts with the empty pattern (e), which matches all

sequences. The algorithm then branches out to all regular expressions (using the restricted

definition of regular expressions discussed for PROSITE patterns). All possible extensions of

the empty pattern that involve adding either a single amino acid or a restricted set of amino

acids is then considered. Those extensions that result in a regular expression not matching
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the minimum threshold of sequences are not further considered. In subsequent iterations

extensions that involve adding a fixed length wildcard (series of x) followed by a single

amino acid or set of amino acids are also considered. Pratt also makes use of several more

advanced techniques for extending the regular expression using flexible length, as opposed

to fixed length wildcard regions without blowing up the search space. The bottom line is

that regular expressions, while simple and suitable for certain simple types of motifs do not

have the expressive power for other classes of motifs, such as the localization motifs we are

interested in.

3.3.2 MEME

In the expectation maximization (EM) approach [33], the motif is encoded as a position

specific scoring matrix, which is refined through a series of alternating E and M steps. The

input provided is once again a set of unaligned protein or DNA sequences, and the unknown

information that is to be found are the start sites of the motif (of fixed length) which can

then be easily aligned to build a position weight matrix. At each E step, for each sequence,

the probability of seeing the sequence given each possible start site is calculated. Now, using

the probabilities that the site starts in each of the possible position as weights, a summation

of each of the entries in the position weight matrix is done. For example, if the probability

that a window starts at position 50 of the third sequence is 0.01, and position 50 of the third

sequence is an A, then 0.01 will be added to the counts used in the PSSM entry for row A

in the fiftieth column. The maximization step is straightforward in this case and consists

of normalizing the sample counts obtained from the expectation step such that they form a

probability distribution across the symbols of the alphabet for each column of the PSSM.

The most well-known EM-based motif discovery still in use today is MEME [5]. MEME

makes use of a number of extensions to the basic EM-based algorithm, including relaxation

of the assumption of one motif per sequence to adapt to noisier data with zero or more than

one copies of a motif per sequence, also motifs are probabilistically erased after they are

found to allow for several distinct motifs to be found within the same set of sequences.

3.3.3 Existing Gibbs Sampling PSSM methods

Lawrence et. al. [32] were the first to publish a paper related to Gibbs sampling and motif

discovery in biological sequences. As with EM-based approaches, the motif is described as
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a position specific scoring matrix. In the basic form of the Gibbs sampling approach, one

motif per sequence is assumed, a motif width, w, is input along with the set of sequences

believed to share a motif. At any stage of the Gibbs sampling procedure, there will be a

list of putative start points of the motif, with one motif per sequence. The regions covered

by these motifs are aligned (an ungapped alignment of sequences of length equal to w)

and a PSSM is obtained by counting occurrences of each symbol in each of the columns

independently. The distribution of symbols in all of the regions of all sequences not covered

by motifs is also obtained and provides the background distribution of symbols.

The algorithm is initialized by choosing random start sites within the various positions.

Two steps are carried out:

a) Predictive Update step One of the input sequences is chosen, either randomly or in

a specified order. The PSSM and background frequencies are then calculated based on the

selection of motifs in all sequences but the single input sequence chosen.

b) Sampling step In the sequence selected in the predicted update step, every segment of

width w is considered as a possible instance of the motif for that sequence. The probability

that the sequence was sampled from the background distribution, P(X), is determined, as

well as the probability that the sequence was generated by the motif, as encoded by the

PSSM from the previous predictive update step, Q(X). A weight A(X) = Q(X) / P(X) is

then assigned to each segment, and based on these weights, a segment is sampled. The start

point of this segment is then assigned as the start point for motif within that sequence.

Though the initial random configuration of motif start sites should favour no particular

motif, once several of the correct start sites of motifs have been randomly chosen, the PSSM

generated will imperfectly represent the true description of the motif, and correct start sites

in other sequences will be sampled with greater preference.

A number of extensions have been made to the basic Gibbs sampling procedure over the

years. Neuwald et. al., [40J relaxed the one-motif per sequence assumption by introducing

the concept of motif sampling. Thijs et. al. [53, 54J extended the Gibbs sampler in several

ways for DNA sequences only, most notably by making use of a higher order background

model. Two extensions involving allowances for gapped probabilistic motifs will be discussed

now.
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3.3.4 Gibbs sampling: Statistical Perspective
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An accessible review of Gibbs sampling is provide in [IOJ. Gibbs sampling is used in practice

when we wish to find characteristics of a marginal densitygiven a joint density f(x, Yl, ... , Yp):

f(x) = J...Jf(x, Yl, ···Yp)dYl, ...dyp. (3.2)

In practice, the integral may be analytically difficult or impossible to obtain, so instead

a sample from f(x) is taken. In an example with a pair of random variables (X, Y), the

Gibbs sampler generates a Gibbs sequence of random variables

(3.3)

An initial value Y& is specified, and conditional distributions f(xly) and f(ylx) are

alternatively sampled:

Xj rv f(x , Yj = yj)

YJ+l rv f(y I Xj = xj). (3.4)

The distribution of X~ converges to f(x) as k -- 00.

In the motif discovery with PSSM case f(x) can be thought of as the potential distribution

of motif start points (with fixed length PSSM motifs) within one of the sequences (the

"leave-out" sequence). The variables in the set Yl ...Yp are the motif start points in the

remaining sequences. We determine f(xIYl'''Yp) by obtaining the PSSM from the motifs

in the remaining sequences and the background vector from the non-motif regions, from

which we can readily obtain the Q(X)jP(X) scores of motif j background probability for

each candidate motif in the leave out sequence; once this is normalized we will have the

density f(xly) from which we may sample. In general, as we are working with more than

two sequences, and we are interested in the motifs present in not only one but all of the

input sequences, each sequence will be alternately taking a turn as the "leave-out" sequence,

or the sequence from which we sample a motif from the conditional distribution f(xly).

While we could obtain such values as the frequency with which each potential start site

was sampled, Gibbs sampling in motif discovery is mainly used as a tool in which a motif

site is sampled for each sequence, and the combination of start sites giving a high score or

likelihood is chosen as the best overall motif representation.
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3.3.5 Gibbs sampling vs. Expectation Maximization
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Depending on one's perspective, EM may be thought of as the deterministic analog of Gibbs

sampling, or Gibbs sampling may be thought of as the stochastic, non-deterministic analog

of EM. Gibbs sampling is less prone than EM to local optima because it may at certain stages

sample a less than optimal choice of parameter. However, convergence is more difficult to

determine in a Gibbs sampling approach [47].

3.3.6 MCMC Method

Neuwald and Liu [39] make use of a Markov Chain Monte Carlo method for exploring the

search space of possible alignments. A full alignment (multiple copies of different motifs) is

carried out, conserved, ungapped block regions initially being separated by variable length

regions not involved in the alignment. The approach maintains an ungapped alignment

throughout the entire process, but individual proteins may be shifted within the alignment,

or individual residues within proteins may be inserted or deleted in order to make the

alignment a higher scoring one. A traceback needs to be kept so that one can recover the

original alignment, complete with gaps. Though this is a multiple alignment procedure, it

is also a motif discovery algorithm, as the blocks can be shifted and correspond to the most

highly conserved regions.

The alignment probabilistically transitions to new states, which are first proposed and
~

then accepted or rejected according to the probability ratio between the proposed and

current state. Given a current alignment, transitions to other states can include adding

or deleting columns, hiding an insertion (the opposite being showing the insertion), which

involves removing a portion of a sequence from the block alignment that corresponds to a

short insertion within a conserved motif. Likewise, the Fill Deletion operation fills in gaps

within a sequence in order for it to better correspond to actual evolutionary history.

No implementation of this approach is available, or compared in the recent motif paper

by Frith et. al. [18] and it is difficult to understand the practical ramifications of their

approach with datasets. Frith et. aI, however, point out several shortcomings of their

approach. Two notable shortcomings, which are addressed both by Frith et. al and by

our own work by virtue of the profile HMM technology include the fact that Neuwald and

Liu use simple Dirichlet priors rather than a mixture for amino acid frequencies, and that

Neuwald and Liu do not use position specific insertion and deletion probabilities. Since



CHAPTER 3. SEQUENCE MOTIFS 28

insertions and deletions tend to concentrate in a few positioris, position specific insertion

and deletion probabilities are more realistic. As can already be seen from the discussion

of profile-HMMs, these issues are addressed by our profile-HMM based approach, as each

column can vary in terms of the transitions to insertion and deletion states.

3.3.7 GLAM2

Frith et. al [18] developed GLAM2. Starting from a random alignment corresponding

to a motif in the sequence, two types of Gibbs sampling are performed that modify the

alignment. In site sampling, one of the input sequences is chosen at random and re-aligned

to the motif. Via dynamic programming-based alignment, all possible continuous substrings

of the sequence are aligned to the motif, with a score M(i,j) recorded for the score obtained

by aligning the subsequence starting at position i and ending at j. The sum of all of

these scores is taken, and the choice of sampling from within the protein sequence and not

sampling is made by summing all of the endpoint scores, and assigning an arbitrary score

of 1 to the option of not sampling. Then a sampling is done in which the choice is between

not sampling that sequence at all (score is 1), or sampling from the protein sequence (score

is sum of endpoint scores). If the endpoints scores are higher, the chances of excluding the

sequence from the model will be lower, as the score of 1 will be lower relative to the sum of

scores.

If the decision to sample from the protein sequence for this iteration is made, the end­

point, j is sampled proportional to the sum of all scores ending at j. Finally, an alignment

with endpoint j is sampled, using a stochastic traceback. In column sampling, a column

in the motif alignment is chosen at random and removed, then each of the other non-motif

columns is considered as a possible column within the motif, with sampling done propor~

tional to the alignment score that would result.

Column sampling can increase or decrease the width of the alignment chosen, and is

thus used by GLAM2 to optimize the motif width. Non-motif containing, contaminating

sequences are, in principle, more likely to be excluded than motif containing sequences by

site sampling. If we assume that the correct motif has been sampled from at least most of

the motif-containing sequences, when the model of the motif is aligned to a leave-out, non

motif-containing sequence, the expected score for any endpoint j will be relatively low, and

the arbitrary score of 1 that is assigned to excluding the sequence will be relatively high,

and more likely to exclude this sequence compared to a motif-containing sequence where
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the sum of scores for endpoints will be relatively high compared to the score of 1 for leaving

the sequence out from the current iteration.

GLAM2 makes use of a motif representation system very similar to that seen in profile­

HMMs. The most notable difference pointed out in their paper was the fact that insertion

probabilities do not distinguish between insertion-opening and insertion-extension (corre­

sponding to the match <- insert and insert <- insert transition probabilities of the profile­

HMM, respectively).

Due to the very recent publication of GLAM2, it is more difficult to address any short­

comings in their work. Of note is the fact that initially all sequences are included in a

random alignment. Sequences may then be probabilistically removed from the alignment

(and subsequently added again) in the site sampling stage. This could be called a top-down

method of selecting sequences that contribute to the motif, in contrast to a bottom-up

method that starts with an alignment of only a subset of sequences and adds others in a

probabilistic fashion.

In cases in which all of the input sequences contain a motif that can be detected, the

question of selecting only a subset of sequences to be involved in a motif representation is

irrelevant. However, if a subset of the input sequences does not share a common motif with

the remainder, this becomes a more relevant question. Some of the comparative experiments

will address this concern.

3.3.8 How is our work different?

First and foremost this was designed to be an extension of the Gibbs Sampler, an intuitive,

elegant, and prolific method for ungapped motif detection, to the case where motifs with

gaps present in a subset of the sequences can also be effectively and automatically discovered.

The subcellular localization prediction problem served as initial motivation, as known type

II secretion motifs are variable in length. In light of the work of Frith et. al., [18] new

testing datasets with functions unrelated to localization were made publicly available. When

addressing the problem of some input sequences not containing a motif common to the other

ones, our method also includes two distinctive methods of sequence selection that are a

bottom-up approach in contrast to GLAM2's top-up approach.
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Methods

4.1 Datasets

4.1.1 Localization motifs

Protein subcellular localization is a prime example of the biological process which may

involve the type of protein motifs we wish to find. The type II secretion [44] system in

bacteria relies on motifs located at the extreme N-terminus (starting at amino acid index

1) of the protein for the crossing of the bacterial inner membrane. Unlike functional motifs,

these signal sequences are short and have a wide variability in length, and are therefore a

good candidate for this type of motif discovery. Type III [30] and type IV [11] secretion

systems in bacteria also make use of their own distinctive machinery, and the proteins

exported via these mechanisms do not, as of yet, have a well characterized common motif

responsible. Type II secreted proteins can serve as a positive set of proteins with known

motifs planted, whereas motif discovery in type III and type IV secreted proteins represents

a search for heretofore undiscovered motifs.

A thorough search of published research and review articles on protein secretion was done

to identify as many type III and type IV secreted proteins as possible. Type II secreted

proteins, on the other hand, are already identified in the UniProt [13] database, based on

having a "Signal" domain present in the Sequence Annotation field for the protein's record.

A total of 207 Gram negative type II secreted proteins were recovered, 100 type III

secreted proteins, and 41 type IV secreted proteins. Each of the datasets were found to

have biases in terms of the proteins, i.e. multiple proteins performing the same function

30
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in very similar strains of bacteria. Due to the redundancy of the UniProt database, many

of these proteins would be expected to be extremely closely related proteins from similar

strains of bacteria, and share global levels of similarity, rather than the short, local motif

level of similarity we are looking for. Therefore, removal of redundant proteins from a

dataset prior to motif discovery is an indispensible process. CD-HIT [34] was chosen as

the data reduction algorithm to use. This program takes as input a set of proteins and an

identity percentage threshold, and clusters the input proteins; proteins are put in the same

cluster if their percent identity is above the threshold. The final output file only the largest

protein in each cluster. Using an identity threshold of 40% (No two proteins in the dataset

more than 40% identity) resulted in sets of size 158, 74, and 27 for types II, III, and IV

secretion, respectively.

Because all type II secreted proteins have an extreme N-terminal secretion motif (that

is, the motif starts at the amino acid with index 1), any possibility of the motif detection

algorithm favoring similar regions with similar indices was eliminated by randomly planting

the region annotated in UniProt as Signal anywhere else within the sequence.

In the process of developing an updated version of PSORTb, developers also made

available a set of known Gram negative bacterial cytoplasmic proteins. 5025 total proteins

were recovered, of which 3544 remained following a reduction with the program CD-HIT

removing any proteins with greater than 80% identity to a protein already in the dataset.

These proteins were used as negative cases, when needed, in classification compared to other

proteins having a secretion motif, as the cytoplasm is presumably the default location of

proteins that are synthesized at this location but lack a signal needed for translocation to

another compartment.

Type II secreted proteins were also involved in an experiment where proteins with a

known, common motif were input to the motif discovery algorithm along with sequences

known not to contain the motif; the non-motif containing proteins were randomly selected

from the Gram-negative cytoplasmic set. Two ratios were tested, where the cytoplasmic

proteins comprised 20%, and 33% of the total set of proteins input to the algorithm.

4.1.2 PROSITE motifs

Frith et. al [18] made use of 58 sets of proteins with a total of 368 sequences with

each set containing only proteins that matched a particular PROSITE regular expres­

sion. Sequences matching more than once to the same PROSITE expression in different
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subregions were excluded from the datasets. Highly similar sequences were also removed

from sets to arrive at the final total of 368 sequences using the program BLASTCLUST

(ftp:/ /ftp.ncbLnlm.nih.gov/blast). These sets of proteins were used exactly as Frith et. al.

used them, to comparatively assess the alignment accuracy of the resulting best alignment

derived from various program.

Similar to the type II study above with non-motif containing proteins being included

in the set of input sequences, three of the largest sets of PROSITE pattern containing

proteins were further studied in this manner. The pattern identifiers are: PS00028 (zinc

finger domain signature, 38 proteins), PS60014 ( alpha-conotoxin, 17 proteins), and PS01l59

(WW domain, 13 proteins). The non-motif containing proteins that were combined with

motif containing sequences in the input dataset were randomly drawn from UniProt.

4.2 Basic Gibbs sampling algorithm (HMM-Gibbs)

The required input to the Gibbs sampling approach is a set of proteins believed to share a

common motif, as well as an estimated minimal motif width w. The default minimal width

used in experiments was 12 amino acids, as this is below the length of most of the PROSITE

motifs and the type II secretion motif, and the usefulness of a profile HMM derived from

anything shorter than this is questionable.

The basic outline of the algorithm is presented in algorithm 4.1. Several helper functions

are listed following this algorithm 4.2 outlines the leave one out procedure used for scoring

a currently sampled model algorithm 4.3 and algorithm 4.4 outline how the background

distribution is obtained, and how a background probability of subsequences is obtained.

Several approaches are not listed as separate algorithms. The hmmbuild procedure is

that used by HMMER to build profile HMM given a multiple sequence alignment, based

upon the counts of amino acids in each column. HMMER's Maximum A Posteriori is used

to determine the actual architecture of the model, locations of insert columns vs match

columns. The msa subroutine calls, in practical terms, the method PROMALS and returns

a multiple alignment of the currently sampled substrings, excluding the leave-one-out.

The steps followed in the most basic procedure are as follows:

a) Sample uniformly a set of random start points for the motifs, one random start point

per sequence. The initial motifs will consist of the set of motifs that start at these random

start points and are of width w.
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b) One sequence is designated as the leave-out sequence. The currently sampled motifs from

all sequences but the leave-out sequences are multiply aligned using the program PROMALS.

c) A background null model from the all sequences but the leave-out sequence is generated.

This is a simple model consisting of proportion of each amino acid present in the sequences,

excluding the regions covered by the sampled motif regions.

d) Using the HMMER program, a profile--HMM is built from the multiple alignment of

sampled subsequences (excluding the subsequence from the leave out subsequence).

e) From the leave out sequence, -all candidate subsequences with a width ranging from w4

to w + 4 are extracted, and aligned to the profile HMM built in the previous step. Coming

up with a suitable range of widths to sample is a fairly ad hoc parameter. The choice of 4

was used as a balance between too low (motifs with larger number of insertions or deletions

would be missed) and too high (too large of a search space from which to sample).

f) For each candidate subsequence, the score Q(X), the probability that the subsequence

was generated by the profile HMM is calculated, using either the Forward algorithm, or the

Viterbi approximation.

g) For each candidate subsequence, the score P(X), the probability that the subsequence

was generated by the background null model from step c is calculated.

h) The ratio Q(X) / P(X) is determine for each candidate subsequence. These ratios are

then normalized to sum to 1, thus forming a probability distribution.

i) Based on the normalized ratios in step h), a subsequence is sampled and this is consid­

ered the current motif for the leave out sequence. If there still remains a sequence that has

not yet been sampled for the current mid-level iteration, return to step b) using a different

sequence as the leave-out sequence. If all sequences have had a motif sampled exactly once

for the current round, proceed to step j).

j) If less than 50 iterations of steps b) through i) have been carried out for the given start

set, return to step b).

k) After 50 iterations of steps b) through i), return to step a), select a different random set

of start points, increase motif width w by 2.

The procedure involves several nested levels of iteration. One round of sampling for one

particular sequence (steps b) through j)) is the innermost iteration. Carrying out steps b)

through) once for each of the input sequences is the middle level of iteration. In practice,

the algorithm is run with 10 different random start configurations (and motif widths), one
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run of steps a through i (with steps b through i repeated multiple times) is the outer level

of iteration.

Model selection (below) is carried out after all iterations are complete, to select the best

model, according to a leave one out procedure. Several forms of output are now available

and which one is used may vary depending on the data used.

a) The profile-HMM itself. HMMER has implementations in place that allow this to

happen. Given a protein sequence, it is a matter of scoring the sequence against the model

using the Viterbi or Forward algorithm, sequences that score above a certain scoring thresh­

old are candidates for further study as to whether they truly contain the motif.

b) A multiple sequence alignment. Profile-HMM's are based upon multiple sequence

alignments. Though this sampling algorithm makes use of profile-HMM's because of their

expressivity when it comes to insertions and deletions, another form of motif representation

may be built upon the multiple sequence alignment.

c) The start and end points of the motifs within the sequences themselves. Rather than

relying on the model or the alignment, the user may simple be interested in having a general

sense of the motif locations and the general amino acid composition of the areas in question;

this information is still useful for further biological validation.

4.2.1 Model selection

Refer to algorithm 4.2.

At every mid-level of iteration (a subsequence for each input sequence is sampled ex­

actly once) a profile HMM motif model can be generated from a multiple alignment of the

currently selected subregions of all of the input sequences. During the algorithm run, a

selection of subsequences corresponding to a true biological sequence may be sampled, but

due to the sampling procedure, in one or more sequences, an incorrect subregion is sampled

in a subsequent iteration, thus leading to a decrease in the quality of the model that is built.

Because there is no guarantee of improvement in the model from one iteration to the next,

criteria for selecting the best possible model from all iterations are needed.

The approach chosen was, at the end of each mid-level iteration, to do a leave-one­

out evaluation of the currently selected model. Each sequence is, in turn, treated out as

a leave out sequence, and a profile HMM is built from the alignment of the remaining

motif subsequences. Similar to the actual Gibbs sampling stage, the scores Q(X) and P(X)

are determined, and the ratio is taken. After all iterations are complete, the model with
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the highest average ratio per sequence is chosen as the final output model, along with its

corresponding multiple sequence alignment.
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Algorithm 4.1 HMM-Gibbs Basic motif discovery
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Input: set of Proteins S, minimal motif width w

Output: top scoring model maxmodel, corresponding multiple alignment maxmsa, motif

start points for each protein AlignStarts, and motif end points AlignEnds

1: maxScore {:::: -00, cw {:::: w

2: while cw :S w + 20 do

3: for all pES do

4: AlignStartsp {:::: rand(1..Length(p) - cw)

5: AlignEndsp {:::: AlignStartp + cw - 1

6: for all iter E 1..50 do

7: for all pES do

8: T {:::: S - p

9: b {:::: background(T, AlignStarts, AlignEnds)

10: msa {:::: multiplyAlign(T, AlignStarts, AlignEnds)

11: / /HMMER's hmmbuild takes as input a multiple sequence alignment outputs

12: / / profile-HMM.

13: h {:::: hmmbuild(msa)

14: / / Viterbi, as discussed in Chapter 3 returns the probability of the

15: / / most probable state path through an hmm

16: for all substring ss of p such that cw - 4 :S Length(ss) :S cw + 4 do

17: Viterbi ss {:::: Viterbi(ss, h)

18: Backgroundss {:::: BackgroundProbability(ss, b)

19: OverallScoress {:::: V iterbiss / Backgroundss

20: New motif m {:::: Sampled proportional to OverallScore

21: AlignStartsp {:::: index of first residue of m in p

22: AlignEndsp {::::index of last residue of m in p

23: scoreiter {:::: LeaveoneOut(S, AlignStarts, AlignEnds)

24: if scoreiter 2: maxscore then

25: maxscore {:::: scoreiter

26: maxmsa {:::: multiplyAlign(S, AlignStarts, AlignEnds)

27: maxmodel {:::: hmmbuild(maxmsa)

28: cw {:::: cw + 2

29: return maxmsa, maxmodel, AlignStarts, AlignEnds
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Algorithm 4.2 Leave-one-out scoring of an alignment, used for model selection
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Input: set of Proteins S, corresponding motif start points AlignStarts, motif end points

AlignEnds

Output: score resulting from leave-one-out analysis of motifs

1: score ¢: 0

2: for all pES do

3: T ¢: S - p

4: b ¢: background(T, AlignStarts, AlignEnds)

5: msa ¢: multiplyAlign(T, AlignStarts, AlignEnds)

6: h ¢: hmmbuild(msa)

7: ss ¢: p[AlignStartsp ..AlignEndsp]

8: Viterbi ss ¢: Viterbi(ss, h)

9: Backgroundss ¢: BackgroundProbability(ss, b)

10: OverallScoress ¢: V iterbi ss / Backgroundss

11: score ¢: score + OverallScoress

12: return score

Algorithm 4.3 Background

Input: Set of full protein sequences S, vectors of where motifs start and end alignStarts

and alignEnds

Output: Vector b of 20 amino acid probabilities

1: for all a E 20 letter amino acid alphabet do

2: bra] ¢: 0

3: totalCount ¢: 0

4: for all PinS do

5: i ¢: 0

6: while i ::; Plength() do

7: if i < alignStartsp or i > alignEndsp then

8: b[P[i]] ¢: b[P[i]] + 1

9: totalCount ¢: totalCount + 1

10: for all a E 20 letter amino acid alphabet do

11: bra] ¢: b[a]/totalCount

12: return v
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Algorithm 4.4 BackgroundProbability

Input: Protein String s, 20 element, 1 dimensional background model b

Output: Probability p of b generating s

1: i ¢:: 1

2: p ¢:: 1

3: while i ~ s.lengthO do

4: p = p * b[s[i]]
5: return p

4.2.2 Implementation details

38

PROMALS [42] was selected as the multiple alignment algorithm to be used in step b) based

upon its easy availability and its state-of-the-art usage of predicted secondary structures and

PSI-BLAST [3] derived profiles to guide the alignment, compared to other multiple sequence

alignment algorithms such as ClustalW [55] and MUSCLE [17]. Poor results were noted in

practice with the latter two multiple sequence alignment steps with either the type II motifs

or PROSITE patterns.

For a full description of the PROMALS multiple sequence alignment method, see [42].

In short, sequences are taken as input (in the case of our approach, short subsequences),

highly similar sequences are progressively aligned using a fast way, for other sequences, a PSI­

BLAST search with three iterations and an E-value cutoff of 0.001 is done against the UniRef

database. This is a form of search that finds distantly related proteins and returns a position

specific scoring matrix based upon the protein. The PSI-BLAST checkpoint file is used to

predict secondary structure using the PSIPRED method [29]. Profiles are obtained from the

PSI-BLAST PSSM and the predicted secondary structures obtained, and the sequences are

aligned in a progressive fashion, based on these profiles. In our implementation, the short

substrings being input to the program would be unlikely to generate realistic PSI-BLAST

based PSSM's, or secondary structure prediction, so this information is obtained from whole

protein sequences before any multiple alignment takes place, and the alignment takes place

from only the regions of the PSSM and secondary structure prediction that correspond to

the substring currently sampled for a protein.

A global-to-global alignment was done between candidate subsequences and the gen­

erated model in step d). This avoids cases of local alignment where the first half of the



CHAPTER 4. METHODS 39

candidate subsequence is aligned to the second half of the profile-HMM (or vice versa).

This results from the alignment looping through states N or C of the profile HMM of Figure

3.1 with very little reduction in the final probability, leading to artificially high Q(X) values

for cases when a local alignment is done.

4.3 Extensions of the basic Gibbs sampling procedure

4.3.1 Subset selection for motifs to sample

An observation that came after working with synthetic datasets was in cases where 50

sequences with planted motifs were input into the Gibbs sampling procedure, and less than

10 sequences had the correct planted motif sampled, perhaps by chance, this was not enough

to influence the parameters of the profile-HMM being generated to actually lead to other

motifs being sampled correctly. This becomes even more of a concern in which some of

the proteins submitted to the procedure do not contain any of the motifs in question, and

no possible subsequence sampled from the sequence can bring the motif model to a closer

approximation of the true motif. This serves as motivation for finding a way of building

a profile-HMM from only a subset of the selected sequences, and finding a good way of

choosing such a subset.

If we have a set of X sequences submitted to the Gibbs sampling procedure, and only Y

< X of the sequences have the correct motif being sampled, those Y true motifs would be

expected to have higher level of similarity to each other compared to subsequences drawn

at random from other sequences. We therefore establish a criteria for selecting a subset of

subsequences with greater similarity to each other than the remainder.

At each stage of the Gibbs sampling procedure, before the profile HMM is built from a set

of subsequences, the background model is created from the non-motif region of all sequences

and a profile HMM is built individually from each of the currently sampled subsequences

(except for the currently left out sequence).

As an aside to this method, it should be kept in mind, that, while profile-HMMs typi­

cally represent a multiple alignment of sequences, they can easily represent a single sequence,

against which other sequences may be aligned. Though the actual sequence contains no gaps

and 100% probability for a single amino acid in each of its columns, the Dirichlet priors

for emission probabilities will generate pseudocounts for amino acids in each position of

the column, with higher pseudocounts for amino acids with higher biological substitution
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probability than the observed amino acid, corresponding to the amino acid substitution

matrices used commonly in pairwise sequence alignment algorithms [25]. Non-zero transi­

tion probabilities to insertion and deletion states will also be present in each column, due

to transition priors for insertion and deletion states, these will be of a lower probability

compared to direct transition from match to match (ungapped alignment) and therefore

correspond to the gap penalties used in pairwise alignment. It was better to make use of

existing profile-HMM implementation for pairwise alignment then attempting to write or

modify a traditional Smith-Waterman based approach for pairwise alignment when the two

are really corresponding problems.
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Algorithm 4.5 HMM-Gibbs Subset selection version
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Input: set of Proteins S,

Output: top scoring model maxmodel, corresponding multiple alignment maxmsa, motif

start points for each protein AlignStarts, and motif end points AlignEnds

1: maxScore o¢::: -00

2: cwo¢:::w

3: while cw ::; w + 20 do

4: for all pES do

5: AlignStartsp o¢::: rand(1..(Length(p) - cw)) / /random int from 1 to length - cw

6: AlignEndsp o¢::: AlignStartp + CW - 1

7: for all iter E 1..50 do

8: for all pES do

9: T o¢::: S - P

10: b o¢::: background(T, AlignStarts, AlignEnds)

11: proteinSelection = subsetSelect(T, AlignStarts, AlignEnds)

12: msa o¢::: multiplyAlign(proteinSelection, AlignStarts, AlignEnds)

13: h o¢::: hmmbuild(msa)

14: for all substring ssofpcw - 4::; Length(ss) ::; cw + 4 do

15: Viterbi ss o¢::: Viterbi(ss, h)

16: Backgroundss o¢::: BackgroundProbability(ss, b)

17: OverallScoress o¢::: V iterbiss / Backgroundss

18: New motif m o¢::: Sampled proportional to OverallScore

19: AlignStartp o¢::: index of first residue of m in p

20: AlignEndp o¢::: indexoflastresidueofminp

21: scoreiter o¢::: Leave - one - out(S, AlignStarts, AlignEnds)

22: if scoreiter 2:: maxscore then

23: maxscore o¢::: scoreiter

24: maxmsa o¢::: multiplyAlign(S, AlignStarts, AlignEnds)

25: maxmodelo¢::: hmmbuild(maxmsa)

26: cw o¢::: cw + 2
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Algorithm 4.6 subsetSelect
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Input: set of Proteins S, corresponding motif start and end points AlignStarts, AlignEnds

Output: U ~ S, proteins whose substrings form a connected component

1: IIScoreMatrix tracks pairwise scores between pairs of proteins, initialized to -00

2: b ¢:: background(S, AlignStarts, AlignEnds) II Obtain background model

3: for all pES do

4: ss ¢:: p[AlignStartsp..AlignEndsp] IISubstring of protein p corresponding to motif

5: T ¢:: S - p

6: h ¢:: hmmbuild(ss) IIBuilding a model not from an alignment, but a single protein

7: for all q E T do

8: ssq ¢:: q[AlignStartsq ..AlignEndsq] IISubstring of q corresponding to motif

9: Viterbissq ¢:: Viterbi(ssq, h)

10: Backgroundssq ¢:: BackgroundProbability(ssq, b)

11: OverallScoresSq ¢:: log(Viterbissq ) - log( Backgroundssq )

12: if ScoreMatrix[p] [q] < OverallScore then

13: ScoreMatrix[p][q] ¢:: OverallScore, ScoreMatrix[q] [P] ¢:: OverallScore

14: scoreThreshold ¢:: 10

15: while scoreThreshold 2 -5 do

16: 9 ¢:: BuildGraphBasedOnScores(ScoreMatrix, scoreThreshold)

17: if 9 contains connected component with Ivl 2 vertexThreshold then

18: cc ¢:: largest connected component in g, R ¢:: set of proteins with a vertex in cc

19: W ¢:: S - R

20: msa ¢:: multiplyAlign(W, AlignStarts, AlignEnds), h ¢:: hmmbuild(msa)

21: for all PEW do

22: ss ¢:: p[AlignStartsp ..AlignEndsp]

23: Viterbi ss ¢:: Viterbi(ss, h), Backgroundss ¢:: BackgroundProbability(ss, b)

24: OverallScoress ¢:: log(Viterbiss ) -log(Backgroundss )

25: if OverallScoress 2 scoreThreshold then

26: R¢::RU{P}

27: return R

28: scoreThreshold ¢:: scoreThreshold - 1

29: return S IINo high scoring component, return full set by default
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Algorithm 4.7 BuildGraphBasedOnScores

Input: scoreMatrix, scoreThreshold

Output: graph G

1: for all P E scoreMatrix.rows do

2: G.addVector(P)

3: for all P E scoreMatrix.rows do

4: for all Q E scoreMatrix.col'Umns do

5: if scoreMatrix[P] [Q] :2 scoreThreshold then

6: G .addEdge(P, Q)

7: return G
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Returning to the method, the protein is run using PSI-BLAST (3 iterations with an

E-value of 0.001) and the full aligned set of hits in the motif region under consideration

is used instead of only the observed protein subsequence to build the profile-HMM. Every

sampled subsequence is then run using the Viterbi algorithm against every profile HMM

generated from a corresponding single subsequence. This generates an approximation of the

probability that the single subsequence profile HMM generated each subsequence. Every

sample subsequence is then run against the background model to determine the probability

of being generated by the background model, and the probabilities divided: Viterbi proba­

bility divided by background probability, and the logarithm obtained. What we essentially

have for every pair of subsequences sand t is a score for the subsequence s aligning to the

model from subsequence t vs the background model. We will also have a score for the sub­

sequence t aligning to the model from subsequence s vs the background model. This is not

guaranteed to be a reflexive relationship, that is these two probabilities are not expected

to be equal, in which case we choose the higher score of the two to represent the score

associated with this subsequence pair.

This problem can be then thought of as a graph, with the sampled subsequences being

nodes, and edges between them being present if the score obtained upon their alignment

using the profile-HMM based technique is above a certain threshold. It is not necessarily

the best to use a fixed threshold for the score at every iteration, as during earlier iterations

when essentially random subsequences are being sampled, the similarity between sampled

subsequences would be very low, but would be expected to increase at later iterations if the

Gibbs sampling procedure is working properly.
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Therefore, at every iteration, scores are obtained for all pairs of subsequences. Graphs

will be built using each subsequence as a vertex, with an edge between the two vertices if

the score is greater than a threshold. A strict score threshold is initially used, and a check

is done if a connected component with vertices greater than a constant threshold number of

vertices (total number of proteins / 10, or 3, whichever is greater) is present in the graph.

If not, the score threshold is reduced, edges meeting the new lower threshold criteria are

added, and another check is done for connected components meeting the threshold number

of vertices.

The vertex threshold is chosen somewhat arbitrarily; when we have an imperfect motif

model in early stages it is probably more appropriate, as only a minority (eg. 1/10) of the

proteins may have a correctly sampled motif, at later stages it may be more appropriate

to raise the vertex threshold, thus requiring a larger graph. On the other hand, it may in

other cases be appropriate to keep the vertex threshold low, when there will be a smaller,

but higher scoring graph present. Further experimentation and optimization regarding the

vertex and score threshold, and how they interact, are needed.

In an effort to add other subsequences that were missed by the pairwise approach but

have a high score to the emerging model, the model with the subset selected is built, and

aligned against all remaining substrings. Those that score above the threshold needed to

obtain the connected component are added to the model.

Once the subsequences of the connected component exceeding the threshold number of

vertices have been obtained, all possible subsequences from the left-out sequence are scored

against the motif model and the background model, but the motif model will only involve

subsequences from proteins with a corresponding vertex in the connected component.

The full outline of the modified Gibbs sampling approach is listed in algorithm 4.5 with

the procedure subsetSelect outlined in algorithm 4.6 and an auxiliary function for forming

the graph provided in algorithm 4.7.

4.3.2 Improved initial start point selection using subsequence clustering

Based on the assumption that in certain cases conserved motifs of interest may share cer­

tain physicochemical properties that distinguish them from surrounding areas, means of

using non-random start point selections at the beginning of each outer-level iteration were

developed. The Amino Acid Indices [31] are sets of real valued properties that have been

experimentally determined for each of the amino acids. Though higher order properties
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emerge from a protein when amino acids are strung together and folded in a three dimen­

sional conformation that go beyond the average of these properties, they can still be a useful

approximation of what is happening locally in sequences, and have been previously used as

a classifier for protein localization [9]. When averaged across the set of amino acids, motifs,

in certain cases such as the type II signal are different in terms of the properties compared

to other regions of the motif. Based on the average of physico-chemical properties of amino

acids within them, subregions of the proteins are clustered, and certain dusters are selected

as sets of motifs used to initialize the Gibbs sampling procedure.

Every possible subregion of length w cannot be simply input into a clustering algorithm

such as k-means; if one particular subregion wI of length w is shifted over by w to form

subregion w2, the two regions will share w-l amino acids, and the averages of physico­

chemical properties taken across their constituent amino acids will be very similar. Thus,

the sliding windows do not overlap. In a particular sequence, a different starting point for

the sliding window (from 1 to w) will lead to a different set of subsequences being chosen.

Unfortunately, due to the great variation in protein length and content, the closest possible

subregion of another sequence may result from any of the w possible window starting point

selections, leading in total to wn possible window choices across all of the sequences. For each

sequence, a random selection of start point between 1 and w was made, and the clustering

approach was repeated with different window start point selections. In practice a total of

10 runs of algorithm 4.8 are done, which in turn provide 10 sets of start points. The end

points are a fixed distance from the start point. Proteins that did not have a representative

subsequence in a particular cluster would not be used for that particular iteration. Each set

of start points replaces the random selection of start points used in algorithm 4.1.
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Algorithm 4.8 Clustering Based Subset Selection

Input: set of proteins S,

amino acid indices aaindex with every aaindex[k] being a vector of 20 real

values of chemical properties of amino acids

motif width w

Output: set of proteins R,

vector of start indices alignStarts,

vector of end indices alignEnds

1: Ilsv will be a set of vectors that are onput to k-means

2: Ilwith each vector corresponding to a protein substring

3: IInote that all substrings of all proteins are put into

4: Ilone run to k-means

5: setofVectorssv

6: for all PES do

7: substringIndex <¢::: rand(l..w)

8: while substringIndex < P.length - w do

9: ss <¢::: P[substringIndex ..substringIndex + w]

10: I I v will be the vector of average chemical values for the substring

11: vectorv

12: for all k E 1..aaindex.length do

13: for all aminoacidaa E ss do

14: v[k] <¢::: v[k] + aaindex[kHaa]

15: v[k] <¢::: v[kJ/w

16: sv <¢::: sv U v

17: substringIndex <¢::: substringIndex + w

18: IINow the substrings of all proteins will be clustered

19: Ilbased on average physicochemical properties of residues

20: setofclusterssoc <¢::: kmeans(sv)

21: clustertop <¢::: topCluster(soc)

22: IIFor every protein with exactly one substring in top

23: I IAdd the protein to R, and the corresponding start and end

24: II0f the substring to alignStarts and alignEnds

25: IIFor proteins with more than one substring in top

26: IIRandomly select one and proceed

27: return R
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Algorithm 4.9 topCluster

Input: a set of clusters soc with each cluster being a set of substrings

Output: top scoring cluster top based on leave one out analysis

I: maxScore ¢:= -00

2: for all c E soc do

3: scores ¢:= leave-one-out as done in algorithm 4.2

4: if s > maxScore then

5: maxScore ¢:= s

6: topCluster ¢:= c

7: return topCluster
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a) Divide the full set of input sequences into regions having the width of the input motif

width parameter (w).

b) Each candidate motif is scored against a set (:::::; 500) of real-valued amino-acid physico­

chemical properties. The properties are for individual amino acids, thus since we are dealing

with short peptide regions, the properties are each averaged across the entire motif. Thus

each candidate motif is encoded as a vector of 500 real valued properties.

c) The subsequences, from all sequences, are used as input for k-means. K (number of

clusters) is chosen such that the average cluster size will be equal to the number of input

sequences (one motif per sequence on average).

d) For each selection of starting windows, 10 runs of k-means (with different initial cluster

centres chosen) are done.

e) Thus we have a total of 100 different runs of k-means, each one outputting multiple

clusters. Each cluster is a candidate for a set of motif start points to run the algorithm.

To determine likely start points to move forward with, the score of the start point set is

determined in a very similar fashion to what is done at the end of every iteration

f) The top ten clusters are chosen, with the starting points used as the initial motifs as in­

put for the descriptive Gibbs Sampling. (10 different outer iterations of the Gibbs sampling

procedure)

g) In cases in which a sequence has more than one representative subsequences in a cluster

chosen, one of the representative subsequences is randomly chosen. Sequences having no

representative sequences in that cluster were not considered further for that particular outer

iteration.
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4.4 Types of assessment

4.4.1 Alignment Accuracy
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The 58 PROSITE-pattern containing datasets used by Frith et. al [18] are a useful sup­

ply of gold standard alignments of short motif regions. From any given motif discovery

algorithm, the top scoring (using the method's scoring criteria) motif is chosen. While the

representations of motifs output may differ between the algorithms (PSSM, regular expres­

sion, or profile HMM), they all represent an underlying multiple sequence alignment of the

motif region, and this is what is actually quantitatively assessed. The gapped motif dis­

covery methods GLAM2 and PRATT [28] were used, as well as the basic version of the

gapped motif discovery method described in this report. In order to assess how much is

actually gained by the added complexity of searching for gapped motifs, two ungapped mo­

tif discovery methods, MEME [5] and the original ungapped Gibbs Sampler [32] are used,

following default parameters on their webservers (http:j jmeme.sdsc.edujmemejmeme.html

and http:j jbayesweb.wadsworth.orgjcgi-binjgibbs.12.pl?data_type=protein respectively).

Once the multiple sequence alignments from the various methods and datasets were

obtained, they were assessed using the same two metrics of Frith et. al. Following their

nomenclature, the positive predictive value (PPV) is a measure of the correctly aligned

residue pairs as a percentage of the total number of aligned residue pairs in the predicted

multiple sequence alignment. Sensitivity is the number of correctly aligned residue pairs as

a percentage of the total number of aligned residue pairs in the gold standard alignment.

4.4.2 Detection of Type II Secretion Motifs

There does not exist a gold standard multiple alignment of type II secretion motifs in bacte­

ria. Multiple alignment of motif sub-regions is used as a tool throughout the Gibbs sampling

procedure but it is rather as an intermediate step towards building the profile-HMM motif

representation from which the P(X) scores come that will guide the next sampling iteration.

Therefore, using a PPV or sensitivity score for alignments resulting from motif detection in

type II secreted motifs would be impossible. We do, however, know the true cutoff points

of the motifs (and the length, since they start at index 1), as they are cleaved off during
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the secretion process (though there may exist subtle motifs in the non-signal region of the

mature protein as well, these subtle regions, if they lie immediately after the signal region

would be separated from the signal region in our datasets as the signal region is moved to

a random location within the protein).

From a run of the motif discovery algorithm, rather than the full multiple alignment,

the start and end points of each sequence motif contributing to the best scoring motif are

recovered. For each sequence, the number of true positive (TP) residues would be the

number of signal motif amino acids covered by the region indicated, false positive (FP)

residues correspond to non-signal motif amino acids covered by the predicted motif region,

and false negative (FN) residues correspond to true signal regions that were not covered by

the predicted motif regions. The standard measures of precision and recall are used:

Precision = TP/(TP + F P)

Recall = TP/(TP + FN)

(4.1)

(4.2)

If global counts were taken, the numbers would be biased in favour of proteins with longer

true motif regions, therefore precision and recall are obtained for each protein individually

and averaged across all proteins.

4.4.3 Classification ability of the model

As noted, one of the outputs from the motif discovery algorithm is a profile-HMM. This

HMM can be scanned against large databases of proteins, and proteins scoring above a

certain score threshold (or below an e-value threshold) are at least candidates for having

a motif of comparable biological function. The applicability of motifs discovered using our

processes was further assessed, treating the motif extracted as a classifier.

Five fold cross validation was carried out, which involved, in the case of type II secretion

motifs, randomly splitting the set of proteins known to carry the motif into 5 equal subsets.

4/5 were used as training data, or input data for the motif discovery algorithm and the

best model was chosen. The remaining 1/5 of proteins not involved in training the model

were then used as a testing set. They were scored against the HMMER profile-HMM
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using HMMERs built-in scoring system. In addition to testing with the 1/5 of true motif­

containing proteins, the set of non-motif containing cytoplasmic proteins (reduced with

CD-HIT using an 80% threshold) was included as a test set for all 5 folds of the cross

validation experiment. This is repeated using each 1/5 of the data as the test data in

turn. Various e-value thresholds were used and proteins falling below the threshold were

counted as a positive hit for having the motif in question. True positives, false positives,

and false negatives were counted at the whole protein level (not the amino acid level as was

done with assessment type 2) above), and precision and recall computed. As a comparison,

Frith et. al [18] developed GLAM2SCAN, a companion to GLAM2 which takes as input

a database of sequences and a GLAM2 output file (which would include all of the relevant

motif parameters in their representation), and assigns a score to proteins in the database. A

similar training/testing assessment was carried out with GLAM2 replacing our profile-HMM

sampling procedure and GLAM2SCAN replacing the profile-HMM scoring procedure.

4.4.4 Testing with non-positive sequences in the training data

As indicated in the introduction to the datasets, from the Type II secretion motifs, PS00028,

PS60014, and PS01159 datasets, non-motif containing proteins were added as contaminants

to the training datasets, in proportions of either 1/5 or 1/3. Assessments 1, 2, and 3 were

carried out with each level of contamination. In the case of assessments 1 and 2, the proteins

were added to the full set of proteins, in the case of assessment 3, the proteins were added to

the 4/5 training data (for each of the 5 folds of cross validation). The basic implementation

of our algorithm assumes that each input sequence contains exactly one input sequence,

so assessment 1 would not work favourably with it. However the two add-ons should, if

working properly, remove the sequences not containing a motif from the consideration and

assessment 1 can be compared with these extensions.
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Results

5.1 Alignment accuracy

As indicated in Table 5.1, there is a clear advantage to be gained when using either our

Gibbs-HMM method, or the GLAM2 method, both in terms of sensitivity, (percentage of the

gold standard alignment pairs that were predicted by the algorithm) and positive predictive

value (PPV, percentage of the alignment pairs predicted by the algorithm that are also

alignment pairs in the gold standard alignment). The ungapped method, MEME achieved

higher overall PPV than our method, but the sensitivity achieved was very low, indicating

that this is a very conservative method that can detect short ungapped true motif regions,

perhaps in only a subset of sequences, but missing many predictions in gapped cases.

Looking at individual alignments, it became clear that our Gibbs-HMM method generally

aligned to the correct regions, but chose a sub-optimal model length, thus leading to similar

PPV but lower sensitivity than seen with GLAM2.

TUrning our attention (Table 5.2) now to three of the datasets that were chosen for a

Method Mean PPV Mean Sensitivity
Gibbs-HMM 0.574 0.624

GLAM2 0.567 0.752

PRATT 0.326 0.398
MEME 0.620 0.241

Gibbs-Basic 0.4888 0.461

Table 5.1: Comparison of 5 methods' alignment performance with 58 Prosite Datasets
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"contamination study" where either 20% or 33% of proteins INPUT to the dataset were

randomly selected non-pattern containing proteins, GLAM2 did a very good job of main­

taining alignment accuracy and excluding the non-motif containing proteins from the final

alignment. The basic Gibbs-HMM method, which does not exclude any sequences from

the final alignment, obviously took a penalty in the PPV as many non-true aligned pairs

were included. Proteins containing the true motif were also more likely to have a spurious

selection of motif.

The subset selection method did help to alleviate the problem, in two of the three

cases it even achieved levels of PPV and sensitivity seen with GLAM2, but with one set,

PS60014, many incorrect proteins were sampled. It seems with this type of pattern the

subsequences were not sampled enough to reach the threshold for the minimum size of

a connected component, a lower threshold was picked, and this included many incorrect

motifs.

The clustering based selection of starting points (which also selects a subset of the pro­

teins) was attempted with these PROSITE datasets but gave very difficult to interpret re­

sults. For examples, with the PS00028 dataset, either "pure" or containing "contaminants",

the top cluster with one random run of k-means included substrings from 7 corresponding

proteins. Subsequent Gibbs sampling changed the motif location for most proteins very

little from the starting points, and inputting the same 7 proteins to GLAM2 gave similar

motif locations, rather than an alignment corresponding to the "true" zinc finger motif

common to all proteins in the full set. There are clearly some motif-like properties of these

regions, but perhaps this was more an artifact of larger functional domains from homologous

proteins, though the datasets were reduced to try to eliminate this redundancy. There is no

UniProt annotation for the regions covered by these motifs. While there may be something

interesting with these proteins, it is not immediately obvious and does not lend itself well

to quantitative assessment where we are trying to discover a "true" motif common to the

full set of proteins.

The clustering based start point selection is still useful when the true motif, common to

all or most proteins, has substantially different physicochemical properties than surrounding

areas and is more likely to cluster together between various proteins, as will be seen with

type II secretion.
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Method Mean PPV Mean Sensitivity
Gibbs-HMM 0% 0.551 0.725

GLAM20% 0.660 0.761
Gibbs-HMM-Subset 0% 0.625 0.482

Gibbs-HMM 20% 0.451 0.473
GLAM220% 0.567 0.752

Gibbs-HMM-Subset 20% 0.465 0.477

Gibbs-HMM 33% 0.392 0.521
GLAM233% 0.665 0.772

Gibbs-HMM-Subset 33% 0.428 0.447
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Table 5.2: Comparison of 3 methods' alignment performance with 3 of the 58 Prosite
Datasets, for each method, there are three types of dataset tested, with 0%, 20% and
33% non motif containing proteins added to the input set

Method Mean Precision Mean Recall
Gibbs-HMM 0.891 0.892

GLAM2 0.965 0.918
Gibbs-HMM-Subset 0.903 0.779

Gibbs-HMM-CIustering 0.912 0.707

PRATT NA NA
MEME 0.859 0.440

Gibbs-PSSM 0.84 0.675

Table 5.3: Comparison of 7 Methods ability to correctly locate type II Motif in pure input
dataset

5.2 Type II secretion motif location

The N-terminal type II secretion motifs were removed from proteins known to have these

motifs and planted randomly somewhere within the sequence. Precision/recall studies were

then carried out in which these modified proteins were input into 5 motif discovery algo­

rithms and the proportion of residues correctly or incorrectly included in the final output

alignment to be part of the motif were counted.

When the dataset consists purely of type II secretion motif-containing proteins, our

method falls behind GLAM2 both in terms of precision and recall. This was again the

result of differences in terms of length. Upon examining the start site selection in the top

scoring model, which in our case had length 24, the predicted motifs did in the vast majority

of cases overlap substantially with the true motifs, however, while there was variability in
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the length of motifs, it was not enough to cover the full length range of true type II motifs.

In cases when the true motif was considerably shorter than 24 amino acids false positive

residues were generated from residues wrongly being included in a too-long model, with

longer motifs, false negatives were seen from residues being excluded from a too-short model.

GLAM2 did a much better job in terms of varying the length of predicted motifs.

When run with the assumption of exactly one motif per sequence (not the webserver

default), MEME predicted an ungapped 11 amino acid region in input proteins, which in

most cases did overlap with the true motif region.

The PSSM based Gibbs sampler returned a set of results only when choosing the "Motif

Sampler" option, as opposed to the simplest "Site Sampler" option. This option instead

keeps track of a motif PSSM, and a background model, for each subsequence determines the

probability for each of these models, and samples an assignment of the subsequence to one

of these models accordingly. A fixed width input is required, and 25 was chosen, as being a

reasonable average length of type II secretion motifs.

Due to the stochastic nature, not all runs of the PSSM based Gibbs sampler gave good

results, and a high scoring set of results are presented here for their approach. A subset

of sequences did have the correct motif region, it seemed that the short 11 amino acid

subregion seen with MEME was enough to lead to this region being consistently sampled,

but the alignment continued to run in an ungapped fashion (since this is the only form of

alignment output by the Gibbs sampler) into regions where the alignment should truly have

had a gap.

PRATT struggled greatly to find a descriptive pattern for the type II motifs; the top

scoring regular expression was of the form A-x(2)-A indicating two Alanine residues sepa­

rated by any two amino acids, which generated 512 hits in 126 sequences (multiple matches

of this regular expression per protein on average) and other patterns returned were of simi­

lar accuracy. Therefore calculations of residue precision or recall for PRATT were not even

done.

5.3 Type II secretion motif location with "contaminated datasets"

Moving onto tables 5.4 and 5.5, which compare Gibbs-HMM, the two add-ons, and GLAM2

in their ability to locate true type II Motfs, there are two columns that indicate the pre­

cision. In the Mean Precision (Correct Sequences only) column, a residue is counted as
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Mean
Proportion

Mean
Precision Precision

Method (Correct Mean of Incorrect (Incorrect
Sequences Recall Sequences Sequences
only) Included included)

Gibbs-HMM 0.959 0.837 1.00 0.78
I

GLAM2 0.986 0.880 0.529 0.88
Gibbs-HMM-Subset 0.903 0.829 0.22 0.86

Gibbs-HMM-Clustering 0.912 0.81 0.08 0.89

Table 5.4: Comparison of 4 Methods' ability to correctly locate type II Motif in input
dataset with 20% cytoplasmic contaminating proteins

Mean
Proportion

Nlean
Precision Precision

Method (Correct Mean of Incorrect (Incorrect
Sequences Recall Sequences Sequences
only) Included included)

Gibbs-HMM 0.925 0.872 1.00 0.69
GLAM2 0.965 0.918 1.00 0.72

Gibbs-HMM-Subset 0.939 0.859 0.36 0.84
Gibbs-HMM-Clustering 0.927 0.877 0.24 0.85

Table 5.5: Comparison of 4 Methods' ability to correctly locate type II Motif in input
dataset with 33% cytoplasmic contaminating proteins.
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a false positive only if it is within a type II secretion motif containing sequence; this col­

umn therefore assesses how well motifs are located within a sequence when contaminating

sequences are added. The Mean Precision (Incorrect Sequences Included) column counts

as false positive residues any residue predicted to be part of a type II motif in what is

actually a non-motif containing sequence, as well as incorrectly predicted residues in motif

containing sequences, and is an assessment of the overall precision of the approach. The

percentage of cytoplasmic input proteins wrongly included in the final output alignment are

listed as proportion of contaminating sequences included. To clarify, the basic Gibbs-HMM

method includes exactly one subsequence of EVERY input sequence in the final model, so

100% of the contaminating sequences will be included in the final model. GLAM2, and

our two extensions, have means of excluding sequences from the final model, so they are

potentially lower than 100%; the lower the percentage the more desirable the result. In our

basic Gibbs-HMM approach all input proteins have subsequences listed in the final align­

ment, so 100% of the "wrong" cytoplasmic sequences are included in the final alignment (as

well as 100% of the correct type II proteins). For GLAM2, the numbers were very high,

52.9% when the cytoplasmic proteins formed 20% of the dataset, and 91% while our two

extensions achieve comparable precision while including fewer false cytoplasmic proteins

into the final alignment. GLAM2 is able to retain high precision in its ability to locate

motifs true motif-containing sequences, as indicated in the second column of tables 5.4 and

5.5, however when one includes the false positive residues predicted to be part of motifs in

non-motif containing sequences, the precision drops off substantially, particularly in table

5.5 where it is below both extensions in terms of precision.

5.4 Predictive ability

Given our current biological knowledge about type II secretion in bacteria, Gram negative

cytoplasmic proteins would not be expected to have a type II secretion motif. Thus, cyto­

plasmic proteins form a useful negative testing set, and any cytoplasmic proteins that are

predicted from a Gibbs-HMM or GLAM2 model to have a type II secretion motif would be

treated as false positives.

Five fold cross validation was done, in which, added to the 1/5 test set of type II secreted

proteins, was a large set of cytoplasmic proteins. In cases where cytoplasmic proteins were

used to "contaminate" the input training dataset, these proteins were excluded from the
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test set.

The model, either the GLAM2 model which is very similar to a profile-HMM, or from our

implementations an actual profile-HMM, is taken as output from the training step. Then

test sequences are run against the model. The choice of E-value cutoff or score threshold can

be somewhat arbitrary. In the case of HMMER, a score of each sequence against the model

is returned, and an E-value, the expected number of such sequences expected to align with

equal or greater score is returned. After seeing the results and the large number of false

cytoplasmic positives included, for each method, the top scoring 25 proteins were counted

towards the overall precision/recall tabulations. True motif-containing proteins falling below

this list were false negatives, while cytoplasmic and motif-containing proteins on the top 25

list were false positives and true positives respectively.

As indicated in Table 5.6 - 5.8, no model generated from any of the methods effectively

classifies cytoplasmic sequences and type II sequences. It should be kept in mind that

the ratio of the negatives to the positives in the testing set is approximately 50:1 meaning

that if only 2% of the cytoplasmic proteins are included as false positives, we can have

only maximum 50% precision, but this situation is unavoidable if we wish to scan large

databases of proteins for only a small number of hits. Also of note is the fact that our

extended algorithms models decrease in precision/recall slightly less than GLAM2, which

wac; more prone to inclusion of cytoplasmic sequences in the final alignment.

Results are much lower compared to SignalP [7], which is a more hand-crafted approach

towards predicting the same type of motifs, however, two points come out:

1) SignalP scans only the N-terminal region, where these motifs are known to exist in

nature, here the motifs are planted randomly, and whole protein sequences are scanned.

2) Precision/Recall numbers quoted by SignalP were with a much smaller negative testing

set of cytoplasmic proteins than used here, and some of the false positives obtained with

the GLAM2 or Gibbs-HMM model are also false positives with SignalP, though at a lower

level.

Ultimately, the results reveal that the automatically created models, though able to zero

in on the correct motif, are insufficient in their own right as classifiers for this type of data;

further handcrafting or adjustment of the model would be needed.

Efforts were also made to attempt the classification problem with the three larger

PROSITE-pattern containing datasets, however the problem of defining a truly negative

set is something that would require more careful curation. Though a negative testing set
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Method Precision Recall
Gibbs-HMM 0.64 0.57

GLAM2 0.61 0.51

Gibbs-HMM-Subset 0.59 0.52
Gibbs-HMM-Clustering 0.62 0.58
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Table 5.6: Comparison of Predictive Ability for 4 methods to classify sequences correctly
based on the presence or absence of a type II secretion motif, when the input dataset consists
purely of type II secretion proteins.

Method Precision Recall
Gibbs-HMM 0.52 0.47

GLAM2 0.55 0.46

Gibbs-HMM-Subset 0.57 0.50
Gibbs-HMM-Clustering 0.54 0.54

Table 5.7: Comparison of Predictive Ability for 4 methods to classify sequences correctly
based on the presence or absence of a type II secretion motif, when the input dataset consists
of 80% type II secretion proteins and 20% cytoplasmic (non type-II) proteins.

Method Precision Recall
Gibbs-HMM 0.48 0.44

GLAM2 0.47 0.55

Gibbs-HMM-Subset 0.53 0.50
Gibbs-HMM-Clustering 0.53 0.58

Table 5.8: Comparison of Predictive Ability for 4 methods to classify sequences correctly
based on the presence or absence of a type II secretion motif, when the input training dataset
consists of 67% type II secretion proteins and 33% cytoplasmic (non type-II) proteins.
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consisting of proteins that did not match the regular expression was initially formed, it

quickly became clear that proteins within this set had matching sub-regions very similar to

the regular region but did not give a proper match to the qualitative regular expression.

These proteins were emerging as "false positives" with both GLAM2 and Gibbs-HMM, be­

cause they were in the negative set despite actually having a region very close to matching

the pattern. Due to the abundance of poorly annotated proteins in UniProt, one cannot be

sure by casual checking whether a protein is a really a false positive or contains an instance

of the motif not exactly matching the regular expression, but has not yet been annotated.

It is a more cut-and-dry situation with type II secretion, where, based on our knowledge

of biology, cytoplasmic proteins should not have something closely resembling a type II

motif.

5.4.1 Other protein sets attempted

The initial focus of this approach was to build classifiers for protein localization, or for

specific, previously uncharacterized secretion motifs such as type III and type IV gram

negative bacterial proteins.

Attempts at this have not progressed particularly smoothly, perhaps due to the large di­

versity of proteins in the relatively small type III and type IV sets. Two large subsets of type

III secreted proteins were identified, corresponding to two genera, Chlamydia, and Pseu­

domonas. These two sets were input independently to GLAM2 and the basic Gibbs-HMM

algorithm, motifs found in the Chlamydia set were found to correspond to transmembrane

regions. Even though these are secreted proteins, they infect the cells of other organisms,

and have regions that span an inclusion membrane with unique chemical characteristics,

making them more closely resemble cytoplasmic membrane proteins of Gram negative bac­

teria. On the other hand, in the Pseudomonas proteins it was more difficult to effectively

discover common motifs. Refinements of the dataset are needed, but it may also be simply

the case that a higher order structural motif that cannot be effectively represented by a

profile-HMM is present in this class of proteins.
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Conclusion and Future Work

6.1 Contributions

In this thesis, we proposed a novel extension of the basic Gibbs Sampling approach to motif

discovery, making use of a more complicated motif representation (Profile-HMMs) to allow

for insertions and deletions to take place in the multiple alignment of the protein motifs.

Analysis of multiple alignment accuracy using a benchmark dataset of PROSITE pattern­

containing proteins was carried out with our new approach, and compared with several ex­

isting motif discovery methods, including the very recently published GLAM2 software [18].

Our method, Gibbs-HMM, outperformed all existing methods except for the state-of-the-art

GLAM2, developed recently by Timothy Bailey, one of the original developers of MEME [5].

Results were also comparable to GLAM2s performance in terms of locating planted type II

secretion motifs in Gram negative bacterial proteins, and in classifying sequences using the

motif output from the two approaches.

Gibbs-HMM and GLAM2 make use of different methods for dealing with the problem

of a minority of input sequences not containing a motif common to the remainder. In ex­

periments done with three of the PROSITE protein sets and the type II secretion dataset

containing proteins with non-motif containing proteins added, Gibbs-HMM outperformed

GLAM2 regarding classifier ability from motifs derived from the type II secretion set, per­

formed comparably with two of the PROSITE sets, and underperformed with one PROSITE

set. Advantages and disadvantages of both our approach and with GLAM2s approach exist,

depending on the type of data involved.

60
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6.2 Further work
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Particularly with the recent introduction of the GLAM2 method for gapped motif discovery

in biological sequences, there are still many tantalizing paths of future investigation.

Use of additional information beyond the basic amino acid alphabet. Our ap­

proach sought to be as generic as possible, and the amino sequence of a protein is generally

one of the first pieces of information we have about it. Certain other pieces of information,

such as secondary structure and solvent accessibility [2] can be readily obtained from com­

putational prediction. Secondary structure can be represented as a discrete alphabet, with

as few as three letters (helix, loop, and coil) superimposed on the amino acid sequence. Sol­

vent accessibility, while a real value that represents the proportion of an amino acids surface

areas exposure to the surrounding solvent, can also be discretized to an alphabet. Shared

motifs could, in some cases, share common secondary structure or solvent accessibility de­

spite low levels of amino acid sequence conservation. Efforts to incorporate this information,

for example combining the 3-letter secondary structure alphabet with the 20-letter amino

acid alphabet to form a 60-letter alphabet representation of proteins and discover motifs

within these proteins, but were ultimately abandoned due to the challenges presented by

uncertainty in the predictive ability of secondary structure/solvent accessibility methods,

and the effort needed to carefully craft Dirichlet priors using this expanded alphabet for use

with the profile-HMM.

Use of a negative training set. A subclass of motif discovery algorithms [46] take

as input both a positive and negative dataset of proteins, with the goal being to find motifs

that are overrepresented in the positive set relative to the negative one. To our knowledge,

existing methods only use ungapped representations of motifs. The localization problem

presents uses of such an algorithm, such as a set of proteins sharing a certain localization

and function, and a negative set of proteins with a different localization but similar func­

tion, and we wish to find motifs related to localization, rather than the stronger functional

motifs. Extending our approach to a discriminative approach would be a future challenge.

Mamitsuka [36] presents an interesting approach towards training an HMM using negative

training data as well as positive training data, and may be a future starting point for a

profile-HMM discovery algorithm that uses negative data during the training stages.
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Selection of length criteria. Currently the algorithm is run different times with dif­

ferent choices of motif length, a leave-one-out analysis is done on the scores obtained with

the motifs and the top scoring model is chosen. GLAM2's approach of sampling whether or

not to add or delete columns to the alignment based on scores obtained from the alignment

could be a useful inspiration for a more efficient means of choosing optimal motif length.

Gibbs-HMM obtains similar overall alignment precision (PPV) and 15% lower sensitivity

than GLAM2, indicating that while correct regions are in general being identified as motifs,

the motifs are not always extending to the full proper length of the alignment.

Assumptions made with motif sequences. Dirichlet priors derived for use in HM­

MER were based on alignments of large, relatively conserved domains. Could more useful

priors be derived for alignments of the short protein motifs we are interested in be derived?

Would these improve the effectiveness of the approach?

Motif discovery using higher order models than seen here, or at least outputting a

final model better able to classify sequences than was encountered with the models formed

by both our approach and by GLAM2
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