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## Chapter 1

## Introduction

Prime monomial algebras over a field $k$ are the object of this thesis. Given a field $k$ and a finite alphabet $\Sigma=\left\{x_{1}, \ldots, x_{d}\right\}$, if $I$ is a list of words in $\Sigma$, then we can create an algebra

$$
k\left\{x_{1}, \ldots, x_{d}\right\} /(I),
$$

where multiplication is defined as follows: If $w_{1}, w_{2}$ are words on the alphabet $\Sigma$, then we define $w_{1} \cdot w_{2}$ to be the concatenation of $w_{1}$ and $w_{2}$ if $w_{1} \cdot w_{2}$ doesn't contain a subword in $I$ and to be 0 otherwise. For a given field $k$, such a $k$-algebra $A$ is called a monomial algebra. If $I$ is a finite list of words, then we say $A$ is a finitely presented monomial algebra. Monomial algebras are useful for many mathematical areas such as algebraic geometry, combinatorial ring theory and representation theory of algebras.

The connection to algebraic geometry and commutative algebra comes via Gröbner bases. Gröbner bases reduce many difficult questions about polynomial ideals to questions about monomial ideals, which are easier to work with. Given a polynomial ring $R=k\left[x_{1}, \ldots, x_{n}\right]$ and a monomial order, a set of nonzero polynomials $G=\left\{g_{1}, \ldots, g_{n}\right\}$ contained in an ideal $I$ of $R$, is called Gröbner basis for $I$, if

$$
\operatorname{in}(I)=<\operatorname{in}\left(g_{1}\right), \ldots, \operatorname{in}\left(g_{n}\right)>
$$

where $\operatorname{in}\left(g_{i}\right)$ is the greatest term of $g_{i}$ with respect to a specified monomial order and $\operatorname{in}(I)$ is the ideal generated by the elements $\operatorname{in}(f)$ for $f \in I$. Gröbner bases associate a monomial algebra to a finitely generated algebra, and for this reason monomial algebras can be used to answer questions about ideal membership and Hilbert series for general algebras. There are two groups of problems that can be attacked with Gröbner bases [10].

1. Construction theory:

Example 1.0.1. The ideal description problem: Does every ideal $I \subset k\left[x_{1}, \ldots, x_{n}\right]$ have a finite generating set? In other words, can we write $I=<f_{1}, \ldots, f_{s}>$ for some $f_{i} \in k\left[x_{1}, \ldots, x_{n}\right][8] ?$

Example 1.0.2. The ideal membership problem: Given $f \in k\left[x_{1}, \ldots, x_{n}\right]$ and an ideal $I=<f_{1}, \ldots, f_{s}>$, determine whether $f \in I$ [8].
2. Elimination theory:

Example 1.0.3. Elimination: Compute the intersection $J$ of an ideal $I \subset k\left[x_{1}, \ldots, x_{n}\right]$ with a subring $R^{\prime}=k\left[x_{1}, \ldots, x_{s}\right]$ [10].

In addition to Gröbner Bases, many difficult problems in algebras can be reduced to combinatorial problems in monomial algebras and can be studied in terms of forbidden subwords. Monomial algebras can be used to answer interesting combinatorial problems. For example, the number of DNA strands of length $n$ on the letters $A, C, T, G$ that avoid $G A G$ and $C A T$ can be computed by finding the Hilbert series of the monomial algebra $k\{A, C, T, G\} /(C A T, G A G)$.

Monomial algebras are a rich area of study. The paper of Belov, Borisenko, and Latyshev [5] is an interesting survey of what is known about monomial algebras.

Our main focus is on primitivity of prime monomial algebras. In algebraic geometry the points of an affine complex variety are parameterized by the maximal ideals of its coordinate ring; that is, we have the correspondence

$$
\text { points in variety } \leftrightarrow \text { maximal ideals in coordinate ring. }
$$

Roughly speaking, primitive ideals are one possible noncommutative analogue of maximal ideals; and primitive rings are one possible noncommutative analogue of fields. Just as in classical algebraic geometry, for many algebras the primitive ideals are parameterized by points in a variety. In Section 2.1 we give the basic background on primitive rings and ideals.

Bell and Smoktunowicz [4] studied prime monomial algebras of quadratic growth and showed that they are either primitive or have nonzero Jacobson radical. They made the following conjecture about prime monomial algebras in general.

Conjecture 1.0.4. Let $A$ be a prime monomial algebra over a field $k$. Then $A$ is either polynomial identity algebra, primitive, or has nonzero Jacobson radical.

These type of "trichotomies" are very common in ring theory. The theorem by Farkas and Small [12, Theorem 2.2] about just infinite algebras over an uncountable field is an example of an algebra for which such a trichotomy is known to hold:

Theorem 1.0.5. Assume that $k$ is an uncountable field. If $R$ is a finitely generated, semiprimitive, just infinite dimensional $k$-algebra then either $R$ is (left) primitive or $R$ satisfies a polynomial identity.

In fact, Small and Farkas show the Jacobson radical is zero, so the trichotomy reduces to a dichotomy.

Small's conjecture [3, Question 3.2] is another example with the same type of trichotomy:
Conjecture 1.0.6. A finitely generated Noetherian algebra of quadratic growth is either primitive, satisfies a polynomial identity or has nonzero Jacobson radical.

We are going to prove Conjecture 1.0.4 in the case that the monomial algebra is finitely presented. In fact, we are able to prove it for a more general case, when $A$ is a automaton algebra; i.e., monomial algebras whose set of nonzero words are recognized by a finite state machine.

Theorem 1.0.7. Let $k$ be a field and let $A$ be a prime finitely presented monomial $k$-algebra. Then $A$ is either primitive or A satisfies a polynomial identity.

A consequence of this theorem is that any finitely generated prime monomial ideal $P$ in a finitely presented monomial algebra $A$ is necessarily primitive, unless $A / P$ has GK dimension at most 1.

We prove our main result by showing that a finitely presented monomial algebra $A$ has a well-behaved free subalgebra. In this case, well-behaved means that the poset of left ideals of the subalgebra embeds in the poset of left ideals of $A$, and nonzero ideals in our algebra $A$ intersect the subalgebra non-trivially. A free algebra is primitive if it is free on at least two generators; otherwise it is polynomial identity algebra. From this fact and the fact that $A$ has a well-behaved free subalgebra, we are able to deduce that $A$ is either primitive or polynomial identity algebra.

In Chapter 2 we give some useful background information about primitive algebras, polynomial identity algebras and free algebras. First, in Section 2.1 we give some important definitions and theorems about primitive rings and ideals; in Section 2.2 we look at the historical progress in this area, and we prove Jacobson's Density Theorem. Next, we give some basic definitions and examples of Free algebras and modules in Section 2.3. Then in Section 2.4 we define polynomial identity algebras and we prove Kaplansky's Theorem, which characterizes the polynomial identity rings that are primitive. Finally we define Gelfand-Krillov dimension in Section 2.5, which will help us to prove our main Theorem. In Chapter 3 we focus on automata theory and automaton algebras. In Section 3.1, we define finite state machine and we give useful results about automata theory. Then in Section 3.2, we give the relation between monomial algebras and automaton algebras. Last but not least, in Section 3.3 we show how to construct the finite state machine for a few examples of finitely presented monomial algebra. In Chapter 4 we prove Theorem 1.0.7. In Section 4.1 we define nearly free modules, which are essential for our proof. Then in Section 4.2 we give the proof of Theorem 1.0.7, and apply the techniques to some examples to see how the proof works in Section 4.3.

## Chapter 2

## Ring Theory

In this chapter we give some basic background in ring theory. Throughout this thesis, we assume that all rings and subrings have a multiplicative identity.

### 2.1 Primitivity

In this section we give the basic facts and definitions for rings that we will use in obtaining our main result. We begin with a few definitions.

Definition 2.1.1. A ring $R$ is simple if $R$ has no proper nonzero ideals. A nonzero left module $M$ of a ring $R$ is simple if $M$ has no proper nonzero $R$-submodules.

Example 2.1.2. $M_{2}(\mathbb{C})$ is an example of a simple ring.
Example 2.1.3. $\mathbb{Z}$ is not a simple ring as $n \mathbb{Z}$ is a nonzero ideal for any nonzero $n$ in $\mathbb{Z}$.
Example 2.1.4. Let $R=M_{2}(\mathbb{C})$. Define

$$
M:=\left\{\left[\begin{array}{l}
a \\
b
\end{array}\right]: a, b \in \mathbb{C}\right\} .
$$

Then notice that $M$ is a simple left $R$-module.
Example 2.1.5. Consider $\mathbb{Q}$ as $\mathbb{Z}$-module, then $\mathbb{Q}$ is not a simple module as $M:=2 \mathbb{Z}$ is a proper $\mathbb{Z}$-submodule.

Definition 2.1.6. Let $R$ be a ring and $M$ be a left $R$-module. $M$ is said to be faithful if for any nonzero element $r$ of $R$, there exists $m \in M$ such that $r m \neq 0$.

Example 2.1.7. Let $R=M_{2}(\mathbb{C})$, then the left $R$-module

$$
M:=\left\{\left[\begin{array}{l}
a \\
b
\end{array}\right]: a, b \in \mathbb{C}\right\}
$$

is an example of a faithful left module.
Example 2.1.8. Consider the ring $R=\mathbb{Z}$ and $M=\mathbb{Z} / 6 \mathbb{Z}$ as a left (and right) $R$-module. Then notice if we let $r=12 \in R$, then $r m=0$ for every $m \in M$. Hence $M$ is not a faithful left module.

Now we can define a primitive ring.
Definition 2.1.9. A ring $R$ is left-primitive if it has a faithful simple left $R$-module $M$.
Right-primitivity is defined analogously. Left-primitivity and right-primitivity often coincide; however there are examples of algebras which are left- but not right-primitive [6]. For the purposes of this thesis, we will say that an algebra is primitive if it is both left- and right-primitive.

Let's give an example.
Example 2.1.10. Let $R=M_{2}(\mathbb{C})$. Define

$$
\begin{aligned}
M & :=\left\{\left[\begin{array}{l}
a \\
b
\end{array}\right]: a, b \in \mathbb{C}\right\} \text { and } \\
N & :=\left\{\left[\begin{array}{ll}
a & b
\end{array}\right]: a, b \in \mathbb{C}\right\} .
\end{aligned}
$$

From Examples 2.1.4 and 2.1.7 $M$ is a left simple faithful $R$-module and similarly $N$ is a right simple faithful $R$-module. Hence $R$ is both left-primitive and right-primitive. So we say, $R$ is primitive.

Example 2.1.11. Any simple ring is primitive.
Proof. Let $R$ be a simple ring and let $\mathcal{I}$ be a maximal left ideal of $R$. Then $M=R / \mathcal{I}$ is clearly simple. Now by contradiction assume that $M$ is not faithful. So there exists nonzero $r \in R$ such that $r m=0$ for every $m \in M$. If $r R \subseteq \mathcal{I}$, then $R r R \subseteq R \mathcal{I}=\mathcal{I}$. Since $R$ is simple, and $\operatorname{Rr} R$ is a two-sided ideal, either $\operatorname{Rr} R$ is equal to ( 0 ) or $R$. But since $\operatorname{Rr} R \subseteq \mathcal{I}$, it must be zero, so $r=0$. The result follows.

Example 2.1.12. A commutative ring $R$ is primitive if and only if it is a field.
Proof. If $R$ is a field than it is primitive by Example 2.1.11. Conversely, if $R$ is primitive, then it has a faithful simple module $M$. Then note that

$$
M \cong R / \mathcal{M}
$$

for some maximal ideal $\mathcal{M}$, as $M$ is simple. Then we should have $\mathcal{M} \cdot M=0$, but $M$ is faithful, so we get $\mathcal{M}=(0)$. Hence $R$ is a field.

Definition 2.1.13. Let $R$ be a ring and $M$ be a left $R$-module. Then for $S \subseteq M$ we define the left annihilator of $S$ in $R$, denoted by $\operatorname{Ann}_{R} S$, to be the set $\{r \in R: r s=0\}$.

Example 2.1.14. In the Example 2.1.8, note that every integer $r \in R$ which is a multiple of 6 will give us $r m=0$ for every $m \in M$. Hence $\mathrm{Ann}_{R} M=(6)$.

Definition 2.1.15. Let $R$ be a ring and $P$ be an ideal of $R . P$ is called an left-primitive ideal if $R / P$ is a left-primitive ring.

Right-primitivity is defined analogously, and we say that ideal $P$ is primitive if it $R / P$ is primitive.

The following proposition gives a nice criterion for an ideal to be primitive.
Proposition 2.1.16. (Rowen [21]) If $R$ is a ring, then $P$ is a left-primitive ideal if and only if $P$ is the annihilator of a simple left $R$-module $M$.

Proof. Let $P$ be a left-primitive ideal. $R / P$ is a left-primitive ring by definition, so $R / P$ has a faithful simple left-module $M$. We can turn $M$ into an $R$-module by defining $r m=(r+P) m$. It can be easily showed that this is well-defined and makes $M$ a left $R$-module. For any nonzero $m$ in $M$, we have $R m=(R / P) m=M$, as $M$ is simple as a left $R / P$-module. Hence $M$ is simple as a left $R$-module. We also note that $P m=0$ for any $m \in M$, so $P$ is the annihilator of $M$.

Conversely, assume that $P$ is the annihilator of a simple left $R$-module $M$. We want to show that $P$ is a left-primitive ideal, that is, $R / P$ is a left-primitive ring. We need to show that $M$ is a simple faithful left $R / P$-module. $M$ is an $R$-module, but we can turn it into an $R / P$-module by defining $(r+P) m=r m$ where $(r+P) \in R / P$ and $m \in M$. It is easy to show that this is well-defined and makes $M$ a left $R / P$-module. Next note that for any $r+P \in R / P$, we have $(R / P) m$ must be either 0 or $M$, as $M$ is a simple left $R$-module.

Hence $M$ is a simple left $R / P$-module. Now, towards a contradiction, assume that $M$ is not a faithful left $R / P$-module. Let $r+P$ be a nonzero element in $R / P$; that is, $r \notin P$. If $M$ is not faithful, then for some element $r+P,(r+P) m=0$ for every $m \in M$. Then $r m=0$ for every $m \in M$. This implies that $r \in P$, which is a contradiction. Hence $M$ is a faithful left $R / P$-module.

Definition 2.1.17. A ring $R$ is a prime ring if for any two elements $a, b$ in $R, a R b=0$ implies either $a=0$ or $b=0$. An ideal $P$ of $R$ is prime if $R / P$ is a prime ring.

Proposition 2.1.18. (Rowen [21]) Any left- or right-primitive ring is a prime ring.
Proof. Let $R$ be a left-primitive ring and $M$ be a simple faithful left $R$-module. Assume that $a R b=0$ for some $a$ and $b$ in $R$. We want to show that either $a$ or $b$ is 0 . So if $b$ is 0 , then we are done. Hence assume that $b$ is nonzero. Then $R b \neq 0$, and $b M \neq 0$, as $M$ is faithful. But since $M$ is simple, $R b M=M$. Next we get $a R b M=a M=0 . M$ is faithful, so we get that $a$ is 0 .

The converse of Proposition 2.1.18 is not true. Consider the ring $\mathbb{Z}$; it is clearly prime. If we let $M$ be a simple $\mathbb{Z}$-module, then $M$ is isomorphic to $\mathbb{Z} / p \mathbb{Z}$ for some prime $p$. But then $M$ cannot be faithful, as $p m=0$ for every $m \in M$.

Corollary 2.1.19. Let $R$ be a ring and let $P$ be a primitive ideal of $R$. Then $P$ is prime.
Proof. $\quad P$ is a primitive ideal of $R$, hence $R / P$ is primitive. Then $R / P$ is prime and hence $P$ is prime.

Two useful criteria for being primitive are given in the following two propositions.
Proposition 2.1.20. $A$ ring $A$ is left-primitive if and only if it has a maximal left ideal $\mathcal{I}$ such that $\mathcal{I}$ does not contain a nonzero two sided ideal of $A$.

Proof. First assume that $A$ is primitive and $M$ is a faithful simple left-module of $A$. Let $m \in M$ be nonzero and consider the $A$-module homomorphism $\phi: A \rightarrow M$ defined by $\phi(a)=a m$. Note that $A m \neq(0)$, as $m \neq 0$. Also note that $A m \subseteq M$ and $M$ is simple, hence $A m=M$ and this gives that $\phi$ is onto. Now we can use the first isomorphism theorem:

$$
\begin{equation*}
A / \operatorname{ker}(\phi) \cong M \tag{2.1}
\end{equation*}
$$

Note that $\phi(s)=0$ if and only if $s m=0$, hence $\operatorname{ker}(\phi)$ is a left ideal of $A$. Let $I=\operatorname{ker}(\phi)$. Since $A / I$ is isomorphic to $M, I$ must be maximal. Now we need to show that $I$ does not contain a nonzero two sided ideal. Let $J \subseteq I$ be a two sided ideal of $A$. Then we have $\phi(J)=0$ and hence $J m=0$. Then $J A m=0$ so $J M=0$. We get that $J$ is a annihilator of $M$, but $M$ is faithful so $J$ must be ( 0 ).

Conversely, assume $A$ has a maximal left ideal $\mathcal{I}$ which does not contain a nonzero two sided ideal. Since $\mathcal{I}$ is maximal we get that $A / \mathcal{I}$ is simple A-module [14]. We need to show that $A / \mathcal{I}$ is faithful. Now let $L=\operatorname{Ann}_{A}(A / \mathcal{I})$. For any $r \in L$, we have $r \cdot 1 \in r A \subseteq \mathcal{I}$. Hence $L \subseteq \mathcal{I}$. However, the annihilator of any $A$-module is a two sided ideal, so $L=(0)$, implying that $A / \mathcal{I}$ is faithful. Therefore $A / \mathcal{I}$ is a simple faithful $A$-module.

Proposition 2.1.21. A ring $A$ is primitive if and only if there is a proper left ideal I such that $I+P=A$ for every nonzero prime ideal $P$ of $A$.

Proof. First assume that $A$ is primitive. Then by the previous proposition we get that $A$ has a maximal left ideal $\mathcal{M}$ which does not contain any nonzero two sided ideal. Since $\mathcal{M}$ is maximal we get that if $I$ is a left-ideal and $I \not \subset \mathcal{M}$ then $\mathcal{M}+I=A$. Note that prime ideals are two sided so any nonzero prime ideal $P$ is not a subset of $M$ hence we get $\mathcal{M}+P=A$ for any nonzero prime ideal $P$.

Conversely, assume that $I$ is a proper left ideal of $A$ such that $I+P=A$ for every nonzero prime ideal of $A$. By Zorn's lemma there is a maximal proper left ideal $\mathcal{M} \supseteq I$. Hence we get $\mathcal{M}+P=A$ for every nonzero prime ideal. Now note that $A / \mathcal{M}$ is simple since $\mathcal{M}$ is maximal left ideal of $A$. We also need to show that $A / \mathcal{M}$ is faithful $A$-module. By contradiction, assume it is not faithful. Hence the annihilator of $A / \mathcal{M}$ is not only zero. By Proposition 2.1.16, $\operatorname{Ann}_{A}(A / \mathcal{M})$ is a primitive ideal and primitive ideals are prime. Now, let $P:=\operatorname{Ann}_{A}(A / \mathcal{M})$ and note that for every $r \in P$ we get $(r(x+\mathcal{M}))=0$ for every $x \in A$. Then $r x+r \mathcal{M}=r x+\mathcal{M}=0$ for every $x \in A$. Therefore $r x \in \mathcal{M}$ for every $x \in A$ and for every $r \in P$. Hence $P A \subseteq \mathcal{M}$. But since $A=\mathcal{M}+P$, we get $P A=P \mathcal{M}+P P=\mathcal{M}+P=A$. Hence we get $\mathcal{M} \subseteq A$ and this is a contradiction as $\mathcal{M}$ is maximal in $A$. We get that $A / \mathcal{M}$ is a simple faithful $A$-module, hence $A$ is primitive.

### 2.2 Historical Background of Primitivity

In this section we give some historical information about primitive rings and ideals. We begin with structure theoretical approach.

The aim of structure theory is to decompose complicated objects into simpler objects which are easier to work with. In this section we are going to prove the Jacobson density theorem, which is an important result for structure theory, as it is useful for studying primitive rings and has applications throughout ring theory, but first we need to give some basic definitions and facts.

Definition 2.2.1. Let $R$ be a ring, and $M$ and $N$ be $R$-modules. A mapping $f: M \rightarrow N$ is an $R$-module homomorphism if:

1. $f(m+n)=f(m)+f(n)$
2. $f(r m)=r f(m)$
for every $m, n \in M$ and $r \in R . f$ is called a module endomorphism if $f$ is a homomorphism mapping of $M$ to itself.

For a given ring $R$ and an $R$-module $M, \operatorname{End}_{R}(M)$ denotes the ring of al endomorphisms of $M$ with multiplication given by composition of maps.

Simple modules are one of the basic concepts of structure theory, as they are considered as "building blocks" of other modules. As Schur's Lemma states, they have few homomorphisms among them, therefore they are easier to work with [11].

Lemma 2.2.2. (Schur's Lemma, Farb and Dennis [11]) Let $R$ be a ring. Any homomorphism between two simple $R$-modules is either an isomorphism or the zero homomorphism. Therefore, if $M$ is simple, then $\operatorname{End}_{R}(M)$ is a division ring.

Proof. Let $M$ and $N$ be two modules and $f: M \rightarrow N$ be a module homomorphism. Then note that $\operatorname{ker}(f)$ is a submodule of $M$ and $\operatorname{im}(f)$ is a submodule of $N$. If $M$ is simple, then $\operatorname{ker}(f)$ is 0 or $M$, and if $N$ is simple, then $\operatorname{im}(f)$ is 0 or $N$. Thus if both of them are simple, then $f$ is either an isomorphism or the zero map.

Primitive rings are generalization of simple rings. As in the case with simple rings, primitive rings may also be viewed as the basic building blocks of other rings, but in an infinite dimensional context ([11]).

Definition 2.2.3. Let $M$ be a vector space over a division ring $D$, and let $R$ be an arbitrary subring of $\operatorname{End}_{D}(M)$. Then $R$ is called dense in $\operatorname{End}_{D}(M)$ if for every finite set $\left\{v_{1}, \ldots, v_{n}\right\}$
of $D$-linearly independent vectors in $M$, and any set $\left\{w_{1}, \ldots, w_{n}\right\}$ of vectors in $M$, there exists $\phi \in R$ such that

$$
\phi\left(v_{i}\right)=w_{i} \text { for } i=1, \ldots, n
$$

Now we can state and prove the Jacobson density theorem.
Theorem 2.2.4. (Jacobson Density Theorem) (Rowen [21]) Suppose $R$ has a faithful simple module $M$ and $D=\operatorname{End}_{R}(M)$. Then $R$ is dense in $\operatorname{End}_{D}(M)$.

Proof. We want to show that $R$ is dense; i.e., for a given $D$-linearly independent set $\left\{x_{1}, \ldots, x_{n}\right\}$ in $M$ and any set $\left\{y_{1}, \ldots, y_{n}\right\}$ in $M$ there exists an element $r$ of $R$ such that $r x_{i}=y_{i}$ for $1 \leq i \leq n$. We do the proof by induction on $n$. If $n=1$, then the result is true as $M$ is simple. Now suppose the claim is true for $n<m$ and consider the case $n=m$. By induction we have $R\left(x_{1}, \ldots, x_{m-1}\right)=M^{m-1}$. If there exists $r$ in $R$ such that $r x_{i}=0$ for every $1 \leq i<m$ and $r x_{m} \neq 0$, then we are done as $r x_{m}$ generates $M$ as a $R$-module. Hence assume that there exists no such $r$; i.e., if $r x_{i}=0$ for $1 \leq i<m$, then $r x_{m}=0$. Then the map

$$
\Phi: R\left(x_{1}, \ldots, x_{m-1}\right) \rightarrow M
$$

defined by

$$
\left(r x_{1}, \ldots, r x_{m-1}\right) \mapsto r x_{m}
$$

is a well-defined surjective module homomorphism. Let

$$
f_{j}: M \rightarrow M^{m-1}
$$

defined by

$$
f_{j}(x)=(0, \ldots, 0, x, 0, \ldots, 0) \text { for } 1 \leq j<m
$$

and where $x$ has the $j^{t h}$ position. Note that $\delta_{j}:=\Phi \circ f_{j}: M \rightarrow M$ is in $D$ for $1 \leq j<m$. Then notice that for $j<m, \Phi \circ f_{j}\left(x_{i}\right)=r_{j} x_{m}$, where $r_{j}$ satisfies

$$
r_{j} x_{i}= \begin{cases}x_{j}, & \text { if } i=j \\ 0, & \text { otherwise }\end{cases}
$$

Hence we get $\left(r_{1}+\ldots r_{m-1}-1\right) x_{i}=0$ for $i<m$. Now we have $\left(r_{1}+\ldots r_{m-1}-1\right) x_{m}=0$ by the assumption and we can rewrite this equation as

$$
\left(r_{1}+\ldots r_{m-1}\right) x_{m}=x_{m}
$$

Note that

$$
\begin{aligned}
\delta_{1} x_{1}+\cdots+\delta_{m-1} x_{m-1} & =\Phi \circ f_{1}\left(x_{1}\right)+\cdots+\Phi \circ f_{m-1}\left(x_{m-1}\right) \\
& =r_{1} x_{m}+\cdots+r_{m-1} x_{m} \\
& =\left(r_{1}+\cdots+r_{m-1}\right) x_{m}=x_{m} .
\end{aligned}
$$

But this contradicts with $\left\{x_{1}, \ldots, x_{m}\right\}$ being $D$-linearly independent subset of $M$. The result follows.

Primitive rings also have many applications for representation theory. Representation theory is a branch of mathematics which tries to represent objects using linear mappings of vector spaces.

Let $R$ be a ring and $M$ be an $R$-module. Then notice that $M$ is a left $\operatorname{End}_{R}(M)$-module, as we can define the action $f \cdot x=f(x)$, where $f \in \operatorname{End}_{R}(M)$ and $x \in M$. Hence for a given $R$-module $M$, we can find a homomorphism $f$ of $R$ in $\operatorname{End}_{R}(M)$. So we have the following definition:

Definition 2.2.5. Let $R$ be a ring and $M$ be an $R$-module. Then we call $\rho$ a representation of $R$ (acting on $M$ ) if $\rho$ is a homomorphism of $R$ into $\operatorname{End}(M)$. The map $\rho$ is called an irreducible representation of $R$ if $M$ is simple.

Finding irreducible representations is one of the main purposes of representation theory. However, for a given associative algebra $A$, the set of classes of irreducible representations of $A$ is very large. Often it is easier to find the primitive ideals of $A$ as an intermediate step [9]. Dixmier and Moeglin [13] gave one of the most important results for enveloping algebras of the Lie algebras. We refer the reader to Dixmier [9] for the definitions.

Theorem 2.2.6. (Dixmier-Moeglin) Let $U$ be the enveloping algebra of a finite dimensional complex Lie algebra, and $P$ be a prime ideal of $U$. Then the following are equivalent.

1. $P$ is primitive,
2. The intersection of the prime ideals strictly containing $P$, strictly contains $P$,
3. The center of the quotient ring of fractions of $U / P$ is equal to $\mathbb{C}$.

With this famous theorem, there have been numerous attempts to classify primitive ideals in certain settings.

- Quantum Groups: The results in this area are beyond the scope of this thesis, so we refer the reader to Goodearl and Letzter [13].
- Skew Polynomials: The results in this area are beyond the scope of this thesis, so we refer the reader Jøndrup [17].

In this thesis, we look at the problem of determining primitivity in finitely presented monomial algebras.

### 2.3 Free Algebras and Free Modules

Definition 2.3.1. Let $k$ be a commutative ring. Given a set $X=\left\{x_{\alpha}\right\}_{\alpha \in I}$ we define the free algebra on $X$ to be the ring spanned by all linear combinations of finite products of elements in $X$ with the product as the concatenation of the elements of $X$ and with coefficients from $k$.

When $X=\left\{x_{1}, \ldots, x_{d}\right\}$, we denote the free algebra by $k\left\{x_{1}, \ldots, x_{d}\right\}$.
Intuitively, a free algebra can be thought of as being a "noncommutative" ring of polynomials.

Example 2.3.2. $k[x]$ is a free algebra on one generator.
Note that $k[x]$ is not primitive by Example 2.1.12, but Jacobson showed that if a free algebra has more than 2 generators, then it is primitive.

Theorem 2.3.3. A free algebra that is either countably infinitely generated or is generated by $d$ elements for some natural number $d \geq 2$ is primitive.

For the proof first we need a theorem of Lanski, Resco and Small. The following theorem is used for their main result.

Theorem 2.3.4. (Lanski, Resco and Small [20]) If $R$ is a prime ring containing a nonzero idempotent e, then $R$ is a primitive ring if and only if eRe is a primitive ring.

Proof. First assume that $R$ is a primitive ring, so there exists a simple faithful right $R$-module $M$. We are going to show that $M e$ is a simple faithful right $e R e$-module. First let ere be in $e R e$. If for all elements me of $M e$ we have $0=(m e)($ ere $)=m e r e$, then ere $=0$
as $M$ is faithful right $R$-module. Thus, $M e$ is a faithful right $e R e$-module. For any nonzero element $m e$ in $M e$ we have

$$
m e(e R e)=(m e R) e=M e,
$$

as $M$ is a simple $R$-module. Then $M e$ is a simple right $e R e$-module. Hence $e R e$ is a right-primitive ring. Dually, $e R e$ is left-primitive, therefore $e R e$ is primitive.

Conversely, assume that $e R e$ is primitive. Then by Proposition 2.1.20, eRe has a maximal left ideal $\mathcal{M}$ which does not contain nonzero two-sided ideal of $e R e$. If we let $I:=R \mathcal{M}+R(1-e)$, then note that eIe $=\mathcal{M}$. By Zorn's Lemma there exists a left $R$ ideal $\mathcal{M}^{\prime}$ containing $I$ and $\mathcal{M}^{\prime}$ is maximal with respect to the property $e \mathcal{M}^{\prime} e=\mathcal{M}$. Then $\mathcal{M}^{\prime}$ is a maximal left ideal of $R$, as if $\mathcal{M}^{\prime}+R x \supsetneq \supseteq \mathcal{M}^{\prime}$, then $e \mathcal{M}^{\prime} e+e R x e \supsetneq e \mathcal{M}^{\prime} e=\mathcal{M}$. Also $\mathcal{M}$ is maximal left-ideal of $e R e$, hence we get $e R e=e \mathcal{M}^{\prime} e+e R x e=\mathcal{M}+e R e$. Then $e=m+e r x e$ for some $m \in \mathcal{M}$ and for some $r \in R$. Notice that $m \in \mathcal{M} \subset e R e$, hence we get $m=m e$. Now the equation $e=m+$ erxe becomes $e=m e+e r x e$ so we have $(1-m-e r x) e=0$. Hence $1-m-e r x$ is in $R(1-e)$. Then

$$
1 \in R \mathcal{M}+R(1-e)+R x \subseteq \mathcal{M}^{\prime}+R x,
$$

thus $\mathcal{M}^{\prime}$ is a maximal left ideal. Suppose $\mathcal{M}^{\prime}$ contains a nonzero two sided ideal $J$. Then eJe is a two-sided ideal in $\mathcal{M}$, then by the choice of $\mathcal{M}$ eJe $=0$. However, this is impossible, as $R$ is prime, $e$ and $J$ are nonzero. Thus $\mathcal{M}^{\prime}$ does not contain any nonzero two-sided ideal, hence $R$ is left-primitive and, by duality, $R$ is also right-primitive and therefore primitive.

If $R$ is a ring and $S$ is a nonempty subset of $R$, then $l(S):=\{x \in R \mid x S=\{0\}\}$.
Theorem 2.3.5. ([20]) If $R$ is a prime ring and $V$ is a left ideal of $R$ such that $l(V)=\{0\}$, then the following are equivalent:

1. $V$ is a primitive ring;
2. Every subring of $R$ containing $V$ is primitive;
3. Some subring of $R$ containing $V$ is primitive.

In fact, Lanski, Resco and Small were able to prove a stronger statement [20]. Now we can prove Theorem 2.3.3.
Proof of 2.3.3. Since a free algebra is isomorphic to its opposite ring, it is sufficient to prove left-primitivity. First, if $A$ is the free algebra on two generators, say $A=k\{x, y\}$,
then we construct a left $A$-module $M$ as follows. Let $M$ be the $k$-vector space spanned by $\left\{e_{0}, e_{1}, \ldots\right\}$ and let $A$ act on $M$ via the rules

$$
x e_{i}=e_{i-1} \quad \text { and } \quad y e_{i}=e_{i^{2}+1},
$$

where we take $e_{-1}=0$. We claim $M$ is a faithful simple left $A$-module and so $A$ is leftprimitive.

First let's show that $M$ is simple. We want to show that for any nonzero $m \in M$, we have $A m=M$. Write $m=c_{0} e_{0}+\cdots+c_{n} e_{n}$, where $c_{i}$ 's are in $A$ with $c_{n} \neq 0$. Then observe that $x^{n} m=c_{n} e_{0}$, hence

$$
\frac{1}{c_{n}} x^{n} m=e_{0}
$$

We also have $y^{k} e_{0}=e_{n(k)}$ for some integer $n(k)$. Note that $n(k) \rightarrow \infty$ as $k \rightarrow \infty$, so for every $l$ there exists $k$ such that $n(k)>l$.

$$
x^{n(k)-l} y^{k} e_{0}=x^{n(k)-l} e_{n(k)}=e_{l} .
$$

So

$$
x^{n(k)-l} y^{k} \frac{1}{c_{n}} x^{n} m=e_{l} .
$$

This proves that $M$ is simple.
Next, we need to show that $M$ is faithful. Before beginning the proof, we are going to define an order on the words of $A$ of length $\leq d$. Let $w_{1}$ and $w_{2}$ be two words of $A$ with length $\leq d$. Write

$$
\begin{aligned}
w_{1} & =x^{i_{d}} y x^{i_{d-1}} y \ldots y x^{i_{2}} y x^{i_{1}}, \\
w_{2} & =x^{j_{d^{\prime}}} y x^{j_{d^{\prime}}-1} y \ldots y x^{j_{2}} y x^{j_{1}}
\end{aligned}
$$

with $i_{d}, \ldots, i_{1}, j_{d^{\prime}}, \ldots, j_{1} \geq 0$. We say $w_{1}>w_{2}$ if and only if $d>d^{\prime}$ or $d=d^{\prime}$ and $i_{k}<j_{k}$ for the first index $k$ with $i_{k} \neq j_{k}$.

We can also define an order on the elements of $M$ by $e_{0}<e_{1}<e_{2}<\ldots$.
We claim that if $w, w^{\prime}$ are distinct elements of $A$, then $w e_{n} \neq w^{\prime} e_{n}$ for sufficiently large $n$. Since $w \neq w^{\prime}$, assume that $w>w^{\prime}$. Write $w$ and $w^{\prime}$ as $w=v v_{1}$ and $w^{\prime}=v^{\prime} v_{1}$, where $v, v^{\prime}, v_{1} \in A$ and the last letter of $v$ is different than the last letter of $v^{\prime}$. Then we get $v>v^{\prime}$. It is sufficient to show that $v e_{n}>v^{\prime} e_{n}$ for $n$ sufficiently large.

Case I: The number of $y$ 's in $v$ is more than the number $y$ 's in $v^{\prime}$. Write

$$
v=x^{i_{0}} y x^{i_{1}} y \ldots y x^{i_{d}},
$$

$$
v^{\prime}=x^{j_{0}} y x^{j_{1}} y \ldots y x^{j_{d^{\prime}}} .
$$

So we have $d^{\prime}<d$. For $v^{\prime}$ we get

$$
v^{\prime} e_{n}=x^{j_{0}} y x^{j_{1}} y \ldots y x^{j_{d^{\prime}}} e_{n} \leq y^{d^{\prime}} e_{n}=y^{d^{\prime}-1} e_{n^{2}+1}<y^{d^{\prime}-1} e_{2 n^{2}}<y^{d^{\prime}-2} e_{8 n^{4}}<\cdots<e_{c_{d^{\prime}} n^{2^{d^{\prime}}}}
$$

where $c_{d^{\prime}}=2^{2^{d^{\prime}}-1}$.
We have $i_{1}, i_{2}, \ldots, i_{d} \leq m$ for some integer $m$. Then for $v$ we get

$$
v e_{n}=x^{i_{0}} y x^{i_{1}} y \ldots y x^{i_{d}} e_{n}>\left(x^{m} y\right)^{d} x^{m} e_{n}=\left(x^{m} y\right)^{d} e_{n-m} .
$$

Let $k=n-m$ and note that

$$
x^{m} y e_{k}=x^{m} e_{k^{2}+1}=e_{k^{2}+1-m}>e_{n^{2} / 2}
$$

for sufficiently large $n$. Hence

$$
v e_{n}>\left(x^{m} y\right)^{d} e_{n-m}>\left(x^{m} y\right)^{d} e_{n / 2}>\left(x^{m} y\right)^{d-1} e_{n^{2} / 8}>e_{n^{2 d} / c_{d}},
$$

where $c_{d}=2^{2^{d}-1}$.
Hence we get $v e_{n}>v^{\prime} e_{n}$ for all $n$ sufficiently large.
Case II: Assume that the numbers of $y$ 's in $v$ and $v^{\prime}$ are the same. Then by swapping $w_{1}$ and $w_{2}$ if necessary, we may write

$$
\begin{aligned}
& v=x^{i_{0}} y x^{i_{1}} y \ldots x^{i_{d-1}} y, \\
& v^{\prime}=x^{j_{0}} y x^{j_{1}} y \ldots y x^{j_{d}},
\end{aligned}
$$

where $j_{d}$ is nonzero. There exists an integer $m$ such that $i_{0}, i_{1}, \ldots, i_{d-1} \leq m$ For $v$ we get

$$
v e_{n}=x^{i_{0}} y x^{i_{1}} y \ldots x^{i_{d-1}} y e_{n}=x^{i_{0}} y x^{i_{1}} y \ldots x^{i_{d-1}} e_{n^{2}+1} \geq\left(x^{m} y\right)^{d-1} x^{m} e_{n^{2}+1}
$$

For $v^{\prime}$ we have

$$
v^{\prime} e_{n}=x^{j_{0}} y x^{j_{1}} y \ldots y x^{j_{d}} e_{n}=x^{j_{0}} y x^{j_{1}} y \ldots y e_{n-j_{d}}<y^{d} e_{n-1} .
$$

First notice that

$$
x^{i_{d-1}} y e_{n}=e_{n^{2}+1-i_{d-1}}>y x^{j_{d}} e_{n}=e_{\left(n-j_{d}\right)^{2}+1}
$$

as $j_{d}>0$ so $n^{2}+1-i_{d-1}>\left(n-j_{d}\right)^{2}+1$ for sufficiently large $n$. Let $k_{i_{1}}:=n^{2}+1-i_{d-1}$ and $k_{j_{1}}:=\left(n-j_{d}\right)^{2}+1$, hence we have $k_{i_{1}}>k_{j_{1}}$. Then the equations become

$$
v e_{n}=x^{i_{0}} y x^{i_{1}} y \ldots x^{i_{d-2}} y e_{k_{i_{1}}}
$$

and

$$
v^{\prime} e_{n}=x^{j_{0}} y x^{j_{1}} y \ldots y x^{j_{d-1}} e_{k_{j_{1}}} .
$$

Next we are going to show that $x^{i_{d-2}} y e_{k_{i_{1}}}>y x^{j_{d-1}} e_{k_{j_{1}}}$. The left hand side and the right hand side of the inequality become $x^{i_{d-2}} y e_{k_{i_{1}}}=e_{k_{i_{1}}^{2}+1-i_{d-2}}$ and $y x^{j_{d-1}} e_{k_{j_{1}}}=e_{\left(k_{j_{1}}-j_{d-1}\right)^{2}+1}$ respectively. We check the following inequality

$$
k_{i_{1}}^{2}+1-i_{d-2}>\left(k_{j_{1}}-j_{d-1}\right)^{2}+1,
$$

equivalently,

$$
k_{i_{1}}^{2}-i_{d-2}>k_{j_{1}}^{2}-2 k_{j_{1}} j_{d-1}+j_{d-1}^{2},
$$

equivalently,

$$
k_{i_{1}}^{2}-k_{j_{1}}^{2}>i_{d-2}-2 k_{j_{1}} j_{d-1}+j_{d-1}^{2} .
$$

Since $k_{i_{1}}>k_{j_{1}}$, the left hand side is greater than 0 . If $j_{d-1}>0$, then for sufficiently large $k_{j_{1}}$ and hence sufficiently large $n$, the right hand side of the inequality will be less than 0 . If $j_{d-1}=0$, then the inequality becomes

$$
k_{i_{1}}^{2}-k_{j_{1}}^{2}>i_{d-2}
$$

and since $k_{i-1}>k_{j-1}$, the inequality will hold for sufficiently large $n$. Let $l_{2}:=k_{i_{1}}^{2}+1-i_{d-2}$ and $t_{2}:=\left(k_{j_{1}}-j_{d-1}\right)^{2}+1$, so we get

$$
v e_{n}=x^{i_{0}} y x^{i_{1}} y \ldots x^{i_{d-3}} y e_{l_{2}}
$$

and

$$
v^{\prime} e_{n}=x^{j_{0}} y x^{j_{1}} y \ldots y x^{j_{d-2}} e_{t_{2}},
$$

where $l_{2}>t_{2}$. So we keep doing the same operations until the equations become

$$
v e_{n}=e_{l_{d}}
$$

and

$$
v^{\prime} e_{n}=x^{j_{0}} e_{t_{d}}=e_{t_{d}-j_{0}},
$$

where $l_{d}>t_{d}>t_{d}-j_{0}$, hence $v e_{n}>v^{\prime} e_{n}$. Therefore $M$ is faithful and $A=k\{x, y\}$ is left-primitive.

Next observe that if $A=k\{x, y\}$ then $k+A y$ is free on infinitely many generators $y, x y, x^{2} y, \ldots . A$ is primitive and contains $k+A y$, hence a free algebra on a countably infinite number of generators is primitive by Theorem 2.3.5. It follows that if $d \geq 2$ is a natural number, then $k+A x_{d}$ is free on a countably infinite number of generators and is primitive. Then $A=k\left\{x_{1}, \ldots, x_{d}\right\}$ is primitive, as any subring containing $k+A x_{d}$ must be primitive by Theorem 2.3.5.

It follows that if $d \geq 2$ is a natural number then $A=k\left\{x_{1}, \ldots, x_{d}\right\}$ is again primitive since $k+A x_{d}$ is free on a countably infinite number of generators by Theorem 2.3.5.

Definition 2.3.6. Let $B$ be a subring of a ring $A$. We say that $A$ is free as a left $B$-module if there exists some set $E=\left\{x_{\alpha} \mid \alpha \in S\right\} \subseteq A$ such that:

1. $A=\sum_{\alpha} B x_{\alpha} ;$
2. if $b_{1}, \ldots, b_{n} \in B$ and $b_{1} x_{\alpha_{1}}+\cdots+b_{n} x_{\alpha_{n}}=0$ then $b_{i}=0$ for $i=1, \ldots, n$.

The set $E$ in the definition is called a free basis of $A$ as a left $B$-module and is an analog of a basis of a vector space.

Note that not all modules are free.
Example 2.3.7. $\mathbb{Q}$ is not free as a $\mathbb{Z}$-module: If $E=\left\{x_{\alpha}\right\}$ is a free basis for $\mathbb{Q}$ as a $\mathbb{Z}$-module, then consider $\frac{a}{b}$, $\frac{c}{d}$ in $E$ with $b$ and $d$ nonzero and $\frac{a}{b} \neq \frac{c}{d}$ (We can find two such elements, as $\mathbb{Q}$ is not isomorphic to $\mathbb{Z}$ ). Note that $b c \frac{a}{b}-d a \frac{c}{d}=0$. By the second condition $b c=0$ and $d a=0 . \quad b \neq 0$ and $d \neq 0$, hence $a=0$ and $c=0$. But then $\frac{a}{b}=\frac{c}{d}=0$, so $E$ does not satisfy the first condition, we get a contradiction.

Example 2.3.8. For an example where the second condition is not satisfied, consider $\mathbb{Z} / 2 \mathbb{Z} \oplus \mathbb{Z}$ as a left $\mathbb{Z}$-module. Then note that $2(1,0)=(0,0)$..

### 2.4 PI algebras

Definition 2.4.1. We say that a $k$-algebra $A$ satisfies a polynomial identity if there is a nonzero noncommutative polynomial $p\left(x_{1}, \ldots, x_{n}\right) \in k\left\{x_{1}, \ldots, x_{n}\right\}$ such that $p\left(a_{1}, \ldots, a_{n}\right)=$ 0 for all $\left(a_{1}, \ldots, a_{n}\right) \in A^{n}$. If an algebra $A$ satisfies a polynomial identity we will say that $A$ is $P I$.

Example 2.4.2. Any commutative ring is PI with the polynomial identity $[x, y]=x y-y x=$ 0 .

Example 2.4.3. The ring of $2 \times 2$ matrices over a field is a PI with the polynomial $\left[[x, y]^{2}, z\right]=0$, where $[x, y]=x y-y x$ (This identity is also called the Hall identity).

Proof. By the Cayley-Hamilton Theorem we get $A^{2}-\operatorname{tr}(A) A+\operatorname{det}(A) I=0$, where $A$ is $2 \times 2$ matrix over any field and $I$ is the identity matrix. Hence if $\operatorname{tr}(A)=0$, then $A^{2}=-\operatorname{det}(A) I$. As $\operatorname{det}(A)$ is a scalar, the square of a trace 0 matrix commutes with every other matrix. Since $[x, y]$ gives us a trace 0 matrix, we see $\left[[x, y]^{2}, z\right]=0$.

Example 2.4.4. The free algebra on more than 2 generators does not satisfy any polynomial identity.

Polynomial identity algebras are a natural generalization of commutative algebras, which, by definition, satisfy the polynomial identity $x y-y x=0$. An important theorem of Kaplansky [14, 6.3.1 p. 157] shows that an algebra that is both primitive and PI is a matrix ring over a division algebra that is finite dimensional over its centre. Kaplansky's theorem shows that being primitive and being PI are in some sense incongruous and this incongruity is expressed in the fact that for many classes of algebras there are either theorems or conjectured dichotomies which state that the algebra must be either primitive or PI [12, 4, 3].

Definition 2.4.5. The $n^{\text {th }}$ standard identity is defined by

$$
S_{n}\left(x_{1}, \ldots, x_{n}\right)=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) x_{\sigma(1)} \ldots x_{\sigma(n)}
$$

Theorem 2.4.6. (Amitsur-Levitzki) Let $k$ be a field. Then $M_{n}(k)$ satisfies the standard identity of degree $2 n$

$$
S_{2 n}\left(x_{1}, \ldots, x_{2 n}\right)=0
$$

Moreover, $M_{n}(k)$ does not satisfy a nonzero polynomial identity of degree less than $2 n$.
Proof. See [7, Theorem 14 p. 20].
Theorem 2.4.7. (Kaplansky's theorem) (Herstein [14]) If $R$ is a primitive ring satisfying a polynomial identity of degree $d$, then $R \cong M_{m}(D)$, where $m \leq\lfloor d / 2\rfloor^{2}$ and $D=\operatorname{End}_{R}(M)$, and $D$ is finite dimensional over its center.

Proof. Since $R$ is a primitive ring, it is dense in $\operatorname{End}_{D}(V)$ for some $D$-vector space $V$ by Jacobson density theorem. Suppose that $V$ has dimension greater than $\lfloor d / 2\rfloor$ and let $\left\{x_{1}, \ldots, x_{k}\right\}$, where $k>\lfloor d / 2\rfloor$, be $D$-linearly independent elements in $V$. Let

$$
S=\left\{r \in R \mid r x_{i} \in \operatorname{Span}\left\{x_{1}, \ldots, x_{k}\right\} \text { for } 1 \leq i \leq k\right\}
$$

and

$$
I=\left\{r \in R \mid r x_{i}=0 \text { for } 1 \leq i \leq k\right\} .
$$

Notice that $I$ is an ideal of $S$ and so $S / I \cong M_{k}(D)$ by density theorem. Let $Z$ be the center of $D$, then $M_{k}(Z)$ is a subring of a factor ring of a subring of $R$. Hence $M_{k}(Z)$ should satisfy the same polynomial identity as $R$. But by Amitsur-Levitzki Theorem, $M_{k}(Z)$ cannot satisfy a polynomial identity of degree less than $2 k>d+1$, we have a contradiction. Hence $V$ has dimension $m<\lfloor d / 2\rfloor$. Thus $R$ is a dense subring of $\operatorname{End}_{D}(V) \cong M_{m}(D)$, where $m<\lfloor d / 2\rfloor$. Hence

$$
R \cong M_{m}(D)
$$

To show that $D$ is finite dimensional over its center, first we let $Z$ denote the center of $D$ and let $K$ be the maximal subfield of $D$. Then we let $S=D \otimes_{Z} K$. For the reader who is not familiar with tensor products, $D \otimes_{Z} K$ can be thought of as extending the ring of scalars from $Z$ to $K$. Then it can be shown that $D$ is a faithful simple $S$-module and $\operatorname{End}_{S}(D) \cong K$, however these proofs are beyond the scope of this thesis, hence we refer the reader to [14] for the details.

### 2.5 GK dimension

In this section we give the basic facts about GK-dimension.
Let $k$ be a field. A ring $A$ is called a finitely generated $k$-algebra, if there exists a set $\left\{a_{1}, \ldots, a_{m}\right\} \subseteq A$ such that any element in $A$ can be expressed as a polynomial in $a_{1}, \ldots, a_{m}$ with coefficients from $k$.

Let $V$ be a finite dimensional $k$-vector subspace of $A$. $V$ is called a generating subspace, if

1. $1 \in V$,
2. $V$ generates $A$ as a $k$-algebra.

We define $V^{0}=k$ and for $n \geq 1$, let $V^{n}$ denote the subspace spanned by all monomials $a_{1}, \ldots, a_{m}$ of length $n$, then we get $A=\bigcup_{n=0}^{\infty} V^{n}$ where $V^{n} \supseteq V^{n-1}$, since $1 \in V$.

The Gelfand-Kirillov dimension of the $k$-algebra is defined as:

$$
\operatorname{GKdim}(A):=\limsup _{n \rightarrow \infty} \log \left(\operatorname{dim} V^{n}\right) / \log (n)
$$

While it looks as if GK dimension is dependent on the choice of the generating subspace $V$, it can be shown that it is in fact independent of this choice.

Proposition 2.5.1. (Krause and Lenagan [18])The GK dimension of a $k$-algebra $A$ is independent of the choice of the generating subspace $V$.

Proof. Let $A$ be a finitely generated $k$-algebra and let $V$ and $W$ be two generating subspaces of $A$. Let $\operatorname{GKdim}_{V}(A)$ and $\operatorname{GKdim}_{W}(A)$ be the corresponding GK dimensions of $A$. We want to show $\operatorname{GKdim}_{V}(A)=\operatorname{GKdim}_{W}(A)$. Since

$$
A=\bigcup_{n=0}^{\infty} V^{n}=\bigcup_{n=0}^{\infty} W^{n}
$$

there exists a positive integer $s$ such that $V \subseteq W^{s}$. Hence $V^{n} \subseteq W^{s n}$. Then

$$
\begin{aligned}
\log \left(\operatorname{dim} V^{n}\right) / \log (n) & \leq \log \left(\operatorname{dim} W^{s n}\right) / \log (n) \\
& =(1+\log (s) / \log (n)) \log \left(\operatorname{dim} W^{s n}\right) / \log (n s) .
\end{aligned}
$$

Since $s$ is fixed, we have

$$
1+\log (s) / \log (n) \rightarrow 1 \text { as } n \rightarrow \infty
$$

Take the limsup of both sides as $n$ goes to infinity, then we get

$$
\mathrm{GK}_{\operatorname{dim}}^{V} \text { } A \leq \mathrm{GKdim}_{W} A .
$$

By symmetry, we also get

$$
\operatorname{GKdim}_{V} A \geq \operatorname{GKdim}_{W} A
$$

and the result follows.
Next, we consider an example where $A$ is a polynomial ring with $d$ generators.

Example 2.5.2. Let $A=\mathbb{C}\left[x_{1}, \ldots, x_{d}\right]$ be a polynomial ring. Then $\operatorname{GKdim}(A)=d$.
Proof. Let $V=\mathbb{C}+\mathbb{C} x_{1}+\cdots+\mathbb{C} x_{d}$. Then $V^{n}=\operatorname{Span}\left\{\mathcal{B}_{n}\right\}$, where

$$
\mathcal{B}^{n}=\left\{x_{1}{ }^{i_{1}} \ldots x_{d}{ }^{i_{d}} \mid i_{1}+\cdots+i_{d} \leq n\right\} .
$$

Note that any element of $\mathcal{B}_{n}$ corresponds to an element in the free algebra $k\{x, y\}$ :

$$
y^{i_{1}} x y^{i_{2}} x \ldots y^{i_{d}} x y^{t},
$$

where $i_{1}+\cdots+i_{d}+t=n$. There are $n+d$ positions for $d$ many $x$ 's, which gives $\binom{n+d}{d}$ many elements in $\mathcal{B}_{n}$. Hence $\operatorname{dim} V^{n}=\binom{n+d}{d} \sim \frac{n^{d}}{d!}$. Thus

$$
\lim _{n \rightarrow \infty} \frac{\log \operatorname{dim} V^{n}}{\log n}=\lim _{n \rightarrow \infty} \frac{\log \frac{n^{d}}{d!}}{\log n}=d
$$

Hence $G K \operatorname{dim} A=d$.
GK dimension is a noncommutative analogue of Krull dimension, which is the notion of dimension used in algebraic geometry.

Definition 2.5.3. Let $k$ be a field. A $k$-algebra $A$ has Krull dimension $\operatorname{Kdim}(A)=m$, if there exists a chain of prime ideals

$$
P_{0} \supsetneq P_{1} \supsetneq \cdots \supsetneq P_{m-1} \supsetneq P_{m}
$$

of length $m$, and there is no such chain of greater length. If $A$ has chains of prime ideals of arbitrary length, then $\operatorname{Kdim}(A)=\infty$.

GK dimension and Krull dimension coincide if $A$ is finitely generated and commutative.
Proposition 2.5.4. Let $A$ be a commutative finitely generated $k$-algebra, where $k$ is a field. Then $\operatorname{Kdim}(A)=\operatorname{GKdim}(A)$.

The proof uses the following theorem.
Theorem 2.5.5. (Noether's normalization theorem) Let $k$ be a field and $A$ be a commutative finitely generated $k$-algebra of Krull dimension $n$. Then there exists a subalgebra $B \cong$ $k\left[x_{1}, \ldots, x_{n}\right]$ such that $A$ is a finite module over $B$.

Proof. See [10] page 283 Theorem 13.3.
Proof of Theroem 2.5.4. Let $A$ be a commutative finitely generated $k$-algebra and let $d=\operatorname{Kdim}(A)$. By Theorem 2.5.5, there exists a subalgebra $B \cong k\left[x_{1}, \ldots, x_{d}\right]$ with $A$ a finite module over $B$. As one might expect, if $A$ is finite module over a subalgebra $B$, then they have the same GK dimension [18, 4.3 p. 39]. By Example 2.5.2, we have $d=\operatorname{GKdim}(B)$. Hence

$$
\operatorname{Kdim}(A)=d=\operatorname{GKdim}(B)=\operatorname{GKdim}(A) .
$$

## Chapter 3

## Automata Theory and Automaton Algebras

### 3.1 Automata Theory

In this section we give some basic background about finite state automata.
A finite state automaton (or a finite state machine) is a mathematical model of a machine which performs computations by moving from state to state for a given input, which is a word on a finite alphabet $\Sigma$. The transition function, usually denoted by $\delta$, takes the input and determines how to move from one state to another depending on the given input. The finite state machine has a starting state and accepting states. At the end of the computations, if the transition function stops at an accepting state, we say that the finite state machine accepts the given input.

As it can be seen, a finite state machine has 5 parts: Finitely many states, a starting state, accepting states, a finite alphabet (the inputs are words on the alphabet) and a transition function (determines the rules of the machine). We give a more formal definition.

Definition 3.1.1. A finite state automaton $\Gamma$ is a 5 -tuple $\left(Q, \Sigma, \delta, q_{0}, F\right)$, where:

1. $Q$ is a finite set of states;
2. $\Sigma$ is a finite alphabet;
3. $\delta: Q \times \Sigma \rightarrow Q$ is a transition function;


Figure 3.1: A finite state automaton called $\Gamma$ that has 2 states.
4. $q_{0} \in Q$ is the initial state;
5. $F \subseteq Q$ is the set of accepting states.

We give an example.
Example 3.1.2. Figure 3.1 is called $a$ state diagram of $\Gamma$. It has alphabet $\Sigma=\{0,1\}$, states $\left\{q_{0}, q_{1}\right\}$, accepting state $\left\{q_{0}\right\}$, start state $\left\{q_{0}\right\}$. The arrows going from one state to another are the transitions. When $\Gamma$ receives an input such as 1001, the transition function $\delta$ process it one by one from left to right of the string, starting from the starting state. The output is either accept or reject depending on the state that the process ends on. The processing of $\delta\left(q_{0}, 1001\right)$ proceeds as follows:

1. Start in state $q_{0}$.
2. Read 1. Move to state $q_{1}$ (the transition is from $q_{0}$ to $q_{1}$ ).
3. Read 0. Stay at the state $q_{1}$ (the transition is from $q_{1}$ to $q_{1}$ ).
4. Read 0. Stay at the state $q_{1}$ (the transition is from $q_{1}$ to $q_{1}$ ).
5. Read 1. Move to the state $q_{0}$ (the transition is from $q_{1}$ to $q_{0}$ ).
6. The process stops. The output is an accept as $q_{0}$ is an accepting state.

Note that, in particular, if $w$ is a word on $\{0,1\}$ then $\delta\left(q_{0}, w\right)$ is $q_{0}$ if and only if the number of ones in $w$ is even.

The next definition is a formal definition for words that the finite state machine accepts.

Definition 3.1.3. Let $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be a finite state machine and let $w=w_{1} \ldots w_{n}$ be a string where each $w_{i}$ is in $\Sigma$. Then $\Gamma$ accepts $w$ if there exists a sequence of states $r_{0}, r_{1}, \ldots, r_{n}$ in $Q$ such that:

1. $r_{0}=q_{0}$,
2. $\delta\left(r_{i}, w_{i+1}\right)=r_{i+1}$, for $i=0,1, \ldots n-1$, and
3. $r_{n} \in F$.

Condition 1 says that the machine starts with the starting state. Condition 2 says that the transition function $\delta$ determines how the machine should go from one state to another. Condition 3 says that the machine accepts the input if the computing ends at an accepting state [22].

Definition 3.1.4. A language $L$ is a set of strings of symbols from some alphabet $\Sigma$. $L$ is a regular language, if all strings of $L$ are accepted by some finite state automaton.

We note that we can inductively extend the transition function $\delta$ to a function from $Q \times \Sigma^{*}$ to $Q$, where $\Sigma^{*}$ denotes the collection of finite words of $\Sigma$ including the empty word.

Notation. We simply define $\delta(q, \varepsilon)=q$ if $\varepsilon$ is the empty word and if we have defined $\delta(q, w)$ and $x \in \Sigma$, we define $\delta(q, w x):=\delta(\delta(q, w), x)$.

Definition 3.1.5. Let $A$ and $B$ be two languages. The regular operations of union, concatenation, and star are defined as follows.

- Union: $A \cup B=\{x \mid x \in A$ or $x \in B\}$
- Concatenation: $A \circ B=\{x y \mid x \in A$ and $y \in B\}$
- Star: $A^{*}=\left\{x_{1} \ldots x_{k} \mid k \geq 0\right.$ and each $\left.x_{i} \in A\right\}$, where $k=0$ means the empty word.

Example 3.1.6. Let $A=\{a, b\}$ and $B=\{c, d\}$. Then,

- $A \cup B=\{a, b, c, d\}$,
- $A \circ B=\{a c, a d, b c, b d\}$,
- $A^{*}=\{\emptyset, a, b, a a, a b, b a, b b, a a a, a a b, a b a, b a a, a b b, b a b, \ldots\}$.

Definition 3.1.7. The regular operations which are used to build up expressions describing languages are called regular expressions.

Example 3.1.8. Consider the regular expression $1^{*}(0 \cup 1)$. 1* means $\{1\}^{*},(0 \cup 1)$ means $(\{0\} \cup\{1\})$, and $1^{*}(0 \cup 1)$ means $1^{*} \circ(0 \cup 1)$. Hence the language determined by this regular expression consists of strings starting with any number of 1 's followed by either 1 or 0 .

Theorem 3.1.9. (Kleene's Theorem [1]) A language is accepted by a finite state automaton if and only if it can be specified by a regular expression.

Proof. For the proof we refer the reader to Sipser [1, Theorem 4.1.5, page 132].
Definition 3.1.10. Let $\Sigma$ and $\Delta$ be alphabets. A homomorphism is a map $h: \Sigma^{*} \rightarrow \Delta^{*}$ such that $h(x y)=h(x) h(y)$ for all words $x$ and $y$ in $\Sigma^{*}$.

We can also define the inverse homomorphism of languages. For a given homomorphism $h: \Sigma^{*} \rightarrow \Delta^{*}$ and a language $L \subseteq \Delta^{*}$, we define

$$
h^{-1}(L)=\left\{x \in \Sigma^{*} \mid h(x) \in L\right\} .
$$

Theorem 3.1.11. ([1]) If $L$ is a regular language and $h$ is a homomorphism, then $h^{-1}(L)$ is regular.

Proof. $L \subseteq \Delta^{*}$ is regular, so there exists an automaton $\Gamma=\left(Q, \Delta, \delta, q_{0}, F\right)$ accepting $L$. Then we define $\Gamma^{\prime}=\left(Q, \Sigma, \delta^{\prime}, q_{0}, F\right)$ as follows: $\delta^{\prime}(q, w)=\delta(q, h(w))$. The result follows.

### 3.2 Automaton Algebras

We now describe the connection between monomial algebras and finite state automata.
Definition 3.2.1. Let $k$ be a field and let $A=k\left\{x_{1}, \ldots, x_{n}\right\} /(I)$ be a monomial algebra (See page 1 for the definition). We say that $A$ is an automaton algebra if there exists a finite state automaton $\Gamma$ with alphabet $\Sigma=\left\{x_{1}, \ldots, x_{n}\right\}$ such that the word $w$ is accepted by $\Gamma$ if and only if $w \notin(I)$.

Definition 3.2.2. Let $u$ be a word in an algebra $A$. A word $v$ in $A$ is called an extension of $u$ if $u v \neq 0$.

Words $u$ and $w$ in $A$ are called equivalent, denoted by $u \sim_{A} w$ if the set of all extensions of $u$ coincides with the set of all extensions of $w$.

The number of equivalence classes is called the index.

Example 3.2.3. Consider the monomial algebra $A=\mathbb{C}\{x, y\} /\left(x^{3}, y x y\right)$. Then note that the set of extensions of words $x^{2}$ and $y x^{2}$ coincide. Thus $x^{2} \sim_{A} y x^{2}$.

Proposition 3.2.4. (Belov, Borisenko and Latyshev [5]) A monomial algebra is an automaton algebra if and only if the set of all its nonzero words has a finite number of equivalency classes.

Proof. If the monomial algebra is automata, then it has a finite state machine, implying that there are finitely many equivalence classes.

Conversely, let $A$ be a monomial algebra with finite number of equivalence classes. The minimal finite state machine for $A$ can be constructed as following: The equivalence classes of nonzero words give us the accepting states. The equivalence classes of words with zero images give us the rejecting states. The equivalence class of the empty word is the starting state. The generators of $A$ give the transition function. Note that the constructed finite state machine gives all the nonzero words in $A$. Hence $A$ is an automaton algebra.

Proposition 3.2.5. (Belov, Borisenko and Latyshev [5]) Any finitely presented monomial algebra is an automaton algebra.

Proof. Let $A$ be a finitely presented monomial algebra and let the maximum degree of the defining relations of $A$ be $n$. The set of extensions of any nonzero word of length $\geq n-1$ is uniquely determined by its end of length $n-1$. Hence the number of equivalence classes of nonzero words of $A$ cannot exceed the number of nonzero words of $A$ of length $\leq n-1$.

We note that in order for a finite state automaton $\Gamma$ to give rise to a monomial algebra, the collection of words that are rejected by $\Gamma$ must generate a two-sided ideal. This need not occur in general (see, for example, Figure 3.1).

In general, an automaton algebra can have many different corresponding finite state automata. We may assume, however, that the corresponding finite state automaton is minimal.

Definition 3.2.6. We say that a finite state automaton $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$ is minimal if for $q_{1}, q_{2} \in Q$ with $q_{1} \neq q_{2}$ we have

$$
\left\{w \in \Sigma^{*}: \delta\left(q_{1}, w\right) \in F\right\} \neq\left\{w \in \Sigma^{*}: \delta\left(q_{2}, w\right) \in F\right\}
$$

and for every $q \in Q$ there is a word $w \in \Sigma^{*}$ such that $\delta\left(q_{0}, w\right)=q$.

We note that this definition of minimality is different from other definitions that appear in the literature. It can, however, be shown to be equivalent [24]. By the Myhill-Nerode theorem [15], if $A$ is an automaton algebra, there is a minimal corresponding automaton $\Gamma$; moreover, this automaton $\Gamma$ is unique up to isomorphism.

Theorem 3.2.7. (The Myhill-Nerode theorem [15]). The following are equivalent:

1. The set $L \subseteq \Sigma^{*}$ is accepted by some finite automaton.
2. $L$ is the union of some of the equivalence classes of a right invariant equivalence relation of finite index.
3. Let the equivalence relation $\sim_{L}$ be defined by: $x \sim_{L} y$ if and only if for all $z$ in $\Sigma^{*}$, $x z$ is in $L$ exactly when $y z$ is in $L$. Then $\sim_{L}$ is of finite index.

Before proceeding with the proof, recall that we said that two words $u$ and $w$ in a monomial algebra $A$ are equivalent if the set of all extensions of $u$ coincides with the set of all extensions of $w$. Let's denote the relation by $u \sim_{A} w$. We can also define a similar relation on the words of a finite state automaton. Let $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be a finite state automaton. For $x$ and $y$ in $\Sigma^{*}$, we say $x \sim_{\Gamma} y$ if $\delta\left(q_{0}, x\right)=\delta\left(q_{0}, y\right)$. This relation has reflexivity, symmetry and transitivity, as " $=$ " has all three properties.

Definition 3.2.8. Let $\sim$ be an equivalence relation such that $x \sim y$ implies $x z \sim y z$ for every $x, y, z$, then $\sim$ is called right invariant.

Note that the equivalence relation $\sim_{\Gamma}$ is right invariant: Let $x, y, z$ be in $\Sigma^{*}$, then

$$
\delta\left(q_{0}, x z\right)=\delta\left(\delta\left(q_{0}, x\right), z\right)=\delta\left(\delta\left(q_{0}, y\right), z\right)=\delta\left(q_{0}, y z\right)
$$

Now we can prove Theorem 3.2.7
Proof. (1) $\Rightarrow(2)$ Assume that $L$ is accepted by a finite state machine $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$. Let $\sim_{\Gamma}$ be the equivalence relation on words of $\Gamma$ as previously described. The index of $\sim_{\Gamma}$ is finite, it must be bounded by the number of the states in $Q$. We already showed that $\sim_{\Gamma}$ is right invariant. Note that $L$ is the union of words $x$ such that $\delta\left(q_{0}, x\right) \in F$, so (2) follows.
$(2) \Rightarrow(3)$ Let $\sim$ be an equivalence relation satisfying (2). Assume that $x \sim y$. As $\sim$ is right invariant, for any $z \in \Sigma^{*}$ we have $x z \sim y z$. This implies that $y z$ is in $L$ if and only if $x z$ is in $L$. Therefore we get $x \sim_{L} y$, and we see that the equivalence class of $x$ in $\sim$ is
contained in the equivalence class of $x$ in $\sim_{L}$. Since the choice of $x$ was arbitrary, we see that every equivalence class of $\sim$ is contained in some equivalence class of $\sim_{L}$. Thus $\sim_{L}$ has index number less than the index number of $\sim$. The result follows.
$(3) \Rightarrow(1)$ First let's show that $\sim_{L}$ is right invariant. Assume $x \sim_{L} y$. We want to show $x w \sim_{L} y w$ for any $w$; that is, for any $z, x w z$ is in $L$ if and only if $y w z$ is in $L . x_{L} y$ implies that for any $v, x v$ is in $L$ if and only if $y v$ is in $L$. Let $v=w z$. Hence $x w z$ is in $L$ if and only if $y w z$ is in $L$, so $\sim_{L}$ is right invariant.

Now let $Q^{\prime}$ be the set of equivalence classes of $\sim_{L}$. Let $[x]$ be the equivalence class of $Q$ containing $x$. Define $\delta^{\prime}([x], a)=[x a]$ for any word $a$ in $L$. Let's show that $\delta^{\prime}$ is well-defined. If we use $y$ in $[x]$ instead of $x$, then we get $\delta^{\prime}([x], a)=[y a]$. We have $x \sim_{L} y$, and recall $\sim_{L}$ is right invariant, hence $x a \sim_{L} y a$ for any $a$, implying $[x a]=y a$. Define $q_{0}^{\prime}=[\varepsilon]$ and $F^{\prime}=\{[x] \mid x \in L\}$. The finite automaton $\Gamma^{\prime}=\left(Q^{\prime}, \Sigma, \delta^{\prime}, q_{0}^{\prime}, F^{\prime}\right)$ accepts $L$.

Theorem 3.2.9. ([15]) The minimal state automaton accepting a set $L$ is unique up to an isomorphism (i.e., a renaming of the states) and is given by $\Gamma^{\prime}$ in the proof of Theorem 3.2.7.

Proof. Let $L$ be a language and $\Gamma^{\prime}=\left(Q^{\prime}, \Sigma, \delta^{\prime}, q_{0}^{\prime}, F^{\prime}\right)$ be the finite state automaton of $L$ in Theorem 3.2.7. Let $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be another finite state machine accepting $L$. Then the number of states of $\Gamma$ is greater than or equal to the number of states of $\Gamma^{\prime}$. Now let $q$ be a state in $\Gamma$. There must be some $x \in \Sigma^{*}$ such that $\delta\left(q_{0}, x\right)=q$, otherwise $q$ can be removed and we will get a smaller automaton. Now identify $q$ with the state $q^{\prime}$ of $\Gamma^{\prime}$ such that $\delta^{\prime}\left(q_{0}^{\prime}, x\right)=q^{\prime}$. If $\delta\left(q_{0}, x\right)=\delta\left(q_{0}, y\right)=q$ for $x \neq y$, then by the proof of Theorem 3.2.7, $x$ and $y$ are in the same equivalence class of $\sim_{L}$, hence $\delta^{\prime}\left(q_{0}^{\prime}, x\right)=\delta^{\prime}\left(q_{0}^{\prime}, y\right)$. The result follows.

### 3.3 Examples

Recall from Proposition 3.2.5 that any finitely generated monomial algebra is an automaton algebra; i.e., there is a finite state automaton algebra which accepts the words of the monomial algebra. In this section, we will show how to construct the corresponding minimal finite state automaton for a given finitely generated monomial algebra.

Example 3.3.1. Let $A=k\{x, y\} /(x y)$. The words in $\{x, y\}$ with nonzero image in $A$ are precisely those words which do not contain xy as a subword. To check whether a word
contains $x y$ or not, we first ignore all occurrences of $y$ before the first appearance of $x$, since we need an $x$ to have $x y$ as a subword. If we come to an $x$, then it might be the first letter of $x y$. We read the next letter, if it is another $x$, we are in the same position as we were before; if it is a $y$, then we have a subword xy. Hence there are 3 possibilities:

1. We have only seen the letter $y$.
2. We have seen $x$ without a y appearing after it.
3. We have seen $x y$.

Now we can construct the automaton (See Figure 3.3.1).

- Step 1: Start with a starting state, say $q_{0}$.
- Step 2: We ignore all the y's, meaning y's keep us at the starting state. If we see an $x$, then we move to another state, say $q_{1}$.
- Step 3: At state $q_{1}$, the letter $x$ keeps us in this state; if we see a $y$, then we move to another state, say $q_{2}$.

In this case $q_{0}$ and $q_{1}$ are the accepting states. Once the automaton enters $q_{2}$, it should stay at that state, as the word contains xy, and cannot be in nonzero anymore.

Note that $A$ is not prime, as $x A y=0$.
Example 3.3.2. Let $A=k\{x, y\} /\left(x^{2}\right)$. The words in $\{x, y\}$ with nonzero image in $A$ are precisely those words which do not contain $x^{2}$ as a subword. To check whether a given word contains $x^{2}$, we ignore all occurrences of $y$ before the first appearance of $x$, as we need an $x$ to have $x^{2}$ as a subword. If we come to an $x$, then it might be the first letter of $x^{2}$. We read the next letter, if it is a $y$, then we go back ignoring $y$ 's. But if we see another $x$, then that word contains $x^{2}$, hence we need to move another state.

Now we can construct the automaton (See Figure 3.3.2).

- Step 1: Start with a starting state, say $q_{0}$.
- Step 2: We ignore all the y's, meaning y's keep us at the starting state. If we see an $x$, then we move to another state, say $q_{1}$.
- Step 3: At state $q_{1}$, if we see a y, then we go back to ignoring y's; i.e., we go back to the state $q_{0}$. If we see an $x$ at state $q_{1}$, then we go another state, say $q_{2}$.


## Step 1:



Step 2:


Step 3:


Figure 3.2: The construction of the automaton for $k\{x, y\} /(x y)$

In this example, $q_{0}$ and $q_{1}$ are the accepting states. Once the automaton enters $q_{2}$, then it should stay at that state, as the word contains $x^{2}$ and cannot be in $A$ anymore. This is an example of a prime automaton algebra, as there exist no nonzero $a$ and $b$ in $A$ such that $a A b=0$.

Example 3.3.3. Let $A=k\{x, y\} /\left(x^{3}, y^{2}\right)$. The words in $\{x, y\}$ with nonzero image in $A$ are precisely those words which do not contain $x^{3}$ or $y^{2}$ as a subword. As in the previous examples, we just track the occurrences of the patterns $x^{3}$ and $y^{2}$. We can construct the automaton as follows (See Figure 3.3.3).

- Step 1: Start with a starting state, say $q_{0}$.
- Step 2: At state $q_{0}$ : If we see an $x$, it might be the first letter of the pattern $x^{3}$, so we move to another state, say $q_{1}$. If we see a $y$, it might be the first letter of the pattern $y^{2}$, so we move to another state $q_{2}$.
- Step 3: At state $q_{1}$ : If we see another $x$, then we have seen the two letters of the
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Step 3:


Figure 3.3: The construction of the automaton for $k\{x, y\} /\left(x^{2}\right)$
pattern $x^{3}$, so we move to another state, say $q_{3}$. If we see a $y$, then it might be the first letter of $y^{2}$, so we should go to state $q_{2}$. At state $q_{2}$ : If we see an $x$, then it might be the first letter of $x^{3}$, so we go to the state $q_{1}$. If we see a $y$, then we have seen $y^{2}$, so we move to another state, say $q_{4}$.

- Step 4: At state $q_{3}$ : If we see an $x$, then we completed the pattern $x^{3}$, so we move to another state, say $q_{5}$. If we see a $y$, then that $y$ might be the first letter of $y^{2}$, so we go the state $q_{2}$.

In this automaton, the accepting states are $q_{0}, q_{1}, q_{2}$ and $q_{3}$. Once the automaton enters $q_{4}$ or $q_{5}$, it should stay at that state, as the word contains $x^{3}$ or $y^{2}$, and cannot be in $A$ anymore.

This is also an example of a prime automaton algebra, as there exist no nonzero a and


Figure 3.4: The construction of the automaton for $k\{x, y\} /\left(x^{3}, y^{2}\right)$
$b$ in $A$ such that $a A b=0$.

## Chapter 4

## Proofs

### 4.1 Nearly Free Modules

Definition 4.1.1. Let $B$ be a subring of a ring $A$. We say that $A$ is nearly free as a left $B$-module if there exists some set $E=\left\{x_{\alpha} \mid \alpha \in S\right\} \subseteq A$ such that:

1. $x_{\alpha_{0}}=1$ for some $\alpha_{0} \in S$;
2. $A=\sum_{\alpha} B x_{\alpha}$;
3. if $b_{1}, \ldots, b_{n} \in B$ and $b_{1} x_{\alpha_{1}}+\cdots+b_{n} x_{\alpha_{n}}=0$ then $b_{i} x_{\alpha_{i}}=0$ for $i=1, \ldots, n$.

We note that it is possible to be nearly free over a subalgebra without being free.
Example 4.1.2. Let $A=\mathbb{C}[x] /\left(x^{3}\right)$ and let $B$ be the subalgebra of $A$ generated by the image of $x^{2}$ in $A$. Then $A$ is 3 -dimensional as $a \mathbb{C}$-vector space while $B$ is 2 -dimensional. Hence $A$ cannot be free as a left $B$-module. Let $\bar{x}$ denote the image of $x$ in $A$. Then

$$
A=B+B \bar{x}
$$

Moreover $A$ is $\mathbb{N}$-graded and $B$ is the graded-subalgebra generated by homogeneous elements of even degree. Hence if $b_{1}+b_{2} \bar{x}=0$ then $b_{1}=b_{2} \bar{x}=0$. Hence $A$ is nearly free as $a$ $B$-module.

Proposition 4.1.3. Let $A$ be a prime algebra and suppose that $B$ is a primitive subalgebra of $A$ such that:

1. $A$ is an nearly free as a right and left $B$-module;
2. every nonzero two-sided ideal $I$ of $A$ has the property that $I \cap B$ is nonzero.

Then $A$ is primitive.
Proof. It is sufficient to show that $A$ is right primitive. By Proposition 2.1.20, there exists a maximal right ideal $I$ of $B$ that does not contain a nonzero two-sided ideal of $B$. Let $E=\left\{x_{\alpha}: \alpha \in S\right\}$ be a subset of $A$ satisfying:

1. $A=\sum_{x_{\alpha} \in E} B x_{\alpha}$;
2. if $b_{1} x_{\alpha_{1}}+\cdots+b_{d} x_{\alpha_{d}}=0$, then $b_{i} x_{\alpha_{i}}=0$ for every $i$;
3. $x_{\beta}=1$ for some $\beta \in S$.

Then

$$
I A=\sum_{\alpha \in S} I x_{\alpha} .
$$

We claim that $I A$ is proper right ideal of $A$. If not then

$$
1=x_{\beta}=\sum a_{k} x_{\alpha_{k}},
$$

for some $a_{k} \in I$. Since $A$ is nearly free as a left $B$-module, $x_{\beta}-a x_{\beta}=0$ for some $a \in I$, so that $1=x_{\beta}=a x_{\beta} \in I$ contradicting the fact that $I$ is a proper ideal of $B$. Thus $I A$ is a proper right ideal of $A$. The proper ideals of $A$ can be partially ordered by using the subset inclusion, and since $I A$ is a proper right ideal of $A$, by Zorn's lemma we can find a maximal right ideal $L$ of $A$ containing $I A$. We claim that $A / L$ is a faithful simple right $A$-module. To see this, first we show that $L \cap B=I$. Note that $L \cap B \supseteq I A \cap B=I$. If $L \cap B=B$, then $L \subseteq B A=A$, which is a contradiction. Hence $L \cap B=I$. Now suppose that $L$ contains a nonzero primitive ideal $P$ of $A$. By assumption, $P \cap B=Q$ is a nonzero ideal of $B$ and is contained in $L \cap B=I$, a contradiction. The result follows.

### 4.2 Proof of Theorem 1.0.7

In this section we prove the following generalization of Theorem 1.0.7.
Theorem 4.2.1. Let $k$ be a field and let $A$ be a prime automaton algebra over $k$. Then $A$ is either primitive or A satisfies a polynomial identity.

To prove this we need a few definitions.


Figure 4.1: A finite state automaton in which the only $q_{0}$-revisiting word is the empty word.

Definition 4.2.2. Let $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be a minimal finite state automaton. Given a state $q \in Q$, we say a word $w \in \Sigma^{*}$ is $q$-revisiting if $w=w^{\prime} w^{\prime \prime}$ for some $w^{\prime}, w^{\prime \prime} \in \Sigma^{*}$ with $w^{\prime}$ non-trivial such that $\delta\left(q, w^{\prime}\right)=q$. Otherwise, we say $w$ is $q$-avoiding.

A key obstruction in this proof is that there exist examples of prime automaton algebras for which there are no non-trivial words in $\Sigma^{*}$ that are $q_{0}$-revisiting in the corresponding minimal automaton $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$. For example, if $A=k\{x, y\} /\left(x^{2}, y^{2}\right)$. Then the automaton corresponding to the algebra $A$ is given in Figure 4.2. We note that it is impossible to revisit the initial state $q_{0}$ in this case.

Before proceeding with the generalization of Theorem 1.0.7, we define an equivalence relation on the accepting states of a minimal finite state automaton $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$. We say that $q_{i} \sim q_{j}$ if there exists words $w$ and $w^{\prime}$ such that $\delta\left(q_{i}, w\right)=q_{j}$ and $\delta\left(q_{j}, w^{\prime}\right)=q_{i}$.

Given a minimal finite state automaton $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$, we can put a partial order between the equivalence classes of accepting states in the following way. Let $q$ and $q^{\prime}$ be two accepting states and let $[q]$ and $\left[q^{\prime}\right]$ denote their equivalence classes. We say that $[q] \leq\left[q^{\prime}\right]$ if there is a word $w$ such that $\delta(q, w)=q^{\prime}$ (Note that if $[q] \leq\left[q^{\prime}\right]$ and $\left[q^{\prime}\right] \leq[q]$ then $q \sim q^{\prime}$ and so the two classes are the same.). Figure 4.2 gives an example of a finite state automaton in which the set accepting of states has been partitioned into equivalence classes.

To obtain the proof of Theorem 1.0.7, we show that $A$ has a well-behaved free subalgebra.


Figure 4.2: A finite state machine with four equivalence classes.

We call the subalgebras we construct state subalgebras.
Definition 4.2.3. Let $A$ be an automaton algebra and let $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be its corresponding minimal finite state automaton. Given a state $q \in F$, we define the state subalgebra of $A$ corresponding to $q$ to be the subalgebra generated by all words $w \in \Sigma^{*}$ such that $\delta(q, w)=q$.

Lemma 4.2.4. Let $A$ be an automaton algebra and let $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be its corresponding minimal finite state automaton. A state subalgebra $B$ of $A$ corresponding to some state $q$ in $F$ is a free algebra.

Proof. We claim that $B$ is free on
$E:=\left\{w \in \Sigma^{*} \mid \delta(q, w)=q\right.$, every nonempty proper initial subword of $w$ is $q$-avoiding $\}$.
Since $B$ is generated by words $w$ such that $\delta(q, w)=q$ and every such word $w$ can be decomposed into a product of words $w=w_{1} \cdots w_{d}$ with $\delta\left(q, w_{i}\right)=q$ and for which every nonempty proper initial subword of $w_{i}$ is $q$-revisiting, we see that $B$ is generated by $E$. Suppose that $B$ is not free on $E$. Then we have a non-trivial relation of the form

$$
\sum c_{i_{1}, \ldots, i_{d}} w_{i_{1}} \ldots w_{i_{d}}=0
$$

in which only finitely many of the $c_{i_{1}, \ldots, i_{d}}$ are nonzero and each $w_{i_{1}}, \ldots, w_{i_{d}} \in E$. Since $A$ is a monomial algebra, we infer that we must have a relation of the form

$$
w_{i_{1}} \ldots w_{i_{d}}=w_{j_{1}} \ldots w_{j_{e}}
$$

with

$$
\left(w_{i_{1}}, \ldots, w_{i_{d}}\right) \neq\left(w_{j_{1}}, \ldots, w_{j_{e}}\right) .
$$

Pick such a relation with $d$ minimal. Then note that $w_{i_{1}} \neq w_{j_{1}}$ for otherwise, we could remove $w_{i_{1}}$ from both sides and have a smaller relation:

$$
w_{i_{2}} \ldots w_{i_{d}}=w_{j_{2}} \ldots w_{j_{e}}
$$

But then either $w_{i_{1}}$ is a proper $q$-revisiting initial subword of $w_{j_{1}}$ or vice versa, which is impossible by the definition of the set $E$. The result follows.

Lemma 4.2.5. Let $A$ be an automaton algebra and let $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be its corresponding minimal finite state automaton. If $B$ is a state subalgebra of $A$ corresponding to some state $q$ in $F$ then $A$ is nearly free as a left $B$-module.

Proof. Let

$$
E=\{1\} \cup\left\{w \in \Sigma^{*} \mid \delta\left(q_{0}, w\right) \in F \text { and } w \text { is } q \text {-avoiding }\right\} .
$$

Let $w$ be in $E$. The condition that $\delta\left(q_{0}, w\right) \in F$ is just saying that $w$ has nonzero image in $A$. We claim first that

$$
A=\sum_{x \in E} B x
$$

Since $A$ is spanned by words, it is sufficient to show that every word $w$ with nonzero image in $A$ is of the form $b x$ for some $b \in B$ and $x \in E$. If $w$ is in $B$, then we are done. Otherwise $\delta(q, w) \neq q$. Hence there is some proper initial subword $b$ of $w$ such that $w=b x, \delta(q, b)=q$ and $x$ is either $q$-avoiding of $x=1$. Thus we obtain the first claim.

Next observe that if

$$
\sum_{i=1}^{d} b_{i} x_{i}=0
$$

with $x_{i} \in E, b_{i} \in B$, then we must have $b_{1} x_{1}=\cdots=b_{d} x_{d}=0$. To see this, observe by the argument above, every word $u$ has a unique expression as $b x$ for some word $b \in B$ and $x \in E$. Suppose that

$$
\sum_{i=1}^{d} b_{i} x_{i}=0
$$

and $b_{1} x_{1} \neq 0$. Then there is some word $u$ which appears with a nonzero coefficient in $b_{1} x_{1}$. But by the preceding remarks, $u$ cannot appear with nonzero coefficient in any of $b_{2} x_{2}, \ldots, b_{d} x_{d}$. Since $A$ is a monomial algebra, we obtain a contradiction. Thus $A$ is nearly free as a left $B$-module.

We have now shown that an automaton algebra $A$ has a free subalgebra $B$ such that $A$ is nearly free as a left $B$-module. To complete the proof that $A$ is primitive or PI, we must show that nonzero ideals of $A$ intersect certain state subalgebras non-trivially.

Proposition 4.2.6. Let $A$ be a prime automaton algebra with corresponding minimal finite state automaton $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$. Suppose $q \in F$ is in a maximal equivalence class of $F$ under the order described above and $B$ is the state subalgebra corresponding to $q$. If I is a nonzero two sided ideal of $A$ then $I \cap B$ is a nonzero two sided ideal of $B$.

Proof. Every element $x \in I$ can be written as

$$
\sum c_{w} w,
$$

where $w \in \Sigma^{*}$. Among all nonzero $x \in I$, pick an element

$$
x=c_{1} w_{1}+\cdots+c_{d} w_{d}
$$

with $d$ minimal. Then $c_{1}, \ldots, c_{d}$ are all nonzero. Pick $u$ such that $\delta\left(q_{0}, u\right)=q$. Since $A$ is prime, there is some word $v$ such that $u v x \neq 0$. Then $u v x=c_{1} u v w_{1}+\cdots+c_{d} u v w_{d}$ is a nonzero element of $I$. By minimality of $d$, uvw $w_{i}$ has a nonzero image in $A$ for every $i$. Consequently, $\delta\left(q_{0}, u v w_{i}\right) \in F$ for all $i$. Since $q$ is in a maximal equivalence class of $F$, $\delta\left(q_{0}, u v w_{i}\right) \in[q]$ for $1 \leq i \leq d$.

Note that if $\delta\left(q_{0}, u v w_{i}\right) \neq \delta\left(q_{0}, u v w_{j}\right)$ for some $i, j$ then by minimality of $\Gamma$, there is some word $w \in \Sigma^{*}$ such that $\delta\left(q_{0}, u v w_{i} w\right) \in F$ and $\delta\left(q_{0}, u v w_{j} w\right) \notin F$ (or vice versa). Consequently, $u v w_{i} w$ has nonzero image in $A$ and $u v w_{j} w=0$ has a nonzero image in $A$. Thus $u v x w$ is a nonzero element of $I$ with a shorter expression than that of $x$, contradicting the minimality of $d$. It follows that

$$
\delta\left(q_{0}, u v w_{1}\right)=\cdots=\delta\left(q_{0}, u v w_{d}\right) .
$$

Since $\delta\left(q_{0}, u v w_{1}\right) \in[q]$, there is some word $u^{\prime}$ such that $\delta\left(q_{0}, u v w_{1} u^{\prime}\right)=q$. Consequently,

$$
\delta\left(q_{0}, u v w_{1} u^{\prime}\right)=\cdots=\delta\left(q_{0}, u v w_{d} u^{\prime}\right)=q .
$$

Thus $v w_{i} u^{\prime} \in B$ for $1 \leq i \leq d$ and so $v x u^{\prime} \in B \cap I$ is nonzero. The result follows.
By Kleene's Theorem 3.1.9, the collection of words accepted by a finite state automaton forms a regular language; by symmetry in the definition of a regular language, the reverse language obtained by reversing all strings in a given regular language is again regular. At the level of algebras, string reversal corresponds to multiplication of words in the opposite ring. ${ }^{1}$

Proof of Theorem 4.2.1. It is sufficient to show that A is right primitive since the opposite ring of A is again an automaton algebra. Let $\Gamma=\left(Q, \Sigma, \delta, q_{0}, F\right)$ be the minimal finite state automaton corresponding to $A$. We pick a state $q \in F$ that is in an equivalence class $[q]$ that is maximal with respect to the order described above. We let $B$ be the state subalgebra of $A$ corresponding to $q$. By Lemma 4.2.4, $B$ is a free algebra. We now have two cases.

[^0]Case I: $B$ is free on at most one generator.
In this case, we claim that $A$ satisfies a polynomial identity. Let $u$ be a word satisfying $\delta\left(q_{0}, u\right)=q$. Let $v$ be a word with nonzero image in $A$. Since $A$ is prime, there is some word $w$ such that uwv has nonzero image in $A$. Thus $\delta\left(q_{0}, u w v\right) \in F$. Since $\delta\left(q_{0}, u\right)=q$, and $[q]$ is a maximal equivalence class, $\delta(q, w v) \in[q]$. In particular, there is some word $t$ such that $\delta\left(q_{0}, u w v t\right)=q$. Thus $w v t \in B$. But $B$ is free on at most one generator. In particular every word in $B$ must be a power of some (possibly empty word) $b$. Thus $v$ is a subword of $b^{m}$ for some $m$. It follows that every word with nonzero image in $A$ is a subword of $b^{m}$ for some $m$. In particular, the number of words in $\Sigma^{*}$ of length $n$ that have nonzero image in $A$ is bounded by the length of $b$. Hence $A$ has GK dimension one (cf. Krause and Lenagan [18, Chapter 1]. Thus $A$ is PI [23].

Case II: $B$ is free on two or more generators.
In this case, $B$ is primitive by Theorem 2.3.3. By Lemma 4.2.5, $A$ is nearly free as a left $B$-module. By Proposition 4.2.6, nonzero ideals of $A$ intersect $B$ non-trivially. Hence $A$ is right primitive by Proposition 4.1.3. The result follows.

### 4.3 Examples

In this section we are going the apply the idea of the proof to the previous examples to actually construct a faithful simple right module for the algebras.

Example 4.3.1. Consider Example 3.3.2, where $A=k\{x, y\} /\left(x^{2}\right)$. Let $B$ be the state subalgebra of $A$ corresponding to the state $q_{0}$. Note that $B$ is a free algebra on the generators $y$ and $x y$, hence $B$ is primitive by Jacobson's Theorem 2.3.3. We let $M=\sum_{i \geq 0} k e_{i}$ and let $B$ act on $M$ via the rules

$$
e_{i} y=e_{i-1} \quad \text { and } \quad e_{i} x y=e_{i^{2}+1},
$$

where we take $e_{-1}=0$. Then, as in the proof of Theorem 2.3.3, but dually, $M$ is a faithful simple right B-module. Next, we define a module homomorphism

$$
\phi: B \rightarrow M \text { by } \phi(b)=e_{1} b .
$$

We let $I$ be the kernel of $\phi$. Then $I$ is a right ideal of $B$. Note that $A=B+B x$ is a nearly free right $B$-module. We let $J=I+I x$. Then $J$ is a right ideal of $A$. Then
$N \cong A / J=A /(I+I x)$ can be thought of as a direct sum of two copies of $M$. We write $N$ as

$$
N=M \oplus M^{\prime}=\sum k e_{i} \oplus \sum k e_{i}^{\prime}
$$

with $e_{i} y=e_{i-1}, e_{i}{ }^{\prime} y=e_{i^{2}+1^{\prime}}{ }^{\prime}, e_{i} x=e_{i}{ }^{\prime}, e_{i}{ }^{\prime} x=0$. We claim that $N$ is a simple faithful right $A$-module.

Let $m_{1}+m_{2}$ be an element of $N$, where $m_{1} \in M$ and $m_{2} \in M^{\prime}$.

$$
\left(m_{1}+m_{2}\right)\left(b_{1}+b_{2} x\right)=\left(m_{1} b_{1}+m_{2} b_{1}+m_{1} b_{2} x+m_{2} b_{2} x\right) .
$$

$M$ and $M^{\prime}$ are both left $B$-modules, hence $\left(m_{1}+m_{2}\right)\left(b_{1}+b_{2} x\right) \in N$. We claim that $N$ is a simple faithful right A-module. By contradiction assume that $N$ is not faithful; i.e., there exists a nonzero element $b_{1}+b_{2} x \in A$ such that $\left(m_{1}+m_{2}\right)\left(b_{1}+b_{2} x\right)=0$ for any $\left(m_{1}+m_{2}\right) \in N$. Consider

$$
0=\left(m_{1}\right)\left(b_{1}+b_{2} x\right)=m_{1} b_{1}+m_{1} b_{2} x .
$$

$A$ is a nearly free right $B$-module, so we should have $m_{1} b_{1}=m_{2} b_{2} x=0$. Note that $m_{1} b_{1}=0$ if and only if $b_{1}=0$, as $M$ is a faithful right B-module. Similarly, $m_{1} b_{2} x=0$ if and only if $b_{2} x=0$. Then $b_{1}+b_{2} x=0$, we have a contradiction an $M$ is a faithful simple $A$-module.

In order to show that $N$ is a simple right $A$-module, we need to show that $\left(m_{1}+m_{2}\right) A=N$ for any element $\left(m_{1}+m_{2}\right)$ in $N$. We have

$$
\left(m_{1}+m_{2}\right) A=\left(m_{1}+m_{2}\right)(B+B x)=\left(m_{1} B+m_{2} B+m_{1} B x+m_{2} B x\right)=M+M^{\prime},
$$

as $B x \subseteq B$ and $M$ and $M^{\prime}$ are simple $B$-modules.
$N$ is a simple faithful right $A$-module, hence $A$ is primitive.
Example 4.3.2. Consider the Example 3.3.3 with Figure 3.3.3, where $A=k\{x, y\} /\left(x^{3}, y^{2}\right)$. Let $B$ be the state subalgebra corresponding to $q_{2}$. Note that $B$ is a free algebra on the generators xy and $x^{2} y$. Hence $B$ is primitive by Jacobson's Theorem 2.3.3.

We let $M=\sum_{i \geq 0} k e_{i}$ and let $B$ act on $M$ via the rules

$$
e_{i} x y=e_{i-1} \quad \text { and } \quad e_{i} x^{2} y=e_{i^{2}+1},
$$

where we take $e_{-1}=0$. Next, we define a module homomorphism

$$
\phi: B \rightarrow M \text { by } \phi(b)=b e_{1} .
$$

We let I be the kernel of $\phi$. Note that $A=B+B x+B x^{2}+B y$ is a nearly free right $B$-module. We let $J=I+I x+I x^{2}+I y$ be an ideal of $A$. Then $N \cong A / J=A /\left(I+I x+I x^{2}+I y\right)$ can be thought of a a direct sum of four copies of $M$. We write $N$ as

$$
N=M \oplus M^{\prime} \oplus M^{\prime \prime} \oplus M^{\prime \prime \prime}=\sum k e_{i} \oplus \sum k e_{i}^{\prime} \oplus \sum k e_{i}^{\prime \prime} \oplus \sum k e_{i}^{\prime \prime \prime}
$$

with $e_{i} x=e_{i}{ }^{\prime}, e_{i} y=e_{i}{ }^{\prime \prime \prime}, e_{i}{ }^{\prime} x=e_{i}{ }^{\prime \prime}, e_{i}{ }^{\prime} y=e_{i-1}{ }^{\prime}, e_{i}{ }^{\prime \prime} x=0, e_{i}{ }^{\prime \prime} y=e_{i^{2}+1^{\prime \prime}}, e_{i}{ }^{\prime \prime \prime} x=e_{i}{ }^{\prime}$, $e_{i}^{\prime \prime \prime} y=0$. We claim that $N$ is a simple faithful right $A$-module.

Let $m_{1}+m_{2}+m_{3}+m_{4}$ be an element of $N$, where $m_{1} \in M, m_{2} \in M^{\prime}, m_{3} \in M^{\prime \prime}$ and $m_{4} \in M^{\prime \prime \prime}$. We have

$$
\begin{aligned}
\left(m_{1}+m_{2}+m_{3}+\right. & \left.m_{4}\right)\left(b_{1}+b_{2} x+b_{3} x^{2}+b_{4} y\right) \\
& =\left(m_{1}+m_{2}+m_{3}+m_{4}\right) b_{1}+\left(m_{1}+m_{2}+m_{3}+m_{4}\right) b_{2} x \\
& +\left(m_{1}+m_{2}+m_{3}+m_{4}\right) b_{3} x^{2}+\left(m_{1}+m_{2}+m_{3}+m_{4}\right) b_{4} y .
\end{aligned}
$$

As $M, M^{\prime}, M^{\prime \prime}, M^{\prime \prime \prime}$ are right B-modules, the product is in $M+M^{\prime}+M^{\prime \prime}+M^{\prime \prime \prime}=N$.
We need to show that $N$ is a faithful right $A$-module. Towards a contradiction assume that $N$ is not faithful; i.e., there exists a nonzero element $b=b_{1}+b_{2} x+b_{3} x^{2}+b_{4} y \in A$ such that $m b=0$ for any $m \in N$. Let $m=m_{1}$. Then

$$
0=m_{1}\left(b_{1}+b_{2} x+b_{3} x^{2}+b_{4} y\right)=m_{1} b_{1}+m_{1} b_{2} x+m_{1} b_{3} x^{2}+m_{1} b_{4} y .
$$

$A$ is a nearly free left $B$-module, so we should have

$$
m_{1} b_{1}=m_{1} b_{2} x=m_{1} b_{3} x^{2}=m_{1} b_{4} y=0 .
$$

$M$ is a faithful right $B$-module, hence we have $b_{1}=b_{2} x=b_{3} x^{2}=b_{4} y=0$, implying $b_{1}=b_{2}=b_{3}=b_{4}$. But then $b=0$, so we have a contradiction.

In order to show that $N$ is a simple right $A$-module, we need to show that $m A=N$ for any element $m$ in $N$. Here

$$
\begin{aligned}
m A & =\left(m_{1}+m_{2}+m_{3}+m_{4}\right)\left(B+B x+B x^{2}+B y\right) \\
& =\left(m_{1}+m_{2}+m_{3}+m_{4}\right) B+\left(m_{1}+m_{2}+m_{3}+m_{4}\right) B x \\
& +\left(m_{1}+m_{2}+m_{3}+m_{4}\right) B x^{2}+\left(m_{1}+m_{2}+m_{3}+m_{4}\right) B y .
\end{aligned}
$$

We know that $M, M^{\prime}, M^{\prime \prime}, M^{\prime \prime \prime}$ are simple left $B$-modules. Hence the equation becomes

$$
m A=M+M^{\prime}+M^{\prime \prime}+M^{\prime \prime \prime}=N .
$$

$N$ is a simple faithful right $A$-module, hence $A$ is primitive.
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[^0]:    ${ }^{1}$ If $R$ is a ring, then $R^{o p}$, the opposite ring of $R$, is equal to $R$ as a set but is endowed with multiplication $r * s=s \cdot r$, where $\cdot$ is multiplication in $R$.

