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Abstract

Large-scale gene expression experiments and interaction networks have become major data

sources for discovery in systems biology. In several types of interaction networks, as is

widely established, active modules, i.e. functional, simultaneously active groups of genes,

are best encoded as highly interconnected regions that are co-expressed and show significant

changes in an accompanying set of gene expression experiments. Accordingly, inferring an

organism’s active modulome, the entirety of active modules, translates to identifying these

dense and co-expressed regions, which is NP-hard.

We provide a novel algorithm, DCB-Miner, that addresses the corresponding compu-

tationally hard problem by means of a carefully designed search strategy, which has been

specifically adapted to the topological peculiarities of protein interaction networks. Our

algorithm outperforms all prior related approaches on standard datasets from H. sapiens

and S. cerevisiae in a Gene Ontology-based competition and finds modules that convey

particularly interesting novel biological meaning.
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Systems biology; protein interaction networks; gene expression; dense subgraphs; bicluster-

ing
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“I never guess. It is a capital mistake to theorize before one has data. Insensibly one

begins to twist facts to suit theories, instead of theories to suit facts.”

Sir Arthur Conan Doyle, 1859-1930
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Chapter 1

Introduction

On the cellular level, life is driven by molecules acting in concert, in response to internal

and external signals. The investigation of the inherent complex molecular patterns has

been at the core of molecular biology since the discovery of the genetic code. The ultimate

goal is to draw detailed maps of cellular mechanisms and their interplay. However, even in

the post-genomic era, this is a hard task. Noisy experimental data and the superposition

of many such mechanisms usually make direct computational approaches impossible. For

this reason, a significant portion of the genes of the most studied model organisms lack

comprehensive functional annotation. The situation is even worse in less studied organisms

[66].

The modularity paradigm [4] facilitates to overcome these difficulties in a single step.

In short, this systemic paradigm establishes that functional subunits of the cellular maps

are encoded as modules. When mapped to the realm of biochemistry this translates to

specific cellular functionality being explained by groups of genes rather than by single genes.

Accordingly, in systems biology, a first worthwhile computational step is to identify an

organism’s modules. Provided with the modulome of an organism, that is, the entirety of its

functional subunits, one can assign functions to not yet annotated gene products modularly

associated with fully annotated functional partners. Furthermore, studying overlaps of

modules and, in an even more general fashion, their hierarchical organization will finally

help to draw more holistic pictures of an organism on the biochemical level.

Unlike other omic data types, which refer to large scale and holistic data gathered for

understanding a specific aspect of the cellular life, there is no single experimental method or

data source to be used to fully and directly annotate the modulome of an organism. As an

1



CHAPTER 1. INTRODUCTION 2

example, consider the genome of an organism, which along with other genomes is usually

a sufficient data source to find the complete set of genes of the organism to a substantial

degree of correctness. Similarly, gene expression experiments are useful, if not sufficient,

resources for constructing the transcriptome, i.e. the totality of expression profiles of genes

under various conditions. Unfortunately, there is no such data source for construction

of the modulome. Instead, the inference of modulome relies on analyzing and drawing

conclusion from singleton (or a combination of other) omic data types. For example, finding

co-expressed genes from transcriptome can yield insights into the modulome. Similarly,

finding highly interacting groups of genes in the interactome usually translates to finding

functional modules. As a final example, finding co-located clusters of genes along the genome

often correspond finding to co-transcriptionally regulated genes, i.e. functional modules. All

these translate to some form of non-trivial knowledge discovery from omic data types. This

is why molecular biology has become one of the major application and innovation domains

for data mining.

Various data mining methods, most significantly clustering and constrained pattern min-

ing algorithms, have been developed to infer modules from single omic data types. As input,

several biological omic data types are available, each describing a different aspect of the cel-

lular system. Table 1 shows some of the popular and widely available omic data types in

use today.

Data Type Type of Information
Transcriptome Expression of genes under various conditions
Interactome Gene-protein and protein-protein interactions
Proteome Activation of proteins under various conditions
Metabolome Changes in concentrations of small molecules across conditions
Phenome Gene-phenotype associations
Localizome Cellular localization of individual proteins
Textome Occurrence of genes/protein names in scientific articles

Table 1.1: Common omic data types

However, recently it became evident that joint analysis of multiple omic data types is

much more promising than making inferences based on singleton data types [29]. Algorithms

that integrate several types of datasets promise to be superior due to three important

aspects:
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1. High-throughput data of any type is still noisy to a substantial degree and/or incom-

plete. For example, high-throughput protein-protein interaction (PPI) identification

experiments can contain up to 50% false positive interactions [81]. Similarly, noise in

gene expression data is a prominent problem and has many origins.

2. Single data types only provide partial, highly specific information on the underlying

biological system. For example, gene expression data only reflect cellular conditions on

the transcriptional level, whereas interaction data only yield insight about particular

features of more advanced cellular processes.

3. There is a global correlation between various omic data types [28, 30, 29]. Although

some approaches used one data type to check the results from the analysis of another

data type [76], it is sub-optimal. The global correlation between omic data types must

be exploited by the learning algorithms for better performance.

Along these lines, this thesis tries to exploit the benefits of joint mining of multiple omic

data types. We develop a novel way to efficiently combine transcriptome and interactome to

find the active modulome of an organism. We refer to the entirety of the modules that are

active with respect to the gene expression data employed as the active modulome. Supported

by abundant scientific evidence, active modules are best identified as highly interconnected

(dense) subnetworks where participating genes are co-expressed under specific biological

conditions. We focus on transcriptome and interactome because (1) they are the most

popular and widely available omic data types and (2) they serve as a basis for attribute

based (phenome, localizome, epigenetic data, etc.) and graph based (interactome, protein

structure data, gene association data, co-expression graphs, etc.) omic data types. Note

finally that activity, as defined here, is relative to the gene expression experiments under

consideration. As a consequence, completeness of the modulome is also relative to the

cellular conditions explored.

1.1 Contributions

In this thesis, we present an algorithm that addresses prevalent difficulties for inferring

modules by joint analysis of transcriptome and interactome data. As we shall see in the

related work section, our algorithm integrates all desirable properties of existing module

finding algorithms , which has not been done before. From the point of view of algorithmic
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complexity, the according search problem is NP-hard. However, we demonstrate that,

on the biological instances at hand, the problem becomes tractable by carefully designing

the search strategy. We do this by combining the search for dense subnetworks with a

biclustering method applied to as much as hundreds of different expression profiles.

In sum, our major contributions are:

• We formally introduce the novel problem of finding density constrained biclusters

(DCBs), i.e. densely connected subnetworks where nodes are subject to homogeneity

constraints in a corresponding attribute space.

• We design a novel search strategy, Density Constrained Bicluster Miner (DCB-Miner)

algorithm, which can efficiently solve this computationally hard problem for biological

instances, namely PPI and genetic interactions (GI) networks on one hand and homo-

geneity constraints resulting from gene expression experiments on the other hand.

• We use DCB-Miner to compute the active modulome of human and yeast based on

standard transcriptomic and interactomic datasets which has not been done before.

• We demonstrate that our DCB-Miner algorithm clearly outperforms prior module find-

ing approaches in a Gene Ontology (GO) based evaluation procedure. This confirms

the validity of the hypothesis of an active module being a dense and co-active subnet-

work.

• We show that DCBs can be used to computationally predict novel functional annota-

tions for crudely annotated and/or un-annotated genes.

1.2 Thesis Outline

The remainder of the thesis is organized as follows:

• In Chapter 2, we survey the related work.

• In Chapter 3, we formally introduce the Density Constrained Biclustering (DCB)

problem, analyze its complexity and study the properties of the constraints a module

must satisfy.

• In Chapter 4, we propose the DCB-Miner algorithm which exploits the properties

derived in Chapter 3 and prove its correctness.
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• In Chapter 5, we demonstrate the superiority of DCB-Miner algorithm in a Gene On-

tology (GO) based competition against four state-of-the-art algorithms in use. We

further present biological examples from yeast and human that convey particular in-

teresting meaning. Finally, we report the results of run time experiments that show

the scalability of DCB-Miner algorithm.

• We conclude with a summarization of our contributions and future extensions in Chap-

ter 6.



Chapter 2

Related Work

In this chapter, we give a systematic analysis of the related work. From the computer science

point of view, our work is closely related to clustering and constrained pattern mining. From

a bioinformatics application point of view, our work corresponds to the functional module

discovery from gene expression and protein interaction data.

The most widely used data mining methods for the functional module identification task

are clustering and constraint based pattern mining. Clustering is defined as the process of

grouping data objects into groups so that elements of a group are similar to each other and

dissimilar to elements of other groups [31]. Unlike classification, class labels are not given

apriori, therefore, it is an unsupervised learning process. Clustering has been widely studied

within the data mining, statistics, pattern recognition, machine learning and bioinformatics

communities. The type of the data (i.e. real-valued vectors, graphs, images, strings, etc.)

to be clustered and the type of similarity metric usually depend on the domain of the data

to be clustered. Constrained pattern mining, on the other hand, is the process of finding

patterns in the data that satisfy some user defined constraints. Although the core task of

pattern mining is the same as clustering, there exist certain differences between the two.

First, patterns are typically smaller than clusters. Second, patterns are allowed to overlap,

which might not be the case in most of the clustering algorithms. Finally, patterns are more

interpretable than clusters due to their smaller size and to the fact that they satisfy user

defined constraints.

Since both clustering and pattern mining are very broad topics, we will focus only on

works that are developed or utilized for functional module discovery. In particular, we will

give a special attention to biclustering and dense graph mining approaches as our algorithm

6
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combines ideas from both areas.

From this point on, we use the terms gene and protein interchangeably as a protein is

directly identifiable from the gene coding for it.

2.1 Gene Expression Data (Transcriptome) Based Methods

Gene expression profiling is the process of measuring the activity of thousands of genes in

a high-throughput manner in order to create a global picture of the cellular state. Usually,

gene expression profiling data is represented as an n ×m matrix E, containing expression

levels for n genes (rows) under m experimental conditions (columns). Depending on the

type of technology, the matrix entry Ei,j , i ∈ 1..n ,j ∈ 1..m can have different meanings. In

cDNA microarray experiments, entry Ei,j represents the (usually 2-logged) test vs. control

fold change of gene i in condition j . For example, in Table 2.1, E2,3 = −1.5 means that

expression value of gene B decreased 21.5 = 2.82-fold whereas E5,3 indicates that expression

value of gene B increased 24 = 16-fold under Condition 3. On the other hand, in oligonu-

cleotide array and SAGE (Serial Analysis of Gene Expression) based experiments, matrix

entries represent the actual amount of gene expression. Hence there is no comparison, i.e.

fold change, against the wild type.

Gene Cond-1 Cond-2 Cond-3 Cond-4
A 2 0 -1 0
B 2 0.1 -1.5 0
C 0 0.1 0 0.2
D 1.1 2.1 0 2
E -2 0 4 5

Table 2.1: Expression matrix from a cDNA experiment

Gene expression data has been the most widely used and publicly available attribute data

for gene clustering and pattern mining. Therefore, the most classical post-genomic approach

to module finding problem is to infer groups of co-expressed genes where expression patterns

usually come from microarray experiments. As an example, consider again the toy data set

given in Table 2.1, this time plotted in Figure 2.1 for easier interpretation. Gene A, B and

E seem to be highly co-expressed. Note that, expression of genes A and B are positively

correlated, whereas, E shows negative correlation with genes A and B. Moreover, D and C

does not seem to be co-expressed with other genes. In summary, genes A, B and E may be
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involved in the same cellular process.

Figure 2.1: Plot of expression profiles of genes given in Table 2.1

A variety of classical approaches have demonstrated that, for a group of genes, co-

expression significantly increases the likelihood of having similar function. In order to un-

cover such co-expression patterns, several clustering approaches including K-Means, Hier-

archical Clustering and Self Organizing Maps (SOM) have been tested based on expression

experiments to partition the set of genes into co-expressed groups [20, 74, 76]. Although

these methods were quite useful, it is now well-known that some genes may be involved in

different functional groups [27]. Therefore, a later generation of methods employed fuzzy

clustering or mixture models to infer overlapping groups of genes [87, 27, 60] or more specif-

ically address the challenges of clustering microarray data [34].

Classical clustering algorithms work in the full dimensional space, i.e. elements of a

cluster are required to be similar in all dimensions. This may generate severe problems in the

case of high dimensional data due to the so-called curse of dimensionality. For example, in

the context of gene expression, members of a module may be co-expressed only under certain

conditions and/or time points corresponding to a subspace of the full dimensional space.

This is due to the complex gene regulation circuitry that results in temporal and spatial

co-expression. Therefore, classical algorithms usually fail to capture subtle patterns that

exist in subspaces. To deal with this problem, a novel class of methods called biclustering

(or subspace clustering) algorithms [17, 75, 9, 91] were introduced. Due to the biological

soundness, these methods have been found to perform significantly better than classical gene
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clustering algorithms. Basically, biclustering allows simultaneous clustering of rows (genes)

and columns (experiments), meaning that the result is a set of genes with an associated

subspace in which some type of coherent behavior is observed. Hence a bicluster induces

a submatrix in the expression matrix. Similar to the classical clustering algorithms, the

exact formulation of the problem and the coherency metric can lead to very different types

of biclusters. The most widely used bicluster formulations are as follows [52]:

• Bicluster with constant values: The submatrix has the same values in all of the entries.

• Bicluster with constant values on rows or columns: The submatrix has constant ex-

pression values either along the rows or the columns.

• Bicluster with coherent values: Many definitions are proposed in this category. For

example, some definitions may require the expression values of all genes to either

decrease or increase simultaneously in each column. Alternative formulations may

require all of the genes to induce the same linear ordering of experiments. Yet another

definition of coherent behavior may be statistically defined. Therefore, this type of

biclustering is more flexible and much closer to the reality.

Although not explicitly classified as biclustering algorithms, pattern mining algorithms

have been utilized for the module identification problem as well. Frequent itemset mining

[3, 32] approaches were used in [43, 8] to find small, overlapping set of genes (items) that

are co-expressed (co-occur) in a large enough (i.e. satisfying a support threshold) subset of

experiments (transactions). This was done by transforming the continuous gene expression

matrix into a discrete one so that frequent itemset mining algorithms can be run on the

data. This approach can be considered as another form of subspace clustering. Similarly,

sequential patterns, which in this context are tuples consisting of a set of genes and a set

of dimensions such that all the genes (item) induce the same linear ordering of experiments

(transaction), were mined in [25].

Although gene expression data is the most publicly available omic data type, there is

a lack of standardization in representation, storage and exchange of gene expression data.

Moreover, data is produced in different research centers around the world that use various

technological platforms and produce data at a variable level of quality. All these make the

already hard problem of gene expression analysis even harder. Even the integration of these

data sets poses a big challenge, let alone reliable cluster and pattern mining analysis. To
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address these problems, methods have been proposed which create a co-expression graph

for each gene expression dataset, such that genes are the nodes and an undirected edge is

inserted between a pair of genes if the genes satisfy a co-expression threshold (See Figure 2.2

for an example). It has been shown in [37, 84, 56] that dense subgraphs that frequently

occur in multiple co-expression graphs correspond to functional modules. In these studies,

co-expression networks of genes are constructed from up to 105 different human microarray

datasets. Thereby, the module inference problem is transformed to that of finding dense

subnetworks in the co-expression networks. In general, the higher the frequency of a dense

subgraph, the higher the probability that the dense graph is a functional module. Com-

bining various datasets in this way prevents over confident predictions based on low quality

datasets.

Figure 2.2: Co-expression graph extracted from the toy dataset given in Table 2.1 by apply-
ing an Absolute Pearson Correlation Coefficient threshold of 0.8. The highly co-expressed
genes A,B and E induce a dense subgraph, in this case a clique of size 3, which may be
a functional module. The higher the number of co-expression graphs in which A,B and E
induce a clique, the higher the probability that A,B and E form a functional.

2.2 Interaction Data (Interactome) Based Methods

The second most widely used omic data type is the interactome, which is the whole set of

molecular interactions in the cell. Depending on the type of interaction it can be represented

as a directed, i.e. transcription factor - gene interactions, or as an undirected graph , i.e.

protein-protein interactions and genetic interactions. Interaction networks have been used

for identifying modules since they became available on a large-scale. Systematic analysis

of interaction networks revealed many topological principles on the global organization [42,
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14, 7, 58, 36]. Among these, the most important ones are power-law degree distribution,

small world effect, skewed graphlet distributions and the modular organization, which is of

particular interest for our work.

Figure 2.3: Example of a module which induces a dense subgraph in the interactome.
Cdc73/Paf1 complex associates with RNA polymerase II and general RNA polymerase II
transcription factor. It is involved in transcriptional initiation and elongation [11].

It is now well established that, in particular in protein-protein interaction (PPI) and

genetic interaction (GI) networks, functional modules can be identified as dense subnetworks

(See Figure 2.3 for an example) [78, 4, 92]. To infer modules from interaction networks alone,

existing approaches mostly rely on PPI data. For example, [6] assigns weights to nodes to

identify regions that are dense in terms of the weights. Others compute likelihood ratios

of a subnetwork being a complex against occurring at random or employ various network-

clustering algorithms [71, 46, 65, 90]. Many other network based prediction methods have

been reviewed in a recent comprehensive study by [66] on standard datasets that have been

proposed for evaluation and benchmarking competitions [12]. In this assessment, MCL, a

Markov chain based method [21, 47] significantly outperformed the other ones. As a result

of the underlying clustering techniques, these methods usually compute non-overlapping

groups of proteins as modules. In a recent approach, to remove false positives detected by

one method alone, modules are inferred by computing consensus clusters where clusters are

obtained from several methods [5]. This can result in proteins being assigned to several

clusters. Additional related approaches have been described in [66] and citations therein.
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Dense graph mining has recently became a popular topic in data mining and many

algorithms have been developed for addressing variants of the problem in various domains.

Since these algorithms have been applied to or are applicable to biological networks, we

believe it is useful to review them as well. The initial works in the data mining community

focused on the frequent subgraph problem, i.e. finding subgraphs that frequently occur in at

least a predefined number of input graphs . They usually accepted a collection of graphs and

produced the frequent subgraphs that satisfy some support (frequency) constraint [41, 48].

Gradually, the focus moved to finding frequent dense subgraphs within a collection of graphs.

In [82], an algorithm is proposed to find all frequent maximal cliques, i.e. complete graphs.

The algorithm is based on a depth-first approach exploiting the anti-monotonicity of the

clique property and the support properties, i.e. every subgraph of a frequent clique is

also a frequent clique. A more relaxed density constraint requires only that the graph

patterns are α-quasi-cliques, i.e. that every node has at least a specified percentage α,

0 < α ≤ 1 of all possible edges within the pattern. [56] and [89] proposed new search space

pruning strategies for efficiently mining all frequent, and all closed frequent resp., α-quasi-

cliques. [85] also investigated the problem of mining all closed frequent graphs with edge

connectivity at least k, where the edge connectivity is defined as the minimum cut size.

The proposed CLOSECUT algorithm follows a pattern-growth approach and works well on

datasets which contain mainly patterns with high support and low connectivity. The second

algorithm, SPLAT, targets datasets containing mainly highly connected patterns. Relaxing

the minimum support constraint, [37] presented an algorithm to mine subgraphs that are

dense, defined based on the size of the minimum cut, and exhibit correlated occurrence

across the collection of input graphs.

In the theory community, [1] proposed an approximation algorithm for finding the largest

α-quasi-clique in disk resident data. It is based on a randomized greedy search procedure

and is highly scalable to massive graphs. Although very efficient, it finds only the largest α-

quasi-clique and is not very useful in biological applications considered here. Finally, graph

partitioning algorithms such as normalized cut [68, 19] can be considered as another ap-

proach for finding some of the densest subgraphs. These algorithms partition the graph into

components with small cut size, i.e. small weight of the edges between different components,

which indirectly leads to dense components.
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2.3 Methods That Jointly Mine Interactome and Transcrip-

tome

Because of the availability of many large-scale datasets for an increasing number of organ-

isms, a few rather sophisticated methods have been developed [54]. They usually augment

gene expression data with metabolic [33], regulatory [63, 16, 61], PPI network [55], literature

[86] and other diverse genomic information [45]. In [79], Bayesian network based framework

was proposed for integrating diverse genomic data in order to find whether a given pair

of genes are functional related or not. The approach is highly flexible, i.e. can integrate

diverse data types and can assign weights on the reliability of the datasets based on prior

knowledge. However, it can only predict pairwise relations between genes and does not

explicitly draw conclusions at the module level. Related to our work are methods for the

combined evaluation of PPI, GI and gene expression data. Among them, module finding

approaches come closest to our work. [40] tries to find connected subnetworks which yield

a high score measured in P-values obtained from gene expression experiments. In another

classical approach by [33], a novel distance function, based on both expression and network

information, are used in standard clustering procedures to partition the genes into groups.

[62] employs more sophisticated statistical models to determine clusters of genes. In the

most recent approach, [80] can test the hypothesis of a group of genes being co-expressed

in a classical statistical procedure. Connected subnetworks which pass the test on a suffi-

ciently high significance level are output as modules. Note that all of these methods yield

non-overlapping modules as output. Density of the subnetworks is not addressed either.

Some of these approaches restrict themselves to connected subnetworks [40, 80] while other

address this requirement only implicitly [62, 33].

2.4 How Is Our Work Different ?

Based on the above discussions and the wish list for clustering algorithms [67], the following

requirements should be taken into consideration while designing a useful and biologically

meaningful module identification algorithm.

1. Algorithm should not require the number of clusters a priori, which itself is a chal-

lenging problem.
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2. Due to high amount of noise, the data (or some part of it) may not really include a

module. Hence, elements that are not related should not be forced to be in a cluster.

3. Most algorithms suffer from the curse of dimensionality problem. Therefore, the

algorithm’s performance should be robust to increasing dimensionality. Modules are

usually active (co-expressed) only across a subset of conditions.

4. Modules should be overlapping because it is a known fact that many genes belong to

multiple modules.

5. Algorithm should exploit the fact that elements of a module show correlation across

various omic data types.

To our best knowledge, none of the methods mentioned above simultaneously address

all of these criteria. By transforming these observations into mathematically well-defined

constraints, we developed a constraint based pattern mining algorithm that can address all

of the above mentioned challenges.



Chapter 3

Density Constrained

Biclustering(DCB) Problem

In this chapter, we formally introduce the Density Constrained Biclustering (DCB) problem.

and study its complexity. Moreover, we derive some useful properties of DCBs to be used

in Chapter 4 for designing a search strategy for DCBs.

3.1 Problem Definition

We view the interaction network of an organism combined with fold-change gene expression

data, i.e. cDNA microarray dataset, as an attributed graph.

Definition 1 (ATTRIBUTED GRAPH). An attributed graph is an undirected graph

G = (V, E ,A), in which V = {v1, . . . vn} denotes the node(gene) set, E ⊆ {{vi, vj} |vi, vj ∈
V, vi 6= vj} denotes the edge (interaction) set and A : V → D1 × . . . × Dk is an attribute

function, which assigns a k-dimensional attribute vector (expression profile) to each node

v ∈ V . D = {D1, . . . ,Dk} is called the attribute space of G and D′ ⊆ D is called the

attribute subspace.

From the works on analysis of transcriptome and interactome surveyed in Chapter 2, we

know that the following observations hold for functional modules:

1. Genes of the module are co-expressed in a subspace.

15
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2. There exist a flow of information between elements of a module. Therefore, a module

induces a connected subgraph in the interactome.

3. Members of a module are highly interconnected to each other while being loosely

connected to elements of other modules.

For an induced attributed subgraph G′ = G[V ′] = (V ′, E′,A), we formalize the above facts

as follows:

1. We say G′ is homogeneous (co-expressed) in subspace D′, |D′| ≥ θdim, if for all

d ∈ D′ :
|max{Ad(v), v ∈ V ′} −min{Ad(v), v ∈ V ′}| ≤ θh (3.1)

where Ad(v) denotes the attribute value of node v in dimension d and θh the ho-

mogeneity threshold. Informally, the homogeneity of G′ requires that the attribute

values (fold changes) of its nodes (genes) are within a range of at most θh across at

least θdim dimensions. Moreover, if inequality 3.1 is not satisfied then G′ is said no

be non-homogenous on dimension d. Note that this definition of co-expression is a

fairly restrictive one. For example, it does not capture negatively correlated regulation

of genes. However, as we will elaborate in the following sections, it has very desirable

computational properties that we will exploit in Section 3.3.

2. G′ is connected if it is a connected component. This means that there exists a path

between any pair of nodes in V ′, which consists only of nodes contained in V ′.

3. The density of G′, d(G′), is defined as G′’s cliquishness, i.e. the ratio of the number

of edges in G′ over the number of possible edges in G′,

d(G′) =
|E′|(|V ′|

2

) =
2|E′|

|V ′|(|V ′| − 1)
. (3.2)

We say G′ is α-dense if d(G′) ≥ α, 0 ≤ α ≤ 1.

We call these constraints as homogeneity, connectivity and density constraints respectively.

Now, we are ready to define a density constrained bicluster.

Definition 2 (DENSITY CONSTRAINED BICLUSTER (DCB)). Given an attributed

graph G = (V, E ,A), homogeneity threshold θh, minimum dimensionality θdim and the den-

sity threshold α; an induced subnetwork G′ = G[V ′] = (V ′, E′, D′,A) is called a density

constrained bicluster (DCB) if



CHAPTER 3. DENSITY CONSTRAINED BICLUSTERING(DCB) PROBLEM 17

• G′ is homogeneous wrt. θh and θdim

• G′ is α-dense, i.e. d(G′) ≥ α

• G′ is connected.

We say that a DCB satisfies the DCB constraint.

The number of density constrained biclusters can be prohibitive, therefore we restrict

ourselves to only maximal ones, which is defined as follows.

Definition 3 (MAXIMAL DENSITY CONSTRAINED BICLUSTER). Given an attributed

graph G = (V, E ,A), a density constrained bicluster G = G[V ] = (V,E,D,A) is called a

maximal density constrained bicluster , if @v ∈ V and @D′ ⊆ D such that the graph

G′ = (V ∪ {v}, E′, D′,A) also satisfies the DCB constraint.

Translated back to the realm of biology, a DCB is a set of genes that are within a θh
fold-change neighborhood of each other across at least θdim experimental conditions and

whose associated nodes, which can usually be identified with their protein products, are

densely interconnected in the interaction network ( See Figure 3.1 for an illustration). Ac-

cording to our notation, we obtain the following computational problem:

Definition 4 (DENSITY CONSTRAINED BICLUSTERING (DCB) PROBLEM). Given

an attributed graph, find all maximal DCBs.

Input: Attributed graph G = (V, E ,A), density threshold α, homogeneity threshold θh and

minimum number of dimensions θdim.

Output: The set of all maximal DCBs specified by parameters α, θh and θdim.

From this point on, we assume 1
3 ≤ α ≤ 1. This is due to two reasons. First, density

of known functional modules is usually much higher than 1
3 (See Figure 5.1 and Section 5.2

for a detailed discussion). Second, α-dense graphs, α ≥ 1
3 have amenable graph theoretic

properties that makes efficient mining possible.

3.2 Complexity

Variants of dense subgraph search problems have been shown to be computationally hard

problems. For example, finding the maximum clique in a graph is is known to be NP-

complete [44] and finding the complete set of α−quasi-cliques, 0 < α ≤ 1 is shown to be
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DCB

Con-1 Con-2 Con-3 Con-4 Con-5 Con-6 Con-7

A 2 -2 1 0 2 1 2

B 1 1 0 -2 0 2 1

C 1 0 0 1 0 2 1

D 0 0 -1 -1 2 1 0

E 1 1 2 0 0 2 2

F 1 1 -1 -1 0 2 0

G 0 2 -1 -1 2 0 0

H 1 1 -1 -1 1 1 0

K 1 0 2 0 0 2 1

L 2 2 -1 -1 -1 -1 0

M 2 0 1 1 1 -2 -1

Con-1 Con-5 Con-6

B 1 0 2

C 1 0 2

E 1 0 2

F 1 0 2

K 1 0 2

Con-3 Con-4 Con-7

D -1 -1 0

F -1 -1 0

G -1 -1 0

H -1 -1 0

L -1 -1 0

Figure 3.1: Illustration of the DCB problem. For the given attributed graph the output con-
tains two maximal DCBs wrt. parameters α = 0.7, θdim=3 and θh = 0. For example, genes
K,E,C,F and B form a highly connected module with the associated subspace consisting of
conditions 1,5 and 6.

NP-hard [56]. Moreover, [35] showed that even approximating the size of the maximum

clique in polynomial time within a factor of nε (ε > 0) is not possible unless P = NP. Since

both cliques and α-quasi-cliques are α-dense graphs, it is not surprising that DCB problem

is also a computationally hard problem.

Theorem 1 (COMPLEXITY). The DCB problem is NP-hard.

Proof. We do proof by restriction. Consider an instance of the DCB problem with

parameters θh = arg maxv2,v1,d {Ad(v1)−Ad(v2)} , v1, v2 ∈ V, d ∈ D, θdim ≥ 0, α = 1, i.e.

attributes are omitted. Hence, the DCB problem includes as a special case the problem of

finding the maximum clique, which is shown to be NP-hard [56].
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Hence, the worst case instances of the DCB problem require an exhaustive enumeration

of all 2N subgraphs of G, which is infeasible for realistic values of N , the number of nodes

in G. The average biological instance of the DCB problem, however, has certain properties

that allow us to make the problem tractable by greatly reducing the search space. We use

the DCB constraints of homogeneity, density and connectivity to prune the exponential

search space that has to be explored. Therefore, we derive some useful properties of the

DCB constraints in the rest of this chapter.

3.3 Properties of DCB Constraints

In this section, we analyze the properties of DCB constraints, which will serve as a search

guidance for the DCB-Miner algorithm to be introduced in the next chapter. Like most

of other pattern mining problems, DCB problem is also a computationally hard problem

and therefore DCB-Miner relies on efficient search space prunning strategies based on the

properties of the used constraints.

Recall that we defined an α-dense graph as a graph having at least α percentage of all

possible edges. Next, we introduce two special types of α-dense graphs.

Definition 5 (α-QUASI-CLIQUE AND CLIQUE). Given a connected α-dense graph G =

(V,E). G is called α-quasi clique iff every node v ∈ V has degree at least α(|V | − 1). A

clique is a 1-quasi clique.

We differentiate between the following types of nodes.

Definition 6 (α-REMOVABLE NODE, BRIDGE NODE, α-CRITICAL NODE and BRIDGE

COMPONENT). Given a connected α-dense graph G = (V,E) and a node v ∈ V .

• v is called α-removable node if G− v is α-dense.

• v is called bridge node if G − v is disconnected. Moreover, each of the connected

components formed by removing non-bridge nodes from G is called a bridge compo-

nent.

• G is called α-critical, if every α-removable node is a bridge node.

We denote with CN(G) the set of α-critical nodes and B(G) the set of bridge nodes of

graph G.
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Definition 7 (α-CRITICAL GRAPH AND CRITICAL COMPONENT). Given an α-dense

graph G = (V,E). G is called α-critical, iff G contains an α-critical node. The connected

components in the subgraph induced by CN(G) are called α-critical components.

Figure 3.2: An example of an α-critical graph with the α-critical node c, α = 0.41.

We illustrate some of the definitions in Figure 3.2. c is a bridge node because its removal

disconnect the graph. Moreover, it is the only 0.41-removable node and is therefore a 0.41-

critical node. Finally, the connected component consisting of node c, is the only 0.41-critical

component.

Definition 8 (ISLAND COMPONENT and LEAF COMPONENT). Let G = (V,E) be a

connected graph containing bridge nodes. The connected components induced by the nodes

in V \ B(G) are called island components. An island component which is connected to

only one bridge node is called a leaf component.

Looking at Figure 3.2 once again, we see that G1 and G2 are the only connected graphs

upon removal of the set CN(G) = {c} of critical nodes of G. Hence, G1 and G2 are island

components. Since both of them are connected to only one α-critical node, namely node

c, of only one critical component, they are also leaf components.

Definition 9 (α-STRONGLY CONNECTED GRAPH). A graph G = (V,E) is called α-

strongly connected iff there exists at least one permutation τ = (vi1 , . . . vin) over nodes in

V = {v1, · · · vn} that induces a sequence (G−{vi2 , . . . vin}, . . . , G−{vin−1 , vin}, G− vin , G),

such that all graphs in the sequence are connected and α-dense.



CHAPTER 3. DENSITY CONSTRAINED BICLUSTERING(DCB) PROBLEM 21

Figure 3.3: The node permutation {d, c, e, b, a} induces connected subgraphs with densities
1, 1, 1, 0.83 and 0.7 respectively. Therefore, the graph is α-strongly connected for α ≤ 0.7.

We illustrate the concept of α-strong connectivity in Figure 3.3. Note that the graph

given in Figure 3.2 is not α-strongly connected for α = 0.41. This is because any connected

subgraph of size greater than 6 must include node c. Hence, any connected subgraph of

size 12 contains c, which results in density smaller than 0.41. To sum up, the graph in

Figure 3.2 cannot induce any permutations of type given in Definition 9. Indeed, if a graph

is α-critical, then it cannot be α-strongly connected.

Finally, we conclude the definitions section with an interesting type of graph.

Definition 10 (MAXIMALLY EXPANDED-BY-ONE GRAPH). Given an attributed graph

G = (V, E ,A), a DCB G′ = (V ′, E′, D′,A) ⊆ G is called maximally expanded-by-one if

either G = G′ or G′ cannot be expanded by any neighboring node v ∈ V \ V ′ such that G′+v

is a DCB.

In particular, we are interested in the anti-monotonicity, one of the most widely used

constraints in pattern mining, properties of DCB constrains. Since, the characterization of

constraints, i.e. anti-monotonicity and succinctness [53], of interest is essential for constraint

based data mining, we start with defining types of constraints that are of interest in the

context of the DCB problem.
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Definition 11 (ANTI-MONOTONICITY). Given that a graph G satisfies a constraint C,

C is called anti-monotone if all subgraphs of G satisfy C [53].

For example, the constraint G is a clique is an anti-monotone constraint. This is

because any subset of a clique is also a clique. It is trivial to show that simultaneous

satisfaction of two anti-monotone constraint C1, C2 is an anti-monotone constraint C3 =

C1 ∧ C2. However, this is not valid for the following family of constraints.

Definition 12 (LOOSE ANTI-MONOTONICITY). Given that a graph G = (V,E) satisfies

C. C is called loose anti-monotone if there exists at least one subgraph of G with size

|V | − 1 which fulfills C as well [10].

Implicitly, the satisfaction of a loose anti-monotone constraint C requires existence of

a permutation τ = (vi1 , . . . vin) over nodes in V = {v1, · · · vn} that induces a sequence

(G−{vi2 , . . . vin}, . . . , G−{vin−1 , vin}, G−vin , G) of the nodes in V , such that each graph in

this sequence satisfies C. Unlike anti-monotone constraints, simultaneous satisfaction of two

loose anti-monotone constraints may or may not be a loose anti-monotone constraint. As

we shall see later in this chapter, the difficulty in mining DCBs originate from the need for

simultaneous satisfaction of two loose anti-monotone constraints, namely the connectivity

and the α-density constraints. Finally, simultaneous satisfaction of a loose anti-monotone

and an anti-monotone constraint is also a loose anti-monotone constraint.

Now that we have all the definitions we need, we start discussing the properties of

α-density constraint. We start with properties of individual constraints, i.e. α-density,

connectivity and homogeneity. Then, we will move to the properties of the DCB constraint

, which requires simultaneous satisfaction of all the three individual constraints.

Theorem 2 (HOMOGENEITY). The homogeneity constraint is anti-monotone.

Proof. Let a DCB G = (V,E,D,A) satisfy the homogeneity constraint specified by

the homogeneity threshold θh and minimum number of dimensions θdim in some subspace

D ⊆ D. By definition, this requires the following:

∀d ∈ D : |max{Ad(v), v ∈ V } −min{Ad(v), v ∈ V }| ≤ θh (3.3)

Note that reduction of the node set cannot increase the range in which the attributes

fall, i.e. ∀G′ = (V ′, E′, D′,A) ⊆ G, we have max{Ad(v), v ∈ V} ≥ max{Ad(v), v ∈ V ′}.
Similarly, min{Ad(v), v ∈ V} ≤ min{Ad(v), v ∈ V ′}. Therefore, we have:
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∀d ∈ D′ : |max{Ad(v), v ∈ V ′} −min{Ad(v), v ∈ V ′}| ≤ θh (3.4)

Next, we analyze graph related constraints and therefore omit the attributes.

Theorem 3 (α-DENSITY). The α-density constraint is loose anti-monotone.

Proof. Let G = (V,E) be an α-dense graph. We need to show that there exists a node

v ∈ V , such that G′ = (V ′, E′) = G− v is also α-dense.

Since G is α-dense we know that |E| = degG(v) + |E′| ≥ α |V |(|V |−1)
2 . We distinguish the

following two cases:

• There exists a node v ∈ V , such that degG(v) < dα(|V | − 1)e. Then,

|E′| = |E| − degG(v) > α
(|V | − 1)(|V | − 2)

2
= α

(|V ′|)(|V ′| − 1)
2

(3.5)

holds, which implies that G′ is α-dense.

• For every node v ∈ V , degG(v) ≥ dα(|V | − 1)e. In this case, we choose the node v

with minimum degree k. Note that, k ≥ dα(|V | − 1)e. Then, the density of G′ is

d(G′) ≥
|V |k

2 − k
(|V |−1)(|V |−2)

2

≥ (|V | − 2)k
(|V | − 1)(|V | − 2)

≥ dα(|V | − 1)e
(|V | − 1)

≥ α (3.6)

Therefore, G′ is α-dense.

We now analyze connectivity, which is the last of the three individual DCB constraints.

Lemma 1. Given a connected graph G = (V,E), |V | ≥ 2. There exist two distinct nodes

v1, v2 ∈ V such that both G− v1 and G− v2 are connected.

Proof. We use induction on the number of nodes in G. If G does not contain any

bridge node, then we are done. Otherwise, let v be a bridge node in G. Then G− v consists

of l > 1 connected components G1, . . . Gl. If G1 has only one node, say u, then this node

is not a bridge node in G hence G− u is connected. Suppose G1 has more than one node.

By induction hypothesis, there are two distinct nodes u and w in G1 such that they are not

bridge nodes in G1. We have the following cases:
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• Neither (v, u) nor (v, w) is an edge in E. Then neither u nor w is a bridge node in G.

The reason is as follows: Given that u,w are not bridge nodes in G1, they can only

be bridge nodes in G if they can disconnect G and G\G1, i.e. G1 and v, which is not

the case.

• One of (v, u) and (v, w), say (v, u), is not an edge in E. Then u is not a bridge node

in G.

• Both (v, u) and (v, w) are edges in E. Then at least one of them, say u, is not a

bridge node in G. The reason is as follows: G1\u (G1\w) is connected by definition

and remains connected to G\G′ via w (u).

In any case, we have at least one node in G1 that is not a bridge in G. By symmetry, the

same reasoning holds for G2 as well and we have at least two non-bridge nodes in G.

We can immediately conclude the following:

Theorem 4 (CONNECTIVITY). The connectivity constraint is loose anti-monotone.

Proof. Let G = (V,E) be a connected graph. We need to show that ∃v ∈ V such that

G− v is connected. By Lemma 1, we have at least two such nodes.

At this point we can summarize our findings from analysis of individual DCB constraints

as follows:

• Simultaneous satisfaction of both the homogeneity and the connectivity or the homo-

geneity and the α-density constraints is a loose anti-monotone constraint.

• Simultaneous satisfaction of both the connectivity and the α-density is not a loose

anti-monotone constraint. (See Figure 3.2 for an example).

We, therefore, conclude that DCB constraint is not anti-monotone and can at best

be loose anti-monotone. As we shall see later in the text, under certain conditions, i.e.
1
2 ≤ α ≤ 1, DCB constraint is loose anti-monotone. Moreover, we shall also observe that

even though DCB constraint is not loose anti-monotone for 1
3 ≤ α <

1
2 , satisfaction of DCB

constraint requires a restricted graph topology. Therefore, we need to analyze the cases
1
2 ≤ α ≤ 1 and 1

3 ≤ α <
1
2 separately. However, before doing so we make the following three

observations, which hold for all connected graphs independent of α.
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Lemma 2. Let G = (V,E) be a connected graph containing bridge nodes, i.e. B(G) 6= ∅.
G contains at least two leaf components.

Proof. We prove that there are two leaf components by induction on the number of

bridge nodes in G. If there is only one bridge node, then we have at least two island

components (See Figure 3.2 for an example). Suppose we have more than one bridge node.

Let BC be one of the bridge components in G. Let c1, c2 ∈ BC be two vertices, which

are connected to the island components G1 and G2 respectively (See Figure 3.4 for an

illustration). Note that c1 and c2 can be the same vertices, but G1 and G2 are distinct. If

G1 is connected to only one node in BC, namely c1, then let L1 be the subgraph induced

by nodes in V1 ∪ {c1}. Note that c1 is not a bridge node wrt. the subgraph L1. If G1 is

connected to a second node c3, c1 6= c3 ∈ CC, then there exists a connected component G3

which is connected to only one node in BC, namely c1 , otherwise c1 would not be a bridge

node . Let L1 be the induced subgraph on V (G3) ∪ {c1}. If L1 is an island subgraph, then

it is a leaf component. Otherwise by induction hypothesis over L1, L1 contains at least two

leaf components such that at most one of them is connected to c1. Thus, at least one of the

other island components is a leaf component in G.

By symmetry, the same argument is applied to G2 and we get another leaf component.

Therefore, G contains at least two leaf components.

Lemma 3. Let G = (V,E) be an α-critical graph and v ∈ V be a node in a leaf component.

Then, degG(v) ≥ dα(|V | − 1)e.

Proof. Let G1 = (V1, E1) be a lead component and v ∈ V1. Assume deg(v) < dα(|V | −
1)e. Recall that in the first part of the proof of Theorem 3, we showed that every node with

degree less than dα(|V | − 1)e is α-removable. We have two cases:

• Removal of v disconnects G: This means v is an α-critical node. However, by defini-

tion, leaf components cannot contain α-critical nodes. Hence, we have a contradiction.

• Removal of v does not disconnect G: This contradicts to the definition of leaf compo-

nent - a leaf component cannot contain an α-removable nodes that does not disconnect

G. Otherwise, G would not be α-critical.

Therefore, the degree of each node in an leaf component is at least dα(|V | − 1)e.
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G1

G3

G3

BC

c3
c2

G2

c1

Figure 3.4: G2 and G3 are leaf components and BC is the bridge component. Although G1

is also an island component, it is not a leaf component because it is connected to more than
one bridge nodes, i.e. c1,c2 and c3, of the bridge component BC.

Lemma 4. Let G = (V,E) be an α-critical graph. Not all nodes of a leaf component are

connected to an α-critical node.

Proof. Let G1 = (V1, E1) be a leaf component in G. Assume all nodes in G are

connected to an α-critical node c. Then, trivially, degG(c) ≥ |V1| + 1. For all v ∈ V , the

degG(v) is bounded by |V1|−1 + 1 = |V1|. This is because, v can be connected to all |V1|−1

neighbors in V1 and at most one α-critical node, which is the node c in this case. Hence,

degG(v) < degG(c) holds. Note that, G−c is α-dense by definition. Since degG(v) < degG(c),

G− v must be α-dense as well. Moreover, by definition G− v is connected. Hence, we have

an α-removable node whose removal does not disconnect the graph. In this case, G cannot

vbe α-critical. Hence, we have a contradiction.

Intuitively, Lemma 4 implies that there is an upper bound on the degree of a critical

node. If all nodes of a leaf component would be connected to an α-critical node, it would

have such a high degree that it would not a be α-critical in the first place. Based on this,

we can make the following observation.
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Lemma 5. Let G = (V,E) be an α-critical graph. The size of a leaf component is greater

than α(|V | − 1).

Proof. Let G1 = (V1, E1) be a leaf component in G. We know by Lemma 4 that

∃v ∈ V1 not connected to any α-critical node. Moreover, we also know by Lemma 3 that

degG(v) ≥ dα(|V |−1)e. Then, including v, the total number of nodes in the leaf component

is at least dα(|V | − 1)e+ 1 > dα(|V | − 1)e > α(|V | − 1).

3.3.1 Properties of DCBs, 1
2
≤ α ≤ 1

Below is the summary of properties of connected α-dense graphs, 1
2 ≤ α ≤ 1, that we will

investigate in this section.

1. G does not contain an α-critical node (Lemma 6).

2. G is α-strongly connected (Lemma 7).

Lemma 6. Let 1
2 ≤ α ≤ 1 and G = (V,E) be a connected α-dense graph. G does not

contain an α-critical node.

Proof. Assume G contains an α-critical node. By Lemma 2, there exist at least two

leaf components G1 and G2 and at least one α-critical node. By Lemma 5, Both G1 and

G2 contain more than α(|V | − 1) > |V |−1
2 nodes. In total, G1 and G2 contain more than

2( |V |−1
2 ) = |V | − 1 nodes. This is equivalent to G1 and G2 contain together at least |V |

nodes. Then, together with the α-critical node, |V | contains at least |V |+ 1, which leads to

a contradiction. Therefore, G cannot contain an α-critical node.

Lemma 7. Let 1
2 ≤ α ≤ 1 and G = (V,E) be a connected α-dense graph. G is α-strongly

connected.

Proof. By Theorem 3, G has a non-empty set R(G) ⊆ V of α-removable nodes.

Moreover, by Lemma 6, R(G) cannot contain any α-critical node. Therefore, we can find

at least one non-bridge node v ∈ R(G) such that G− v is connected and α-dense. Applying

this reasoning recursively, we can always find a connected α-dense subgraph with one node

less at each step. Therefore, G is α-strongly connected.
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Theorem 5 (1
2 LOOSE ANTI-MONOTONICITY). DCB constraint is loose anti-monotone

for 1
2 ≤ α ≤ 1.

Proof. By Theorem 2, ∀v ∈ V G − v is homogenous. Moreover, Lemma 7 requires

∃v ∈ V , G−v is connected and α-dense. Hence, G−v satisfies all three individual constraints

of the DCB constraint. Applying this reasoning recursively, it is evident that DCB constraint

is loose anti-monotone.

3.3.2 Properties of DCBs, 1
3
≤ α < 1

2

In the following we analyze properties of connected α-dense graphs for 1
3 ≤ α <

1
2 . We will

make use of the notation G1 = (V1, E1) and G2 = (V2, E2), which refer to the two of the

possibly more (See Lemma 2) leaf components.

Below we summarize our major findings on properties of graphs α-dense ,13 ≤ α < 1
2 ,

that we will investigate in this section.

1. G contains contains at most one α-critical component connecting two leaf components

(Theorem 6).

2. No leaf component can contain more than twice as many nodes as the other leaf

component (Lemma 8).

3. Both G1 and G2 are at least 1
2 -dense graphs (Lemma 9), hence they are at least

1
2 -strongly-connected (Corollary 1).

4. G can be decomposed into two overlapping α-strongly-connected subgraphs G′1 and

G′2 respectively (Lemma 2).

Theorem 6 (1
3 -RESTRICTED TOPOLOGY). Let 1

3 ≤ α < 1
2 and G = (V,E) be a

connected α-dense graph. G contains at most two island components. Moreover, these

island components are leaf components.

Proof. We have the following cases:

• G does not contain an α-critical node. Then we are done.
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• G contains an α-critical node with two island components. Then, by Lemma 2, there

exist at least two leaf components G1 and G2. If G1 and G2 are the only leaf com-

ponents, then we are done (See 3.5 for an example). Otherwise, there must be at

least one more island component G3. By Lemma 5, both G1 and G2, contain more

than α(|V | − 1) ≥ |V |−1
3 nodes. In total, G1 and G2 contain more than 2( |V |−1

3 )

nodes. Thus, the size of the subgraph G − G1 − G2, which contains G3, at least one

α-critical node and possibly more nodes, is less than |V | − (2|V |−1
3 ) = |V |+2

3 . However,

by Lemma 3, ∀v ∈ G3, v must be connected to more than |V |−1
3 nodes in G−G1−G2,

which requires the size of G − G1 − G2 be more than |V |−1
3 + 1 = |V |+2

3 . Thus, we

have a contradiction and G cannot contain three or more island components.

Figure 3.5: Illustration of the restricted graph topology for α-critical graphs, 1
3 ≤ α < 1

2 .
The two leaf components ,G1 and G2 are connected via a simple path of i, i ≥ 1, α-critical
nodes c1, . . . ci.

Unlike the case of 1
2 ≤ α ≤ 1, we do not have the nice property of being loose anti-

monotone in the case of 1
3 ≤ α < 1

2 . This is because for a connected α-dense graph

G = (V,E), the existence of an α-critical node means the absence of a node such that

G − v is both connected and α-dense. Therefore, simultaneous satisfaction of connectivity

and α-density constraints is not loose anti-monotone. However, thanks to Theorem 6, we

concluded that such a graph G must have a special topology, i.e. G contains two leaf

components G1 and G2 connected via an α-critical component. Note also that, the α-

critical component must be a simple path, i.e. it cannot contain a cycle. This is because

if it contains one, then removal of one of the α-critical nodes, say v, would not make the

G− v disconnected, which contradicts with the fact that v is an α-critical node.

In the following, we will make further observations regarding the topology of α-critical

graphs. These will be very useful when we discuss strategies for mining such graphs.
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Lemma 8. Let 1
3 ≤ α < 1

2 and G = (V,E) be an α-critical graph. Let also G1 = (V1, E1)

and G2 = (V2, E2) be the two leaf components. Then, 1
2 <

|V1|
|V2| < 2

Proof. We do proof by contradiction. By Lemma 5, we have

α(|V | − 1) < |V1| (3.7)

and

α(|V | − 1) < |V2| (3.8)

Assume, 2|V2| ≤ |V1|. Using this assumption, (3.7) and (3.8) result in

2α(|V | − 1) < |V1|.

adding (3.8) gives us

3α(|V | − 1) < |V1|+ |V2|

Moreover, we know that |V1|+ |V2| = |V | − |CN(G)|, therefore,

3α(|V | − 1) < |V | − |CN(G)|

α <
|V | − |CN(G)|

3(|V | − 1)

Since |CN(G)| ≥ 1, we get α < 1
3 . This contradicts with α ≥ 1

3 . Therefore, 2|V2| > |V1|.
Using the same arguments, we also have 2|V1| > |V2|.

We are now ready to investigate the following useful observation on the density of a leaf

component.

Lemma 9. Let 1
3 ≤ α < 1

2 and G = (V,E) be a connected α-critical graph containing leaf

components G1 = (V1, E1) and G2 = (V2, E2). Both G1 and G2 are at least 1
2 -dense.

Proof. Assume G1 is not 1
2 -dense. This means there exists a node v ∈ V1 which is

connected to less than |V1|−1
2 nodes within G1 and to at most one critical node. Therefore,

we have

deg(v) <
|V1| − 1

2
+ 1 =

|V1|+ 1
2

(3.9)

Since v is not an α-critical node, we also know that deg(v) > α(|V | − 1).
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Since α ≥ 1
3 and |CN(G)| ≥ 1,

deg(v) > α(|V | − 1) ≥ 1
3

(|V1|+ |V2|+ |CN(G)| − 1) ≥ 1
3

(|V1|+ |V2|) (3.10)

Combining Equation 3.9 and 3.10, we have

1
3

(|V1|+ |V2|) < deg(v) <
|V1|+ 1

2
(3.11)

We distinguish between |V1| being odd and even.

• |V1| is odd: Since degree of v must be an integer,

deg(v) <
⌈
|V1|+ 1

2

⌉
⇒ deg(v) ≤ |V1| − 1

2
(3.12)

By Lemma 8, we have |V2|
|V1| >

1
2 . Since |V2| is an integer, we get

|V2| ≥
|V1|+ 1

2
.

Combining this result with (3.11) we get

deg(v) ≥
⌈

1
3

(|V1|+ |V2|)
⌉

≥
⌈

1
3

(
|V1|+

|V1|+ 1
2

)⌉
=

⌈
|V1|
2

+
1
6

⌉
=
|V1|+ 1

2

(3.12) and (3.13) are contradicting each other, therefore G1 is at least 1
2 -dense, if |V1|

is odd.

• |V1| is even:

deg(v) <
|V1|+ 1

2
⇒ deg(v) ≤ |V1|

2
(3.13)

Similarly, by Lemma 8, we have |V2|
|V1| >

1
2 . Thus,

|V2| ≥
|V1|+ 2

2
.

From (3.13) we get,

deg(v) ≥
⌈

1
3

(|V1|+ |V2|)
⌉

≥
⌈

1
3

(|V1|+
|V1|+ 2

2
)
⌉

=
|V1|+ 2

2
(3.14)

Since (3.13) and (3.14) contradict each other, G1 is 1
2 -dense, if |V1| is even.
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We conclude that in both cases G1 is at least 1
2 -dense. By symmetry, we have a similar

proof for G2.

Corollary 1. Let 1
3 ≤ α < 1

2 and G = (V,E) be a connected α-critical graph containing

leaf components G1 = (V1, E1) and G2 = (V2, E2). Both G1 and G2 are at least 1
2 -strongly-

connected.

Proof. Immediately from Lemma 7 and Lemma 9.

Although, we have not discussed the algorithmic implications loose anti-monotonicity,

as we shall see in the next chapter, it is a desirable property. In this respect, leaf compo-

nents, being at least 1
2 -strongly-connected, can be mined by a carefully designed algorithm.

However, this is not enough as we need to find the maximal dense graph, which consists of

two island components plus the critical component connecting these two leaf components.

We now establish another nice property of leaf components, in which we show that we can

find supergraphs of the two leaf components such that they are α-strongly-connected and

they overlap.

We start with analyzing the density of supergraphs of leaf components that are formed by

expanding the leaf components by their immediate critical bridge neighbors (See Figure 3.6).

Lemma 10. Let G be an α-critical graph containing an α-critical component CC. Let also

c1 ∈ CC and c2 ∈ CC be the α-critical nodes that G1 and G2 respectively are connected to.

Let finally G∗1 = G1 + c1 and G∗2 = G2 + c2. G∗1 and G∗2 are both α-dense.

Proof. For every node v ∈ G1, we have deg(v) > α(|V | − 1) by Lemma 3. Therefore,

we have

|E∗1 | >
|V1|α(|V | − 1)

2
Calculating the density of G∗1, we get

d(G∗1) =
2|E∗1 |

|V1|(|V1|+ 1)

>
2(|V1|α(|V | − 1))
2(|V1|(|V1|+ 1))

=
α(|V1|+ |V2|+ |CN(G)| − 1)

|V1|+ 1
> α (3.15)

Since |V2| + |CN(G)| − 1 > 1, we conclude that G∗1 is α-dense. Analogous proof holds for

G∗2.
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G

G1
G2

G1* G2*

Figure 3.6: G is α-critical for α = 0.406 and G1 and G2 are the leaf components. G∗1 and
G∗2 are are both 0.406-dense.

Before analyzing properties of supergraphs of leaf components that include more nodes

than just the immediate α-critical node neighbor, we make the following trivial observation.

Lemma 11. The size of a graph which can contain an α-critical node is at least 9. The

size of an island components is at least 4.

Proof. The smallest graph contains only one α-critical component CC consisting of

one node c ∈ CC, deg(c) ≥ 2. In order for c to be α-critical, its degree must be the lowest in

the whole graph. Since we want to get the smallest possible graph, deg(v) = 2. Therefore,

the degrees of the nodes in the island components G1 and G2 are at least 3. However, only

one node per island component can be connected to c, therefore, G1 and G2 contain at least

4 nodes.

Lemma 12. Let G be an α-critical graph containing an α-critical component CC. Let also

c1 ∈ CC and c2 ∈ CC be the α-critical nodes that G1 and G2 respectively are connected to,

G∗1 = G1+c1 and G∗2 = G2+c2. Finally, let G′1 and G′2 denote the graphs resulting by adding
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one connected α-critical node (from CC) at a time to G∗1 and G∗2 until the resulting graphs

cannot be extended any further without violating the α-density constraint. G′1 overlaps with

G′2.

Proof. By Lemma 10, we know G∗1 and G∗2 are α-dense.

Assume G′1 and G′2 do not overlap, i.e. we have

|E′1|+ 1 <
α|V ′1 |(|V ′1 |+ 1)

2
(3.16)

|E′2|+ 1 <
α|V ′2 |(|V ′2 |+ 1)

2
(3.17)

Since G′1 and G′2 do not overlap, we have T ≥ 1 α-critical nodes not absorbed by either

of G′1 and G′2. Moreover, |E| = |E′1|+ |E′2|+ T − 1, |V | = (|V ′1 |+ |V ′2 |+ T ). Finally, for the

sake of simplicity, let K = |V ′1 |+ |V ′2 |. The density of G is calculated as follows:

d(G) =
2|E|

|V ||V − 1|

=
2(|E′1|+ |E′2|+ T − 1)
(K + T )(K + T − 1)

<
2(
α|V ′1 |(|V ′1 |+ 1)

2
+
α|V ′2 |(|V ′2 |+ 1)

2
+ T − 1)

(|V ′1 |+ |V ′2 |+ T )(|V ′1 |+ |V ′2 |+ T − 1)

= α

 |V ′1 |(|V ′1 |+ 1) + |V ′2 |(|V ′2 |+ 1) +
2(T − 1)

α
|V ′1 |(K + T − 1) + |V ′2 |(K + T − 1) + T (K + T − 1)

 (3.18)

We have, by the assumption of no overlap, T ≥ 1. Moreover, we know from Lemma 11

that |V ′1 | ≥ 4 and |V ′2 | ≥ 4, which means K = |V1| + |V2| ≥ 8. Putting it all together, we

have

|V ′1 |(|V ′1 |+ 1) < |V ′1 |(K + T − 1)

|V ′2 |(|V ′2 |+ 1) < |V ′2 |(K + T − 1)

(3.19)

Moreover,
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2(T − 1)
α

< T (K + T − 1)

Since α ≥ 1
3 , we have

2
3

(T − 1) < T (8 + T − 1)

⇔ 2
3

< T

(
1 +

8
T − 1

)
(3.20)

Since T ≥ 1, 3.20 is always satisfied.

Overall, by 3.19 and 3.20, for every term in the nominator of the ratio within the square

brackets of 3.18, we have a larger term in the denominator. Hence the nominator is smaller

than the denominator, i.e. we have d(G) < α , which contradicts with the fact that G is

α-dense. Therefore, G′1 and G′2 overlap.

Corollary 2. G′1 and G′2 are α-strongly connected.

Proof. By Lemma 9, G1 is at least 1
2 -dense and therefore by Lemma 7 G1 is α-strongly

connected. By definition, G′1 is constructed from G1 adding a one node at a time such that

no more extension is possible. Hence, by construction, G′1 is α-strongly connected. G′2 is

covered by symmetry.

Although, we now have the sufficient material for designing an algorithm for mining

DCBs for 1
3 ≤ α ≤ 1, we make the following final observation, which we will use for

developing strategies for a more efficient algorithm.

Lemma 13. Let 1
3 ≤ α < 1

2 and G = (V,E) be a connected α-critical graph containing

leaf components G1 = (V1, E1) and G2 = (V2, E2). If |V1| = |V2|, then G1 and G2 are

(2α − 1
3(|V1|−1)) quasi-cliques. If |V1| < |V2|, G1 is a (2α)-quasi clique and G2 is a (3α

2 −
1

3(|V2|−1))-quasi-clique, respectively.

Proof. By Lemma 3 any node v ∈ Vi, i ∈ 1, 2, is connected to more than α(|V | − 1)

nodes. Since, v can be connected to at most one α-critical node, v is connected more than

α(|V | − 1) − 1 nodes within Gi. We have two cases: |V1| = |V2| and |V1| < |V2| (the case

|V1| > |V2| is covered by symmetry):
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• Case |V1| = |V2|:
The degree of each node v ∈ V1 is at least

degG1(v) ≥ α(|V | − 1)− 1

= α(|V1|+ |V2|+ |CN(G)| − 1)− 1

= (2α− 1
3(|V1| − 1)

)(|V1| − 1) + α(|CN(G)|+ 1)− 2
3

Since α ≥ 1
3 and |CN(G)| ≥ 1, we have α(|CN(G)|+1)− 2

3 ≥ 0. Therefore, degG1(v) ≥
(2α − 1

3(|V1|−1))(|V1| − 1), which means G1 and G2 (by symmetry) are at least (2α −
1

3(|V1|−1))-quasi-cliques.

• Case |V1| < |V2|.
Then, degree of each node in G1 ( or G2) is at least α(|V | − 1) − 1. We analyze G1

and G2 separately.

– Properties of G1:

Since |V1| < |V2|, the degree of v ∈ V1 is

degG1(v) ≥ α(|V | − 1)− 1

= α(|V1| − 1) + α(|V2| − 1) + α(|CN(G)|+ 1)− 1

≥ 2α(|V1| − 1) + α(|CN(G)|+ 2)− 1 (3.21)

Since α ≥ 1
3 and |CN(G)| ≥ 1, we get α(|CN(G)| + 2) − 1 ≥ 0. Therefore

degG1(v) ≥ 2α(|V1| − 1). This means the smaller leaf component G1 is a (2α)-

quasi-clique.

– Properties of G2:

By Lemma 8, we have |V2| < 2|V1| or |V2| ≤ 2|V1| − 1, which implies (|V1| − 1) ≥
(|V2|−1)

2 . Therefore, the degree of v ∈ G2 is

degG2(v) ≥ α(|V | − 1)− 1

= α(|V1| − 1) + α(|V2| − 1) + α(|CN(G)|+ 1)− 1

≥ 3α
2

(|V2| − 1) + α(|CN(G)|+ 1)− 1

= (
3α
2
− 1

3(|V2| − 1)
)(|V2| − 1) + α(|CN(G)|+ 1)− 2

3
(3.22)
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Since α ≥ 1
3 and |CN(G)| ≥ 1, we get α(|CN(G)|+1)− 2

3 ≥ 0. Hence, degG2(v) ≥
(3α

2 −
1

3(|V2|−1))(|V2| − 1). This means the larger leaf component G2 is a (3α
2 −

1
3(|V2|−1))-quasi-clique.

In summary, we showed that the DCB problem is a computational hard problem. How-

ever, we derived several important properties that a DCB must have in order to satisfy

the DCB constraint. Our most important findings are: (1) the DCB constraint is loose

anti-monotone for 1
2 ≤ α ≤ 1 and (2) a DCB must have restricted topology if it is not

α-strongly-connected, 1
3 ≤ α <

1
2 . As we shall we in the next chapter, these findings are the

key ingredients in the design of the DCB-Miner algorithm.



Chapter 4

Algorithm

In this section we describe a novel pattern mining approach based algorithm to solve the

DCB problem and prove its completeness. As surveyed in [24], typical data mining problems

such as finding clusters, patterns and correlations, are undecidable problems. Therefore,

they are computationally hard problems. Nowadays typical amount of data to be mined,

such as transactional databases and high throughput experimental data, is increasing with

a speed higher than ever. This makes the problem even harder. However, the theoretical

worst case almost never happens in real datasets and algorithms that are based on search

space prunning strategies succeed to efficiently solve data mining problems. For example,

the theoretic worst case, i.e. exponential runtime, for the famous Apriori algorithm in [3]

can be easily constructed. However, experience shows that such data never occurs in real

life. Similarly, we showed that DCB problem is NP-hard. However, we demonstrate in

the following that, on the biological instances at hand, the problem becomes tractable by

carefully designing a search space pruning strategy. Although, exponential in the worst

case, as we show in the experiments section, it is quite efficient for solving the DCB prob-

lem, especially when given parameter settings that are close to those of the real functional

modules.

We start with detailing the algorithm to show that it is correct, i.e. it finds only the

maximal DCBs and then proceed to prove that it is complete, i.e. it finds all maximal

DCBs satisfying the constraints specified by the input parameters. Finally, we will describe

a heuristic post-processing step that summarizes the result set of DCBs.

38
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4.1 Density Constrained Bicluster Miner (DCB-Miner) Al-

gorithm

We propose a three phase algorithm called Density Constrained Bicluster Miner (DCB-

Miner). The core strategy of the algorithm is to drastically narrow down the exponential

search space by means of the loose anti-monotonicity and other properties of DCB constraint

that are derived in Section 3. The basic idea is that we imagine that all subnetworks are

organized into a hierarchical structure (formally a lattice) where a subgraph is a child of

another one if it can be obtained by adding exactly one neighbor node and the corresponding

edges to the parent subgraph. Note that a child is larger than its parent which may be a bit

counterintuitive. Accordingly, the complete interaction network at hand can be identified

with the bottom of this structure. At the top of this structure are all pairs of genes in the

interaction network (See Figure 4.1 for an example). Then we mine this structure in three

phases as follows:

• Expand-by-one: First, we traverse the explained structure top-down, in a breadth-first

(level-wise) manner. This means that subnetworks of size n are only checked upon

having checked all subnetworks of size n − 1. The trick is that when it comes to

examining subnetworks of size n, we can restrict ourselves to checking children of

DCBs of size n− 1, as the loose anti-monotonicity of the DCB constraint guarantees

that every DCB of size n necessarily has a DCB of size n − 1 as a parent. In the

first iteration, this results in removing all pairs of genes that are either not connected

or not sufficiently co-expressed (violating the homogeneity constraint). Then, in the

second iteration, we check only children of connected, co-expressed pairs of genes and,

again, keep only 3-gene-DCBs to go to the level of 4-gene DCBs and so on. If the

underlying network is sufficiently sparse, which applies for the graphs at hand, this

greatly speeds up the search.

• Merge: Second, in the case of 1
3 ≤ α <

1
2 , Expand-by-one phase may fail to find a DCB

if it is not alpha-strongly-connected. However, such a DCB has a special topology,

i.e. its overlapping subgraphs must be found in the Expand-by-one phase. Hence, in

the Merge phase, we check for such graphs by making use of the overlapping property

along with many other constraints derived in Section 3.3.2.

• CheckMaximality : Finally, the patterns found from Expand-by-one and Merge phases
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are checked for maximality. This phase is necessary, because the DCB constraint

is loose anti-monotone for α ≥ 1
2 . This means that, some of the permutations of

the nodes of a DCB may fail to be α-strongly-connected. Those permutations cause

Expand-by-one phase to identify them as DCBs although they are not maximal (See

Figure 4.1). Moreover, in the Merge phase a newly found pattern may can contain

one or both of the overlapping DCBs, which are clearly not maximal.

The pseudo code of the DCB-Miner algorithm is given in Algorithm 4.1. The algorithm

starts with a preprocessing phase, in which non-homogenous edges, i.e. edges between nodes

that do not satisfy homogeneity constraint, are removed from the input graph. This is be-

cause homogeneity constraint is anti-monotone and therefore any super-graph containing of

the 2-node non-homogenous DCB will be non-homogenous. This usually results in a parti-

tioning of the attributed graph. In the reduced graph we identify all connected components

and mine them independently. Note that due to the independence of connected compo-

nents, mining of the components can be done in a parallel way. This can be useful in case of

large input graphs and availability of parallel computation resources. After preprocessing,

DCB-Miner generates a DCB for every connected pair of nodes, which are also called the

seeds. These 2-node DCBs are then fed into the Expand-by-one subroutine.

The pseudo code of the subroutine Expand-by-one is given in Algorithm 4.2. It takes as

input a set of DCBs and returns maximally expanded-by-one DCBs. Let level denote the

number of nodes of the current DCBs, which is 2 at the start. At each level, we expand

existing DCBs of size level by all neighboring nodes, one at a time. Note that for every

expanded pattern, the corresponding homogenous feature subspace is uniquely determined.

This procedure helps us to minimize the generation and testing of candidates as much as

possible. Although the details are not shown, we do an incremental testing of homogeneity.

This means that if curPattern = (V,E,D,A) and candidatePattern = curPattern + v,

then we only check whether or not candidatePattern is homogenous on dimensions d ∈ D.

This is because, as noted in the proof of anti-monotonicity of homogeneity constraint (See

Theorem-2), extension of a valid DCB can only decrease the cardinality of the homogenous

subspace. Moreover, if an expanded graph fulfills the DCB constraints, then we know that

the parent pattern is not maximal and we discard the parent pattern. Otherwise, i.e. none

of the neighbors of a the curPattern results in a larger DCB, then we add curPattern to

the result set as it cannot be extended further in the following iterations. The result set
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Figure 4.1: Illustration of the DCB-Miner on a toy example consisting of six genes with
logged-2 fold changes across three experimental conditions. We assume the parameters are:
α = 0.8, θh = 0.5 and θdim = 2, i.e. we want to find modules having density 0.8, whose
corresponding genes are co-expressed (i.e. within a fold change range of 20.5 ≈ 1.4) across
at least 2 experimental conditions. The algorithm starts with (1) the Preprocessing step in
which the edges A-F and D-F are removed because genes pairs A-F and D-F satisfy the fold
change range constraint across only 1 and 0 conditions respectively. (2) Then, we generate
2-node seed modules for every remaining edge. (3) Next, the iterative Expand-By-One step
is called. In every iteration, current modules are expanded by a neighboring gene. For
example, the expansion of the module A-D results in the larger candidate modules A-B-D,
A-C-D and A-D-E. Note that, the candidate A-C-D does not satisfy the density constraint,
because it has density 2

3 < 0.8, so it is pruned. Moreover, A-D-E is also pruned because
it has only one homogeneous condition and does not satisfy the co-expression homogeneity
constraint. In this iteration only subnetworks A-B-D and B-C-D satisfy all DCB constraints
and the rest (and their super-networks) are pruned from the search space. During the next
iteration candidate modules A-B-C-D and A-B-D-E are generated. Only A-B-C-D satisfy
the DCB constraints. A-B-C-D is returned as a maximal DCB with the associated context
consisting of conditions 1 and 3. To summarize, the constraint based prunning strategy
reduces the search space from 26 = 64 to 17.
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Algorithm 4.1 DCB-Miner: Densely Constrained Bicluster Miner

1: INPUT: Attributed graph G = (V, E ,A),
Density threshold α,
Homogeneity threshold θh,
Minimum dimensionality θdim

2: OUTPUT: The complete set of maximal DCBs
3: \\ PREPROCESSING: remove non-homogenous edges from G
4: for all (edges e = {v1, v2} ∈ E) do
5: Ge ← ({v1, v2}, {{v1, v2}})
6: if Ge does not satisfy homogeneity constraint then
7: E ← E − {{v1, v2}}
8: \\ Run in parallel
9: for all (connected components Gi = (Vi, Ei) in G) do

10: currPatternsi ← ∅
11: criticalPatternsi ← ∅
12: \\ Generate 2-node DCBs
13: for all (edges e = {v1, v2} ∈ Ei) do
14: G2 ← ({v1, v2}, {{v1, v2}}, D)
15: currPatternsi.add(G2)
16: \\FIRST PHASE: expand-by-one
17: currPatternsi ← Expand-by-one(currPatternsi)
18: if (α < 1

2 ) then
19: \\ SECOND PHASE: merge
20: criticalPatternsi ←Merge(currPatternsi)
21: currPatternsi.addAll(Expand-by-one(criticalPatternsi))
22: \\ THIRD PHASE: remove non-maximal patterns from currPatterns
23: resultSet.addAll(CheckMaximality(currPatternsi))
24: return resultSet

is a organized as a stack data structure within the resultSet, such that when the Expand-

by-one finishes, larger patterns are on the top of stack whereas the smaller ones will be at

the bottom of the stack. This will prove to be a useful strategy in maximality check step,

which we discuss later in this section. After having considered all patterns of a certain

level (size), we move to the next iteration and continue until all patterns are maximally

expanded-by-one. Therefore, by design the Expand-by-one does a breadth-first search. The

advantage of this search is that at any point of time we only need to keep valid patterns of

two levels in memory. This reduces the amount of memory needed substantially and also

eliminates multiple generation and testing of candidate DCBs.

At this point, it is necessary to discuss a couple of implementation details regarding the

Expand-by-one phase. First, the validCandidates data structure is a hash table. It uses

the ID of a valid pattern as the key for hashing, where ID of a pattern is the string formed
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Algorithm 4.2 First phase: Expand-by-one
1: INPUT: currDCBs, the set of current DCBs
2: OUTPUT: the set resultSet of maximally expanded-by-one DCBs
3: resultSet← ∅
4: \\ Proceed to the next level
5: while (curPattern() 6= ∅) do
6: validCandidates← ∅
7: while (curPattern← currDCBs.pop() 6= NULL) do
8: curPattern.isExtensible← false
9: for all (neighboring nodes v of curPattern) do

10: candidatePattern← curPattern+ v
11: if (validCandidates does not contain candidatePattern AND

candidatePattern satisfies DCB constraints) then
12: validCandidates.push(G+ v)
13: G.isExtensible← true
14: if (G.isExtensible = false) then
15: resultSet.add(G)
16: currDCBs← validCandidates
17: return resultSet

by concatenation of sorted IDs of its member nodes separated by the ‘-’ character. Hence,

IDs of two graphs are different unless they contain the same set of nodes. Secondly, in its

current form Expand-by-one may test an invalid candidate pattern, i.e. not satisfying the

DCB constraint, multiple times. This is not the case for valid candidate patterns because

once a candidate is found to be a valid pattern, it is saved in validCandidates. In case of

regeneration of the same valid pattern, the algorithm first checks the validCandidates hash

map and therefore the candidate will not be checked against the DCB constraint again. In

principle, we could have a similar data structure for invalid candidates so as to eliminate

multiple check of on invalid candidates. However, as expected, we observed that the number

of invalid candidates is typically much more than valid candidates and such a data structure

occupies large amount of memory, which slows down the algorithm in practice. We found

that our strategy is more efficient than keeping track of invalid candidates.

Recall that in Theorem 5, we showed that for α ≥ 1
2 , a connected α-dense graph is

α-strongly-connected. This requires existence of at least one permutation of its nodes such

that by following this permutation the graph can be generated by adding one connected

node at a time to the current graph starting from the first node in the permutation. Indeed

that is what Expand-by-one does, i.e. tries all valid permutations and stops expanding a
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permutation when DCB constraint is not met. Hence, by design, it can find all α-strongly-

connected graphs. However, if 1
3 ≤ α < 1

2 , then a connected α-dense graph G may not

be α-strongly-connected, i.e. G is α-critical. In this case, the graph will be missed by

the Expand-by-one phase. However, in Section 3.3.2 we showed that, if this is the case,

then G must have a certain topology, i.e. it contains two overlapping α-strongly-connected

subgraphsGEBO1 andGEBO2 , where EBO means maximally expanded-by-one (See Figure 4.3

for an example). This means that even if the Expand-by-one phase misses the pattern G, it

is able to find GEBO1 and GEBO2 . The Merge phase make use of this observation along with

other ones derived Section 3.3.2 in order to find G.

The pseudo code of Merge phase is given in Algorithm 4.3. As input we have a set of

maximally expanded-by-one DCBs. First, we determine the pairs of DCBs that overlap by

at least one node. They must differ in at least two nodes, otherwise one would be found from

the other in the Expand-by-one phase. Assume the pair GEBO1 and GEBO2 overlaps and also

satisfies the aforementioned two conditions. We determine all α-quasi-cliques G1 contained

in GEBO1 and G2 in GEBO2 and apply the online α-quasi-cliquishness bounds derived in

Lemma 13. For all pairs G1 and G2 satisfying the conditions, we determine all simple paths

between them such that the nodes of the path have to be in {V EBO
1 ∪ V EBO

2 } \ {V1 ∪ V2}.
There is one crucial design decision that needs to be addressed. Although, not shown

explicitly for the sake of simplicity, in its present form Merge phase calls a modified version

of Expand-by-one subroutine in order to find α-quasi-cliques, i.e. G1 and G2 to be merged.

The modification is that Expand-by-one only mines GEBO1 and GEBO2 but not the complete

graph. This is indeed duplication of work, i.e. G1 and G2 were already be found in early

iterations of Expand-by-one. However, recall that, Expand-by-one only keeps maximally

expanded-by-one DCBs and hence instead of G1 and G2 we have GEBO1 and GEBO2 in the a

result of Expand-by-one. Alternatively, we can store G1 and G2 along the way in a separate

data structure. However, the case of α-critical graph hardly happens. Hence, we have a trade

of between memory and run time. We can save from run time by storing the G1 and G2 to be

used in Merge phase directly at the cost of increased memory consumption. Alternatively,

we can mine them on the fly from GEBO1 and GEBO2 . We tried both alternatives and did

not observe a significant difference.

Note that we call the Expand-by-one subroutine once more on the graphs found in the

merge phase. Although we could not find an example of such a graph, theoretically it can

exist. However, if it exists, it must be found by the second call of the Expand-by-one phase.
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Figure 4.2: Graph G contains two α-critical nodes (nodes 10 and 11) for α = 0.406. Hence,
G cannot be found in the Expand-by-one phase . However, G contains at least two α-
strongly-connected overlapping subgraphs, i.e. GEBO1 and GEBO2 , which are guaranteed to
be found in the Expand-by-one phase. The Merge phase mines α-quasi-cliques of GEBO1 and
GEBO2 . In this particular example, G1 and all its subgraphs are at least 0.406-quasi-clique of
GEBO1 . Similarly, G2 and all its subgraphs are at least 0.406-quasi-clique of GEBO2 . Hence,
in the Merge phase simple paths will be searched between all 0.406-quasi-cliques of GEBO1

and GEBO2 , which in this case consists of nodes 10 and 11.
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The reason will be clear when we discuss the proof of the completeness of DCB-Miner.

Algorithm 4.3 Second Phase: Merge
1: INPUT: currDCBs, the set of maximally expanded-by-one DCBs
2: OUTPUT: resultSet, the set of α-critical graphs
3: for all (overlapping pairs of graphs GEBO1 , GEBO2 ∈ currDCBs

such that |V EBO
1 − V EBO

2 | ≥ 2 AND |V EBO
2 − V EBO

1 | ≥ 2) do
4: for all (non-overlapping α-quasi-cliques G1 ⊂ GEBO1 , G2 ⊂ GEBO2 ) do
5: \\ Prunning based on α-quasi-cliquishness
6: if (|V1| = |V2|) then
7: if (G1 and G2 are not at least 2α-quasi-cliques then
8: continue;
9: else

10: if (|V1| < |V2|) then
11: if (G1 is not at least (2α)-quasi-clique OR

G2 is not at least (3α
2 −

1
3(|V2|−1))-quasi-clique) then

12: continue;
13: else
14: if (G2 is not at least (2α)-quasi-clique OR

G1 is not at least (3α
2 −

1
3(|V1|−1))-quasi-clique) then

15: continue;
16: \\ Search for paths
17: for all (simple paths P ⊂ ({V EBO

1 ∪ V EBO
2 } \ {V1 ∪ V2}) connecting G1 and G2)

do
18: if (G← G1 ∪ P ∪G2 fulfills DCB constraints and G is α-critical) then
19: resultSet.add(G)
20: return resultSet

The final step in the DCB-Miner algorithm is the maximality check (Algorithm 4.4),

which removes non-maximal DCBs from the result set. This postprocessing step is necessary,

because the DCB constraint is loose anti-monotone for α ≥ 1
2 . This means that, at least

one permutation τ1 exists such that the permutation induces a chain of subgraphs satisfying

the DCB constraint. Expand-by-one is able to construct the complete DCB by adhering

to τ1 . For other permutations, say τ2, which are also analyzed by Expand-by-one phase,

the permutation may fail to generate the full graph and therefore may result in a subgraph

rather than the complete graph. (See Figure 4.3 for an example) Therefore, such subgraphs

must be eliminated from the final result. The maximality check step makes use of a statistic

array occurence, which keeps the number of patterns each node is included in. Moreover, we

have the maximalPatterns. The key of this hash table is a node id, and the corresponding
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Figure 4.3: A sample graph that illustrates the necessity of the maximality check step. The
graph is 7

15 -dense. For α = 7
15 , the graph is α-strongly-connected, i.e. the permutation

{A,B,C,D,E, F} induces a chain of connected α-dense graphs. However, the permutation
{F,E,D,A,B,C} fails to induce such a chain after extending node permutation {F,E,D,A}
with node B. Therefore, the graph {F,E,D,A} is a maximally expanded-by-one graph even
though it is not a maximal α-dense graph.

bucket stores all DCBs that contain this particular node. As highlighted in the explanation

of Expand-by-one phase, the currDCBs is a stack data structure such that larger DCBs

are on top and smaller DCBs are at the bottom. Hence, when inserting new patterns,

if the DCB is not maximal, the maximal DCB will already be in the maximalPatterns.

Hence, we just move the next DCB. After inserting finishes, maximalPatterns contains

only maximal DCBs. However, a DCB is stored in each bucket corresponding to each of its

nodes. Hence, we do one more pass over maximalPatterns by inserting its elements into

the set resultSet, which eliminates the duplicates.

Note that DCB-Miner is correct by design, i.e. it returns only maximal DCBs. This

is because at each iteration of Expand-by-one phase, candidates are retained only if they

satisfy the DCB constraint (See line 11 of Algorithm 4.2). Similarly, in the Merge phase,

newly found patterns are checked against the DCB constraint (See line 18 of Algorithm 4.3).

Finally, the CheckMaximality phase assures that non-maximal DCBs are filtered out. Hence,

DCB-Miner is correct. Next, we analyze its completeness.

4.2 Completeness

Theorem 7. Let G = (V, E ,A) be an attributed graph. If G = (V,E,D,A), V ⊆ V, E ⊆
E , D ⊆ D is a DCB, then G is contained in the result set of DCB-Miner.
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Algorithm 4.4 Third Phase: CheckMaximality
1: INPUT: currDCBs, the set of current DCBs
2: OUTPUT: resultSet, the set of maximal DCBs
3: \\ Initialize occurrence statistics
4: for i← 0 to |V| do
5: occurence← number of DCBs including node vi
6: maximalPatterns← ∅
7: \\ Insert DCBs into buckets
8: for all (G = (V,E,D,A) of currDCBs) do
9: v ← arg minv∈V occurence(v.getID())

10: bucketv ← maximalPatterns.getBucketOf(v)
11: isMaximal← true
12: for all (insertedDCB in bucketv) do
13: if (insertedDCB is a super-pattern of G) then
14: isMaximal← false
15: if (isMaximal) then
16: for all (nodes v′ in nextDCB) do
17: bucketv′ ← maximalPatterns.getBucketOf(v′)
18: bucketv′ .insert(G)
19: \\ All DCBs are maximal
20: for all (G = (V,E,D,A) of maximalPatterns) do
21: resultSet.insert(G);
22: return resultSet

Proof. We distinguish between two ranges for α.

• 1
2 ≤ α ≤ 1. Since α ≥ 1

2 , by Lemma 7, G is α-strongly connected. By definition, α-

strong connectedness requires existence of at least one permutation of type described

in Definition 9. Since Expand-by-one , starting from 2-nodes pairs, checks all permu-

tations, it is guaranteed to find all DCBs.

• 1
3 ≤ α < 1

2 . If G is α-strongly connected, we use the same argument as in the first

case. Otherwise, let n = |V | and Gn = G be a DCB which is not α-strongly connected.

We can decompose G by removing one node at a time as follows. Let vn be an α-

removable node in Gn which is not a bridge node, i.e. G − vn = Gn−1 is a DCB.

We apply this strategy recursively until Gj , j ≤ n, contains an α-critical node, i.e.

no such vj exists. By Theorem 6, Gj contains two island leaf components G1 and

G2 and one α-critical component CC, i.e. Gj = G1 ∪ CC ∪ G2. G1 and G2 are at

least 1
2 -dense by Lemma 10 and therefore by Lemma 7 they are α-strongly connected.
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All α-strongly connected DCBs are discovered in the first call of the Expand-by-one

phase. However, the algorithm keeps only the maximal ones, i.e. Expand-by-one may

output supergraphs of G1 and G2, say GEBO1 and GEBO2 respectively. As discussed

in the Merge phase, G1 and G2 are guaranteed to be found from GEBO1 and GEBO2

since they are both α-strongly connected. Once we identify G1 and G2, Gj is found

by checking the simple paths in {V EBO
1 ∪ V EBO

2 } \ {V1 ∪ V2}. Once, we have Gj ,

the second call to Expand-by-one is now able to find the complete graph G. This is

because, by construction Gj is obtained from G by removing one node at a time such

that the resulting graph is connected and α-dense. Once, we have Gj , Expand-by-one

does the exact opposite operation of decomposition and therefore is able to find G.

4.3 Post-processing

A major challenge in subspace clustering and pattern mining algorithms is the size of the

result set. Recently is has been shown that compression of the frequent itemsets, i.e. se-

lection of an optimal set of representative patterns, is NP-hard and a heuristic pattern

compression approach is proposed for this problem [83]. Unfortunately, DCB-Miner is not

immune to this problem either. This is justified by the fact that currently available PPI/GI

networks are far from being complete, meaning that a substantial amount of genes, proteins

and interactions are still missing. Moreover, the gene expression experiments contain a high

amount of noise. These issues result in a significant amount of modules that are split up

into fractions.

The post-processing step, which is described in Algorithm 4.5, is a heuristic that solves

this problem to a significant degree by relaxing the density and homogeneity constraints in

such cases. In a refinement procedure, we iteratively merge pairs of DCBs if they overlap

in at least 75% of their members as well as in at least 80% of their associated subspaces.

These values were found empirically. Note that, simply relaxing the parameter of DCB-

Miner would not solve the problem, as it would not solve the problem in the context of

frequent itemset mining. This is because starting with relaxed parameters will give much

more patterns at the end. On the contrary, we need compression of patterns and we achieve

this by first finding high quality patterns and then iteratively merging them. As we will

see in Chapter 5, the post processing step succeeds to compress pattern significantly at a
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cost of increased runtime and possible decrease in the quality of biclusters as a result of

relaxed constraints, i.e. lower density. Note that the output of the post-processing phase

is dependent on the order that the modules are processed. However, we observed that this

does not result in any significant difference in terms of the output.
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Algorithm 4.5 Post-processing
1: INPUT: currDCBs, the set of current DCBs

Member merge threshold mmt,
Subspace merge threshold smt

2: OUTPUT: masterModules, the set of merged DCBs
3: mergeOccured← true
4: while mergeOccured do
5: mergeOccured← false
6: masterModules← ∅
7: for i = 1 to currDCBs.size() do
8: bestMatch← ∅
9: bestOverlapScore← 0

10: firstModule← currDCBs.get(i)
11: for j = i+ 1 to currDCBs.size() do
12: j ← j + 1
13: secondModule← currDCBs.get(j)
14: memberOverlap← firstModule.getMemberOverlap(secondModule)
15: subspaceOverlap← firstModule.getSubspaceOverlap(secondModule)
16: if memberOverlap ≥ mmt and subspaceOverlap ≥ smt AND

memberOverlap ∗ subspaceOverlap > bestOverlapScore then
17: bestOverlapScore← memberOverlap ∗ subspaceOverlap
18: bestMatch← secondModule
19: if bestMatch 6= ∅ then
20: masterModules.insert(firstModule.merge(bestMatch))
21: firstModule.setMaximal(false)
22: bestMatch.setMaximal(false)
23: mergeOccured← true
24: i← i+ 1
25: \\ Remove non-maximal modules
26: for all modules module in currDCBs do
27: if module.isMaximal() then
28: masterModules.insert(module)
29: currDCBs← masterModules
30: return masterModules



Chapter 5

Experimental Results

In the following, we analyze the performance of DCB-Miner in terms of biological soundness

and run time performance. For this, we first designed a benchmark competition, in which we

analyze the biological accuracy and usefulness of the output of various algorithms. Secondly,

we did extensive runtime analysis to verify the scalability of DCB-Miner under different

parameter settings. All experiments were performed on a PC running the Linux operating

system with a 1.86GHz CPU and 4 GB of main memory.

5.1 Data

In order to construct the input attributed graph for DCB-Miner and the comparison part-

ners, we constructed data sets from yeast and human.

5.1.1 Yeast Dataset

The interaction network under consideration was extracted from the BioGRID database

[73]. It integrates both PPI and GI interactions from multiple publicly available databases

and datasets. Gene expression data was given by the yeast compendium dataset [39]. It

reports fold changes of experiment against control in as many as 300 cDNA experiments.

In order to get rid of nodes in the network that are not active under any type of condition

under consideration, we removed genes that did not exhibit a significant expression pattern

over the 300 experiments. Namely, we discarded genes whose ratios were to be found in a

1.5 times variance interval around the mean over all conditions. This finally amounted to

52
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1043 variably expressed genes with 2664 interactions in the resulting network.

5.1.2 Human Dataset

Similarly, the PPI/GI network was downloaded from the BioGRID database [73]. For the

expression data, we used the comprehensive human tissue expression dataset [69], which

lists fold changes over 115 cDNA experiments across 35 different tissue types. In order to

account for activity, we only retained variably expressed genes which were with at least

2-fold ratio variation from the mean in at least 2 samples. This preprocessing was done

by the authors. As a result, the human dataset contained 3628 genes connected by 8924

interactions in the respective network.

5.2 Gene Ontology (GO) Based Evaluation

To assess the quality of the results of our algorithm, we compared it to four related pub-

licly available, state-of-the-art algorithms. These include two integrated methods and two

methods that operate on one data type (either interaction network or gene expression data)

only.

5.2.1 Competition Partners

1. SAMBA (Statistical-Algorithmic Method for Bi-Clustering) [75] is a widely used

biclustering algorithm that infers modules from expression data only. It performed

comparable, if not better, in a recent comparative study of biclustering algorithms

[57]. Basically, it finds sets of genes that jointly respond to changing conditions. To

do this, first a weighted bipartite graph G = (U, V,E) is constructed, in which U is the

set of conditions, V is the set of genes and E is the set of edges such that (u, v) ∈ E
if gene v responds in condition u. The weights are assigned based on a statistical

model that incorporate background, i.e. null, distribution of gene-condition edges. In

the second phase, k best bicliques are found from the graph constructed in the first

phase. In this context, a biclique corresponds to a functional module, whose member

genes co-respond to a subset of experimental conditions. As common in biclustering

algorithms, the result set is usually large. Therefore, in the third phase, a greedy

algorithm is utilized to select non-overlapping biclusters to minimize the overlap.
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2. MCL (Markov Clustering) [21] only considers interaction network data. It outper-

formed other methods of this type in the comparative study of [12]. Given a possibly

weighted graph G = (V,E) , it first transforms the graph into a Markov graph. Then

it performs a random walk, which corresponds to simulation of flow in an interaction

graph by computing successive powers of the adjacency matrix of the graph. This

step is known as expansion (multiplication) followed by scaling and it converges to

a partition of the interaction network into dense subnetworks which are output as

modules.

3. Co-Clustering [33] is one of the two integrated approaches we consider. Infact, the

authors propose a novel distance function rather than an algorithm. The proposed

distance function incorporates both similarity of gene expression profiles and network

shortest path distance using a logistic sigmoid function. The distance function then

can be plug into an arbitrary choice of a distance-based clustering algorithm. We used

the proposed distance function with K-Means algorithm.

4. Matisse (Modular Analysis for Topology of Interactions and Similarity Sets) [80] is

the most recent integrated approach available. It is a probabilistic method that finds

connected subnetworks in interaction networks that exhibit high expression similar-

ity. It starts with seed generations phase, in which a pre-specified number of highly

interconnected subgraph are selected. In the optimization step, moves including ad-

dition and deletion of a node and merging and deleting of clusters are tried in order

to improve an overall score. Finally, in a post-processing step, only top k significant

clusters are given as the output.

For all algorithms, we used the recommended parameter sets if applicable. For Co-

clustering, which is the only algorithm that requires number of modules apriori, we tried

different values and selected the one with best F-value, which we describe in next section.

For DCB-Miner, we set the parameters to values close to the properties of known functional

modules. For this, we downloaded the yeast molecular complexes and the pathways from

the Saccharomyces Genome Database (SGD) [11]. We mapped each of the modules to the

network consisting of the PPI and genetic interaction network of yeast. We only focused on

the modules that induce a connected subnetwork in the corresponding network; otherwise

we consider the module information as incomplete and removed from the rest of the analysis.

This resulted in 111 well-characterized modules. Figure 5.1 shows the density distribution
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Figure 5.1: Density distribution of well characterized yeast functional modules extracted
from the Saccharomyces Genome Database (SGD) [11]

of the modules. Based on the distributions of density and the number of homogenous di-

mensions (Figure 5.2), we set α = 0.65, θh = 1.25 and θmin = 140 (out of 300) for the yeast

dataset. Contrary to yeast, there is no comprehensive true human module dataset. There-

fore, we used the same density threshold, i.e. α = 0.65. Moreover, the human expression

dataset contains a high amount of missing values (> 25%) which adverts to a high amount

of noise. Therefore, we used a more relaxed fold change threshold of θh = 1.4 and θmin = 10

(out of 115). In general, in case of existence of a partial true modulome annotation, DCB-

Miner’s parameters can be approximately derived from the annotated true modules. Note

that, the results of DCB are post-processed as described in Section 4.3. Finally, for all

algorithms, only modules of size 4 or larger are considered in the analysis.

Note that none of the related methods address the problem of finding co-active, dense

subnetworks according to Definition 4. Hence, each algorithm has its own definition of a

functional module, usually corresponding to subset of properties addressed by the definition

of DCB. The only method that yields overlapping modules is SAMBA whereas the only one

that addresses the question of finding dense subnetworks is MCL. Theoretically, MCL can

also output overlapping modules, but we haven’t observed this in our analysis. However,

SAMBA and MCL are not integrated which makes them more prone to noise or missing data
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Figure 5.2: Distribution of the number of homogenous dimensions wrt. θh = 1.25 of the well
characterized yeast functional modules extracted from the Saccharomyces Genome Database
(SGD) [11].

that occur in one data type only. The integrated methods, Co-Clustering and Matisse, both

do not address finding dense subnetworks and they do not produce overlapping modules.

Matisse usually outputs small number modules whereas Co-Clustering partitions the whole

dataset. Methods that assign each gene to a cluster (MCL, Co-Clustering) may also suffer

from forcibly collecting proteins into modules which, due to current amounts of noise in the

data, cannot be done reliably. These are strong hints to the quantitative and qualitative

superiority of our method.

5.2.2 Module Assessment

Due to the absence of comprehensive module annotations, testing for statistically signifi-

cantly over-represented GO terms in a group of genes of interest is the common method

used for evaluation of module inference algorithms. Basically, for each GO term T, the

occurrence distribution of the term in a given module is compared against its occurrence

distribution in the whole genome, which corresponds to the null distribution. If the term

is found to be occurred statistically significantly more frequently than expected from the

null distribution, then the module is said to be enriched with term T. This statistic can be
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calculated using by a chi-square test. For calculations, we used the high-throughput version

of the GoMiner tool [88].

In this GO-based evaluation procedure, applied to outputs from all methods, generated

from yeast (Section 5.1.1) and human (Section 5.1.2), we applied three different quantities

to gauge module quality.

1. Enrichment is computed as the percentage of modules found that are enriched with

at least one GO term (level 7 or higher, as suggested in [80]) with P-values, that were

corrected for multiple hypothesis testing, below a threshold of 0.01. Roughly, this

value accounts for the amount of true modules among the overall amount of predicted

modules. In other words, it can be perceived as a relative precision, where relativity

refers to the computations being done relative to a dataset.

2. Coverage is defined as the number of GO terms associated with an enriched cluster

found by the method divided by the number of all GO terms in the dataset. This

number can be perceived as as a relative recall.

3. The F-Value is a common quantity to incorporate precision and recall into a single

value. Given enrichment E and coverage C, it is computed as

F =
2EC
E + C

.

Intuitively, the F-Value captures the trade-off between enrichment and coverage.

4. To account for completeness, we juxtapose absolute numbers of inferred modules to

enrichment, coverage and F-value, as these are only relative measures.

5.2.3 Results

In Figure 5.3, we have displayed the statistics defined in Section 5.2.2 that were achieved by

our method and those listed in Section 5.2 on the yeast datasets. In terms of enrichment,

all algorithms except Co-clustering perform relatively well, but only Matisse (94%) and

DCB-Miner (94%) yield an enrichment over 90%. This agrees with the biological reasoning

that modules that are coherent in both data types are more reliable than modules that are

coherent in only one data type. Although Co-clustering is also a combined learning algo-

rithm, it forces every gene to be an element of a cluster, which is not a realistic scenario.
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Figure 5.3: Performance of all algorithms on the yeast dataset

Moreover, the poor enrichment performance of Co-clustering also suggests that the pro-

posed combined distance function may not be a biologically reasonable one on the instances

considered. With regard to coverage, it is no surprise that MCL and Co-clustering, which

force every gene to belong to a cluster, perform relatively better than Matisse and SAMBA,

which output only statistically significant clusters. Although DCB-Miner does not force

every gene to belong to a cluster, it achieves the best coverage over all methods, thanks to

its completeness. This means that we compute modules of a larger range of functionalities

in yeast than prior approaches did. According to the F-value, DCB-Miner achieves the best

overall performance which gives further evidence of the superiority of the concept of active

modules being encoded as densely connected biclusters.

In Figure 5.4, we have displayed the respective statistics for the human datasets. Be-

sides from SAMBA, all methods achieve an increased coverage, thanks to the, compared to

yeast, higher overall density of the PPI/GI network. Recall that SAMBA does not utilize

the network data. MCL and Co-Clustering perform poorly in terms of enrichment, prob-

ably due to forcing all genes into modules. Only Matisse (93%), DCB-Miner (97%) and

SAMBA (94%) yield an enrichment over 90%. The explanation for the good performance of

SAMBA is that, on multiple-condition expression data only, biclustering is a highly valuable
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Figure 5.4: Performance of all algorithms on the human dataset

approach. As for coverage, only MCL (62%), Co-clustering (65%) and DCB-Miner (63%)

yield a coverage over 60%. Overall, DCB-Miner achieves the best F-value as a result of both

highest enrichment and comparable, if not better, coverage performance.

At this point, we would like to discuss an interesting finding. Similar to the analysis

done in [80], we sampled random connected networks so that the size distribution is the

same as the pooled size distribution of the five algorithms discussed above. We found

that, even random sampling of connected networks achieves an enrichment rate as high

as 85% in the yeast dataset and 89% in the human dataset. Although one would expect

connected random subnetworks to be partially meaningful, the achieved enrichment rates are

surprisingly comparable if not better than that performance of MCL and Co-clustering. This

further validates the idea that a functional module is densely connected and co-expressed.

Note that we did not compare the coverage performance of random sampling against other

algorithms due the fact that the coverage of random subnetworks is highly correlated with

the number of modules being sampled, i.e. one can achieve 100% coverage by sampling more

and more connected subnetworks, which would not be fair against comparison partners.

An interesting question is as follows: How do the well characterized modules of the

yeast break up into modules found by the algorithms? By merely looking at the overlap
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Figure 5.5: Distribution of number the modules a gene is involved in for the yeast (left) and
the human (right) datasets.

between discovered modules and true modules, we found that 85 of the 111 true modules

are covered by the DCB-Modules, which can be perceived as the true positives. The closest

to this number is 81 achieved by MCL. On the other hand, this kind of analysis has certain

drawbacks. As described in the survey work of [12], if an algorithm makes more predictions

than the current level of annotation available, all novel predictions are labeled as false pos-

itives. However, such new predictions can be novel discovery rather than false predictions.

Therefore, the sparsity of the current level of annotation favors algorithms with few predic-

tions rather than algorithms that do novel predictions. Unless a more complete true module

annotation is available, we believe this kind of comparison is highly biased and therefore

did not do further analysis. Last but not least, in Figure 5.5 we give the distribution of

the number of modules a gene is involved in. It is evident that the distributions follow a

power-law distribution. Focused analysis of genes that are involved in many modules show

that these are hub genes and also there is a correlation between the out degree of a gene and

the number of modules the genes are involved in. This, on the other hand, suggests that

proteins such as chaperons, which interact with hundreds of proteins, should be removed

from the analysis as they present outliers, i.e. they interact with hundreds of genes but are

known to belong to few modules.

Finally, we display some statistics on the inferred modules in Table 5.1. These demon-

strate that DCB-Miner clearly outperforms the other algorithms with respect to absolute
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Figure 5.6: Size distribution of well characterized yeast functional modules extracted from
the Saccharomyces Genome Database (SGD) [11].

numbers of highly reliable modules of various functionalities (for additional information on

size distributions of the found DCB-Miners see the Figure 5.7). As we infer the entirety of

modulome, numbers achieved by our method also reflect estimates on the sizes of both yeast

and human modulomes. Actual guesses on the numbers of complexes in yeast resp. human

are 800 resp. 3000 [92]. It can safely be assumed that respective numbers of modules, which

are not necessarily complexes, are much greater. As none of the other methods addresses

the issue of inferring the complete modulomes, it comes as no surprise that, compared to

these estimates, they fail to predict the modulomes’ sizes in terms of orders of magnitude.

Last but not least, although DCB-Miner algorithm outputs many modules, the most prob-

able use case for a molecular biologist consists of focused analysis of a set of genes, the

modules they are involved in and their interplay. The user can always select the modules

in which the genes of interest are involved in and do focused analysis of those modules.

As a result of being a complete algorithm, DCB-Miner provides the complete solution to

the user as well as the option of focused analysis. Finally, modules found by DCB-Miner

and Co-clustering seem to match the average size of the true connected modules in yeast

as shown in Figure 5.6. MCL outputs modules of very small size ,whereas SAMBA outputs

modules of very large size, which makes analysis very hard. Due to lack of comprehensive
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Table 5.1: Module Statistics.

Competition Partners
Yeast Human

Method # of Mod. Density Avg. Size # of Mod. Density Avg. Size
Samba 135 .02 25.06 129 .01 48.94
MCL 95 .44 7.29 312 .35 5.94

Matisse 17 .31 21.17 76 .30 17.94
Co-Clustering 103 .06 9.57 271 .01 13.12

DCB 2276 .39 8.05 5979 .46 7.12
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Figure 5.7: Distribution of the sizes of DCBs found in the yeast (left) and the human (right)
datasets.

human module annotation, it is hard to make comments on the sizes of the human modules

at this point. Still, one needs to be careful as the majority of the modules in the yeast

true connected module dataset are complexes rather than pathways. This introduces a bias

towards smaller modules. In this respect, Matisse seems to best approximate the true mod-

ule sizes, especially those of the pathways’. However, we believe that with more complete

interaction data and gene expression data of better quality, modules found by our algorithm

will be able to match the true size distribution of the real modules.
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Figure 5.8: Annotation of CLSPN gene via other annotated genes in the same enriched
module

5.3 Prediction of Novel Annotation

In this section, we illustrate how the DCB-Miner algorithm can be used for novel annotation

prediction. We present two case studies where previously crudely annotated genes can be

annotated more specifically based on the guilt-by-association principle. Basically, we find

modules that are enriched with some GO terms yet contain genes of unknown (or partially

unknown) function [66]. We then assign the functions implied by the enriched GO terms as

the function of the gene of unknown function. Note that this approach works with only GO

terms of type localization and biological process but not with type molecular function. This

is because elements of a functional module is expected to be involved in a common biological

process and also to co-localize. However, within a biological process each protein usually

has a distinct molecular function. We illustrate the guilt-by-association in the following

examples. Two modules (one in human and one in yeast) that are enriched with cell cycle

regulation and resp. cell division related GO terms were chosen as examples. The human

module (Figure 5.8) consists of six genes including CLSPN, a recently characterized yet

crudely annotated gene, and extensively annotated genes such as BRCA1. The yeast module
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(Figure 5.9) has eight genes including LSB1, a gene of unknown function.

Cell cycle is a tightly regulated process that depends on a host of parameters. Many

cancers are due to disruption in the cell cycle control. DNA repair is a crucial process

during cell cycle. Some of the cancer types, such as breast cancer, are associated with

disruption of the DNA repair mechanism for single stranded and double stranded DNA

breaks [22]. Claspin (CLSPN) is a recently characterized protein to function in repairing

DNA single stranded or double stranded breaks. Claspin interacts with the chromatin early

on in the replication process as well as the replication machinery [13]. At the site of damage,

replication is halted and Claspin disassociates to interact with Rad9, a member of the 9-1-1

complex [93], and promotes interaction with HDAC1 [15], BRCA1 [50] or CHEK1. CHEK1

stalls the cell cycle at the S phase until nucleosome is remodeled via HDAC1 and DNA

is repaired via BRCA1 and RAD51 [72]. In the case of severe DNA damage, apoptotic

pathways are induced and claspin is ultimately degraded by ubiquitination [64]. Based

on the enriched GO terms, we predict process annotations: DNA replication checkpoint

(GO:0000076), regulation of DNA replication initiation (GO:0030174), regulation of DNA

repair (GO:0006282), and DNA damage checkpoint (GO:0000077). We further predict the

cellular component annotation to be: chromosome (GO:0005694).

Yeast gives rise to daughter cells by budding and subsequent cytokinesis to separate the

newly budded cell from the mother. Cytokinesis depends heavily on actin assembly and

disassembly. Actin or cytoskeleton abnormalities have been observed in hematopoietic cells

of Wiskott-Aldrich syndrome patients [70]. LAS17 is the yeast homolog of the main factor

(WASP) associated with this disease. The process of actin assembly requires nucleation fac-

tors such as LAS17, HOF1, VRP1, and RVS167. LAS17 associates with VRP1 and RVS167

via its SH3 domains [51]. VRP1 then recruits HOF1 to the complex to facilitate cytokinesis

[59]. The role of ABP1 is thought to be recycling nucleation factors for further assembly

as well as attenuating the rate of assembly to ensure proper timing [18]. NCP1, a protein

involved in sterol synthesis, is also suggested to play a role in bud site selection and estab-

lishment of cell polarity [77]. LSB1, which lacks molecular function and biological process

annotation, is known to have SH3 domains that interact with LAS17 [51] and therefore it is

likely to be a novel nucleation factor participating in actin assembly process. In this respect,

our prediction for its biological process being actin polymerization and/or depolymerization

(GO:0008154), actin filament organization (GO:0007015), and establishment of cell polar-

ity (GO:0030010) agrees with the current literature. Furthermore, we are able to annotate
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Figure 5.9: Annotation of LSP1 gene via other annotated genes in the same enriched module

more specifically its cellular component to be actin cortical patch (GO:0030479) and cor-

tical actin cytoskeleton (GO:0030864). Interestingly, our results suggested that VRP1 and

RVS167 interact with PAC10 (YGR078C), which is a chaperone for microtubule proteins

[49]. It is likely that PAC10 may have a more general function in assisting proper folding

of proteins involved in cytoskeleton biogenesis.

Overall, DCB-Miner predicted novel GO annotations (biological process and cellular

localization at level 7 or higher) for 87 of the 188 un-annotated genes in the yeast dataset

and for the 31 out of the 84 un-annotated genes in the human dataset. to our best knowledge,

we have not observed any of our predictions to be conflicting with existing literature. This is

because an extensive analysis of our prediction requires a considerable amount of literature

survey , which is out of the scope of this thesis.

5.4 Runtime Experiments

In this section we analyze the runtime performance of DCB-Miner algorithm. We use the

yeast data set described in Section 5.1 for this purpose. Recall that DCB-Miner has three

parameters, which are the minimum density α, homogeneity threshold θh and the minimum
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Figure 5.10: α vs runtime

number of homogenous dimensions θmin. In the following, we analyze how the performance

of DCB-Miner changes with regards to the changes in each of the three parameters. Our

major observation is that the performance of DCB-Miner is more susceptible to the density

parameter than other parameters. This is not surprising because a density value below 1
2

requires the execution of the Merge phase which increases the runtime significantly. This

finding also implies that the majority of the search space pruning capability comes from

the graph based constraints, i.e. connectedness and the density constraints. Even in the

absence of pruning capabilities of the homogeneity constraint , i.e. setting θd = 0 or θh = 3,

the algorithm is still able to finish in a reasonable amount of time thanks to the pruning

provided by the graph based constraints.

Figure 5.10 shows the runtime results in response to changing density threshold with

homogeneity threshold fixed to θh = 1.25 and minimum number of dimensions fixed to

θmin = 140. DCB-Miner is quite efficient if density threshold is close to or greater than the

average density of the true biological modules, which is 0.79 (See Figure 5.1). There are

two significant increase points. The first one is at α = 1
2 , which is due to the fact every

connected subgraph of size 4 or less has density greater than 1
2 . Therefore, an increase

in runtime is reasonable. The second significant increase occurs when α < 0.5. This is

expected because the loose anti-monotonicity property of density constraint does not hold

below α < 1
2 and the expensive Merge phase is needs to be called in that case. In addition

to this, as the density threshold is lowered, combinatorially many more subgraphs satisfy

the density threshold. Similar to typical pattern mining algorithms, DCB-Miner is also an
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Figure 5.11: θh vs runtime

output dependent algorithm meaning that the more patterns exist in the data set, the higher

the run time. Finally, note that α = 1
3 is not a realistic density threshold because every

connected subgraph of size 6 or less satisfy this threshold. This means that this density

threshold would fail to separate random connected subnetworks from true modules. Still,

even in the worst case of α = 0.35, DCB-Miner takes less than 15 minutes, which is a

reasonable amount of time.

Figure 5.11 shows the runtime results with regard to the changes in the homogeneity,

i.e. fold change range, threshold with density fixed to α = 0.65 and minimum number of

dimensions fixed to θmin = 140. We see a drastic increase at θh = 1.5. This can be explained

by the fact that majority of fold change difference values are below 1.5. After 1.5, increasing

the homogeneity range does not change the runtime significantly because almost all genes

are within 1.5 fold change neighborhood of each other.

Figure 5.12 shows the runtime against the number of homogenous dimensions with min-

imum density fixed to α = 0.65 and fold change range threshold fixed to θmin = 1.25. As

expected, runtime decreases as the minimum number of homogenous dimensions increase.

If minimum number of homogenous dimensions is set close to average number of homoge-

nous dimensions of annotated complexes, which we found to be 137, performance is quite

satisfactory as the runtime is only 18 seconds. Even if homogeneity threshold is decreased

to 0, we see that DCB-Miner takes only 108 seconds. This shows that even in the absence
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Figure 5.12: θdim vs runtime

of prunning capabilities of attribute data, breadth-first approach of DCB-Miner is able to

mine dense subgraphs in a reasonable amount of time thanks to the loose anti-monotonicity

of density constraint.

The above runtime results contain the CheckMaximality procedure. Although the de-

signed index structure is very efficient and takes significantly lower time than the core

phases of the algorithm, i.e. the Expand-by-one and the Merge phases, we observed that

maximality is almost never a problem, i.e. only a small fraction of DCBs were found to be

non-maximal during CheckMaximality phase. This is especially the case for larger values

of density threshold, i.e. the higher the α is the higher the percentage of permutations of

a DCB that satisfy the α-strong connectedness property. In this respect, removing Check-

Maximality phase can further increase the runtime at a cost of some redundancy in the

result set. In addition to this, the above runtime results do not include the optional post

processing step which is considerably slower than DCB-Miner. However, we observed that,

even in the absence of post-processing the enrichment and coverage scores are comparable if

not better than the results obtained with post-processing. In this respect, post-processing

should be considered as a summarization phase for making it easy to analyze the found

modules. It comes with a cost of runtime and possible decrease in quality, which is due to

the relaxation of the constraints.

Finally, we would like to once more emphasize that the parameters for DCB-Miner

can be derived by doing an exploratory analysis of distributions of the parameters with

respect to a partial module annotations of the organism. We followed this approach in our
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experiments and this resulted in 18 and 8 seconds of runtime for the yeast and the human

datasets respectively. This is quite efficient considering the significance of the output of the

DCB-Miner, which is the modulome of the organism being analyzed.



Chapter 6

Conclusion and Future Work

6.1 Contributions

In this thesis, we proposed a novel method that can computationally infer the entirety of an

organism’s modules that are active under a variety of cellular conditions specified by a set of

gene expression experiments. This was done by defining a module as a set of genes that are

co-expressed and show significant changes in expression under a sufficiently large number

of experimental conditions on one hand and induce a dense subnetwork in the PPI/GI

network on the other hand. While the biological literature shows that this definition of a

module is most natural, the corresponding search problem has not been tackled before due

to its computational hardness. We solve the problem by a carefully designed algorithmic

search strategy. We demonstrated its effectiveness by finding large numbers of high quality

modules in both yeast and human, thereby outperforming a variety of prominent related

approaches. Moreover, we presented novel functional annotations of proteins in yeast and

human, as predicted by our method.

6.2 Future work

We finally would like to point out that there is still a lot of room for improvements and

future work. Below, we summarize some possible future extensions.

• An issue originating from the molecular biology is the still substantial rate of not yet

documented protein-protein and genetic interactions in various organisms which can

70
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result in very sparse networks. In our experience, our algorithm will yield subopti-

mal results on such instances. However, this issue is only temporary in nature and

presumably will be resolved in the near future at least for the model organisms.

• Another issue is that the homogeneity constraint used in the DCB definition is a

rough measure for co-expression and does not reflect the actual state of the art when

inferring modules on the basis of gene expression data. The integration of more suit-

able co-expression models promises to further improve the biological validity of the

DCB model. For example, Absolute Pearson Correlation Distance can be used as a

homogeneity constraint. An example constraint can be as follows: Maximum Absolute

Pearson Correlation Distance between elements of a functional module must be smaller

than 0.5. However, Pearson Correlation Distance is neither anti-monotone nor loose

anti-monotone and hence its tractability remains a challenging yet promising open

problem in the context of biclustering. Therefore, in order to use Pearson Correlation

Distance, one must stick to the full space rather than subspaces. This would be useful

if the dimensionality of the expression dataset is low. Note finally that, the longest

common increasing subsequence (LCIS) problem has recently found applications in

the biclustering area due to its biological soundness [25]. However, we observed that

for a set of genes, contrary to the homogeneity constraint used in this thesis, the LCIS

is not unique and one needs to keep all possible LCISs while doing the breadth first

search. We found this to be a computationally expensive requirement especially in

the case of high dimensional datasets. However, the LCIS based formulation may be

feasible with different approaches and hence is an open yet a very promising research

direction.

• DCB-Miner algorithm proposes a generic solution for combining attribute and re-

lational data. Homogeneity constraints could also be based on other attribute data

sources such as literature co-occurrence and/or phenotypic profiles. As long as the ho-

mogeneity constraint is anti-monotone, it can be plugged in to DCB-Miner. Similarly,

other biological network data can be used instead of (or in combination with) PPI

and/or GI networks. For example, functional modules are shown to induce densely

connected subnetworks in regulatory networks as well [92]. Metabolic and phospho-

rylation networks are also worthwhile to investigate.

• We have temporarily solved the high overlap problem in a heuristic post-processing
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step (See Section 4.3). Although, the post-processing step is able to reduce the number

of modules from 7837 and 14274 to 2125 and 4974 in yeast and human respectively, it

comes with the cost of additional runtime and sacrifice in quality of the found DCBs.

For example, the enrichment rates for the yeast dataset are 96% and 96% before and

after post-processing respectively. This can be explained by the fact that homogeneity

and density constraints are relaxed in the post-processing phase. Currently, we are

working on a statistical method for the post-processing step, which is more efficient

and can also calculate a quality score for each DCB.

• Another interesting research direction is extending the model to weighted graphs. This

would be beneficial in a lot of cases. For example, one of the ways to deal with the

noise in interaction networks is assigning confidence weights to edges based on the

number of publications in which the interaction was experimentally observed. In such

a context, finding dense regions would correspond to finding highly interacting gene

groups with high confidence.

• Finally, extending the model into multiple graph mining would also be very useful.

For example, integration of multiple microarray data sets across many platforms for

integrated analysis poses challenging problems as discussed in Section 2.1. One way to

deal with this problem is building a co-expression graphs for each dataset and mining

these graphs jointly [38, 37, 84, 56]. Our model is easily expandable to handle such

cases.
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