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Abstract

Carbon-doped InAs samples grown by organometallic vapor phase epitaxy were stud­

ied by Raman and IR spectroscopy. Local vibrational modes (LVMs) related to

isolated substitutional carbon acceptors, carbon acceptor-hydrogen complexes, and

dicar·bon centers were detected in samples doped with two isotopes of carbon. En­

ergies of the observed carbon-hydrogen modes are in close agreement with carbon

acceptor-hydrogen modes in GaAs and InP, and are consistent with hydrogen occu­

pying a bond-center position in the complex. No sign of substitutional carbon donors

was observed. N-type conductivity of carbon-doped InAs was explained by the pres­

ence of dicarbon centers that are believed to be deep donors. The stretch mode of

this complex was detected at 1832 cm- 1 by Raman spectroscopy in as-grown and an­

nealed samples. Annealing measurements performed on heavily carbon-doped InAs

samples confirmed that the n-type conductivity observed for this material is due to

the formation of dicarbon defects. The structural, electrical, and optical properties

of n-type carbon-doped InAs samples annealed at temperatures of 400 °C and higher

were studied using Raman and infrared spectroscopy, and X-ray diffraction. Based

on the expected energy level of dicarbon donors in GaAs, we predicted that the di­

carbon defects in InAs should introduce a resonant level close to or slightly above the

conduction band minimum.

Keywords: InAs; carbon; OrvlVPE; semiconductors; vibrational-spectroscopy

Subject Terms: semiconductors; InAs; Ol\IVPE; carbon
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Chapter 1

Introduction

Impurities in 111-V semiconductors have played an important role in the progress

of semiconductor technology. Therefore, extensive theoretical and experimental re­

search has been required to investigate the properties of impurities in III-Vs such as

their electronic structure, vibrational properties, concentration and profile, formation

energies, and diffusion properties.

Impurity atoms can be introduced intentionally into semiconductors by a process

called doping. Dopant atoms incorporate in the crystal structure by replacing lattice

sites of the host atoms (substitutional impurities) or occupying the sites between the

host atoms (interstitial impurities). Depending on the occupied lattice sites (group

III or group V host atoms), they become donors or acceptors and give rise to n-type

or p-type conductivity, respectively. The introduction of impurities not only changes

the electrical properties of semiconductors, but also modifies their structural and

vibrational characteristics. By studying these changes, it is possible to determine the

properties of dopants such as their concentration. and the occupied lattice site.

The careful selection of dopant atoms is crucial to achieve the desired properties in

semiconductor materials. These atoms need to be highly soluble in the host crystal,

have low diffusivity to provide precise doping profiles, have high electrical activation,

and high thermal stability. Among the p-type dopants such as Be and Zn, carbon has

proven to have the most of these qualifications. High doping levels can be achieved

with Be and Zn, which substitute for the group III sublattice to produce p-type

1



CHAPTER 1. INTRODUCTION 2

material. Be is highly toxic however, and Zn has a large diffusivity which is undesirable

for certain applications. In principle carbon, as a group IV element, might be expected

to occupy either the group III or group V sublattice. However, local vibrational

mode studies have proven that carbon normally occupies the group V lattice sites

in most semiconductors such as GaAs, GaSb, and AlAs and becomes an acceptor

[1, 2, 3]. Doping levels as high as 1020 cm-3 can be easily achieved by carbon doping

[4]. Although extensive research has been done on the properties of carbon in some

materials such as GaAs and AlAs, very little is known about the characteristics of

carbon-doped InAs and GaSb.

InAs is a direct gap semiconductor with a band gap of 0.35 eV at room temperature

and zincblende crystal structure (figure 1.1). Having the lowest energy band gap after

InSb of the 111-V semiconductors, InAs has been of interest for applications in high

speed electronics, infrared devices such as detectors and lasers, and integrated Hall

sensors. It has also been of technological importance as a constituent of ternary and

quaternary semiconductors such as InGaAs and InGaAsP.

InGaAs lattice matched to InP is a desirable base layer for InGaAs/lnP hetero­

junction bipolar transistors (HBT). A highly p-type base layer with sharp interfaces

is required in order to get high speed transistors. Although carbon is a good p-type

dopant for most 111-V structures because of its low diffusivity and high solubility,

OMVPE-grown carbon-doped InGaAs lattice matched to InP is highly compensated.

The hole concentration is relatively low and special growth conditions (such as low

substrate temperature and V:III ratio) are needed to improve it [5]. This has been

attributed to the amphoteric behavior of carbon in this material [6].

Carbon-doped InAs shows different characteristics than other carbon-doped 111­

Vs. The experimental reports of the properties of carbon-doped InAs have shown

that it becomes n-type after doping [7, 8, 9]. It was assumed that carbon occupies the

group III lattice sites in this material and becomes a donor [9]. However, theoretical

calculations of the formation energies have shown that carbon on an In lattice site

has a higher formation energy than carbon on an As lattice site. Therefore, carbon

donors are less stable than carbon acceptors [10]. To our knowledge, this contradictory

situation has never been resolved. In this work, we have studied the characteristics of
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Figure 1.1: Unit cell of InAs with the zincblende structure.

carbon doped InAs samples grown by organometallic vapor phase epitaxy (OMVPE).

The effects of carbon doping on the electrical and structural properties of InAs have

been studied using Hall measurements and X-ray diffraction (XRD). The lattice site

of carbon atoms has been determined using the results of Raman and infrared (IR)

spectroscopy methods. Hydrogen passivation of carbon impurities has been studied

and the origin of the n-type conductivity of carbon-doped InAs samples has been

identified. The thermal stability of carbon dopants has been investigated by annealing

the samples at different temperatures and ambients and the resultant changes have

been studied by different characterization methods.

GaSb is a direct gap semiconductor with a room temperature band gap of 0.725 eV

and having the zincblende crystal structure. Carbon doping of GaSb has previously

been studied by our group. Local vibrational modes of isolated carbon atoms have

been detected by Raman spectroscopy [2] and the structural effects of carbon on

GaSb have been studied by Watkins et at. [11]. Hole concentrations higher than

1019cm -3 can be easily achieved by carbon doping. There has been no evidence of

hydrogen passivation of carbon impurities in this material. In this thesis, we report
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our results of Raman and IR spectroscopy measurements of carbon-doped GaSb. The

lattice site of carbon impurities has been confirmed using the isotopic shift of the

local vibrational mode (LVM) of carbon. IR reflection and absorption measurements

have been conducted on GaSb:C samples grown at different substrate temperatures

to search for evidence of carbon-hydrogen complexes.

The remaining chapters of this thesis are dedicated to the results of the above­

mentioned studies. In chapter two, the experimental methods used in this work are

introduced and the theory behind each measurement method is explained briefly. In

chapter three, carbon doping of InAs grown by OMVPE is discussed and some growth

issues such as the effects of the substrate temperature on the doping efficiency are

presented. The electrical, structural, and vibrational characteristics of carbon-doped

InAs investigated by different methods are discussed. It is followed by a conclusion

about the lattice site of carbon in InAs and an explanation for the n-type conductivity

of InAs:C. The effects of annealing on the properties of carbon doped InAs samples

are described in chapter four. More evidence is introduced to confirm the origin of

n-type conductivity of carbon-doped InAs. Chapter four contains a short discussion

about carbon doping of GaSb and the results of our search for evidence of hydrogen

passivation of carbon acceptors in this material. Chapter five concludes the thesis by

summarizing all the results and future research possibilities.



Chapter 2

ExperimeIltal methods

In this chapter we outline the experimental methods that were used to produce and

characterize the materials of this work. For each method a brief explanation of the

instrument has been provided. The theory behind the spectroscopy methods (Raman

and infrared spectroscopy) and their applications in studying semiconductor materials

have been explained in more detail.

2.1 Organometallic vapor phase epitaxy

OMVPE is one of the most widely-used methods in the epitaxial growth of thin

semiconductor layers both for scientific and industrial purposes. It is based on the

thermal decomposition of the precursors (organometallic compounds or hydrides) in

the vicinity of a heated substrate and the incorporation of the released atoms in the

growing layer. An inert gas such as high purity hydrogen or nitrogen is used to carry

the precursors from their bubblers to the reactor chamber.

Figure 2.1 shows a simplified diagram of the Thomas Swan Ol\IVPE system used

to grow the materials for this study. High purity hydrogen gas transfers the group

III and group V precursors from the bubblers to the vertical reactor through separate

lines. This prevents mixing and possible reaction of the precursors before entering

the reactor. A valve manifold can switch the mix of precursor and hydrogen gas

between the run and the vent lines, directing the gas to the reactor and the scrubber,

5
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vent lineN2 ~
===~::::::;~====================== --? scrubber

optical window

H2 +V~ run line

vacuum
pump

~=*====~ H2 +111

optical
window

H2 -7
purge

l' l'
mix ofH2
& precursors

/
valves

Figure 2.1: A schematic view of OMVPE system.

respectively. The reactor pressure is lowered down to 50 Torr using a vacuum pump.

Inside the reactor, the gaseous mixture flows downwards toward the substrate

which lies on a graphite susceptor. The susceptor temperature is raised to the desired

growth temperature by an electrical resistance heater placed at the backside of the

susceptor and is controlled by feedback from an optical pyrometer which also monitors

the backside of the susceptor.
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(2.1)

The gas flow inside the reactor is one of the parameters that determine the uni­

formity of the grown layers; however, the ideal case of having a steady laminar flow

is hard to achieve. In fact the hydrodynamics of gas flow is one of the most complex

aspects of the OMVPE system because it can be influenced by many factors such as

reactor configuration, pressure, and thermal convention. A general overview of the

gas dynamics can be found in Stringfellow's book [12]; however, detailed treatment of

this problem requires complicated computer simulations.

2.1.1 Precursor delivery

lvlaterials used as OMVPE precursors are either organometallic molecules or gaseous

materials such as carbon tetrachloride (CCI4 ) and H2 S. The organometallic materi­

als are mostly in liquid form (except for solid Trimethylindium (TMln) and carbon

tetrabromide (CBr4)) and are stored in stainless steel bubblers kept in ethylene glycol

baths in order to control their temperature (figure 2.2).

Using a stainless steel inlet pipe, hydrogen is forced into the bubbler where it

forms bubbles saturated with precursor molecules. The vapor mixture of hydrogen

and precursor molecules is then carried towards the growth system by an outlet pipe.

The precursor flow rate (fp ) depends on the partial pressure of the precursor inside

the bubbler and can be calculated by the following equation based on the ideal gas

law:

f
- FH Pv(T)

mol/min
p - 22407.47 PE - P1/(T)

where FH is the volume flow rate of hydrogen at standard temperature and pressure

(cm3/min), and Pv(T) and P E are the precursor vapor pressure and bubbler pressure,

respectively. The flow rate of hydrogen is determined by a mass flow controller (11FC)

installed on the inlet port of each bubbler and the bubbler pressure is controlled by

an electronic pressure controller. The vapor pressure of the precursors depends on

the temperature and two other empirical parameters (a, b) that are characteristic of

each material [12]:

Pv(T) = lOa-biT (Torr) (2.2)
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NQlJ"'SOI'"

ethylene glycol

pl1l2 umatic ya Iws

8

Figure 2.2: A schematic view of precursor bubbler. MFC and PC refer to mass flow
controller and pressure controller, respectively.

Table 2.1 summarizes all of the precursors used for this study together with their

physical properties.

Table 2.1: A summary of physical properties of precursors used in this study.

Precursor MP (DC) I3P (DC) a b (K) T (DC)

tertiaybutylarsine (TI3As) -I 69 7.243 1509 4

trimethylindium (TMln) 88 135.8 10.520 3014 18

triethylgallium (TEGa) -82.5 143 9.172 2532 18

trimethylantimony(Tl\ISb) -87.6 80.6 7.707 1697 4
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2.1.2 Pyrolysis of precursors

9

As mentioned before, the mixture of hydrogen and precursors arrives at the reactor

and moves downwards toward the heated substrate. The velocity of the gas flow

decreases in the vicinity of the susceptor and becomes zero when it impinges on the

substrate. The space where the retardation of gas flow happens is called the boundary

layer. The organic molecules undergo thermal decomposition in this layer or on the

solid surface due to the high temperature of the substrate.

There are two kinds of reactions that happen during the OMVPE growth process:

homogeneous reactions that take place in the gas phase in the boundary layer and

heterogeneous reactions that occur at the solid surface. Two main types of homoge­

neous reactions are simple homolysis and ;3-hydride elimination. The first one which is

common for the M(CH3 ) molecules produces methyl radicals and the latter results in

the production of alkenes and molecules with l\f-H bonds. Figure 2.3 shows examples

for each kind of these reactions.

Homolytic reaction

TMln:
CH

3 .............. 'n + CH
CH ...- 3

3

P.hydride elimination

TEGa:

Figure 2.3: Samples of homolytic and ii-hydride elimination reactions.

The pyrolysis reactions for different precursors have been discussed in detail by

Stringfellow [12]; here we briefly explain the pyrolysis of TMIn and TBAs that were
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mostly used in this work. The decomposition of TMIn happens through a homolysis

reaction. Due to the relatively low In-methyl bond strength (47 kcal/mol), the ho­

molysis occurs at temperatures as low as 300°C. The rate of decomposition increases

rapidly with temperature and at rv 350°C it is 100 % decomposed. The following

equations show the related chain reactions.

In(CH3h ---7 In(CH3 h + CH3

In(CH3h ---7 In(CH3 ) + CH3

In(CH3 ) ---7 In + CH3

(2.3)

(2.4)

(2.5)

The pyrolysis of TBAs is more complicated. There are different possible reactions

including homolysis and p-hydride elimination that can lead to the decomposition of

this material. Because of the weak bonding between C and As in the t-butyl radical,

the pyrolysis happens at fairly low temperatures.

2.1.3 Formation of epitaxial layers

The interface of the boundary layer and the substrate is not in thermodynamic equilib­

rium due to the high concentration of the species produced from thermal decomposi­

tion of the precursors in the gas phase. Such a system tends to restore the equilibrium

by reducing the difference between the chemical potentials of the gas phase (f-lg) and

the solid phase (f-lq):

tJ.f-l = 11g - f-ls (2.6)

Although the growth rate of the layer is mainly determined by thermodynamics,

it is influenced by other parameters such as mass transport via diffusion through the

boundary layer and also the diffusion of adatoms on the surface. Figure 2.4 shows a

schematic view of the surface processes that are involved in the formation of the thin

film. The first step is the adsorption of the species produced from the decomposition

of the precursors, at the surface. Species are first physisorbed which means they bind

to the surface by weak Van der Waals forces. At this stage they either desorb from the

surface (due to their thermal energy and the weak bonding to the surface) or migrate

to find a site where they can form multiple chemical bonds and become chemisorbed.
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Figure 2.4: A schematic view of the processes happening at the surface.

It is known that the surface of the macroscopically flat substrates includes imper­

fections such as steps, kinks, and vacancies. These are the low energy positions of

the surface that act as the preferred adsorption sites. The adatoms diffuse across the

surface to find a low energy site such as a step edge and get incorporated in the grow­

ing crystal. Since the substrates used for OMVPE growth are slightly misscut from a

low index plane typically (001), their surface includes monoatomic steps with terraces

and edges. If the substrate temperature is high enough or the flux of constituents is

low, the adatoms have enough mobility to diffuse on the surface and get incorporated

on the step edges. The epitaxial layer forms by the movement of the step edges along

the terraces. This is called step-flow growth [13].

OMVPE growth is usually conducted under high group V partial pressures ( higher

V:III ratios) to prevent degradation of the surface due to the desorption of these

volatile atoms. Therefore the growth rate is mostly controlled by the supply of the

group III atoms. At low growth temperatures, the growth rate is determined by

the decomposition rate of the group III precursors. Therefore it increases by raising

the growth temperature. At intermediate growth temperature (550°C < T < 750

°C), the growth rate is almost temperature independent because the pyrolysis of
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the precursors is complete and growth rate is diffusion limited (gas diffusion depends

weakly on temperature). At very high substrate temperatures the desorption of group

III atoms from the surface may decrease the growth rate.

2.2 High resolution X-ray diffraction

High resolution X-ray diffraction (HRXRD) was used to determine the structural

properties of the layers in this work. Computer simulation of the obtained diffraction

patterns, so called "rocking curves" , provided information about the composition and

the thickness of the epitaxial layers.

2.2.1 X-ray diffractometer

The instrument that was used in this work is a Bede D3 triple axis diffractometer and

consists of an X-ray source, beam conditioner, sample holder, and a detector. Figure

2.5 shows a schematic view of the apparatus. The X-ray source is a vacuum tube in

which electrons emitted from the cathode hit the copper target placed at the anode.

The excitation of the electrons from the ground state to higher energy levels creates

vacancies in this state. Electrons from higher energy levels fall down to the ground

state to fill these vacancies and their energy releases as X-rays. The X-rays produced

by transitions from the n=2 level to n=l level are called KG' rays with the wavelength

of 1.514 A. The voltage and the current used to operate the source were 40 KV and

30 rnA, respectively.

The beam conditioner consists of two silicon crystals with channels cut inside

them and oriented in such a way that (220) diffracted beams are transmitted. The

combination is used to both collimate the X-ray beam and make it monochromatic.

The beam can either be reflected symmetrically through the channels that are parallel

to the diffracting planes (path (2) in figure 2.5) or asymmetrically through the other

channels (path (1) in figure 2.5). The first set of channels (path 2) provides the highest

possible resolution and the second one (path 1) is used to obtain high intensity. In

this work asymmetrically cut channels were used to attain high intensity.
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Figure 2.5: A schematic view of the XRD setup. X-rays are reflected asymmetrically
through path (1) and symmetrically through path (2).

The sample is mounted on the holder using small pieces of wax in order to minimize

the amount of external stress on the sample. The holder sits on a high precision stage

so that it can be rotated to the desired angle. It can also rotate around the vertical

and horizontal axes in the plane of the holder so that an exact orientation of the

sample at the diffraction angle can be attained.

The detector is a combination of a scintillator and a photomultiplier tube. The

scintillator converts the X-rays to low energy visible photons that are counted by the

photomultiplier. A channel-cut analyzer crystal is placed between the sample and the

detector and can be moved in and out of the diffracted beam. It is mostly used for

reciprocal space mapping to narrow down the angular range of the beam entering the

detector.

To measure the rocking curve of a layer, the sample holder and the detector are

rotated to the Bragg angle (e B) and 2e B, respectively. A e-2e scan can be performed

in any angular range around the Bragg angle.
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The scattering of X-rays in the crystal can be treated using two different theories:

dynamical theory and kinematical theory. Dynamical theory provides a full solution

of the wave equation inside the crystal by taking into account the diffraction and

absorption of the waves as they propagate within the material. According to this

model, the incident beam at each atomic layer becomes weaker as it travels inside the

crystal due to the diffraction and absorption. Therefore, an extinction depth can be

defined at which the amplitude of the incident beam becomes negligible. This theory

is used by the Bede RADS software package that was used to simulate the rocking

curves in this work. The explanation of this theory is beyond the scope of this work

and can be found in many references such as [14].

In the kinematical theory, the attenuation of the wave inside the crystal is ignored.

Therefore, the incident wave at each atomic layer is assumed to have the same am­

plitude. Also the deviation of the refractive index of the crystal from 1 is ignored

and therefore the wavelength of the waves inside the crystal is assumed to be the

vacuum value. In spite of the simplicity of the kinematical theory, it provides a good

approximation in cases where the extinction length is large compared to the sample

thickness.

The Bragg law can be used to explain the diffraction of the X-rays from the

crystal. According to this law, the lattice spacing of a crystal can be calculated by

the following equation:

(2.7)

where d hk1 is the spacing between the lattice planes with Miller indices (hkl), ()B is

the Bragg angle, ,\ is the wavelength of the X-ray, and n is an integer. The diffrac­

tion is defined as symmetrical or asymmetrical if the diffracting planes are parallel or

nonparallel with the crystal surface, respectively. Figure 2.6 shows the symmetrical

diffraction of X-rays from lattice planes. The interference of two reflected beams is

constructive if their path difference, 2dhk1 sin()a, is an integer multiple of the wave­

length.
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Figure 2.6: Diffraction of X-rays from the lattice planes with Miller indices (hkl).

2.2.3 Rocking curves of doped layers

The introduction of dopants in semiconductors usually results m a change of the

lattice constant of the crystal due to two factors: the difference between the atomic

radii of the dopant atoms and those of the replaced host atoms (size effect) and the

presence of free charges. Considering only the size effect, if the covalent radius of

the dopant atom is smaller (bigger) than that of the corresponding host atom, a

lattice contraction (expansion) occurs. The amount of this contraction (expansion) is

proportional to the difference between the atomic radii and also the concentration of

the dopant atoms. The effect of free charges can be in the opposite sense to that of

size effect and the overall lattice change depends on the ratio of these two effects [15].

The different lattice constants of the doped and the undoped material results in the

appearance of two separate peaks in the rocking curve of the structure. The angular

separation between these peaks can be used to determine the amount of strain in the

layer.

As the thickness of the doped layer increases, the elastic energy increases. Beyond

a critical value of thickness, stress becomes released by forming misfit dislocations

which results in the formation of a partially relaxed layer (Figure 2.8). If the thickness

of the doped layer is lower than this so-called critical thickness. the lattice constant
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Figure 2.7: A schematic view of the epitaxial layer under biaxial tensile strain.

of the epilayer is modified in the growth direction due to strain.

Figure 2.7 shows the modification of the lattice constant for a coherent layer

(thinner than critical thickness) grown on a substrate with a different lattice constant.

Since there is no force acting on the layer in growth direction, the component of

stress in this direction is zero ((jzz=O). The in-plane components of the strain tensor

are equal due to equal components of stress in the plane of the growth ((jxx=(jyy).

Components of strain tensor can be calculated as follows [16]:

(2.8)

(2.9)

where a5'a is the lattice constant of the substrate (undoped material), aLo is the

unstrained lattice constant of the doped layer, and aLz is the component of the lattice

constant of the strained layer in the growth direction.

aL
z can be obtained using a symmetric X-ray diffraction measurement provided
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Figure 2.8: A schematic view of fully strained and partially strained epilayers on the
undoped substrate.

that the lattice constant of the substrate (undoped material) is known:

A L S
(_ua) , __ az - ao e e

-L -"----;;-----"- = - ~ B cot B
a a~

(2.10)

The strained lattice constant is related to the unstrained one by the following equation:

(2.11)

where Cll and C12 are the stiffness coefficients. As mentioned before, by making

certain assumptions, the concentration of the dopant atoms can be deduced from the

amount of change of the lattice constant.

2.3 Hall effect measurements

Electrical properties of InAs:C samples such as carrier concentration and mobility

were measured by the Van de Pauw technique [17]. Electrical contacts were fabricated

by forming In metal contacts on the corners of square samples, and annealed under

nitrogen at '""" 300°C for three minutes.
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Infrared (IR) spectroscopy is one of the most important methods of analyzing the vi­

brational properties of semiconductors. In this method, the frequency of the incident

IR light is varied continuously and the reflectance or transmittance of the sample is

measured as a function of the frequency. There are three regions of IR spectroscopy

based on the spectral range of the incident light: far-IR (1.50-.500 cm- 1 ), mid-IR

(400-4000 cm- 1
), and near-IR (3300-13300 cm- 1

). In this work transmission mea­

surements in the far-IR and mid-IR range were used to study the local vibrational

modes of carbon and carbon-hydrogen complexes in semiconductors.

2.4.1 Theory of infrared spectroscopy

The simplest way to understand the interaction of light with material is using classical

dispersion models [18]. In these models, material can be considered as an ensemble

of harmonic oscillators. Each oscillator becomes polarized in response to external

radiation where the amount of polarization is proportional to the intensity of the

external electric field as:

(2.12)

where a is the electric polarizability of the material, p is the polarization vector, and

E is the electric field of the external radiation. Although 0- is a Hermitian tensor

in general, for isotropic materials it reduces to a scalar which is called the dielectric

function, because it only has identical diagonal elements.

The induced polarizability can be stated in terms of the parameters of a harmonic

oscillator as:
e*2 1

0- = -.- 2 2 (2.13)
fom*wo - w + iw,

where e* and m* are the effective charge and reduced mass of the dipole, respectively,

Wo is the resonance frequency, and, is the damping coefficient of the oscillator. The

electric polarization of the medium is defined as the sum of the polarizabilities of the

particles in the unit volume:

P = LPi = Np (2.14)
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where N is the density of the particles. The dielectric function is related to the

polarizability as:

(2.15)

where

w ­p- (2.16)

is called the plasma frequency.

The dielectric function of a material is determined by different kinds of oscilla­

tors representing vibrations of valence electrons, free carriers, and lattice. In the IR

spectral region, it can be assumed that only valence electrons contribute to the po­

larization because the core electrons are strongly bound and have no contribution to

the dielectric function.

2.4.1.1 Free carriers

The contribution of free carriers to the dielectric function can be calculated using the

Drude dielectric function:
2Wp

EFc=l+. 2 (2.17)
ZrW - W

where wp and r are the plasma frequency and damping coefficient, respectively, and

are related to the carrier concentration, effective mass of carriers, and their mobility.

2.4.1.2 Lattice vibrations

Atoms in a crystal oscillate around their equilibrium positions. The collective motion

of atoms forms the lattice waves which can be expressed in terms of independent

normal modes. Similar to light waves that are composed of photons, normal modes of

lattice vibrations are quantized and this quantum is called a phonon. The frequency

of phonons is related to their wavevector through a phonon dispersion relation.

Atoms can vibrate parallel or perpendicular to the direction of wave propagation

and give rise to longitudinal (L) or transverse (T) modes, respectively. If the atoms

in a primitive cell vibrate in phase with each other, they give rise to low energy

acoustical mode phonons. The higher energy optical modes are the result of the
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out of phase vibrations of these atoms. Therefore, the dispersion relation of crystals

with one atom per unit cell includes only longitudinal acoustical (LA) and transverse

acoustical (TA) branches; however, crystals with two atoms per unit cell such as zinc

blende type crystals, have higher energy optical branches (LO and TO) as well. In

general, for a crystal with N atoms per unit cell, there are 3 acoustical and 3N-3

optical branches. Figure 2.9 shows a typical dispersion diagram for a one dimensional

crystal with two atoms per unit cell.

(2~(1/M+1/m»1/2 Optical branch

(2~/m)1/2

(2~/M) 1/2

Figure 2.9: A typical phonon dispersion diagram for a one dimensional crystal with
two atoms of masses m and 1'v1 per unit cell. a is the lattice constant and i3 is the
force constant.

The phonons whose frequencies lie inside the gap between the optical and acous­

tical branches are not allowed to propagate inside the crystal. The width of this
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forbidden gap depends on the difference between masses of the two atoms. For exam­

ple when the masses are equal, this width becomes zero at the zone boundaries.

Local vibrational modes (LVMs) The introduction of impurities into a semi­

conductor material not only breaks the symmetry of the crystal, but also affects its

vibrational properties and leads to the occurrence of new vibrational modes. Studying

these new modes can provide information about the properties of the defects. Several

models have been developed to study the impurity-related vibrational modes such as

linear chains of crystal atoms containing mass defects [19], Green's function treatment

[20], and methods using ab initio calculations [21]. Although the sophisticated meth­

ods provide more accurate results, the simpler models give more intuitive pictures of

impurity-related vibrational modes.

In this model, the compound semiconductor crystal is considered as a linear chain

of diatomic unit cells where M and m are the masses of the heavy and the light

atoms respectively and k is the force constant between the nearest neighbors. The

vibrational modes of the impurity can be calculated by replacing one of the masses by

the mass of the impurity atom and assuming that the force constant does not change.

Solving the simple harmonic equations assuming the periodic boundary conditions,

one can calculate the frequencies of the LVMs [19].

Substitution of a host atom with an impurity can lead to several cases:

1. The lighter host atom of mass m is replaced by the impurity of mass m':

• if m' <m, then a vibrational mode appears at a frequency higher than the

lattice modes. This extra mode is highly localized around the impurity

atom and does not propagate inside the lattice (local vibrational mode or

LVM). Decreasing the mass of the impurity atom results in more localiza­

tion of this mode.

• if m' >m, then there is a mode in the forbidden gap between the optical

and acoustical modes of the lattice.

2. The heavier host atom of mass ~I is replaced by the impurity of mass 1\1':
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• if 1\1' <M, then two new modes appear: one highly localized mode at a

frequency higher than the lattice frequencies and another one inside the

forbidden gap .

• if M' >M, then there are no localized modes according to the chain model.

There are some differences between the gap modes and the LVMs. Although

the gap modes are also localized in the vicinity of the impurity atoms, they involve

considerable motion of the neighboring atoms as well. Also, decreasing the mass of

the impurity atom does not result in more localization of the gap modes [22, 23].

Figure 2.10 shows the difference between vibrational amplitudes of the impurity and

the host atoms in LVM and gap modes.
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Figure 2.10: A comparison between vibrational amplitudes of the impurity and the
host atoms in LVM and gap modes. a) LVM of carbon impurities in GaP, b) gap
mode of the As impurities in GaP. (J. Appl. Phys., Vol. 87, No.8, p. 3593 (2000))

The frequency of local modes is very sensitive to the symmetry of the surrounding

environment of the impurity. Replacing the impurity atom or the neighboring atoms
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with their isotopes, results in shifts of LVM frequencies. The amount of this frequency

shift can be used to determine the identity of the LVI\I and also the lattice site

occupied by the impurity atom. The empirical diatomic model which assumes that

the impurity atom of mass m is attached to the host atom of mass i'vlnn (nn stands for

nearest neighbor) by a spring of constant k results in the following relation between

the LVM frequency and the mass of both the impurity and the neighboring atoms

([24],[25]):

" 1 1wi = k( - + --) (2.18)
m Xl'fnn

where X is an empirical parameter related to the local bond bending and stretching

force constants. According to theoretical models such as the cluster method, the

second neighbor motion does not have a significant effect on the vibrations of the im­

purity atom, and equation 2.18 provides a good approximation for the LVM frequency

in most cases [24]. According to theoretical calculations, the value of the parameter

X can vary only in the range of 1.3 to 6.4 [26] and its typical value is 2. This criterion

can be used to determine the lattice sites of the impurities, however; it is not always

successful. For example it was used to rule out the presence of substitutional carbon

donors in InP [27] but it predicts a wrong lattice site of carbon in AlAs (X=5.9 for

CAs and X=2.1 for CAd·

The LVMs of impurities can be detected both by IR spectroscopy and Raman

spectroscopy. Since the selection rules for these methods are usually different, they

can be used together to determine all the LVMs of the impurities and their related

complexes.

2.4.2 Fourier transform IR speetroscopy(FTIR)

FTIR spectroscopy has been proven to be the preferred method of IR spectroscopy,

due to the higher optical throughput in this method compared to dispersive methods.

The main part of a FTIR spectrometer is the Michelson interferometer. It includes

a beamsplitter that divides the source light into reflected and transmitted beams. Two

beams are reflected back to the beamsplitter by a movable and a fixed mirror and are
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then focused on the sample. Figure 2.11 shows a simple diagram of a typical FTIR

spectrometer.

fixed
mirror

movable:
mirror .

~l'IIiIii

Light -=====~~==::::::;;!(-F:::::::2~~==~
source

Figure 2.11: A simple diagram of a FTIR spectrometer.

Since the position of the movable mirror changes constantly, the beams recombine

with each other with a phase difference and the signal measured by the detector is

the result of their interference. The graph of this signal versus the path difference is

called an interferogram and is basically the sum of the interference patterns for all

the frequencies of the light source. Therefore by the FTIR method the response of

the sample to all the frequencies of the light source can be measured simultaneously.

A typical interferogram is shown in figure 2.12. The maximum at zero corresponds

to equal distances of the mirrors from the beamsplitter that results in constructive

interference for all the frequencies and therefore the peak is called the white light

position. The Fourier transform of the interferogram gives the final IR spectrum in
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the frequency range.
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Figure 2.12: A typical interferogram obtained by an FTIR spectrometer.

IR absorption measurements of this work were performed by professor Thewalt's

group at Simon Fraser University. A Bomem DA8 interferometer was used with a

Mylar beamsplitter and a Si:B detector at 4.2 K for the low energy modes and a CaF2

beamsplitter and InSb detector at 77 K for the higher energy modes. For both sets of

measurements the samples were cooled by flowing He gas in a Varitemp Dewar, with

polypropylene windows for the low-energy measurements and ZnSe windows for the

high-energy region.

2.5 Raman spectroscopy

Raman spectroscopy is one of the main characterization methods used in this work.

Due to the high sensitivity for thin layers and the nondestructive nature of the tech­

nique, Raman spectroscopy has been widely used to study the lattice dynamics as
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well as the electronic properties of the semiconductor layers. Also, together with

infrared spectroscopy, it has been very useful for the investigation of impurities in

semiconductor materials by providing information about their vibrational properties.

In this section, we discuss the theory of the Raman spectroscopy, different light scat­

tering mechanisms, and the selection rules. A brief description of the experimental

instrumentation will follow.

2.5.1 Theory of Raman spectroscopy

Raman spectroscopy is based on inelastic light scattering by elementary excitations

of the lattice such as phonons, plasmons, and coupled phonon-plasmons. An inci­

dent photon with energy nWi interacts with the lattice excitations and as a result,

a scattered photon with energy nws is produced. The frequencies of the elementary

excitations are determined by the Raman experiment using the energy conservation

law:

(2.19)

where hWq is the energy of the elementary lattice excitations. The - sign refers to the

so called Stokes processes in which an elementary excitation is generated. The + sign

corresponds to the anti-Stokes processes which result in the annihilation of a lattice

phonon or local mode.

The wavevector of a lattice excitation can be calculated using the conservation of

crystal momentum law:

(2.20)

where k s and k, are wavevectors of the scattered and incident photons, respectively.

In a first order process where only a single elementary excitation is involved in the

scattering, nW q and q are the energy and the wavevector of that specific mode, respec­

tively, but for higher order excitations, the values are the sum of the corresponding

values for all of the involved excitations.

The magnitude of the wavevector of the scattered light is dependent on the ex­

perimental geometry. Figure 2.13 shows different geometries that are usually used in

Raman spectroscopy. The magnitude of this wavevector is maximum for the backscat-
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Figure 2.13: Diagrams of different Raman scattering geometries.
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tering geometry when e~180 o. In the visible and near infrared region q is in the range

of a :::; q :::; 106 cm- 1 which is two orders of magnitude smaller than the wavevectors

corresponding to the Brillouin zone boundaries. Therefore the first order excitations

are at or near the Brillouin zone center.

Light scattering susceptibilities The scattered light of the Raman process can

be described as the radiation of an oscillating electric dipole resulting from the si­

multaneous action of the incident light and the elementary excitations. The induced

polarization that oscillates at the frequency ws , can be described using a generalized

dielectric susceptibility tensor [28]:

(2.21)

where P(ws ) is the oscillating polarization, X(w;, ws ) is the susceptibility tensor, and

E(w;) is the electric field of the incident light. The Raman scattering intensity can be
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calculated using the dipole radiation intensity:
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(2.22)

where ei and es are the polarization unit vectors of the incident and scattered light,

respectively.

The components of the electric susceptibility tensor can be Taylor-expanded in

terms of QjS, the amplitude of the phonon modes of frequency wand wavevector q,

to show the effect of the lattice phonons on the electric susceptibility:

(2.23)

where Xa,i30(Wi) is the electric susceptibility without the phonons effect, and 0' and /3

are the directions of the scattered and the incident electric fields. The above expansion

only includes the symmetry allowed terms. The derivatives in the above equation are

the tensor components of the Raman polarisability (X) or the so-called Raman tensor

(R). The first and second terms in equation 2.23 refer to the first and second order

scattering processes, respectively.

Raman light scattering processes can be described by using three electronic tran­

sitions:

• the excitation of an electron from the ground state to a real or virtual excited

state: the creation of an electron-hole pair due to the annihilation of the incident

photon.

• the interaction of the electron-hole pair with the lattice through the creation or

annihilation of phonons or local vibrations of impurities (LVMs).

• the creation of the scattered photon by recombination of the electron-hole pair.

Figure 2.14 shows a schematic diagram of these processes.
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(a) (b)

VB

Figure 2.14: Schematic diagrams of resonance Raman scattering processes. (a) the
created electron is scattered by an excitation, (b) the created hole is scattered by an
excitation. CB and VB refer to conduction and valence bands, respectively.

Selection rules An elementary excitation mode is called Raman-active if the first

term in the right hand side of equation 2.23 is nonzero. The Raman activity is

determined by the symmetry properties of the lattice and that specific mode. For

a Raman active mode, the selection rules determine the polarization directions of

the incident and scattered light that lead to a nonzero scattering intensity (equation

2.22).

There are some methods to determine the number and the symmetry of the

Raman-allowed modes for a material. Discussion of these methods is out of the scope

of this work and can be found in many references [29, 30].

According to group theory arguments, for materials with a center of inversion such

as Si crystal, the irreducible representations of the phonons have either even or odd

symmetry. Since the Raman tensor is of even symmetry, the odd symmetry modes

can not be observed with Raman spectroscopy. The reason that only even symmetry
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modes can be Raman active is that the coupling between the incident light electric

field and the lattice modes is not direct in resonant Raman scattering and is mediated

by interband excitations (Figure 2.14). Only even-symmetry phonons can couple two

electronic states with the same symmetry. On the other hand, in IR spectroscopy,

modes couple directly to the incident light. Since the dipole moment of the mode is a

vector and changes sign under inversion, only odd modes can be IR-active. Therefore

for these kinds of materials, elementary modes can be either Raman- or IR-active and

these two methods are complementary to each other. For materials lacking a center of

inversion such as 111-V semiconductors, lattice modes can be observed in both Raman

and IR spectroscopy.

Resonant Raman scattering There are two parameters that are important in

determining the Raman scattering cross section: one is the probability of interband

electronic transitions, and the other is the strength of the electron-phonon interac­

tions. The closeness of the incident light frequency to the fundamental or higher

energy gaps of the material band structure results in an enhancement in the scat­

tering cross section by increasing the probability of the interband transitions. This

can be understood if we use third-order quantum perturbation theory to calculate

the susceptibility when an electron gets exited from the ground state to state Ie) and

scattered to state Ie) by electron-phonon interactions [28]:

. (. ) _ e
2

" (OIPole)(eIHE-Lle)(elpoIO) (2.24)
-'."0.0 W" Ws - 2 2 V L, (E ~ ) (E ~)rna'ws' e-rLWs e-nWi

where rna is the mass of electron, V is the scattering volume, Po and Po are the

dipole operators of the incident and scattered light, and HE - L is the electron-phonon

interaction Hamiltonian. Raman scattering processes that involve light frequencies

close to the gap energies are called resonance Raman scattering.

Enhancement of the scattering cross section in resonance Raman scattering makes

the observation of weak features possible. Also it can be used to investigate the

electronic band structure by varying the energy of the incident light and studying the

scattering cross section.
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2.5.2 Raman scattering instrument

31

Raman scattering measurements in this work were performed by myself in Dr. Chen's

laboratory at Simon Fraser University. Figure 2.15 shows the Raman spectroscopy

setup with a triple monochromator. The main components of the setup are: a

monochromatic light source, a spectrometer, and a sensitive detector.

Light source The intensity of the scattered light in the Raman scattering process

is very weak compared with IR spectroscopy. Therefore; lasers are the appropriate

light sources for this kind of spectroscopy because they provide an intense source of

monochromatic light. Kr+ and Ar+ lasers are usually used in the spectral regions of

green to ultraviolet and infrared to ultraviolet, respectively. The strongest lines for

the Kr+ laser are 647 and 676 nm and for the Ar+ laser are 514, 488, and 457 nm. We

used the 488 and 514 nm lines of an Ar+ laser for measuring InAs and GaSb samples,

respectively.
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Figure 2.15: A schematic view of a triple spectrometer for Raman spectroscopy.
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The closeness of the 488 nm (2.54 eV) laser line to the E 1 gap energy of InAs

(2.61 eV) resulted in the resonant Raman scattering process. Filters are usually used

to eliminate the unwanted nonlasing emission lines from the incident light. A po­

larization rotator and an analyzer can be put in front of the laser and before the

spectrometer slit, respectively, to vary the polarization of the incident light and mea­

sure the polarization of the scattered light.

Raman spectrometer The scattered light enters the spectrometer through a nar­

row slit after being focused by a lens. The spectrometer consists of a grating monochro­

mator for the frequency analysis of the scattered light. The grating separates the scat­

tered light into the component wavelengths and monochromator transmits the Raman

lines to the detector. The spectrometer used in this work had a triple monochromator

which provides a very high contrast to separate the very weak Raman light from the

much stronger nearby elastically scattered light (figure 2.15). In this kind of setup,

light hits a subtractive double monochromator first (M 1 and M2 ) which filters out the

elastically scattered light, and then it hits the third monochromator (I\h) to lead the

inelastically scattered Raman light to the detector .

Detector Different kinds of detectors such as diode arrays, charge coupled devices

(CCD), and position sensitive detectors have been used for detecting the scattered

light in Raman spectroscopy. For the Raman setup used in this work, a CCD cooled

with liquid nitrogen was used. This kind of detector provides a high signal to noise

ratio and enables data to be gathered for long periods of time.

2.5.3 Applications of Raman spectroscopy In semiconductor

characterizat ion

Raman spectroscopy has been widely used to study the crystal lattice and electronic

parameters of semiconductors. It can provide information about strain, orientation,

and composition of the crystal lattice as well as electronic properties such as impuri­

ties, carrier concentration, and energy band structure.
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Structural properties The presence of stress in semiconductor heterostructures

affects the lattice vibrations by inducing lattice deformation. Therefore determining

the exact frequencies of the phonons detected in Raman spectroscopy can be used

to calculate the amount of strain in heterostructures [31, 28]. Crystal orientation is

another lattice parameter that can be determined by Raman spectroscopy. According

to selection rules, Raman activity of the longitudinal optical (LO) and transverse

optical (TO) modes of zincblende structures depends on the orientation of the surface

of the crystal.

Although much of this information about the lattice properties can be obtained by

other methods such as X-ray diffraction, the advantage of the Raman spectroscopy is

the lower required thickness for the measurement. Also, Raman spectroscopy provides

the possibility of doing a depth profile by changing the wavelength of the incident light

that changes the penetration depth of the light.

Electronic properties In this work Raman spectroscopy was mostly used to study

the properties of impurities in semiconductors. Impurities change the Raman spectra

of semiconductors not only by introducing local vibrational modes, but also by inter­

acting with the lattice through the carriers. For the impurity atoms that are lighter

than the host atoms, the vibrational modes associated with the motion of these atoms

are localized and do not couple with the phonon modes. A simple explanation for this

is that heavier host atoms can not follow the fast motion of these light impurity atoms.

Although the LVMs of impurities are usually very weak (due to low concentration of

impurities compared to host atoms), they can be detected by Raman spectroscopy

even in moderate concentration. For example, carbon impurities of concentration

1017 cm-3 in silicon can be detected by Raman spectroscopy [32]. The intensity of

LVl\Is can be used to calculate the impurity concentration in materials; however, the

existence of a previous calibration is necessary.

Impurities can also interact with the lattice of polar semiconductors via coupling

of the optical phonons with the macroscopic electric field of plasmons. This coupling

happens when the frequency of the plasmons is close to optical phonon frequencies.
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In that case the lattice phonon and the plasmon modes are replaced by two Raman­

active coupled Plasmon-LO-Phonon modes (PLP): one at low frequency (w -) and

one at higher frequency (w +). The frequencies of these modes can be calculated

from the dielectric function (E(W ,q)), considering that for the longitudinal modes this

function should be zero [28]:

(2.2.5 )

where r is the phonon damping constant, and VF is the Fermi velocity. wp is the

plasma frequency that can be calculated by the following equation:

2 41Tne2

w =---
p m*E:xJ

(2.26)

where n is the carrier concentration, m* is the carrier effective mass, and E:xJ is the high

frequency dielectric constant. Using typical values for the parameters in the above

equation it can be shown that PLP modes appear for carrier concentrations in the

range of 1017 to 1019 em-3 . Considering the sensitivity of the PLP mode frequencies

to n, these features can be used to determine the carrier concentrations.



Chapter 3

Growth and characterization of

InAs:C

Carbon has been of interest as a p-type dopant for most 111-V semiconductors such

as GaAs, GaSb, and AlAs. Local vibrational mode studies have shown that it oc­

cupies the group V lattice site in these materials and becomes an acceptor [1, 2, 3].

Due to the high solubility and low diffusivity of carbon, doping levels as high as

5 x 1020cm-3 can be easily achieved for these materials [4]. InP and InAs are the

only 111-V semiconductors that show different characteristics after being doped with

carbon. InP becomes n-type or semi-insulating (depending on the growth conditions)

and InAs shows n-type conductivity after being doped with carbon. Although a lot

of research has been done about p-type carbon doping of 111-V semiconductors, the

properties of carbon in these two In-containing materials, especially InAs, have not

been investigated in detail.

There are several reports of the intentional carbon doping of InP using different

methods. Pearton et oJ reported donor concentrations as high as 3 x 1019 cm-3 with

co-implantation of carbon and phosphorous into InP and they assumed that carbon

occupies the In lattice site and incorporates as a donor [33]. OMVPE growth of InP

at the substrate temperatures between 440 and 500°C using TMIn as the source of

carbon was reported by Stockman [34]. They achieved n-type doping levels as high as

1.3 x 1018 cm~3 which they attributed to the presence of carbon, although no physical

36
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model was provided. According to their results, the ratio of the electron concentration

to the carbon concentration (n/lC]) was "-'5%-15%. This was interpreted as evidence

of compensation by shallow or deep acceptors. They also observed that the current

gain in InP IInGaAs HBTs was reduced by using intentionally carbon-doped InP,

which could be the result of the presence of some deep levels in InP. The behavior of

carbon in InP has been studied by Theys et al. by introducing atomic hydrogen in

chemical beam epitaxial (CBE)-grown InP doped with CBr4 [35]. Their secondary ion

mass spectroscopy (SIMS) measurements showed a strong interaction between carbon

impurities and hydrogen atoms. This was different from the behavior of other n-type

dopants such as silicon. Also the electron concentration of their samples increased by

introducing atomic hydrogen. Based on these facts and also the low nl [C] ratio for

InP:C, they suspected the presence of negatively charged carbon acceptors that leads

to highly compensated material. Also the hydrogen passivation of these acceptors

explains the increase of the electron concentration observed after introducing atomic

hydrogen.

Ramsteiner et al. grew carbon doped InP by the MOMBE technique [36]. Their

samples showed n-type conductivity with electron concentrations as high as 6 x 1018

cm-3 . They observed a peak at 220 cm- 1 in the Raman spectra of their samples

which they attributed to the gap mode of C In lattice sites. The assignment of this

line to carbon donors was not conclusive because there was no correlation between the

intensity of this line and the carbon concentration measured by SIMS. On the other

hand, Newman et al. observed a line at 546.9 cm-1 in the IR spectra of semi-insulating

carbon-doped InP samples grown by OMVPE [37]. They assigned this line to car­

bon acceptors occupying P lattice sites based on the amount of isotopic shift of the

line. They also detected different modes of the C-H complexes with hydrogen atoms

occupying the bond centered positions. Raman spectroscopy of the semi-insulating

InP:C samples grown by OMVPE, revealed some LVl\ls in the frequency region around

1800 cm-1 [38]. These lines were attributed to split-interstitial dicarbon complexes in

comparison with similar LVMs detected for highly doped GaAs:C samples annealed

at temperatures higher than 600 DC [39]. According to the theoretical calculations for

GaAs:C, this defect is a deep donor with an energy level near the midgap of GaAs [40].
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The presence of these defects provided an explanation for the semi-insulating conduc­

tivity of the carbon-doped samples, where carbon acceptors were highly compensated

by these donor species.

To the author's knowledge, there are only a few reports of the intentional car­

bon doping of InAs and those were done by molecular beam epitaxy (MBE) [7, 8],

metal organic molecular beam epitaxy [9], and OMVPE [41] methods. According to

Schoenfeld et at. [7], 1\1BE-grown samples showed n-type conductivity except for a

very narrow window of growth conditions which resulted in p-type samples with very

low hole concentrations. No explanation of this behavior was provided. Ito et at.

[8] also reported n-type conductivity and assumed that carbon atoms occupy the In

lattice sites in this material and become donors. The report of OMVPE-growth of

carbon-doped InAs [41] is mostly focused on the kinetics of carbon tetrachloride de­

composition during the growth without any discussion of the properties of the layers.

In this chapter, the OMVPE growth of carbon-doped InAs layers will be discussed

briefly. After that the effect of carbon doping on the lattice properties of InAs inves­

tigated by HRXRD measurements will be introduced. The results of Raman and IR

spectroscopy measurements of samples together with a discussion of the lattice site

of carbon in InAs will be followed.

3.1 OMVPE growth of carbon-doped InAs

InAs epilayers were grown on (100) oriented GaAs and InAs substrates in a vertical

OMVPE reactor at a pressure of 50 Torr and substrate temperatures of 500, 400, 375,

and 355 DC. TMln, TBAs , natural CBr4, and CC14 with a mixture of 70% 13C and

30% 12C were used as the precursors with the V:III ratios of 12 and 6.

3.1.1 Effects of the substrate temperature on the doping level

The substrate temperature has been shown to be an important factor in the incorpo­

ration of carbon during the OMVPE growth of III-Vs. Buchan et at. observed the

reduction of carbon incorporation from the CC14 source into GaAs by increasing the
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substrate temperature [42]. They explained this by the higher desorption rate of the

CC14 molecules from the surface at high temperatures. Gardner et al. have reported

a similar effect for carbon-doped InP samples [43]. According to their SIMS data,

the concentration of carbon decreases by increasing the growth temperature in the

range of 400-500°C and this was accompanied by an increase in the resistivity of the

samples.

In order to investigate the effects of the substrate temperature on the incorporation

efficiency of carbon in InAs, secondary ion mass spectroscopy (SIl\IS) measurement

was performed by Charles Evans and Associates on a sample composed of four layers

of InAs grown at different temperatures and with the same CBr4 flow rate. The results

are shown in figure 3.1.
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Figure 3.1: The results of SIMS measurement of a sample composed of 4 layers grown
at temperatures of 500, 450, 400, and 375°C using a constant [CBr4] flow.

Although the concentration values are not exact due to the lack of calibration

standards for carbon in InAs, they can still be used to make a comparison among the

layers. These results dearly show the strong dependence of the carbon incorporation
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on the growth temperature. There is no measurable difference between the carbon

concentration of the layers grown at 500 and 450°C. This is likely due to background

limitations for detection of carbon by SHvIS. Lowering the temperature to 400 and

375°C significantly increased the amount of carbon incorporation. The other inter­

esting result from this measurement was that hydrogen was also present in all of the

layers and its concentration increased with decreasing growth temperature.

Although InAs:C samples grown by MBE at 450°C showed electron concentrations

as high as 5 x 1019 cm-3 [7]' the electron concentration of our samples measured by

the Hall method did not increase beyond 6 x 1018 cm-3 for the samples grown at

375°C. The doping efficiency decreases by increasing the growth temperatures. Fig­

ure 3.2 demonstrates the electron concentrations of the samples grown at four different

temperatures of 500, 400, 375, and 355°C. As seen in the figure, there are two regions
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Figure 3.2: The electron concentration of samples grown at different temperatures
with the same CBr4 flow rate.
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with different activation energies. The electron concentration changes by almost an

order of magnitude in the temperature range of 400-.500 °C with an activation energy

of 0.67 eV, however, there was little change between 3.5.5-37.5 DC. Based on these two

temperature points, an activation energy of 0.04 eV can be estimated. Similar be­

havior has been reported for metal organic molecular beam epitaxy (MOMBE) grown

carbon-doped InP by Oh et al. [44]. For growth temperatures higher than 3.50°C, the

activation energy was 1.99 eV, almost three times higher than that in InAs. Their

explanation for the dependence of the electron concentration on the growth temper­

ature was based on the assumption that the n-type conductivity is due to carbon

donors originating from the tertiarybutylphosphine (TBP) source so that the electron

concentration could be controlled by varying the substrate temperature. We'll explain

this after introducing the source of electrons in InAs:C (section 3.3.4).

The dependence of electron concentration on the CBr4 flow rate was studied at

two temperatures of 400 and 375°C and the results are demonstrated in figure 3.3.

At 400 DC, carrier concentration increased linearly with CBr4 flow rate; however, the

rate of increase was very low. Lowering the substrate temperature to 375 DC, caused

a significant increase in the concentration of electrons and the rate of the change as

well. Increasing [CBr4] beyond 1.5 p,mol/min did not make a significant change in the

electron concentration and it resulted in a degradation of the surface morphology.

In summary the correlation between [CBr4] and the electron concentration in our

data shows that carbon-related donors are present in doped material.

3.1.2 Effect of substrate temperature and [CBr4] on the growth

rate

The growth rate of the InAs samples was highly affected by the substrate temperature

and the CBr4 flow rate. Figure 3.4 shows the change of the growth rate with carbon

concentration at two substrate temperatures of 400 and 375 DC. The reduction of the

growth rate by [CBr4] is the result of surface etching caused by bromine. Etching

of III-V semiconductor layers such as GaAs by the chlorine and bromine released

from the decomposition of CCl4 and CBr4 has been observed during OMVPE growth
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Figure 3.3: The electron concentration of InAs:C samples grown at 400 and 375°C
with different CBr4 flow rate.

[45, 46]. These elements react with the group III atoms and result in the etching of

the surface layer. The pyrolysis reaction of CBr4 is as follow [46]:

CBr4 + 2H2 f-7 C +4HBr

The released HBr reacts with In atoms according to the following equation:

Our data show that the InAs growth rate at both temperatures is inversely propor­

tional to [CBr4]; however, the rate of change is higher at lower temperature.
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Figure 3.4: Growth rate of InAs:C grown at 400 and 37.5 DC with different CBr4 flow
rates.

3.2 Structural properties of InAs:C

Considering the small covalent radius of carbon (0.77 A) compared to that of In (1.67

A) and As (1.20 A), introducing carbon into InAs decreases the lattice constant,

regardless of the lattice site that it occupies. Therefore there will be a lattice mismatch

between the doped epilayer and the undoped substrate that can be estimated by some

simple assumptions.

We consider the case that carbon atoms occupy the As lattice sites. The In-C

bond length can be simply calculated by adding the covalent radii of both atoms

(0.77 + 1.67 = 2.44 A). Although InC is not a real crystal, its lattice constant in an

imaginary zinc-blende crystal can be estimated as follows:

4 .
OIne = .j3(rIn + rc) = .5.63.5A (3.1 )

Similar arguments were found to predict the lattice shrinkage due to carbon doping of
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GaAs [47] and GaSb [11]. The lattice constant of carbon-doped InAs can be calculated

using Vegard's law:

(3.2)

where x is the fraction of InC. XRD patterns together with dynamical XRD simu­

lations were used to estimate the thickness of the layers and the composition of InC

(x). The perpendicular strain of the epilayer can be calculated using the following

relationship[16] :

6,al-/a = - cot eB 6, e (3.3)

where eB is the Bragg angle of the undoped InAs and b..e is the angular separation

between the undoped and doped InAs calculated from the rocking curves. The lattice

constant of relaxed InAsC can be calculated using the following equation:

2v 1 ~ v
alnAsc(relaxed) = --all + --al-

l+v l+v
(3.4)

where v is the poisson ratio of InAs (0.352) and all is the lattice constant parallel to

the interface which for the coherently strained layer is equal to the lattice constant of

InAs (6.0.583 A). Figure 3.5 demonstrates the XRD patterns together with the relative

lattice contraction values (b..al-/a=(al- -ail)/all) for the samples grown at 375°C and

doped with different CBr4 pressures. As seen in the figure, the lattice mismatch

between the substrate and the carbon-doped layer increases by increasing the CBr4

flow rate to 1.02 J1mole/min and it does not change by increasing [CBr4] beyond this

value. Assuming that isolated substitutional carbon atoms are the main cause of the

lattice mismatch, we can conclude that at higher CBr4 flow rates, either carbon does

not incorporate in InAs layers in the form of substitutional defects or carbon atoms

become aggregated.

Substitutional defects are not the only form of carbon incorporation in the layers.

It is known for other 111-V semiconductors such as GaAs and InP that other kinds of

defects such as carbon-hydrogen complexes, interstitial carbon atoms, and dicarbon

defects are also present in the samples. All these defects affect the lattice of InAs

in some way: however, the substitutional defects have the biggest effect (this will be

discussed in more detail in the next chapter).
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Table 3.1: A summary of XRD measurement results for InAs:C samples grown at
375°C.

Sample [CBr4] ~al-/a XInC [CAs]

(p,mole/min) (cm-3 )

4950 0 0 0 0

4953 0.29 -0.00033 0.23x 10-2 1.73x 1019

4951 0.73 -0.00173 1.18x 10-2 9.06x 1019

4952 1.02 -0.00260 1.78 x 10-2 1.36x 1020

4954 1.31 -0.00265 1.81 x 10-2 1.39x 1020

If we neglect the effect of the other kinds of defects on the lattice constant, it is

possible to make an assumption about the concentration of carbon on the As lattice

sites in the layers by using the values of InC composition (x) using the following

relationship:
4 [CAs]

aInAsC(relaJ·ed) - aInAs = yf;3(rc - rAS)~ (3.5)

where No=1.795xl022 cm-3 is the concentration of As atoms. Table 3.1 summarizes

the calculated values for the relative lattice contractions and the concentration of

carbon atoms on the As lattice sites.

The concentrations of carbon atoms calculated from the XRD data are an order of

magnitude higher than the electron concentrations measured by the Hall method at

room temperature. There are two possible explanations for this contrast: one is that

the role of the substitutional carbon atoms on the lattice contraction of InAs:C might

be overestimated in the above calculations and other defects may also have significant

effects on the lattice contraction. The second explanation is that carbon acceptors

occupying the As lattice sites (as assumed in the above calculations) are compensated

by carbon-related donors.
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3.3 Local vibrational mode study of carbon-doped

InAs

As mentioned before, studying local vibrational modes of impurities in semiconductors

provides useful information such as the lattice site and concentration of the impurities.

In this work, we have used Raman and FTIR spectroscopy methods to study the

vibrational properties of carbon-doped InAs samples.

3.3.1 Raman scattering by isolated carbon defects

In this section, we report on Raman spectroscopy results for the carbon-doped InAs

samples. \Ve used a triple spectrometer in a quasi-backscattering geometry for these

measurements. The 488 nm line of an Ar-ion laser with a power of 60 mW was focused

on a 50 x 500 f-lm2 area. The energy of this laser line (2.54 eV) is very close to the

E 1 gap energy of InAs (2.61 eV) and as a result, resonant Raman scattering occurs.

The penetration depth of this laser line in InAs is 1/0'(w )= 1/ (5 X 105 em-1 ) =20 nm,

where 0'(w) is the absorption coefficient.

Fig 3.6 demonstrates a typical Raman spectrum for InAs:C samples in the wavenum­

ber range of 130 to 600 em -1 . There are two main features in this spectrum: one at

237 cm-1 and the other at 477 cm- 1
. The first peak is the longitudinal optical (LO)

phonon mode of InAs [48] and the second one is the 2LO mode which is likely strong

due to the resonant Raman scattering [49]. The slight shoulder that appears on the

left side of the LO peak can be related to couple plasmon-LO phonon modes [50]. In

addition to these peaks, two other relatively weak lines exist at 527 and 386 cm- 1 .

In order to examine any possible relationship between these new features and

carbon doping, samples with different carbon doping levels were measured by Raman

spectroscopy. Figure 3.7 shows the results of these measurements. The 2LO peak was

used to normalize the spectra in order to eliminate the errors caused by variations in

the laser power and the optical geometry.

As seen in the figure, the lines at 527 and 386 em -1 appear only on the spectra

of the doped samples and their intensity is correlated by the amount of CBr4' This
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Figure 3.6: Room temperature Raman spectrum of an InAs:C sample grown at 375°C.

clearly shows that both lines are related to carbon impurities. The frequency of the

line at 527 cm-1 is very close to the LVM frequency of the substitutional carbon

acceptors in other 111-V semiconductors. To verify the assignment of this line to an

isolated substitutional impurity, we performed Raman measurements on two sets of

samples: the first one doped with natural C ("-'99% 12C) and the second one doped

with a mixture of 12C and 13C. Figure 3.8 shows the results.

In the spectrum of the sample doped with both isotopes, another peak appears

at the wavenumber of 508 cm-1 . The isotopic frequency shift of W13/W12 = 1.037

is very close to /13/12=1.04 (see equation 2.18 for the case where M » m). This

confirms the assignment of the line at 527 cm-1 to an isolated substitutional carbon

impurity. Using equation 2.18 was not helpful in determining the lattice site of the

carbon, because replacing M'111 with the masses of In and As gives two values of 2.31

and 1.51. respectively, for X that both lie in the acceptable range for this parameter.
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Figure 3.7: Room temperature Raman spectra of samples grown at 375 ac, from top
to bottom: undoped, [CBr4]=O.87, and 1.45 wnole/rnin.

Figure 3.9 is a plot of the carbon LVM energies in wavenumbers for different III-V

semiconductors as a function of the lattice constants. The fitted line through the

InP and InAs data points has a slope that is very close to the average slope of the

other carbon acceptor data. As seen in the graph, there are three different classes

of semiconductors with the same group III atom for each one. The reduction of the

LVM energy by the radius of the group III atom can be explained with the strength

of the Cv-III bond. As mentioned at the beginning of this chapter, it is known for all

II1-V semiconductors except InAs, that carbon occupies the group V lattice sites in

these materials and becomes an acceptor. Therefore the energy of the carbon LVl\!

depends on the strength of the C-III bond. The C-III bond length for different III-V

materials together with the bond strengths of metal-CH3 are summarized in table 3.2.
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Figure 3.8: Room temperature Raman spectra of samples doped with natural carbon
(l2C) and a mixture of isotopes (l2C & 13C).

Table 3.2: Calculated bond lengths (A) of Cv-III in semiconductors and bond
strengths of Metal-CH3
Semiconductor

AlAs
AISb
GaP
GaAs
GaSb
InP

InAs

Cv-III bond length
(A)

1.99
2.01

1.95

1.96
1.99
2.10
2.12

III-CH3 bond strength
(kcaljmole)

66
66
59

59
59
47
47
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Figure 3.9: The LVM wavenumber of Cv vs lattice constant for several III-V semi­
conductors. The slopes of the fitted lines have been written on each line.
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Annealed

Although these bond strengths are not the exact values for the Cv-III values in

semiconductors, they nevertheless indicate the relationship among them. For each

class, a softening of the LVM energy is observed as the covalent radius of the group

V atom increases and so does the lattice constant of the material. The fact that the

energy of the detected carbon LVM in InAs follows the same trcnd as the carbon

acceptors in the other semiconductors, indicates that isolated carbon is most likely a

substitutional acceptor in InAs; however, more spectroscopic results will be used to

confirm this assignment.

In figure 3.10 , we compare the Raman spectra of a carbon-doped sample grown

at 375°C before and after being annealed at 400 °C for 30 min in nitrogen ambient.

The reduction of the intensity of the line observed at 386 em-1 along with an increase

2LO

~
'iii
c
QI-.E
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As· grown

600

Figure 3.10: Raman spectra of a InAs:C sample before and after being annealed at
400°C in N2 .

of the carbon line strength suggcsts that this LVl\l should be related to a carbon­

hydrogen complex. Similar peaks have been detected for carbon doped GaAs and InP
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at 452.7 and 413.5 cm~1 , respectively, and have been attributed to the Al + mode of

Cv-H complexes [51, 27]. This will be discussed in more detail after introducing the

lR absorption results.

3.3.2 Infra-red absorption by isolated carbon impurities

IR absorption measurements were performed by professor Thewalt's group at Simon

Fraser University with a Bomem DA8 interferometer using a Mylar beamsplitter and

a Si:B detector at 4.2 K for the low energy modes and a CaF2 beamsplitter and lnSb

detector at 77 K for the higher energy modes. For both sets of measurements, the

samples were cooled by flowing He gas in a Varitemp Dewar, with polypropylene

windows for the low-energy measurements and ZnSe windows for the high-energy

region. Samples were grown to an approximate thickness of 1 /-lm to maximize the

absorption signal. The absorbance of the samples is not calibrated.

Figure 3.11 shows our results of lR absorption measurements of the InAs samples

doped with natural carbon (rv 99% of 12C ) and a mixture of isotopes ( rv 70% of 13C

and rv 30% of 12C ) at T=25 K in the low energy region.

The strong peak in the spectrum of the lnAs: 12C at 530 cm -I is the isolated carbon

LVM that was previously detected by Raman spectroscopy. The 3 cm- I shift towards

higher energy is due to the lower measurement temperature. The spectrum of the

sample doped with both isotopes shows the same LVM together with another one

at 511 cm -I arising from 13C. The ratio of the integrated absorption of these two

modes is approximately 30:70 consistent with their abundances in the CCl4 source.

Theoretical calculations using ab-initio density functional code have been recently

reported by Torres et al. [52] for LVM energies of carbon acceptors and donors in

lnAs. According to their results, carbon acceptors and donors give rise to LV1\fs at

502 cm- I and 439 cm- I , respectively with the isotopic shifts of 19 cm- I and

16 em -I . The calculated LVM energy of carbon on the As lattice site and its isotopic

shift are very close to our measured value and this confirms our attribution of this

peak to carbon acceptors. The other peaks labeled as CAs-H (E-mode) and "? " will

be discussed later in this chapter.
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Figure 3.11: IR absorption spectra of InAs:C samples doped with 12C and a mixture
of both isotopes. Labels will be explained later.

3.3.3 Hydrogen passivation of carbon impurities in InAs

The incorporation of hydrogen in semiconductors has been widely studied in different

materials. Hydrogen can be introduced into semiconductor materials intentionally

after growth by using techniques such as hydrogen plasma treatment. However, as a

common constituent of most of the chemicals used in the epitaxial growth methods

and also device processing methods, hydrogen can unintentionally be incorporated in

semiconductor materials as a residual impurity and modify their doping properties.

It is known that hydrogen can interact with both native defects and doping atoms by

forming neutral complexes through a process called" passivation" or ,. neutralization"
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[53]. Although this effect can sometimes be beneficial by reducing the density of elec­

trically active dangling bonds and dislocations ( for example in silicon solar cells [54]),

in most cases it is an undesirable phenomenon leading to inactivation of the inten­

tional dopants as well. Hydrogen can also be incorporated as an isolated interstitial

impurity and act as a donor (H+) or an acceptor (H-). It is known that in most cases,

it counteracts the conductivity caused by the other impurities or "compensates" them

[55]. When hydrogen atoms passivate other defects, they turn the ionized impurities

into neutral complexes which cause little carrier scattering. In the case of compensa­

tion, both donors and acceptors are present and each one contributes to the carrier

scattering separately. Therefore, compensation can be distinguished from passivation

by the lower carrier mobility of the samples. In all these cases, a detailed understand­

ing of the characteristics of hydrogen in semiconductors is critical for improving the

properties of the semiconductor devices.

Electric field drift measurements show that interstitial hydrogen ions can be present

in three charge states. H+ is predominant in p-type semiconductors while H- and

HO are generally found in n-type semiconductors [56]. In both types of materials the

formation of H+- or H--dopant complexes is the result of a Coulomb attraction be­

tween the interstitial hydrogen atoms and the dopant ions with opposite charge states.

The vibrations of the hydrogen atoms in these complexes result in the occurrence of

local vibrational modes at frequencies higher than the lattice frequencies. Therefore,

vibrational mode techniques such as IR absorption measurements and Raman spec­

troscopy can be employed to investigate the vibrations of hydrogen atoms as well as

the modified modes of the passivated impurities.

3.3.3.1 Hydrogen passivation of acceptors

Hydrogen passivation of acceptors in III-V semiconductors has been studied widely for

different kinds of materials such as GaAs:Zn [57], InP:Zn, Mg, Cd [58], GaAs:C, and

AIAs:C [59]. Among these materials, carbon-doped GaAs has been studied the most

both experimentally and theoretically. Since the passivation process is very similar

for all these cases, we·ll focus on the C-H complexes in GaAs.
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The first spectroscopic evidence of the presence of C-H complexes in GaAs was

found by Clerjaud et al. [60]. They detected a sharp line at 2635.13 cm- 1 together

with a weaker line at 2628.39 cm-1 with an intensity ratio of 1% in the IR spectra

of the carbon doped samples. Considering the very high energy of these lines, the

ratio of the intensities, which is very close to the ratio of the natural abundances

of 13C and 12C ("" 1.12%), and also the frequency shift that was very close to the

calculated isotopic shift of the C-H complexes, they concluded that hydrogen atoms

bond directly to the carbon atoms and the vibrations of the resultant complexes give

rise to the observed LVMs. The results of their measurements under uniaxial stress

led them to the conclusion that the observed lines were the stretch modes of the C­

H bonds aligned along the trigonal axis of the crystal (in which C and H oscillate

out of phase). All of these observations can be summarized in a picture showing the

structure of this defect schematically (Figure 3.12).

[111]

I

Figure 3.12: Schematic representation of the C-H structure.

In addition to the Al stretch mode, these complexes have three other vibrational

modes: a longitudinal mode (453 cm- 1 ) due to the in-phase oscillations of carbon

and hydrogen atoms, an antisymmetric E- mode (739 cm- 1 ) arising from the out of

phase transverse motion, and the symmetric E+ mode (.562.6 cm- 1
) of the in-phase

transverse oscillations [.51]. All of these modes except the E- one were detected by
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IR spectroscopy and the latter one was later detected by Raman spectroscopy [61].

The absence of the E- mode from the IR absorption spectra was explained by the

weak induced dipole moment calculated by the theoretical methods [62]. The relative

displacements of carbon and hydrogen atoms for different vibrational modes of the

C-H complexes are shown in figure 3.1.3.

H C

~

Stretch (A
1
) mode

Longitudinal (A
1

) mode

Transverse (E") mode

Transverse (E+) mode

t

t

1

1

Figure 3.13: Relative displacements of the atoms in the C-H complexes.

C-H centers are not the only hydrogen-related defects in GaAs. For the highly

doped samples three other vibrational modes have been detected at 2643, 2651, and

2688 cm- 1 [63]. It is believed that those are due to the other carbon-hydrogen com­

plexes such as (CAshH and (C AshH2 . Cheng et al. [64] performed polarization

dependent IR absorption measurements on highly carbon-doped GaAs samples. The

lines at 2643 and 2651 cm-1 didn't show any preferred polarization whereas the one

at 2688 was strongly polarized along the [110] crystallographic direction. Their pro­

posed model for this defect is schematically shown in figure 3.14. To our knowledge,

these high frequency carbon-hydrogen stretch modes have been detected only in highly

doped GaAs and InP.
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Figure 3.14: Schematic representation of the (CAshH structure.

3.3.3.2 Hydrogen passivation of donors

58

It is believed that due to the higher diffusivity of the hydrogen atoms in p-type

materials compared to that of n-type materials, hydrogen passivation of acceptors is

more common than the passivation of donors [65]. Also the passivation mechanism

of the donors in 111-V semiconductors is more complicated than the passivation of

the acceptors. For group VI donors occupying the As lattice sites in GaAs, hydrogen

atoms are believed to locate at the antibonding sites close to the neighboring Ga

atoms, where they are not directly bonded to the donor atoms [66]. In contrast,

amphoteric group IV donors replacing the Ga lattice sites in GaAs, become passivated

by hydrogen atoms residing on antibonding positions where they are directly bonded

to the donor atoms (Figure 3.15) [67]. In both cases the donor-hydrogen complexes

give rise to two LVMs: a high frequency stretch mode and a wagging mode (1717.3

cm- 1 and 896.8 cm- 1 respectively for GaAs:Sica ). The relatively lower frequencies

of these modes compared to the acceptor-hydrogen ones (2095 cm- 1 for SiAs-H [68])

indicate the lower bond strengths of these complexes.
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Figure 3.15: Schematic representation of the Sica-H structure in GaAs.

3.3.3.3 Carbon-hydrogen complexes in InAs

In this section we present our results of the IR absorption measurements that led to

the detection of the C-H LVMs in InAs. Also we discuss the lattice sites of the carbon

atoms in InAs based on the hydrogen passivation of these defects.

Figure 3.16 shows the IR absorption spectra measured at T=25 K in the wavenum­

ber region of 2650 to 2840 em- 1 for two sets of samples: one doped with natural carbon

(99% 12C) and the other doped with two isotopes of carbon (70% 13C and 30% 12C).

The strong peak of spectrum (a) at 2686.5 cm-1 appears weaker in spectrum (b)

together with another line at the wavenumber of 2678.8 em -1 . The ratio of the inte­

grated absorptions of these two lines in spectrum (b) is 2.12 that is very close to the

ratio of the abundances of two isotopes in the CCl4 source (70/30 = 2.33). This clearly

shows that carbon atoms are involved in the defects that give rise to these vibrational

modes. On the other hand the high frequency of the LVMs is a sign of the presence

of hydrogen atoms. All these facts together with the closeness of the frequencies of

these modes to the stretch modes of Cv-H in other 111-Vs such as GaAs (2635.2 cm-1

) and InP (2703.3 cm- 1 ) and C-H bonds in organic compounds ("-'2800 cm~l ) leads

to the conclusion that these LVMs are the stretch modes of the vibrations of 12C_H

and 13C_H complexes.

In figure 3.17 we show t he frequencies of the C-H stretch modes as a function of
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Figure 3.16: IR absorption spectra of InAs samples doped with (a) natural carbon
and (b) both isotopes of carbon.

the lattice constants of different II1-V semiconductors. Similar to figure 3.9, there are

three different categories, each containing materials with the same group III atoms.

Unlike carbon LVMs, the frequency of the C-H complexes increases with increasing

covalent radius of the group III atoms. This can be explained by the bond strengths of

the hydrogen atoms with the neighboring atoms. Hydrogen atoms have strong bonds

with the carbon atoms and relatively weaker interactions with the group III atoms

([51]). The strength of the III-H interactions reduces by increasing the radius of the

group III atoms and this leads to the stronger C-H bonds and consequently the higher

LV~I frequencies. For the In and Ga-containing materials the LVM wavenumber

decreases by increasing the lattice constant but ALAs and AlSb do not show the same

trend and their frequencies are very close together.

In addition to the C-H stretch mode, two other lines appear in these spectra at
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Figure 3.17: LVM wavenumber of CI/-H vs lattice constant for several III-V semicon­
ductors.

2756.9 and 2819.6 cm- l with isotopic separations of 5 and 8.6 cm- l . These lines are

similar to the LVMs arising from (CAshH and (C As hH2 complexes for highly carbon­

doped GaAs mentioned in section 1.3.3.1. For carbon-doped InP these complexes

have been detected at almost the same frequencies as InAs ( 2756 and 2818 cm- l
).

In section 1.3.1 we mentioned that the room temperature Raman spectra of InAs:C

samples included an LVM at 386 cm- 1 and considering that it became very weak after

annealing the sample in the nitrogen ambient, we assumed that it should be related

to some kind of carbon-hydrogen complex. This mode was detected by IR absorption

measured at T= 25 K at the wavenumber of 393.2 cm- l with the isotopic separation of

13.5 cm- l (Figure 3.18). The isotopic frequency shift for this line (393.2/379.7=0.966)

is very close to the square root of the mass ratio of 12C_H/13C_H (=0.964). Considering

this fact together with the closeness of the frequency of this line to the frequency of
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Figure 3.18: IR absorption spectra showing the A1 longitudinal mode of 12C_H and
13C-H.

the longitudinal A1 mode of the Cv-H complex in GaAs (452.7 cm-1 ) [51] and InP

(413.5 cm -1 ) [27]' we assigned this line to the low frequency longitudinal mode of

the C-H vibrations in which both atoms oscillate in phase.

In figure 3.11, in addition to the LVMs of the isolated carbon atoms, two other

modes appear at .518.2 and 508 cm-1 with isotopic separation values of 15.4 cm-1 and

12.8 cm- 1 , respectively. The wavenumber and the isotopic separation of the mode at

518.2 cm- 1 are very close to the corresponding values for the E+ mode of the Cv-H

complexes in GaAs ([.51]) and InP ([27]). Therefore, we attributed this line to the E+

mode of the C-H complexes in InAs.

In table 3.3, we have summarized all the C and C-H LVI\I frequencies for InAs:C

along with those for GaAs:C and InP:C. We were not able to identify the line at 508

cm-1 . The possibility of assigning this line and the one at .518.2 cm- 1 to the carbon
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Table 3.3: C and C-H LVMs of InAs, GaAs, and InP

63

LVM frequency (w) Isotopic separation
(cm-1 ) we 2C)-we 3C)

InAs InP GaAs
Mode (20 K) (10 K) (10 K) InAs InP GaAs

12C 530 546.9 a 582.8 c 19 20.1 21

H_ 12C(A l +) 393.2 413.5 a 452.7 c 13.5 14.9

H_ 12C(E+) 518.2 521.1 a 562.6 c 15.4 15

H_ 12 C(A1-) 2686.5 2703.3 a 2635.2 c 7.7 6.7 6.7

H_ 12C2 2756.9 2756 b 2688 d 5

H2-12C2 2819.6 2818 b 2725 e 8.6

"Ref. [27]
bRef. [38]

cRef. [51]

dRef. [64]

eRef. [69]
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donors occupying the In lattice site was ruled out using equation 2.1S, because it

resulted in the unacceptable values of 0.3 and 0.5 respectively for the X parameter.

Also it will be shown in the next chapter that this peak disappears after annealing the

samples in a TBAs environment. This could not be explained if the line was due to

carbon donors. There is a possibility that the unknown line is due to the transverse

mode of the carbon atom in the (CAshH and (C As hH2 complexes. A similar line

has been observed for the highly doped GaAs:C at 576 cm~l [70]. Considering the

correlation between the intensity of this LV.~'/I with the combined intensities of the

(CAshH and (CAshD lines, Davidson et aZ. suggested the attribution of this LVM

to the transverse mode of carbon in these complexes. In the case of InAs, more

investigation is needed to validate this assumption. The other possibility has been

proposed by the recent theoretical work of Torres et aZ. (private communication). They

have shown that a carbon atom at the As lattice site bonded to two hydrogen atoms

at the bond center positions is an energetically favorable configuration. According to

the their calculations, a structure like this can give rise to a LVM energy close to the

one in our measurements.

As we discussed in section 1.3.3.2, donor-hydrogen complexes with the hydrogen

atoms locating at the antibonding positions, give rise to two LVMs: one stretch mode

and one wagging mode. The presence of three different modes of C-H vibrations for

InAs shows that hydrogen atoms occupy the bond-center positions and are directly

bonded to the carbon atoms. This fact together with the closeness of the LVM

frequencies to those of the Cv-H complexes in other materials provide strong support

for the idea that isolated carbon atoms occupy the As lattice sites in InAs and become

acceptors.

3.3.4 Dicarbon complexes in carbon-doped InAs

Although in highly carbon doped GaAs samples, most of the carbon atoms occupy the

As lattice sites and become acceptors, it has been known that there is a discrepancy

between the total concentration of the carbon atoms in the samples and the hole

concentration [47]. Annealing the samples at high temperatures (,,-,SOODe) not only
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increases the discrepancy between the carbon and the hole concentrations, but also

decreases the lattice mismatch between the doped and the undoped materials [39].

The compensation of the carbon acceptors could be caused by the site switching of

the carbon atoms to the Ga lattices sites; however, there has been no spectroscopic

evidence for the presence of the carbon atoms on the Ga sites. Also the site switching

would not affect the lattice constant because of the similar covalent radii of As and

Ga atoms. Hydrogen passivation of the acceptors can be partly responsible, although

even the samples grown by chemical beam epitaxy with low amounts of hydrogen

showed the same thermal instability [71].

An alternative explanation for this reduced electrical activity at high doping levels

and after annealing, is the diffusion of carbon atoms to interstitial sites. According

to theoretical studies using the first-principal pseudopotential method, interstitial

carbon atoms that act as double donors are not stable defects and can be trapped

by CAs to form C-C complexes [40]. These calculations showed that the most stable

form of the dicarbon defects is the split interstitial pair located at an As site, aligned

along the [100] direction. Since two carbon atoms occupy an As lattice site, the

amount of lattice contraction decreases by the formation of these defects. Cheong et

al. also suggested a formation process for the dicarbon complexes. They calculated

an activation energy of 0.7 eV for the diffusion of carbon acceptors to interstitial sites.

This energy barrier can be decreased by assuming that substitutional carbon atoms

are kicked out of their sites by interstitial As atoms through the following reaction:

CAs + AS i --+ ASAs + C i (3.6)

The reduction of the strain energy as a result of the occupation of the As lattice sites

by As atoms leads to a lower energy barrier for the diffusion of the carbon atoms.

The charge states of the diearbon defects in GaAs and AlAs have been investi­

gated by Jones et al. using first principles local density functional cluster theory [72].

According to their results, CAs-Ci defects are donors and have energy levels deep in­

side the gap. For AlAs, they predicted an IR-illactive stretch mode at 1590 em-1 and

another mode at 433 em-I.
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The first spectroscopic evidence of the existence of the dicaI'bon defects was re­

ported by Wagner et al. for highly carbon doped GaAs samples annealed at 850°C

[39]. Two Raman LVMs were detected at 1742 (T1) and 1859 cm- I (T2) that were

attributed to dicarbon centers. The presence of two triplet structures in the Raman

spectra of the samples doped with equal concentrations of I2C and I3C with the rel­

ative strengths of 1:2: 1 was used to make this assignment. The symmetry of the

defects was determined to be Al considering the fact that the intensity of both lines

was higher for the parallel rather than perpendicular polarizations of the incident and

the scattered light. Similar LVMs were observed for annealed carbon-doped AlAs

samples at the wavenumbers of 1743 (T1) and 1856 cm- I (T2) [73]. In both cases

the T1 mode had a greater strength than the T2 one but the ratio of the intensities

was almost the same for the samples with different carrier concentrations. Therefore

it was concluded that both lines arose from the same defect.

Davidson et al. performed ab initio calculations using a density functional cluster

model to understand the structure of the dicarbon defects [73]. They found that the

induced dipole moment of the C-C stretch mode was almost zero and therefore the

mode was IR-inactive. The defect can have other modes at frequencies below 500

cm-1 but they were not detected for AlAs or GaAs. According to their model, the

energy levels of the dicarbon defect aligned along the [110] direction (C 2v symmetry)

and the one aligned along the [111] direction (C 3v symmetry), are 0.5 eV lower than

the one along the [100] direction predicted by Cheong et al. [40]. Therefore, dicarbon

defects aligned along [111] and [110] directions are more stable than those along [100]

direction. They attributed the T1 and T2 lines to dicarbon defects in these two

stable configurations; however, due to the uncertainties in their calculations, it was

not possible to distinguish between the T1 and T2 lines.

A schematic representation of the split interstitial (C-C)As defects in GaAs aligned

along three different directions is shown in figure 3.19.

Raman scattering measurements of as-grown InP:C samples revealed the existence

of dicarbon defects in this material [38]. Two LV11s at 1784.9 and 1814 cm- I were

detected, with the greater intensity for the latter one. It was concluded that these

deep donors can be partly responsible for the compensation of the carbon acceptors;
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Figure 3.19: A schematic representation of the C-C defect aligned along the [100],
[110], and [111] directions of the GaAs lattice.

however, the possibility of the presence of the other donor species such as CIn and

V InH4 were not excluded.

3.3.4.1 Raman scattering by dicarbon defects in InAs:C

We showed in the previous sections that the results of our spectroscopic measurements

provided enough evidence that carbon atoms in InAs occupy the As lattice sites and

become acceptors similar to the other 111-V semiconductors. Although these acceptors

are highly passivated by hydrogen atoms, the high concentration of the carbon atoms

deduced from the SIMS measurements and the n-type conductivity of the samples

shows that high concentrations of compensating donor defects are present.

\Ve conducted Raman scattering measurements in the frequency region around

1800 cm- I to look for dicarbon centers in our samples. Figure 3.20 shows the spectra

for two sets of samples: one doped with natural carbon (99% 12C) and the other

doped with a mixture of two isotopes (70% 13C and 30% 12C). The spectrum of the

sample doped with 12C shows a broad line at 1832 cm- 1 . A triplet structure was
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Figure 3.20: Raman scattering by dicarbon defects in InAs

detected in the spectrum of the other sample with LVM energies of 1758, 1794, and

1832 cm- 1 . These lines were assigned to the stretch modes of 13C_13C, 13C_12C, and

12C_12C complexes in comparison with other 111-Vs such as GaAs and InP. The ratio

of the mode energies of 12C_12C to 13C_13C is 1.042, compared to (13/12)°·5=1.041.

Considering the abundances of the two isotopes in the CCl4 source, the probability

of having 13C_ 13C, 13C_12C, and 12C_12C bonds is 5.4 : 4.7 : 1. The ratio of the area

under the three peaks in the spectrum is 5.9 : 4.0 : 1, respectively. The closeness of

these ratios confirms these assignments.

The fact that the dicarbon LVf\ls can be detected in as-grown InAs and InP [38],

reveals that the concentration of the dicarbon defects in these materials is high even

for the as-grown samples. This demonstrates an important difference between these

two In-containing materials and other 111-V semiconductors such as GaAs, in which

C-C centers do not form unless samples are annealed at temperatures higher than
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800 ac. This is related to the strength of Cv-III bond (table 3.2). The higher bond

strengths of Al-C and Ga-C result in the lower diffusion coefficient of the carbon

impurities in AlAs and GaAs relative to those of InAs and InP. This explains the ease

of dicarbon formation in InP and InAs, which requires the diffusion of carbon atoms

into interstitial sites.



Chapter 4

Thermal stability of carbon in InAs

Semiconductor device fabrication processes often involve high temperature treatments

such as rapid thermal annealing that can induce serious problems in the device perfor­

mance by degrading the material properties. Therefore it is very important to study

the thermal stability of the materials and understand the mechanism of the changes

of their characteristics under the annealing conditions. The electrical activity of im­

purities in semiconductors is one of the most important parameters determining the

performance of the devices. Therefore studying the thermal stability of impurities has

been of interest for many researchers.

4.1 Thermal stability of carbon dopants in 111-V

semiconductors

Although carbon has been a favorable p-type dopant for many 111-V semiconductors

because of its lower diffusivity compared to Be and Zn, the electrical and structural

properties of carbon doped materials change at high temperatures. \Vatanabe et al.

[74] observed that the carrier concentration and the mobility of the highly doped

GaAs:C samples decreased after annealing at temperatures higher than 600 D C. They

detected a deep photoluminescence peak for the as-grown samples and observed that

its intensity increased after annealing at 850°C. Since this feature was not present in

70
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the PL spectra of the lightly-doped samples, they concluded that it was caused by

carbon-related defects. Although they could not determine the identity of these deep

levels, they mentioned that the existence of these compensating centers explains the

changes of the carrier concentration and the mobility.

Enquist et al. [7.5] reported that for carbon concentrations above 1020 cm-3 ,

tensile strain was relieved by annealing. They suggested three different mechanisms

for the thermal instability of the GaAs:C samples: the formation of misfit dislocations,

site switching of the carbon atoms from the As sites to the Ga sites, and the existence

of high concentrations of the hydrogen atoms. The formation of misfit dislocations

usually happens for the samples thicker than the critical thickness. However, the

increase in resistivity and the strain release after the anneals were observed for samples

with much lower thicknesses. Therefore, it could not be an acceptable explanation for

all these changes. The idea of carbon site switching could not explain the significant

change in the lattice constant because of the similar covalent radii of the As and Ga

atoms. Finally hydrogen atoms were present in both as-grown and annealed samples

according to SIMS measurement and their role in the thermal instability was not

clear.

Westwater et al. [76] detected carbon clusters in highly doped GaAs:C samples

annealed at temperatures around 850°C by transmission electron microscopy (TEM).

They proposed that the reduction of the carrier concentration, mobility, and lattice

mismatch between the layers and the undoped substrate of the annealed samples was

the result of the movement of the carbon atoms to the interstitial sites. Similar kinds

of effects have been reported for AIGaAs:C [77] and InGaAs:C [78].

4.1.1 Formation of dicarbon defects by annealing

It has been shown that annealing GaAs:C and AlAs:C samples with doping levels

higher than 1020 em-3 at high temperatures (,,-, 800°C), results in a reduction in the

hole concentration [39, 73]. This reduction is accompanied by a decrease of the lattice

mismatch between the doped and the undoped samples. Raman spectroscopy of these

samples showed that the intensity of the carbon LVMs decreased following the anneals
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at high temperatures. Meanwhile, local vibrational modes of dicarbon defects aligned

along the <110> and <111> directions were detected at 1742 (T1) and 1859 cm- 1

(T2) for GaAs [39] and 1743 and 1856 cm- 1 for AlAs [73], where for both materials

T1 was stronger than T2. Due to the uncertainties in the theoretical calculations,

the exact assignment of the T1 and T2 modes was not possible. A similar effect was

observed for carbon-doped InP samples [38]. Two dicarbon LV11s at wavenumbers

of 1784.9 (T1) and 1814 (T2) cm- 1 were detected for as grown samples that became

stronger by annealing the samples up to 800°C. A third line at 1763.7 cm- 1 appeared

after annealing. In contrast to GaAs and AlAs, the strength of the T2 mode was

higher than that of the T1 mode in this case.

All these changes were explained by the formation of dicarbon complexes (the

mechanism was explained in section 3.3.4). Since these defects are deep donors ac­

cording to theoretical calculations [72], they compensate the isolated carbon acceptors

and this results in the reduction of the hole concentration in the case of GaAs and

AlAs.

4.1.2 Dissociation of carbon-hydrogen complexes by anneal­

Ing

Although annealing at very high temperatures (,,-, 800°C) causes undesirable changes

in the properties of the semiconductor materials, annealing at moderate temperatures

(,,-, 500°C) can be beneficial in reactivating passivated dopants. Annealing at these

temperatures in a non-hydrogen ambient such as N2 or He has been widely used to

diffuse the hydrogen atoms out of the samples and reactivate the dopants. Kozuch

et ai. measured the thermal stability of the C-H and C2-H complexes by anneal­

ing carbon-doped GaAs samples in He at different temperatures and measuring the

strength of the IR stretch modes of the complexes [63]. They found that the intensity

of the C-H stretch mode at 2636 cm- 1 was almost zero for the samples annealed at

temperatures around 500°C; however the mode arising from the C2-H complexes at

2688 cm -I was more stable and did not disappear until 600°C. This was consistent
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with the results of the theoretical calculations of Cheng et al. [64]. A similar ob­

servation has been reported by r-.1imila-Arroyo et al. who studied the changes of the

IR stretch modes of the carbon-hydrogen complexes for the samples annealed at 600

DC for different durations of time [79]. According to that work, the dissociation of

the C2-H bonds took a longer time than that of the C-H bonds. They also observed

that in spite of the C-H complexes that their dissociation resulted in an increase in

the hole concentration, the decomposition of the C2-H complexes did not cause any

change in the electrical properties of the materials. Considering this together with

the higher bonding energy between hydrogen atoms and C2 , they concluded that C2

(two carbon atoms occupying two neighboring As sites) must be a deep acceptor that

does not ionize at room temperature.

4.2 Annealing carbon-doped InAs samples

In this section we present a study of the effects of annealing on the characteristics of

carbon-doped InAs samples and discuss the mechanism of the changes.

InAs samples grown at 375DC with a carbon precursor flow rate of 1.31 Ilmole/min

were annealed inside the OMVPE reactor in a TBAs ambient at temperatures of 400,

500, 600, and 680 DC following the growth. The thickness of the samples was deter­

mined to be 180 nm by XRD measurements. Two one-micron thick samples were also

annealed at 600 DC in TBAs ambient for the IR absorption measurements. The effects

of annealing on the electrical, structural, and vibrational properties of the samples

were studied by Van der Pauw Hall measurements, XRD, Raman spectroscopy, and

IR absorption measurements.

4.2.1 Raman and IR spectroscopy of the annealed samples

Raman spectroscopy was performed on the as-grown and the annealed samples in

the frequency range of the carbon acceptors and dicarbon complexes. Most of the

measurements were done using unpolarized laser light.
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Figure 4.1: Raman spectra of as-grown and annealed samples at 400, 500, and 600°C
from top to bottom. The 2LO line was used for normalization.
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Figure 4.2: IR absorption spectra of the as-grown and the annealed samples at 600°C.
The absorption axis is not calibrated.
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Figure 4.1 shows the Raman spectra for the samples annealed at different temper­

atures and the as-grown one in the frequency range of 360 to 575 cm- I . The intensity

of the carbon LVM at .527 cm- I normalized to the 2LO peak, decreased by raising

the anneal temperature and became lower than the detection limit for the sample

annealed at 600 ac. Although the Al + mode of the C-H complexes at 386 cm -I did

not show the same trend, its intensity was higher for the as-grown sample compared

to the annealed ones and it was lower than the detection limit for the sample an­

nealed at 600 ac. The reduction of the intensity of the C and C-H related LVMs was

observed by IR absorption measurements as well. Figure 4.2 shows the IR spectra of

a one-micron thick sample before and after annealing at 600 ac in a TBAs ambient.

The E+ mode of the C-H complexes at 518 cm- 1 and also the unknown peak at 508

cm- I were not present on the spectrum of the annealed sample and the integrated

absorption of the CAs mode decreased by a factor of 2.7 after annealing.

Figure 4.3 shows the Raman spectra for the same samples as in Fig 4.1 in the

frequency range of the dicarbon complexes. The dicarbon peaks are not normalized

to the 2LO line because of the absence of this line from the measured frequency range.

However, the ratio of the intensity of dicarbon LVMs to carbon LVMs (present on the

same spectra) was measured and the values are summarized in table 4.1. It can

be seen from all the data that the reduction in the intensity of the carbon LV~l by

annealing is accompanied by an increase in the strength of the dicarbon LVMs.

Table 4.1: The intensity of carbon and dicarbon LVMs detected by Raman spec­
troscopy and their ratios.

Sample

As-grown

Annealed at 400a C

Annealed at 500aC

Annealed at 600a C

Intensity of C LVM
([CD

3808

4603

2013

652

Intensity of C-C LVM
([C-C])

913

2119

2802

.5814

[C-C]j[C]

0.24

0.46

1.39

8.92

The reduction of the strength of the CAs and CAs-H LVMs clearly shows that
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Figure 4.3: Raman spectra of InAs:C samples (a) as-grown, (b)-(d) annealed at 400,
500, and 600°C .

annealing at these moderate temperatures not only results in the dissociation of the

CAs-H complexes, but also moves the substitutional carbon acceptors out of the As

lattice sites. The possibility of site switching of the carbon atoms to the In lattice

site was rejected due to the lack of any spectroscopic evidence of C In donors. On the

other hand, considering the increase in the intensity of the dicarbon LVMs, it can be

concluded that annealing caused a precipitation of the carbon atoms in the form of

C-C complexes. These defects were present in the as-grown samples ( as discussed in

section 3.3.4) and their concentration increased by annealing.

Similar observations have been reported for GaAs [39], AlAs [73], and InP [38]:

however, there are some differences among them. In GaAs and AlAs, dicarbon LVMs

can't be detected unless the samples are annealed at very high temperatures (above

800°C), but for InP and InAs these LVl\ls are present even in the spectra of the as­

grown samples. This was explained by comparing the bond strengths of C-III of these

compounds (section 3.3.4). The other differences are the number and the relative
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strengths of the dicarbon-related Raman LVMs. The strength of the higher frequency

LVM of C-C (T2) in InP is higher than that of the lower frequency one (T1) which is

in opposite sense to GaAs and ALAs. Also the separation between two LVMs in InP

is around 25 cm-1 , which is lower than that for the two other materials (""' 90). For

InAs, only one dicarbon LVM was detected at the frequency of 1832 cm- 1 , which

is closer to the T2 line for other materials. It can be assumed that the preferred

alignment of this defect changes from one crystal direction to the other (from [111]

to [110] or vice versa) for the In-containing materials. More theoretical calculations

are needed to clarify this point.

Jones et al. had predicted an IR-active longitudinal mode for dicarbon complexes

in carbon-doped ALAs at 433 cm-1 [72]. This mode has not been detected experimen­

tally. The possibility of assigning the line at 508 cm- 1 in the IR absorption spectra

of InAs:C to a similar mode was ruled out because the peak did not exist in the spec­

trum of the annealed sample in spite of the increasing intensity of the stretch mode

of the dicarbon defects. The fact that this peak disappears after annealing supports

the assumption that it can be related to some kind of carbon-hydrogen complex (see

section 3.3.3.3).

In order to determine the symmetry of the C-C complex, Raman measurements

were conducted using two different polarization configurations for the incident and

scattered light: X' X' and X'Y', where X' represents the [110] direction and y' the

[110] direction. The first letter refers to the polarization of the scattered light and the

second one to the polarization of the incident light. Results are shown in figure 4.4.

No dicarbon LVM was detected in the X'Y' configuration. In the X' X' polarization

configuration, in addition to the line at 1832 cm -1, two other lines at 1752 and 1625

cm- 1 were observed. The last line appeared as a broad feature in the spectra of

other annealed samples and not in the as-grown one. This broad band may be due

to amorphous carbon formed after annealing the samples [38]. The line at 1752 cm- 1

is similar to the T1 line detected for other materials. If this is true, the separation

between the T1 and T2 lines is 80 cm-] . The fact that scattering from dicarbon

defects is stronger for parallel rather than crossed polarization, suggests that the line

is related to the Al mode [39].



X'X' configuration

CHAPTER 4. THERMAL STABILITY OF CARBON IN InAs

c-c (T2)

78

1400 1600 1800 2000 2200

Raman shift (em-I)

Figure 4.4: LVMs of the dicarbon complex measured with two different polarization
configuration

4.2.2 Effects of annealing on the lattice parameter of the sam­

ples

XRD measurements were conducted on the as-grown and the annealed samples. The

thickness of these samples was determined to be 180 nm by simulating the rocking

curves using the dynamical XRD theory. Diffraction patterns are shown in figure 4.5

and the related strained lattice mismatch values are summarized in table 4.2. It can

be seen that annealing at 400°C didn't make any change in the lattice mismatch

between the epilayer and the InAs substrate, but increasing the anneal temperature

further resulted in a strong reduction of the lattice mismatch.
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Figure 4.5: XRD patterns for as-grown and a.nnealed InAs:C

Table 4.2: A sununary of HRXRD mcasurenH'nt results

Sample

As-grown

Annealed at 400°C

Annealed at 500°C

Annealed at 6000 e
Annealed at 6800 e

.6.<l.L/a
(strained)

-1.2E-3

-1.3E-3

-2.5E-4

-1.6E-4

-1.6E-4

.6.a/a
(relaxed)

-5.7E-4

-6.0E-4

-1.2E-4

-6.3E-5

-6.3E-5
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The lattice parameter of InAs can be affected by each of several possible carbon­

related defects such as isolated carbon acceptors, carbon-hydrogen complexes, and

dicarbon defects. Substitutional carbon acceptors introduce a lattice contraction due

to the small size of the carbon atoms compared to the host atoms (as discussed

in section 3.2). The resulting lattice mismatch can be calculated by the following

equation [80]:

( ~a) _~TC-TAsNc..4s (4.1)
C,As - 10 N

ao v3 ao 0

where ~a/an is the relaxed lattice mismatch between undoped and doped InAs,

rc=O.77 A and rAs=1.20 A are the covalent radii of carbon and arsenic,

ao =6.0583 A is the lattice parameter of the undoped InAs, and NC,As and No =I.795x 1022

cm-3 are the densities of carbon acceptors and As atoms, respectively.

The lattice mismatch caused by the presence of the dicarbon and carbon-hydrogen

defects in carbon-doped GaAs has been studied by Li et al. [80]. We used their

equations to calculate the lattice mismatches caused by these defects in carbon-doped

InAs:
(~a)c_C = db - TIn - "As Cll ~ 2C12 Ncc (4.2)

ao TIn + TAs ell No
where Cll =8.34x 1O-1l dyn/cm2 and C12 =4.54x 1O-lldyn/cm2 are the stiffness

coefficients of InAs, Ncc is the concentration of dicarbon centers, and db is the distance

between the C-C defect and its nearest neighbor and can be calculated using the

following equation [81]:

(4.3)

The lattice mismatch caused by the C-H complexes can be calculated in the same

way:

( ~a) _ db - TIn -- "As Cll + 2C12 NCH
- C-H - ,
ao TIn + TAs ell lvo

where NCH is the concentration of C-H centers and db is

(4.4)

V3 I 2T2

(h = TTi + V(Ti + TIn)2 - -t (4.5)

ri is the effective C-H bond radius equal to (rc+rH) /2=(0. 77 + 0.32) /2=0.545A.

The total lattice mismatch between the carbon-doped InAs and undoped material can
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be estimated by adding all these terms together. It can be stated in the following

form:

Doa -18
(-)tot = --(9.132Ne ,As + 8.614NeH + 1.691Nec) x 10 (ppm) (4.6)

a

From equation 4.6 it can be seen that assuming equal concentrations for the de-

fects, the contributions of C-H and C-C centers in the total lattice mismatch are

94% and 18% of that of the carbon acceptors. Therefore it can be concluded that

substitutional carbon atoms and carbon-hydrogen complexes are the major species

causing the observed lattice contraction. The results of Raman and IR spectroscopies

confirm this conclusion by showing that the sample annealed at 600°C has a very

low concentrations of C and C-H defects and high concentration of dicarbon defects.

This explains the 80 % reduction in the lattice mismatch of this sample compared to

that of the as-grown one. The concentration of the dicarbon centers for the sample

annealed at 680°C can be estimated using the relaxed lattice mismatch value of ta­

ble 4.2 and assuming that no CAs and CAs-H defects exist in this sample (based on

the spectroscopic data of the sample annealed at 600°C). The calculated value of

Nee=3. 7 x 1019 cm-3 is close to the electron concentration of 9.8 x 1018 cm -3 deduced

from Hall measurement of this sample. This shows that dicm"bon centers are mainly

responsible for the n-type conductivity of the carbon-doped InAs samples. Also, Nee

is close to the concentration of carbon atoms (Ne =3.5E19 cm-3 ) measured by SIMS

for the sample grown at 375°C (Figure 3.1). This shows that most of the carbon

atoms are in the form of dicarbon defects for the sample annealed at 680°C.

4.2.3 Effects of annealing on the electrical properties of sam­

ples

Table 4.3 summarizes the electron concentration and the mobility of the as grown and

the annealed samples. The concentration of electrons and their mobility increased by

raising the anneal temperature, except for the sample annealed at 500 ac. Considering

that the decomposition of the CAs-H complexes happens at temperatures of around
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Table 4.3: A summary of Hall measurement results for as-grown and annealed InAs:C.

Sample

As-grown

Annealed at 400°C

Annealed at 500 °C

Annealed at 600°C

Annealed at 680 °C

Electron Concentration
(cm-3 )

1.98 X 1018

2.67x 1018

1.47x 1018

2.69x 1018

9.80x 1018

Mobility
(cm2 jVs)

1820

2328

1881

2366

3146

500°C [82], we concluded that the decrease of the electron concentration after anneal­

ing at this temperature is the result of the compensation of the dicarbon donors by

the reactivated carbon acceptors. According to Raman and IR spectra of samples

annealed at 600°C, C-H complexes are totally decomposed at this temperature and

the concentration of the dicarbon donors increased significantly. Therefore, the high

electron concentration can be explained with the high density of dicarbon donors.

Annealing the samples not only affects the electron concentrations but also affects

their mobilities. Electron mobilities of the samples increase by raising the anneal tem­

perature except for the one annealed at 500°C. The variation of the mobilities can

be mainly explained by the compensation effect. The compensating species introduce

a localized potential that scatters the charge carriers. This scattering mechanism

causes a reduction in the mobility [83]. By raising the anneal temperature, the con­

centration of dicarbon donors increases and it results in a lower compensation ratio

and a higher electron mobility. The reduction of the electron mobility of the sample

annealed at 500°C can be caused by the increased compensation ratio resulting from

the decomposition of the CAs-H complexes that produced more carbon acceptors.



CHAPTER 4. THERlIIAL STABILITY OF CARBON IN InAs 83

4.3 Annealing carbon-doped InAs samples in N 2

environment

It was previously mentioned that annealing the samples in a nitrogen ambient resulted

in significant increases in the electron concentration together with dramatic drops of

the electron mobility. In this section, we introduce the Hall measurement results of

two samples annealed at 400 °C in a N2 ambient for different lengths of time. Table 4.4

summarizes the thickness, electron concentration, and mobility of the as grown pieces.

Table 4.4: The as-grown properties of samples annealed in a N2 ambient.

Sample #

5059

5159

Thickness Electron concentration Mobility

(nm) (cm-3 ) (cm2 jVs)

339 1.3 x 10 18 3152

75 2.2 x 1018 3023

The samples were placed on a graphite disc that can be heated up to 400 °C by

an electric heater. Nitrogen gas was flowing through the chamber during the anneal.

Figure 4.6 shows the electron concentration and the mobility of both samples as a

function of the annealing time. Two stages can be distinguished in the changes of the

mobility and the electron concentration. At the first stage the electron concentration

shows a slight decrease that is accompanied by a dramatic reduction in the electron

mobility. The annealing time for this stage is 5 min for the thinner sample (#5159)

and 25 min for the thicker one (#5059). After this the electron concentration increases

and the mobility decreases gradually to some saturation values after", 175 min for

the thinner sample and ",965 min for the thicker one.

The fact that the samples annealed in a TBAs ambient and at temperatures even

higher than 400 °C did not undergo similar changes, suggest that the desorption of

As atoms from the surface is responsible for the observed behavior. It is possible that

the electrical transport of these samples is the result of conduction in two layers: a
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surface layer resulting from As desorption and a bulk layer. By increasing the anneal

time, the thickness of the surface layer increases and consequently its contribution in

the transport properties of the samples increases. This results in the observation of

high electron concentrations and very low mobilities.

Raman spectrum of a sample annealed in a N2 ambient is shown in figure 3.10. It

can be seen that annealing in a N2 ambient has the same effect on the concentration

of C-H complexes as annealing in a TBAs ambient. This confirms that the bulk

properties of the samples annealed in a N2 ambient are the same as those annealed in

a TBAs ambient and Hall measurements results are affected by surface degradation.
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Figure 4.6: The electron concentration and the mobility of the samples annealed at
400°C in a N2 ambient.
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4.4 Energy level of dicarbon defects in InAs

86

In contrast to the shallow impurities that are usually produced by the long-ranged

Coulomb potentials and their electron wave functions extend over several primitive

cells, deep defects are formed by central cell, short-ranged potentials and have more

localized electron wave functions. This is because of the large ionization energy of

these levels that results in a strong potential [84]. Deep defects cannot be treated

by effective mass approximation (like shallow defects), because their potential is not

slowly varying in space.

The energy level of the shallow impurities usually lies within 0.1 eV from the

conduction or valence band edges [85]; however, deep defects have energy levels deep

inside the gap. Determining the energy level of a deep defect in a semiconductor

material requires a knowledge of the potential of the defect and also a way to solve

the related Schrodinger equation [86]. Calculating the defect potential is not an easy

task considering that lattice relaxation can happen around the impurity.

In the case of shallow impurities the energy level is always close to the valence or

conduction band edges, whereas this is not the case for deep defects. In the case of

transition metal impurities, it has been found that there is not always a strong tie

between the deep defect level and the band edges of the host crystal [87, 88]. There

is a universal energy reference level that these deep levels can be referred to using a

simple universal relation. One explanation for this is the lack of a strong interaction

between the impurity and the host semiconductor.

As we mentioned before, theoretical calculations revealed that split interstitial

dicarbon defects are deep donors in GaAs and have an energy level close to the midgap

[72]; however the exact energy level was not mentioned. \Ve made an estimation for

the energy level of these defects in InAs and InP using the approximate energy level

of the defect in GaAs and the fact that the energy level of deep defects is not strongly

dependent on the host lattice. Figure 4.7 shows the results.

The energy values have been calculated using the model-solid approach by Van de

Walle [89]. The absolute values of these levels do not have any physical meanings and

they can only be used for comparison with similar quantities in other materials.
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Figure 4.7: The band line up and the approximate energy level of dicarbon defects in
GaAs, InAs, and InP. Conduction bands are shown by solid red lines and the valence
bands are shuwn by solid black lines.

According to this graph, the energy level of dicarbon defects in InP should lie

df'f'p inside the gap; however, for InAs it should lie dose to or slightly above the

cond uction band minimum and become a resonant state [86]. Resonant states form

when the energy level of a deep defect overlaps with the band states of the host. Since

the energy level lies outside the gap, conventional methods such as deep level transient

spectroscopy (DLTS) cannot be used for detection. Hydrostatic pressure is commonly

used to force the energy level inside the energy gap by changing the relative energies

of the band edges [90J. Kadri et al. detected a resonant deep donor level for n-type

InAs by applying high hydrostatic pressures that resulted in the downward shift of

the level and consequently the carrier freezeout into this level [91]. A similar approach

can be used in the future to investigate the dicarbon level in InAs:C.

The preceding arguments indicate that dicarbon should introduce a level near or
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slightly above the conduction band minimum. Such a level should be expected to

always act as a shallow donor of electrons. Freezeout would not be expected except

for very low temperatures and carbon concentrations. Temperature dependent Hall

measurements were conducted on some samples and the results are presented in the

following section. No carrier freezeout was observed for these samples. Therefore, our

Hall data do not allow us to state exactly where the dicarbon level lies.

4.5 Temperature dependent Hall measurements of

InAs:C

Early on in the thesis we speculated that dicarbon might be a deep level donor defect.

In order to investigate this possibility, temperature dependent Hall measurements

were conducted on 2-micron thick undoped and low carbon doped InAs samples in

the temperature range of 8 K to 290 K. Figure 4.8 shows the electron concentration

and the mobility of the n-type, undoped and carbon-doped samples. The electron

concentration of both samples showed a very slight change with temperature. No

carrier freezeout was observed for these samples. The behaviour of the undoped

sample is well understood. InAs exhibits an accumulation layer at the surface due to

the pinning of the surface Fermi level above the conduction band edge. The electrical

transport of InAs happens in two layers: the surface accumulation layer and the

bulk layer. The carrier mobility of the surface layer is lower than that of the bulk

layer due to the higher electron concentration. The mobility of the bulk layer is

the result of competition between two scattering mechanisms: lattice scattering and

ionized impurity scattering [92]. In the low temperature region. it increases with

increasing temperature and, after reaching a peak value, it drops due to the scattering

of electrons by lattice phonons. Because of the high mobility of the bulk layer in the

low temperature region, this layer has the dominant role in the conduction. The rather

low variation in the measured sheet electron concentration can be attributed to the

more dominant role of the surface accumulation layer in the sheet concentration. It has

been shown ([93]) that this kind of conduction is dependent on the sample thickness.
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The relatively low variation in the mobility and the sheet concentration is due to the

low thickness of the samples. For the doped sample, very little change is observed in

either the mobility or the carrier concentration. This must be interpreted as being

due to a very high level of bulk donor conduction. The data show no evidence of

freezeout, however this is not necessarily proof that the dicarbon level is not inside

the forbidden gap. At these high doping levels, degenerate conduction would still be

expected for a level inside the forbidden gap. However, our energy level argument

places the dicarbon level close to or above the conduction band minimum. In any

case the observed Hall data are consistent with expectation.
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carbon-doped InAs samples as a function of temperature.
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4.6 LVM spectroscopy of carbon-doped GaSb
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The first carbon doping of OMVPE-grown GaSb has been reported by our group

[94]. It has been shown that a hole concentration greater than 1019 cm-3 can be

easily achieved for this material with very low hydrogen passivation. Local vibrational

modes at 540 cm- 1 were detected for the C-doped GaSb and were attributed to carbon

acceptors substituting for Sb lattice sites in comparison with carbon-doped GaAs [2].

Another line at 167 cm- 1 was detected in Raman spectra of the doped material and

was assigned as the gap mode of the carbon acceptors. To our knowledge there is no

report of hydrogen passivation of carbon acceptors in GaSb.

In this section, we confirm the assignment of the previously detected LVM at 540

cm- 1 to the substitutional carbon acceptors using the isotopic shift of this LVM. \Ve'll

also report the results of our search for the carbon-hydrogen complexes and discuss

the possible reasons for the difficulty of passivating carbon acceptors with hydrogen

in this compound.

4.6.1 Isotopic shift of the carbon LVMs in GaSb

We conducted Raman spectroscopy measurements on two sets of samples: one doped

with natural carbon (99 % 12C) and the other doped with both isotopes of carbon (70

% l3C and 30 % 12C). Measurements were conducted at the temperature of 15 K using

the 514 nm line of an Ar+ laser. Figure 4.9 (a) shows the spectra in the frequency

range of 100 to 600 cm- 1 and (b) is a blow up of the carbon region. In addition to

the previously detected LVM at 540 cm- 1
, another line appears at the wavenumber

of 521 cm- 1 . The square of the ratio of the wavenumbers, (l2wjl3W)2=1.074, is very

close to the ratio of the atomic weights of two isotopes (13/12= 1.083). The ratio of

the intensities of these two lines is 2.8 close to the ratio of the abundances of two

isotopes in the carbon source. All these data show that the lines are related to an

isolated carbon defect.

The mass defect model (equation 2.18) can be used to indicate the lattice site

of the carbon defects. Replacing the nearest neighbor mass (I\CIVN) with the Sb and

Ga atomic masses gives the values of 0.87 and 1.52, respectively, for x. The second
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value is very close to the typical value of 2 for the X parameter. Therefore it can be

concluded that carbon atoms occupy the Sb lattice sites in this material and become

acceptors as expected from the strong tendency to form p-type material.

There is a weak line at the wavenumber of 161 cm-1 in the Raman spectra of

both samples (figure 4.9(a)). Chen et al. [2] have reported the detection of a LVM

at 164 cm -1 and attributed that to the carbon gap mode according to the theoretical

predictions of Robbie et al. [21]. As can be seen in figure 4.9(a), this peak appears at

the same frequency for both samples and no isotopic shift was observed. It has been

observed for other materials that the isotopic shift of the gap modes are much smaller

than those of the LVMs. For example, the isotopic shift of the gap mode of B cu in

GaP (rv l cm- 1 ) is 10 times smaller than that of the corresponding LVM [95]. They

have attributed this to the fact that these modes are more extended than LVMs and

impurity isotopic shifts are smaller than those of LVMs. Therefore high resolution

measurements are needed to detect any possible shift. The assignment of this line to

the gap modes of carbon defects can not be rejected.
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4.6.2 Hydrogen passivation of carbon acceptors in GaSb

94

FTIR reflectivity measurements had been previously conducted by our group on dif­

ferent carbon-doped GaSb samples to study the hydrogen passivation of carbon accep­

tors in this material. Several as-grown samples with different hole concentrations and

one hydrogen plasma-treated sample were used for the measurements. We repeated

these measurements on the same samples and reproduced most of the previous results.

Figure 4.10 shows some of these FTIR reflectance spectra.
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Figure 4.10: IR reflectance spectra of the as-grown samples with p=7.90 x 1019 cm-3

(dash-dot line), p=1.20x1019 cm~3 (dashed line), and the second one treated by H­
plasma (solid line).

There are two main features in the spectrum of the hydrogen plasma-treated sam­

ple: one strong line at the wavenumbers of 2644 cm-] and another weak line at 2595

cm- 1 . None of these peaks were detected for the same sample before H-plasma

treatment; however the line at 259,5 appeared on the spectra of some other as-grown
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samples (one is shown on the figure). Considering that the strong line was not de­

tected for any of the as-grown samples, we suspect that it may be related to the

contamination of the surface of the sample. On the other hand, the frequency of the

weak line at 2595 cm-1 fits very well on the trend of C-H LVM frequency vs lattice

constant as shown in figure 4.11. Although there is no direct evidence showing that

2750

InP

- 2700 ~AS";'

E
~

GaP"-
III

.Q

E 2650 GaAs
:::::I
c
III
>
~

~

::E 2600
>
..J AISb

AlAs
*

2550 *0.54 0.55 0.56 0.57 0.58 0.59 0.60 0.61 0.62

Lattice constant (nm)

Figure 4.11: Frequency of C-H LVMs of different semiconductors vs their lattice
constants.

this peak is the stretch mode of the C-H complex in GaSb, its presence on the IR

spectra of some samples and also its frequency value strengthens the possibility of

assigning this line to C-H stretch mode.

IR absorption measurements were performed on several highly doped samples but

they did not reveal any peak in this frequency range. We examined the effect of the

substrate temperature on the hydrogen passivation of carbon acceptors by doing IR

absorption measurements on samples grown at substrate temperatures of 550, 500,
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and 460 ac. C-H related LVIvls could not be detected for any ofthese samples. It is not

still clear why we could not detect the previously observed lines on FTIR reflectance

spectra by IR absorption measurements. One possible explanation would be the very

low concentration of these defects in GaSb due to the difficulty of passivating the

carbon acceptors of GaSb and GaAsSb [96] (The reason is not known yet). Therefore

the exact assignment of the peak at 2595 cm -1 to a C-H stretch mode requires careful

IR reflectance measurements on several samples doped with both isotopes of carbon.

Nevertheless, the difficulty of creating C-H pairs is good news for device work.
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Conclusions

Carbon doping of InAs and GaSb samples grown by OMVPE method was inves­

tigated. Electrical, structural, and vibrational properties of InAs:C samples were

studied using SIMS measurements, Hall measurements, XRD, Raman spectroscopy,

and IR absorption measurements. The origin of n-type conductivity of InAs:C was

investigated.

It was found that incorporation of carbon is strongly dependent on the growth

temperature. SIMS results showed that incorporation of carbon increases significantly

by decreasing temperature lower than 400 ac. These results also revealed the presence

of hydrogen in all samples. Concentration of hydrogen atoms was correlated with that

of carbon atoms and depended on the growth temperature.

Hall measurements showed that carbon doped samples have n-type conductivity.

Electron concentration increased by lowering growth temperature and was correlated

with CBr4 flow rate. This indicated that n-type conductivity of samples originates

from carbon related donors. According to XRD patterns, carbon doping of InAs

reduced the lattice constant of this material.

Local vibrational modes of carbon and carbon-hydrogen complexes and their iso­

topical shifts were detected by Raman and IR spectroscopy methods. LVMs of 12C

detected at 530 cm- 1 with isotopical shift of 19 cm- l was attributed to isolated car­

bon atoms occupying the As lattice sites. Detection of three different modes of C-H

complexes at 393.2, 518.2, and 2686.2 cm- l showed that passivating hydrogen atoms

97
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occupy bond center position between C and In atoms and this is in agreement with

the presence of isolated carbon atoms at group V lattice sites. In addition to carbon

and C-H LV11s, local vibrational modes of of substitutional C-C complexes were also

detected at 1832 cm- 1 by Raman spectroscopy in as-grown InAs:C samples.

Thermal stability of carbon doped InAs samples was studied by annealing the

samples at temperatures of 400°C and higher. It was found that annealing increased

the lattice constant of doped samples towards that of undoped samples. Raman and

IR spectroscopy results showed that concentration of carbon and carbon-hydrogen

complexes reduced dramatically by annealing. This was accompanied by an increase

in the concentration of dicarbon centers.

Considering all these observations we concluded that carbon occupies the group

V lattice site in InAs similar to other 111-V semiconductors. Due to lower bond

strength between carbon and In, the stability of carbon is lower than that in other

materials. Therefore, it can easily diffuse out of group V lattice sites and forms

dicarbon complexes with other substitutional carbon atoms. These complexes have

shown to be donors in GaAs and InP. The Il-type conductivity of InAs:C samples is

due to high concentrations of these defects.

Carbon doping and hydrogen passivation of carbon atoms in GaSb were studied by

Raman and IR spectroscopy methods. The assignment of previously determined LVM

at 540 cm- 1 to isolated carbon acceptors was confirmed measuring the isotopic shift

of this line. No C-H defects were detected in as-grown and annealed carbon doped

GaSb samples. More theoretical investigation is needed to explain the difficulty of

passivating carbon atoms by hydrogen in this material.
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