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Abstract

Despite the great progress biomedical research has made, the root causes of common

human diseases remain largely unknown. It is widely believed that mutations in DNA se­

quences, especially those interrupting the composition of genes, can cause illness. Searches

for DNA variants for some rare monogenic diseases have been successful. However, it is

more complicated to determine the genetic basis of common "multi-factorial" diseases,

which are the result of multiple genetic variants and environmental factors. In such cases,

each individual causative variant may have modest effect on the phenotype and therefore

is hard to detect. Haplotypes are believed to be promising genetic markers to tackle the

problem. Understanding of haplotype structures will provide fundamental insights into

the pathogenesis, diagnosis and treatment of common diseases.

Nevertheless, current in vitro techniques for direct haplotype sequencing are prohibitive

due to their high cost and low throughput. So research has turned to inferring haplotypes

computationally. In this thesis, we use the galled-tree network approach on the haplotyp­

ing problem the computational problem of inferring haplotypes from genotypes assuming

the evolutionary history for the original haplotypes satisfies the galled-tree network model.

The model is an extension to the perfect phylogeny model, which was widely utili~ed in

haplotype inferring. While galled-tree network (GTN) model is promising in its ability to

handle broader range of biological data, it also increases the complexity of the correspond­

ing haplotyping problem. It has been an open problem as to how hard this problem is,

and whether there is efficient algorithm to solve it. In this thesis work, we characterized

both the problem of galled-tree network's existence for binary matrices and the problem

of utili~ing GTN to infer haplotypes from genotypes. Furthermore, we developed a poly­

nomial algorithm for a special case of the galled-tree network haplotyping problem. The

evaluation results are promising.
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Chapter 1

Introduction

Despite the great progress biomedical research has made, the root causes of common hu­

man genetic diseases remain largely unknown. It is widely believed that mutations in

DNA sequences, especially those interrupting the composition of genes, can cause illness.

Searches for DNA variants for some rare monogenic diseases have been successful. How­

ever, it is more complicated to determine the genetic basis of common "multi-factorial"

diseases, which are the result of multiple genetic variants and environmental factors. In

such cases, each individual causative variant may have modest effect on the phenotype

and therefore is hard to detect. Discovering these genetic factors will provide fundamental

insights into the pathogenesis, diagnosis and treatment of common diseases (see [86] for

some recent progress of studies on human genome variants and their roles in helping us

understand complex diseases and different human traits).

Traditional disease association studies are aimed at finding correlations between indi­

vidual genetic variants and a certain disease. This can entail the full genome sequencing

of numerous individuals and is thus impractical at present. In fact, the target variants are

often limited to some previous assumptions on where causative variants can be located.

This strategy can easily miss true causative genetic variants for diseases. Researchers have

gained substantial insight into the variations in human genomes through the tremendous

progress of the Human Genome Project. This has enabled scientists to dramatically nar­

row down the search space for causative genetic variants and therefore make the approach

promising.

One key discovery is that common variants account for 90% of all human genome

variations. Based on the common variant/common disease assumption, studies on these

common variants should provide knowledge of most of the genetic variants that are as­

sociated with particular diseases. Furthermore, most of the common variants originally

arose from single mutation events, and are therefore associated with the adjacent variants

1



CHAPTER 1. INTRODUCTION 2

that were present together on the ancestral chromosome region ([18]). In the case when

some "real" genetic variant is not covered by the common variants in some association

study, the above feature helps researchers to identify the causative region which contains

the causative genetic variant. This makes the following "indirect" approach feasible in

studying candidate genetic variants that cause diseases. Instead of searching one individ­

ual variant at a time, "indirect" association studies use a set of sequence variants in the

genome to serve as genetic markers in order to detect association with the disease. This

approach has already led to the discovery of common genetic factors for several common

diseases ([18]). Determining the common patterns of DNA sequence variations of indi­

viduals on each of their chromosomes (the haplotypes) is one of the main goals in the

next stage of the Human Genome Project and this body of work is now encompassed

in the international HapMap project (see [57]). Most genes will contain at least one or

more genetic markers because of their high density (one such marker is expected in about

every 300 nucleotides) ([14]). Therefore, the associations found with these markers make

the subsequent work of verifying the functionality of related genes much easier. By mak­

ing the information freely available to researchers around the world, the project provides

invaluable resources that can guide the design and analysis of genetic association studies.

Until recently, haplotypes were poorly understood. Experimentation allows for cost­

effective determination of genotype information (the combined information for an individ­

ual across both homologous chromosomes). However, in-vitro techniques for haplotyping

are prohibitive due to cost and low throughput. There is strong interest in the development

of algorithmic tools [79] to infer haplotypes from genotypes.

In this Chapter, we give basic genetic background of the haplotyping problem, and

illustrate some molecular haplotyping methods. Next, we review computational haplo­

typing problems, and describe some main algorithms respectively. Finally we state some

interesting open problems in this field.

1.1 Basic Background on Genetics and Genomics

We give basic background knowledge on genetics and genomics in this section. More detail

can be found in [14, 25, 41, 18, 12, 63, 85, 110, 20, 100, 113].

1.1.1 DNA, Genes and Proteins

DNA (deoxyribonucleic acid), is a macromolecule that encodes all of our inherited in­

formation and is responsible for developing and directing the functioning of the human

body. A DNA sequence contains millions of bases, where each base is one of the four



CHAPTER 1. INTRODUCTION 3

nucleotides; denoted A, C, G and T. DNA molecules are mainly stored in the nucleus of

the cell. They, together with the proteins that cover them, form the chromosomes. In

humans, there are 46 chromosomes in total. Among them, 2 are sex chromosomes (X and

Y) which determine the gender of an individual (XX for females, XY for males), and 44

are non-sex chromosomes (autosomes). The 46 chromosomes comprise two nearly iden­

tical copies of the whole genome: one copy is inherited from the father (via a set of 22

autosomal chromosomes and an X or Y chromosome) and the other copy from the mother

(via another 22 autosomal chromosomes and an X chromosome). Each pair of autosomal

chromosomes inherited from the father and mother are homologous: they look similar and

comprise the same genes. This is also true for the two X chromosomes in females.

A gene is a stretch of DNA that contains the code for the production of a protein,

which is a part of the machinery for a cell to function properly in its environment. In

particular, a gene encodes all the information that determines the exact composition of a

specific protein, as well as the regulatory instructions of when and in what quantity the

protein will be produced.

Variations on genes, especially on the regulatory or coding regions of genes, can af­

fect the production of proteins, which can eventually affect phenotype: the observable or

measurable characteristics of humans. It is widely expected that the study of genetic vari­

ations will result in breakthroughs in understanding the pathogenesis of diseases. Indeed,

some genetic variants are already found to be the cause for certain diseases. For instance,

sickle cell anemia, which was the first genetic disease to be understood at the genomic

level ([14]), is caused by a single nucleotide's variation that results in a one amino acid

difference which leads to the malfunction of the protein - hemoglobin. Other examples

include Type 1 diabetes ([25]) , Alzheimer's disease ([105]) and stroke ([40]) (see [18] for

more examples). These causative genetic variants can in turn serve as targets for drug dis­

covery. In addition, knowledge of the role genetic variants play in drug responses can help

divide patients into several groups and help doctors choose feasible medical treatments

based on their genetic variants.

1.1.2 From SNPs to Haplotypes

Association studies are often applied in the search for candidate genetic variants for com­

mon diseases. The technique is to find an association between genetic variants and a

disease, by comparing a group of affected individuals with a group of unaffected controls.

Undertaking association studies through testing each individual candidate variant could

entail substantial expense as it requires search of the entire genome for numerous individ­

uals in both groups. At present, this search is restricted in the candidate regions that are
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suggested by previous genetic hypotheses. Furthermore, this approach is not feasible for

multi-factorial diseases, where each genetic variant has very modest effect on the disease

and thus is difficult to detect.

Most human geneticists believe that for a majority of diseases, there are relatively

common genetic variants that are causative in disease susceptibility - this is known as

the common variant/common disease hypothesis ([12]). A systematic survey for all the

common variants of the population will dramatically reduce the workload for researchers

who are searching for causative genetic variants for diseases.

There are several forms of genetic variations. When the variation involves just one

nucleotide, it is the Single Nucleotide Polymorphism (SNP). SNPs are the most common

genetic variation, comprising about 90% of all differences in the population ([18]). SNPs

often have two values (alleles) in the whole population, where each allele appears in

>1% of the population. The most common allele is known as the major" allele, and

the other minor allele. Since humans are diploid organisms (there are 2 copies for each

homologous chromosome), for a chosen SNP site, a person can have one of several possible

combinations of alleles (genotypes) in a pair of chromosomes: both alleles are major or

minor (homozygous) or one is major and one is minor (hetemzygo'Us).

The International SNP Map Working Group ([90]) estimates that 93% of genes contain

a SNP, and 98% are within 5 kilobases of a SNP. Nearly every human gene or genomic

region is marked by a SNP ([15]). Not all SNPs are found in every population, but about

82% of SNP variants appear in more than 10% of the global human population. The

distribution of other SNPs in individual populations is not known ([15]). On average,

a SNP occurs in every 300 bases. Using SNPs as genetic markers provides a map of

common variations with very dense resolution. Therefore with a high likelihood, the

method can be successful in detecting causative variants (genes) for complex diseases.

SNPs can be characterized by whether they are coding or non-coding (i.e. whether they

are located in genes or not). Some coding SNPs can alter protein sequences and therefore

invoke protein malfunctions (e.g. [14]). Some SNPs in non-coding regions can also cause

complex genetic diseases, e.g. SNPs that sit in gene regulating regions. These SNPs can

alter the quantity of expressed genes and thereby trigger diseases (e.g. [98]). While SNPs

have been used to successfully identify genes associated with diseases, for multi-factorial

diseases, individual SNPs may have poor predictive power in disease association studies

([20, 100, 63]). In particular, this method does not provide clear end points as to which

genes are causative: true associations might be missed by the incomplete information

provided by individual SNPs; negative results do not rule out association involving other

nearby SNPs and positive results could just point out some variants that are inherited
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together with the true causative variants but not the actual causative variants themselves

([20]).

A set of SNP alleles on a chromosome is a haplotype. Recent studies ([60, 85, 20]) show

that many chromosomes are composed of "blocks" of nucleotides, with each block having

just a few (usually around 4 to 5 ([20])) common haplotypes among all the population.

This is consistent with the hypothesis that most common variants arose from some single

historical mutation event, and are inherited together with the nearby variants that were

present on the ancestral chromosome region when the mutation happened. SNPs on

each haplotype block have strong association with each other, which makes haplotypes

very important markers in detecting disease associated genes ([69, 100, 20, 38, 29, 100,

63, 68]). Indeed, association studies on haplotypes provides crisp regions for candidate

causative genetic regions which are essential for subsequent tests. Studying haplotype

structures is also essential in understanding the evolutionary history for the population.

Due to the limited diversity for each haplotype block, a few SNPs (tag SNPs) are usually

sufficient to distinguish different haplotypes. It is estimated that between 50,000 and

100,000 SNPs should be sufficient to represent enough genetic diversity to support "genome

scans" for association between haplotypes and disease susceptibility ([37]). Compared

with the approximately 10 million SNPs across all human genomes, the number of tag

SNPs is much smaller, and therefore will dramatically reduce the search space for disease

association studies. Construction of a haplotype map, which records the common patterns

of DNA sequence variation in the human genome, is the main aim of the International

HapMap Project ([57]).

Though haplotypes are promising in serving as efficient genetic markers, their struc­

tures are still poorly understood. In-vitro techniques for sequencing genotypes (the combi­

nation of alleles for a pair of homologous chromosomes) have become more prevalent over

the years. However, direct haplotyping methods (that is, molecular haplotyping methods)

are still not feasible. Below, we review some well-known molecular haplotyping methods

together with their limitations.

1.1.3 Molecular Haplotyping Methods

For diploid organisms, directly sequencing genotypes leads to ambiguities of the underlying

haplotypes whenever there are more than one heterozygous site on the pair of chromosomes

([17]). There are quite a few molecular haplotyping methods developed to date (see

[81, 13, 19] for brief reviews of molecular haplotyping methods) that try to overcome this

difficulty. Here, we review the following three methods: cloning method, somatic cell

hybrid method and allele-specific PCR method, which covers most of the basic ideas of
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molecular haplotyping methods.

The cloning method ([113]) usually has four steps: DNA sequences are first cut into

shorter sequences by enzymes called restriction endonucleases. These enzymes recognize

a certain sequence pattern in DNA molecules and make cuts in both strands at those

sequences. The DNA fragments are then ligated to certain vector DNAs, that are capable

of replicating in E. coli. In the 3rd step, the recombinant DNAs are replicated in bacteria,

i.e., E. coli. Finally, the recombinant DNAs are screened and sequenced. The vector

DNAs have resistance to several antibiotic genes. However, the ability to resist certain

antibiotic genes is destroyed depending on where the foreign DNA (DNA fragments to be

detected) sequences are ligated onto the vector DNA. In this way, different DNA clones are

distinguished after they are transformed to bacteria for replicating. The cloning method

can clone upto 50kb of DNA ([113]) based on the vector DNA's capacity of accepting

foreign DNAs fragments. However, this size of DNA segments is relatively small and

cannot meet the requirement for haplotyping.

Somatic cell hybrid technology ([41]) converts a diploid cell into haploid cells ([104,

26]) by constructing somatic cell hybrids, which often retain only a subset of human

chromosomes. The hybrids are usually constructed by fusing human and mouse cells via a

specific virus called the Sendai virus. Each Sendai virus has several points of attachment

and it can simultaneously attach to two different cells when they are close. The Sendai

virus is also small in comparison with a cell. Therefore, when a mouse cell and a human cell

are attached by a Sendai virus, they become one. During the following cell divisions, for

some unknown reasons, human chromosomes are gradually eliminated from the hybrid at

random. With certain biochemical strategy, each hybrid will reach a stable state during

the cell growing, with the entire set of mouse chromosomes and a small set of human

chromosomes which differ for individual hybrids. Since there is recognizable difference

between human and mouse chromosomes, human chromosome can be identified in each

hybrid cell. Different hybrid cells are grown separately, and in total, they contain all the

human chromosomes. Nevertheless, the somatic cell hybrid technique is very laborious

and expensive ([19]).

Another molecular haplotyping technique is allele-specific PCR ([89, 78, 107]). Before

we give the details about the technique of AS-PCR, there is a need to understand how

PCR works. Polymerase Chain Reaction (PCR) is a molecular biology technique that

replicates specific regions of DNA sequences ([113]). The technique works in cycles. In

each cycle, there are three steps. First, target DNA sequences are heated to separate

them into single strands. Then, the temperature is lowered to allow primers to anneal

to the target DNA strands and initiate DNA synthesis (primers are short artificial DNA
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sequences that are complementary to the beginning or the end of the DNA fragment to

be amplified). Lastly the temperature is raised a little to allow DNA synthesis which

is catalyzed by a special DNA polymerase, the taq polymemse. Since alleles in each

pair of chromosomes are highly similar, without any specificity, the PCR procedure will

amplify both alleles of the pair of chromosomes and the investigator will only know that

both alleles are present in an individual sample. In AS-PCR technique, allele-specific

primers are designed to amplify only alleles in one of the chromosomes and thus obtain

the corresponding haplotype sequences. However, there are several limitations to the

method. One is that the Taq polymerase does not have an error checking facility as it

adds nucleotides to the copies of DNA fragments. Therefore an error occurring in an early

peR cycle can result in large incorrect portions in the final product. Another difficulty

is that it is difficult to amplify long stretch of DNA segments. A recent paper presented

a technique that can deal with 10kb-Iong DNA segments. These limitations make the

current AS-PCR technique not suitable for long-range haplotype sequencing.

There are other molecular haplotyping methods as well. However, none is widely

used today. As with the techniques described above, these methods are usually hard

to automate, low in throughput, cannot handle long range DNAs, and very expensive

([81, 68, 13]). On the other hand, computational methods are cost-effective and fast and

many researchers have turned to such methods for haplotype inference.

In the following sections, we review computational haplotyping methods.

1.2 Overview of Computational Haplotyping Methods

Haplotyping methods mainly deal with two kinds of data: family genotype data (geno­

types of individuals from a family) and population genotype data (genotypes of unrelated

individuals). In general, family data is hard to collect and is not much more informa­

tive than population data ([81, 102]). Our focus of this review is on population based

computational haplotyping problems.

Abstractly, the computational haplotype inferrence (HI) problem or haplotyping prob­

lem is described as follows: the input is genotype data collected from m sites (SNPs) of

n individuals, where each individual is represented by a Tn-long vector. Each position of

the vector can have one of three values that represents a combination of the two values

on the pair of the chromosomes. In particular, a and 1 represent a homozygous site with

minor or major allele on both chromosomes respectively and 2 represents a heterozygous

site ~ both alleles are present at the site on the pair of chromosomes. For each individual,

we would like to describe the alleles of the Tn sites on each copy of the two chromosomes
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separately, i.e., the haplotype. Indeed, the output of the problem is 2k, k ::; n, m-long

vectors, where each pair of vectors represent the two haplotypes that resolve (explain)

the genotype of one individual. Obviously, genotype with h heterozygous sites would be

consistent with any of the 2h- 1 haplotype pairs that enumerated all the possibilities of

0, Is for the heterozygous sites. Note that solutions are invariant to swapping the two

haplotypes of a genotype.

With different genetic models or hypothesis, reasonable solutions are defined accord­

ingly. In the next several sections, we illustrate those widely used models/hypothesis and

the corresponding algorithms. Note that there are many statistical methods developed for

the haplotyping problem as well, among them are EM algorithm ([33, 108]) and Bayesian

methods ([103, 102, 82, 74]). Some statistical software such as PHASE ([103, 102]), is

widely used in biological applications. Nevertheless, these programs usually run in thou­

sands of iterations in order to get a good solution. They are time-consuming and have

relatively low throughput. In this Chapter, we focus on combinatorial algorithms devel­

oped for inferring haplotypes.

1.3 Parsimony Methods

In a seminal paper [17], Clark proposed a heuristic approach for inferring haplotypes, which

is known as inference rule or Clark's rule. For the input genotypes set G, the algorithm

first identifies all genotypes that have zero or one 2 in them. Obviously, haplotypes that

resolve these genotypes are uniquely determined. These haplotypes form an initial set

H of known haplotypes that are supported by the data. For each known haplotype h in

H, the algorithm searches all the remaining unresolved genotypes in G, to see if there

exists any genotype 9 such that 9 can be resolved by h and h', here h' is a new haplotype

that could be added to H, when such an h' is to be one of the known haplotypes and 9

is removed from G. The procedure continues, until all the genotypes are resolved, or no

new haplotype can be found. Those unresolved genotypes are called orphans. Clark also

showed a parsimony rule that was verified by simulation data and some real data sets: the

solution that has fewest orphans after applying a sequence of Clark's rule generates the

fewest incorrect haplotype assignments.

Gusfield ([47]) formalized the parsimony problem as that of finding a haplotyping

solution with fewest orphans, and named it the maximum resolution problem (MR). He

showed that the MR problem as well as several variations are NP-hard. These variations

include the unique expr'ession MR pmblem (UEMR), where every genotype in G can

be explained by at most one pair of haplotypes in Hi the unique MR pr'oblem (UMR),
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where every identical genotype in G must be explained by the same pair of haplotypes

in H; and finally the maximum resolution on G problem (MRG), where the MR problem

is converted to a graph problem as follows. Create a directed graph Gd containing a set

of nodes N for each genotype in G and a set of nodes I for the completely determined

haplotypes in H. For each genotype gin G that has h heterozygous sites, R(g) is the set of

the 2h vertices, each labeled by the corresponding distinct, resolved vectors (haplotypes)

created by setting the ambiguous positions in 9 to 0 or 1 in all possible ways. There will

be an edge (v, v') if and only if v'is in some set R(g) for a genotype g, v'is not in I and

the pair v and v' represented vectors (haplotypes) explain g. The MRG problem is to

find the largest number of vertices in G that can be reached by a set of vertex-disjoint,

directed trees, where each tree is rooted at a node in I and where, for every genotype

9 in G, at most one node in R(g) is reached. The worst-case reduction of the problem

is in exponential time. Even then, without considering the complexity of the reduction

step, the remaining optimization problem is also shown to be NP-hard. Gusfield gave an

integer linear programming method to solve the problem and claimed this worked quickly

and correctly in simulation data.

There are several concerns with the MR and its related parsimony models as summa­

rized by Clark ([17]):

• The initial set H could be empty and the algorithm cannot even be started.

• There may be unresolved genotypes left.

• Haplotypes might be erroneously inferred if a crossover product of two actual hap­

lotypes is identical to another true haplotype. Note that this did happen in the

experimental studies, when the solution has the fewest unresolved genotypes.

Another parsimony HI problem that is widely mentioned in the literature is the Pure

Parsimony Problem: find a solution to the HI problem that minimizes the total number

of distinct haplotypes used. Unfortunately, it has also been shown to be NP-hard again

by Hubbell ([49]). Several practical algorithms for the pure parsimony problem have been

developed, among them are Gusfield ([49]) 's integer linear programming formulation, and

Wang et al. ([111])'s branch and bound method. Both techniques are claimed to be

practical for data with real biology interests. Gusfield ([49]) pointed out that the speed

of their algorithm improves with increasing recombination of the input data while the

accuracy decreases. Wang ([111]) compared their algorithm with the statistical software

package PHASE ([101, 103, 102]), and showed that their method has higher accuracy when

the recombination is increased. Though both authors have noticed that recombination rate
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of the input data is related to the algorithms' performance, no explicit genetic model is

used in their inference methods.

1.4 Perfect Phylogeny Haplotyping (PPH) Problem

At a meeting sponsored by NIH ([63]) held in 2001, researchers came to the conclusion

that it is time to create a new map of the genome, one that describes its blocky structure

([60]). The new project is the international HapMap project ([57]), which represents the

next high-priority phase of the Human Genome Project. The blocky structure refers to

the property that genomic DNA can be partitioned into blocks, where nucleotides in each

block are highly associated with each other and have few recombinations ([20, 100,38,60]).

The key observation [48] is that without recombination, the backward history of a single

haplotype with Tn SNP values from an individual is a path and the histories for two such

individual haplotypes are two paths which merge at the most recent common ancestor of

the two. In addition, the history satisfies the infinite sites assumption. That is, the Tn

SNP sites are so sparse relative to the mutation rate, that in the time frame of interest

at most one mutation can occur at any site. In other words, no back mutation happened

in the evolutionary history for each individual haplotype. Gusfield ([48]) explored the

algorithmic implications of this key observation: the evolutionary history for nucleotides

in each block satisfies the perfect phylogeny model and utilized it in the haplotype inference

problem. In the following section, we briefly review the perfect phylogeny problem and

some related results.

1.4.1 The Perfect Phylogeny Problem

A phylogeny [34] is a tree representation of the evolutionary history for a set of taxa S. S

can be a set of organisms, biological sequences, populations or languages. The phylogeny

construction problem is among the basic computational problems both in biology and

linguistics. Here, we assume each leaf vertex is labeled by a taxon from S, and each

internal vertex including the root of a phylogeny is labeled by a taxon that represents

hypothetical ancestor of the elements of S.

There are two main branches of phylogeny construction problems: one is distance

based and the other is character based. Distance based construction problems have a

distance matrix as input which describes some kind of distance between any two taxa in

the problem (e.g., the alignment score between them or the fraction of residues that are

different). The goal is to construct a phylogeny tree such that each leaf of the tree is

labeled by a taxon, each edge of the tree is labeled by the distance between the taxa labels
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of its end points such that the distance between any two taxa on the tree is consistent

with the input distance matrix. In the character based construction problem, the input is

a character state matrix containing the state value for each character of each taxon. The

output is a phylogeny tree that has each of its leaf labeled by a taxon, each edge labled by

a character state representing the gain of that character state and the path from the root

to each taxon contains exactly the character states gained during evolution. Here, we are

concerned with the character based methods, since this is the one that is used intensively

in haplotyping problems. We use taxa and species interchangeably in this thesis.

There are two kinds of characters: cladistic chamcter's and qualitative chamcter's. For

a qualitative character, we have no information about the relationship between each state,

while cladistic characters have such information illustrated in a character state tree for each

character. The vertices on the tree are labeled by each state of the character. Cladistic

characters can be further divided into dir'ected and undir'ected cladistic characters based

on whether or not each character state tree is rooted. Our focus is on the qualitative

character based phylogeny construction problem.

Different criteria has been utilized to judge which tree is better for phylogeny construc­

tion problems. One of them, the most par'simonious tr'ee , requires that the constructed

tree has the minimum number of character state changes among all possible trees. Let C

denote the set of characters that define the set of species 5, and Ae the set of states for

character c. Let ICI = m and maXeIAeI = r. Assume that Ae E {I, 2, ... , r} and each

species is identified with a vector Al * ... * Am. Let c(s) represent the state of character c

for species s. Observe that for a phylogeny T for 5, for every character c, the number of

edges (u, v), where c(su) -# c(sv), is at least r e -1 (assume that each state of c is exhibited

by some species). If this is true for every character c in T, then T is the most parsimonious

tree and T is called a perfect phylogeny tree. A nice survey of perfect phylogeny problem

can be found at [34]. We give the definition of the problem below.

Definition 1. [2] The perfect phylogeny problem is to determine whether a given set of

n distinct species 5 has a tree T with the following properties:

(C2) Every leaf in T is in 5, and

(C3) For every c E C and every j E Ae , the set of all u E V(T) such that c(u) = j induces

a subtree of T,

If 5 has perfect phylogeny, the corresponding set of characters are compatible. The

perfect phylogeny problem, was shown to be NP-complete by Bodlaender et al.[lO] and
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independently, by Steel [97]. Polynomial algorithms are developed for problems with

restricted number of states or restricted number of characters. Gusfield [46] designed an

algorithm that can test if the given set of binary characters are compatible in time O(nrn),

which is linear to the si~e of the input character state matrix. We give the definition of

the problem below and describe the algorithm after that.

Problem 1 ([46]). Given an n*rn binary matrix M, determine whether there is a perfect

phylogeny for M, and if so, build one.

In [46], the algorithm first preprocesses the input matrix M by sorting its columns.

Considering each column of M as a binary number (with the most significant bit in row

1), sort these numbers into descending order with the largest number in column 1. For

each set of duplicated columns, keep one of them and remove the others. The transformed

matrix is called M'. The algorithm then verifies that the matrix M has a perfect phylogeny

as follows. Let 0 be the set of cells in M' that have value 1. Let L(i, j) be the largest

index k < j such that M'(i, k) E 0; set L(i,j) be °if there is no such index k. For each

column j, set L(j) equal to the largest L(i,j) such that (i,j) E O. If L(i,j) = L(j) for

each cell (i,j) E 0, then there is perfect phylogeny for M, otherwise not. Let Oi be the

set of objects with a 1 in column i. The checking procedure is supported by the following

lemma.

Lemma 1. M has a perfect phylogeny if and only if fOT eveTy pair' of columns i, j, either'

Oi and OJ aTe disjoint OT one contains the other'.

If there is a perfect phylogeny for M, the algorithm constructs it as follows [46]:

(1) Create a node nj for every column j of M'. For each node nj such that L(j) > 0,

add a direct edge (nL(j), nj), and label the edge with character j and all the indexes

of all columns identical to column j (which were deleted in preprocessing). Create

a root node T, and for each node nj such that L(j) = 0, add a direct edge (T, nj),

and label the edge with j, and the indexes of all columns identical to j.

(2) For each row i, let Ci be the largest index such that cell (i, Ci) E 0 and let e be the

edge labeled with character Ci. If the head of edge e is a leaf, then attach species i

to that leaf. If the head of e is not a leaf, then create a new edge e' directed from

the head of e and attach i to the new leaf created. Note that e' does not have a

label on it. The resulting phylogenetic tree is a phylogenetic tree for matrix M.

Dress and Steel gave an 0(nrn2
) algorithm for testing the compatibility of ternary

characters [28]. Later, Kannan and Warnow gave an 0(n2rn) algorithm for quaternary
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characters [70]. Agarwala and Fernandez-Baca [2] showed that for any fixed r the problem

is polynomially solvable in time O(23T (nm 3 + m 4
)). The bound was later improved to

O(22Tnrn2 ) by Karman and Warnow [71]. When the number of characters is fixed, a

polynomial algorithm was found for the perfect phylogeny problems as well. The best

bound, so far, of O((r - n/m)mrnm) was found by Agarwala and Fernandez-Baca in 1996

([3]).

For real biological data, perfect phylogeny is often too restricted and does not necessar­

ily exist for a set of taxa. Various attempts have been made to find a polynomial algorithm

for near-perfect phylogenies. In an attempt to minimize the amount of homoplasy (back

mutation), Fernandez-Baca and Lagergren defined the imperfection q of a phylogeny T for

S as length(T) - LCEdrc - 1), where length(T) denotes the total number of character

state changes among all edges of T. Note that this is the number of edges of T when each

edge represents exactly one character state change. They showed [35] that the problem

of determining whether a set of taxa admits a phylogeny with penalty q is polynomially

solvable when q and the number of states for characters are fixed.

1.4.2 The PPH Problem

Preliminaries

Perfect phylogeny was intensively used in the haplotyping problem as the evolutionary

model for haplotypes that form genotypes. We give the formal definition of the PPH

problem below.

Definition 2. Given a genotype n x Tn matrix A with values in {a, 1, 2}, find a 2n x

m haplotype matrix B with values in {a, I}, where rows 2i - 1 and 2i of B represent

haplotypes for the genotype in row i of A. We say that B is inferred from A if and only

if for every character c E {I, ... , m} ,

• if A(i, c) E {a, I}, then B(2i - 1, c) = B(2i, c) = A(i, c); and

• if A(i, c) = 2, B(2i - 1, c) :p B(2i, c).

Definition 3. Given a genotype matrix A, we say that A can be explained by a perfect

phylogenetic tree if there exists a haplotype matrix B inferred from A such that B can be

explained by a perfect phylogenetic tree.

Problem 2. (Perfect Phylogeny Haplotyping (PPH) problem) Given a genotype matrix

A, decide if A can be explained by a perfect phylogenetic tree.
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Combinatorial Algorithms for PPH Problem
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The first such deterministic algorithm for PPH was presented by Gusfield ([48]). The

algorithm reduces the PPH problem to a graph realiz,ation problem. The reduction is

based on three main observations as quoted below [48]. Let 5 be the input genotype

matrix, and for each genotype (row) gi in 5, let i and i' represent the corresponding

haplotypes that form i.

(1) For any row gi in 5, the set of 1 entries in row gi specify (without order) the exact

set of edge labels on the path from the root to the least common ancestor of leaves

i and i', in every perfect phylogeny for 5.

(2) For any row gi in 5, and any column c, if 5(gi, c) = 2, then the path between i and

i' must contain the edge labeled c.

(3) For any row gi in 5, and any column c, if 5(gi, c) = 0, then the edge labeled with c

must not on the path from the root to either leaves i or i', or on the path between

them, in any perfect phylogeny for 5.

Gusfiled showed that with the first observation, we can deduce the edges on the path

from the root to the least common ancestor of i and i'. The order of these edges can be

deduced based on the three observations as well. Furthermore, the paths defined this way

form an "initial" unique perfect phylogeny that appears in every perfect phylogeny for 5.

In fact, Gusfield proved that if each column c in 5 contains at least one 1, then there is

a unique perfect phylogeny for 5 and it can be found efficiently. The problem now is to

determine the positions for the edges that are labeled by columns whose non-z,ero entries

are just 2's. With these restrictions on the paths for the potential perfect phylogeny tree,

the algorithm reduced the haplotyping problem to the graph realization problem. Let E r

be a set of r distinct integers. A "path-set" is an unordered subset P of E r . A path-set

is "realiz,ed" in an undirected, edge-labeled tree T consisting of r edges, if each edge of T

is labeled by a distinct integer from E r , and there is a contiguous path in T whose labels

consist only of the integers in P.

Definition 4. (The Graph Realiz,ation Problem) Given Er and a family II = Pi, P2 , ... ,Pk

of path-sets, find a tree T in which each path-set is realized, or determine that no such

tree exists. Further, determine if there is only one such T, and if there is more than one,

characterize the relationship between their trees.

The algorithm then applies known mathematical results on the graph realization prob­

lem ([9]) to find realizing trees for II and therefore find the PPH solution for M. The
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complexity for the algorithm is O(nma(nm, n)), where a is the inverse Ackerman function,

and hence this time bound is almost linear in the input matrix's size nm. The algorithm

uses deep results in graph theory and is not easy to implement. Gusfield's paper was

followed by an explosion of papers [8, 16, 30] studying the PPH problem where simpler

algorithms running in O(nm2 ) time were presented. The recent paper [24] affirmatively

answers the question of whether the PPH problem can be solved in linear time O(nm).

We briefly describe them in the following paragraphs.

Both Eskin et al.'s ([30]) and Bafna et al.'s ([8]) algorithms run in time O(nm2 ) and

were claimed to be easier to implement than Gusfield's algorithm. Both algorithms heavily

rely on the following theorem.

Theorem 2. [46J A binary matrix B has perfect phylogeny if and only if for' any two

columns i and j, theT'e are no four mws that have all the fouT' value paiT's [O,OJ, [O,lJ, [l,OJ

and [l,lJ in i and j.

The test for this feature is known as the "four-gamete test" in the biological literature.

The columns i, j that contain all the four value pairs are conflict columns. The goal of

both algorithms is to infer haplotypes without generating conflict columns. We assume

the root to be the all-O sequence in the following illustrations. As an example, we describe

Bafna et al.'s algorithm below.

First, we introduce some notation that will be used later in the illustration of the

algorithms.

Definition 5. Given an n *m binary matrix A, let S be a subset of characters of A. The

matrix A[S] is the sub-matrix of A restricted to the columns in S.

Definition 6. Given genotype matrix A, for every x, y E {O, I}, we say that a pair of

columns C1, C2 induces [x,y] in A, if A[C1, C2] contains at least one of the pairs [x,y]' [2,y]

or [x, 2].

Note that for two columns C1, C2, if they induce value pair [1,1] or both pairs [0,1] and

[1,0]' then the pattern of how to resolve [2,2] on C1 and C2 is forced in order to create a

perfect phylogeny.

Bafna et al. [8] builds a genotype graph GA(C, Ef U En) from A, where the vertex set

is the set of columns in A. A column pair (C1,C2) E E f if and only if A[{C1,C2}] contains

the value pair [2, 2] and there is a forced pattern for them to be resolved. (C1' C2) E En

if and only if A[{C1, C2}] contains the value pair [2, 2] and there is no forced pattern for

them to be resolved. Assume we label each edge in GA as follows: let 0(1 respectively)
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mean that the two columns ace to beccsolved equally, i.e, 2 2 ~ G~)(unequally, i,e"

2 2 ~ (~ ~)respectiVclY), Bafna showed that evecy edge in a component of E f can

be uniquely labeled with 0 or 1. Note that edges in a component of Ef are not necessarily

from Ef. Shrink each component of Ef to be a new vertex, and let the new (multi)-graph

be H. The algorithm then arbitrarily chooses a spanning tree T of H. Note that, for each

set of parallel edges in H, there is only one of these in T. Each assignment of 0, 1 values

to the edges of T determines a haplotype resolution to A. [8] also proved a non-trivial

upper bound on the number of PPH solutions. They showed that if every column of M

contains at least one 0 and one 1 entry, then there is at most one PPH solution for M.

Furthermore, if M has k columns that each contains both a 0 and 1 (and a 2 by prior

assumption), then M has at most 2m
- k - 1 PPH solutions. The upper bound is essentially

21T1 , and (m - k - 1) is the upper bound for ITI, the number of edges in T.

One main step for both Eskin et al. 's and Bafna et al. 's algorithms is to find the

relation between any two sites (columns) in the input genotype matrix. It is proved in [6]

that algorithms like this are not likely to be fulfilled in linear time. [6] also showed that if

there are multiple PPH solutions, then to find one that is the most parsimonious in terms

of the number of the distinct haplotypes is still NP-hard.

Finally, Ding et al. [24] gave an O(nm) algorithm to the PPH problem. The algorithm

builds and uses a directed rooted graph: shadow tree. Ding et al. showed that every

PPH solution is contained in the final shadow tree produced by the algorithm; every

tree contained in the final shadow tree structure, obtained by performing some standard

operations on the tree corresponds to a distinct PPH solution. They also gave experimental

results showing its efficiency.

One problem with the above algorithms is that few of them were tested on real pop­

ulation data. In fact, real haplotypes often do not fit the perfect phylogeny model, due

to the noise inherent in real data, i.e, the missing values and the way to seperate long

range DNA data into blocks where the nucleotides on them are considered to have high

association with each other and thus satisfy perfect phylogeny model. Several papers

present algorithms that are some extensions to the perfect phylogeny model ([31, 56, 55]).

In [31, 55], Eskin and Halperin allow a small number of haplotypes to violate the perfect

phylogeny model. In particular, they define an error threshold e. For two columns Cl and

C2 in the input matrix, they say that Cl and C2 induce value pair [x, y] where x, y E {O, 1},

if and only if there are more than e rows that induce [x, y] in these two columns. They

claim that the majority of haplotypes fit the model much better. Halperin and Karp [56]



CHAPTER 1. INTRODUCTION 17

considered the case when the input data has missing values. They studied the problem

of constructing a perfect phylogeny compatible with a given set of partial haplotypes (or

determine that none exists); and the problem of constructing a perfect phylogeny com­

patible with a given set of partial genotypes (or determine that none exists). Though

both problems are shown to be NP-hard ([56, 97]), they designed polynomial algorithms

that work for data which was generated under a probabilistic process. These algorithms

are still based on the perfect phylogeny model. Though they claim data does not fit the

perfect phylogeny model, no explicit genetic model is used to tackle certain biological

events other than single mutation for each nucleotide. In the following sections, we review

some computational haplotyping methods which take into account of additional biological

events, such as back mutations, recurrent mutations and recombinations.

1.5 Imperfect Phylogeny Haplotyping Problem

There were several attempts in using imperfect phylogeny to explain the original haplo­

types that formed the current genotypes. Some of them extends the perfect phylogeny

model by allowing exactly one homoplasy event (a recurrent or back mutation for a cer­

tain character) and a recent study generalized the imperfectness to any constant q. We

describe the two algorithms below.

Song et al. ([94]) designed an algorithm for haplotyping which allows exactly one

homoplasy. The algorithm works as follows: it partitions the input genotype matrix M

column-wise into two sub-matrices M s and Mr. M s has one single column of M and the

rest denoted by Mr" The algorithm keeps partitioning the input genotype matrix this

way, until it finds one partition such that M r has a PPH solution (there exists a perfect

phylogeny T that can explain the evolutionary history for the original haplotypes for M r ),

and the column in M s can be explained by adding a homoplasy event in T. Sridhar et al.

([96]) tackled the problem of using q-near-perfect phylogeny to do haplotyping, where q is

the number of "extra" mutations needed to explain the data. The idea of their algorithm

is similar with Song et al. 'so The algorithm traverses all the possibilities of the characters

that mutate more than once and removes them from the input matrix. It then finds the

PPH solution for the remainder and finally adds back the removed characters and performs

haplotyping on the full matrix.
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1.6 Galled-Tree Network Haplotyping (GTNH) Problem
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When recombination occurs, the ancestral material for the present species comes from two

instead of one parental species as in single mutations. Here, our focus is in single cross­

over events between two parental sequences (homologous chromosomes). The evolutionary

history among such set of species can no longer be modeled by a rooted tree. Instead,

a recombination topology takes into place. A phylogenetic network is a generalization of

a phylogeny tree, allowing non tree-like structure properties that capture certain biolog­

ical events such as recombinations, horizontal gene transfers and gene conversion. Hein

([58, 59, 93]) is among the first to give heuristic methods for constructing phylogenetic

networks that derives a given set of sequences, minimizing the number of recombinations

used. To date, no efficient algorithm is known for the problem. In particular, for binary

sequences, Wang [112] proved it is NP-hard. There are several variations to the general

phylogenetic networks, which are special constrained networks. Wang [112] defined a per'­

feet phylogenetic network, where each character in the network will change at most once

even after recombination, and recombination cycles are node-disjoint to each other. A

poly-time algorithm to construct such network was given in [112] as well. Gusfield [54] ex­

tended this to galled-tr'ee network, where the restriction for each character to only change

once is removed and a poly-time algorithm to construct such a network for binary data is

given. We will give the formal definition of the galled-tree network later.

Galled-tree network is believed to be realistic in modeling evolutionary history for

species that undergoes a modest number of recombinations, (e.g. the evolutionary history

for the human populations ([54])). There are other motivations for studying galled-tree

networks, an important one among them is its nice combinatorial features. Gusfield [54]

showed that if an input matrix M can be derived on a galled-tree, then it can be derived on

a true tree with no cycles on it, and at most one back mutation per character. Furthermore,

when M can be derived on a galled-tree, the galled-tree can be constructed efficiently (with

poly-time algorithm) and the galled-tree uses the minimum number of recombinations over

any phylogenetic network for M, even the ones that allow multiple-crossover events at each

recombination node. This provides the only non-trivial case where phylogenetic networks

with minimum number of recombinations can be efficiently constructed.

As illustrated in the above section, DNA data is blocky ([60]), with nudeotides on

each block having very few recombinations and varieties. Furthermore, haplotype data

on each block often does not fit the perfect phylogeny model ([31, 56, 55]). In fact, the

International HapMap Consortium presented their findings in [64] on haplotypes after

phase 1 of the HapMap project. They showed that the haplotypes can contain variant
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number of recombinations, though this number is usually small.

There is a greater need to understand the combinatorial properties of phylogenetic net­

workti, etipecially the oneti tiuitable for tiequenceti with a modest number of recombinationti.

Dtiing galled-tree network ati the underlying model to infer haplotypeti from genotypeti hati

been an open problem for several years. However, no one was able to show either NP­

hardness or give efficient algorithm to solve the problem. In Chapter 2 we give definitions

and review retiearch work that iti related to galled-tree networkti.

1.7 Main Results

The galled-tree network model can be applied to a wider range of data than the perfect

phylogeny model, as when there iti no recombination it reduceti to perfect phylogeny.

Furthermore, itti feature that allows a timall number of recombinationti in each haplotype

block favors the biological observation of haplotype blocks. It is an interesting open

problem to design an efficient algorithm for haplotype inferring with the assumption that

the evolutionary history of the underlying haplotypeti tiatitifieti the galled-tree network

model. Ati we mentioned in the previouti tiection, Gutifield firtit used the galled-tree model

in the context of the haplotyping problem in 2004. However, it was only recently that

the full characterization of its existence for haplotype (binary) matrices has been found

([75,95]). It is still an open problem to find the full-characterization for galled-tree network

haplotyping problem.

At the same time, tiimpler vertiionti of the problem are intriguing to explore ati they can

provide insights into the original GTNH problem. Song et al ([94]) studied the case where

only one recombination is allowed in a galled-tree network and with the assumption that

a PPH solution, if there is any, for each sub-matrix (ML and MR) of the input genotype

matrix iti unique. One open problem iti to find efficient algorithmti for the GTNH problem

with the output galled-tree network with exactly one gall and there is no limitation on the

number of PPH solutions for each sub-matrix. Furthermore, it is interesting to see what

happens to the corresponding GTNH problem when one adds restrictions on the size of

each recombination cycle intitead of the number of recombinationti. Another vertiion of the

problem is by adding contitraintti to the input genotype matriceti. If any of thetie simpler

versions of the GTNH problem is found to be NP-hard, then so is the original GTNH

problem.

In this thesis, we focus mainly on three aspects of the problem:

• The characterization of the galled-tree network'ti exititence for binary matriceti;
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• The combinatorial algorithm for some special case of the galled-tree network haplo­

typing problem;

• The characterization of the galled-tree network haplotyping problem.

The galled-tree network haplotyping problem is an interesting and yet difficult problem.

The characterization of the problem remained open for several years after it was introduced

in 2004 ([54]). Our work is among the first to characterize the galled-tree network's

existence for binary matrices. We are also the first to show the complexity of the general

GTNH problem. Finally, we found polynomial algorithm for the GTNH problem with

small galls. Evaluation on simulation data sets shows encouraging results.

The organization of the thesis is as follows: in Chapter 2, we give preliminary defini­

tions for galled-tree network, galled-tree network haplotyping problem as well as review

related work; in Chapter 3, we describe the characterization of the galled-tree network's

existence for binary matrices; in Chapter 4, we describe a special case of the GTNH prob­

lem and the corresponding polynomial algorithm that solves the problem; in Chapter 5,

we describe another special case of the GTNH problem and its characterization. Fur­

thermore, we show that the GTNH problem is NP-complete. Note that in attempting

to find the full characterization of the GTNH problem, we found some results in ordered

graph coloring problems. However, these results are independent with the results for the

haplotyping problem and are omitted from this thesis. Interested readers are referred to

([45]) for references.



Chapter 2

Galled-Tree Networks

In this chapter, we give preliminary definitions for galled-tree network, galled-tree network

haplotyping problem and review the results regarding the characteriL';ation, construction

and application of galled-tree networks.

2.1 Definitions

Definition 7. A phylogenetic network N on m characters is a directed acyclic graph

containing exactly one vertex (the root) with no incoming edges. Each vertex other than

the root has either one or two incoming edges. Where there is one incoming edge, the

edge is called a mutation edge, otherwise it is called a recombination edge. A vertex x with

two incoming edges is called a Tecombination ver'tex.

Each integer (character) from 1 to m is assigned to exactly one mutation edge in N

and each mutation edge is assigned one character. Each vertex in N is labeled by a binary

sequence of length m, starting with the root vertex which is labeled with the all-O sequence.

Since N is acyclic, the vertices in N can be topologically sorted into a list, where every

vertex occurs in the list only after its parent(s). Using that list, we can define the labels

of the non-root vertices, in order of their appearance in the list, as follows:

(1) For a non-recombination vertex v, let e be the mutation edge labeled c coming into

v. The label of v is obtained from the label of v's parent by changing the value at

position c from 0 to 1.

(2) Each recombination vertex x is associated with an integer rx E {2, ... ,m}, called

the recombination point for x. Label the two recombination edges corning to x by P

and S, respectively. Let P(x) (S(x)) be the sequence of the parent of x on the edge

labeled P (8). Then the label of x consists of the first rx - 1 characters of P(x) ,

21
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followed by the last m - r x + 1 characters of S(x). Hence P(x) contributes a prefix

and S(x) contributes a suffix to x's sequence.

Example 1. A phylogenetic network for a given binary matrix M is illustrated in Figure 2.1.

r : 000000
C1 C3 M Cj C2 C:1 C1 C,r; CG

81 : IOOOOO
C2

s3 : 001000 81 1 0 0 0 0 0
s2 : OIOOOO 82 0 1 0 0 0 0

C1 C6 P 8:1 0 0 1 0 0 0
s5 : 010100

s1 : OIOOO1 81 0 1 0 0 0 1
p

S s[) 0 1 0 1 0 0
f '1 87 : 001O01 S(j 0 1 0 1 0 1

86 : OlO101
87 0 0 1 0 0 1

C5

8H 0 0 1 0 1 1
s~ : OOIOl1

Figure 2.1: A phylogenetic network for matrix M. In the network, each mutation edge is
labeled by a character Ci, i E {I, ... , 6}; recombination edges are labeled by P and S re­
spectively; the integer label above each recombination vertex represents the recombination
point. Each species labels either a leaf or an internal vertex of the network.

Definition 8. Given an n x m binary matrix A, we say that a phylogenetic network N

with m characters explains A if each sequence of A is a label of some vertex in N.

Definition 9. (Galled-tree network) In a phylogenetic network N, let v be a vertex that

has two paths out of it that meet at a recombination vertex x (v is the lowest common

ancestor of the parents of x). The two paths together form a recombination cycle Q. The

vertex v is called the coalescent ver·tex. We say that Q contains a character c, if c labels

one of the mutation edges of Q.

A phylogenetic network is called a galled-tree network if no two recombination cycles

share vertices. A recombination cycle of a galled-tree network is sometimes referred to as

a gall. A galled-tree network is called r'educed galled-tr'ee if every gall contains at least one

conflicted pair of sites, and contains no unconflicted sites.

Example 2. A galled-tree network for a binary matrix M is illustrated in Figure 2.2. Note

that the two recombination cycles in the network do not share any edges.

Given an n x m matrix A with values in {O, I}, we say that a galled-tree network N

with m characters explains A if each sequence of A is a label of some vertex in N.

Definition 10. Given a genotype matrix A, we say that A can be explained by a galled­

tree network if there exists a haplotype matrix B inferred from A such that B can be

explained by a galled-tree network.
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r : 00000000 M Cj C2 C:l C1 Cs C() C7 C8

Cl c3 81 1 0 0 0 0 0 0 0
'3 : 00100000 82 0 1 0 0 0 0 0 0

8:; 0 0 1 0 0 0 0 0
(;1 C6 P 81 0 1 0 0 0 1 0 0

81 : 01000100 Sri 0 1 0 1 0 0 0 0

S S(j 0 1 0 1 0 0 1 0
4

s6
'9 : 01010001 '7 : 00100100 87 0 0 1 0 0 1 0 0

8 S C5
88 0 0 1 0 1 1 0 0

810 : 01010011 89 0 1 0 1 0 0 0 1
SH : 00101100

810 0 1 0 1 0 0 1 1
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Figure 2.2: A galled-tree network for matrix M. Two galls labeled by the set of vertices
{S5,s6,s9,s10} and {r',s2,s4,S3,sd do not share any edges in the network.

By the definition of galled-tree network, the following observation follows:

Observation 1. Given a haplotype matrix M, let M' be a matrix obtained from M by

duplicating one row or adding a row with all-O sequence. Matrix M' can be explained by

a galled-tree network N if and only if M can be explained by N. Let Mil be a matrix

obtained from M by removing one row. If M can be explained by a galled-tree network N

then Mil can also be explained by N.

Problem 3. (Galled-Tree Network Haplotyping problem) Given a genotype matrix A,

decide if A can be explained by a galled-tree network.

The algorithm for constructing galled-tree network for a binary matrix uses the concept

of conflict character and conflict graph.

Definition 11. (Conflicting Characters) Given an n x Tn binary matrix A, two charac­

ters/columns e and e' conflict in A if A[e, e'] contains three rows with pairs [0,1], [1,0] and

[1,1]. A character is uneonflicted if it does not conflict with any other character of A.

Note that in this thesis, we assume the root to be the all-O vector, unless otherwise

specified.

Definition 12. Given an n x m binary matrix A, the conflict graph G A of A has the

vertex set {I, ... , m} and for every two characters c and c', (c, e') is an (undirected) edge

of GA if and only if they conflict.
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2.2 Results for Galled-Tree Networks

2.2.1 Construction of Galled-Tree Networks for Binary Matrices

24

Gusfield et al. [54] presented a polynomial algorithm for constructing a galled-tree network

for binary data (haplotype data in particular). The algorithm is based on a number of

necessary conditions on the existence of the network, some of which are properties of the

conflict graph G. Specifically, they show that there is a one-to-one correspondence between

any non-trivial connected components of G and the galls in a reduced galled-tree network

N, where a reduced galled-tree network is a galled-tree network with each recombination

cycle only containing conflicting sites. Each non-trivial connected component Gc of G is

a bipartite graph, with unique bipartition, and indices of vertices (sites) on one partition

are strictly smaller than vertices on the other partition. The recombination point r for

the gall can be any value in the gap between the indices of the two partitions. Let C be

the set of columns correspond to the vertices of Gc. Another important feature is that

there is a sequence x in M[C] such that after removing all copies of x from M[C] (let

M[C] - x denote the operation) there is a perfect phylogeny Tc for the resulting matrix.

Tc is organized into one or two paths with the recombination of the two "end" sequences

(from either the root sequence of the prefect phylogeny and the single leaf sequence, or the

two leaf sequences) at the recombination point r creates x. The algorithm can be briefly

described as follows.

1. The algorithm handles each gall separately. For each non-trivial component Gc of

G, the algorithm first determines the recombination point r. Then, it checks the

corresponding sub-matrix M[C] and finds its x. If no x exists such that M[C] - x

has perfect phylogeny, then there is no galled-tree network for M. Otherwise, for

each such x, check if there is a perfect phylogeny for M[C] - x that contains exactly

one or two paths and whose end sequences can be recombined at point r to create

x. If not, then there is no galled-tree network for M.

2. Find the ancestral relation between any two galls, and get a forest T of galls. Gall

Q is an ancestor' of a gall Q' in a galled tree T if there is a directed path in T from

some node on Q to the coalescent node of Q'. This can be determined by checking

the matrix M to see if there exists a row Z that contains 1 in both some site from

Q and some site from Q'.

3. Extend T by adding in unconflicted sites and placing the sequences of M at specific

leaves. In particular, the algorithm first constructs the perfect phylogeny T based

on the species that do not contain 1 for any of the conflict characters. Then the
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algorithm determines where each gall Q in t resides relative to T by checking rows in

M. Rows that have 1 for sites in T and sites on certain gall Q in T help determine

Q's position in T. Now, the forest T becomes a galled-tree. The algorithm then

proceeds to label leaf vertices with species by doing a bottom-up traversal of T.

Species that contain 1 for sites on certain gall should be descendant of some sites on

that gall. Finally, the algorithm adds the remaining unconflicted sites onto T.

Note, the procedures to determine the ancestry relation between galls, the ancestry

relation between galls and sites on the perfect phylogeny T, and to determine where to

insert the remaining unconflicted sites into T are all based on the fact that for any site i,

it either mutates on a directed edge (u, v) or is contained by a gall Q and species that are

reachable from v through a directed path, which does not contain any edge on Q, has the

value 0 or 1 as v has for site i.

Gusfield, Eddhu and Langley later[53] gave a slightly improved algorithm for the galled­

tree construction.

2.2.2 Characterization of Galled-Tree Network's Existence

We [75] gave a full characterization of the existence for galled-tree networks for binary

matrices. In particular, we showed that some of [54] 's necessary conditions are sufficient

for galled-tree networks' existence. The detail of the characteriilation is described in

Chapter 3.

Song [95] showed another full characterization for galled-tree's existence. The charac­

terization is based on the combinatorial constraints induced by every pair of columns in

M, and is essentially the same as ours.

2.2.3 More General Phylogenetic Networks

There is work in constructing phylogenetic networks for binary matrices which relax some

constraints of the galled-tree networks. In [50], Gusfield studied the case when the root of

galled-tree network is unknown. They proved that if there is an optimal (with minimum

number of recombinations) galled-tree for input matrix M, then there is an optimal galled­

tree network with one of the species in M as its root. This makes the construction of root­

unknown galled-trees solvable in polynomial time. The algorithm can also be extended to

model multiple-crossover recombinations. In [51], Gusfield et al. studied a more general

phylogenetic network, where recombination cycles can share edges. They define blob to

be a maximal set of recombination cycles, where each recombination cycle inside the blob

shares at least an edge with sOme other recombination cycles in the set. Gusfield et al.
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conjecture [51] that for any input matrix M, there is always a phylogenetic network N for

M with the minimum number of recombinations over all possible phylogenetic networks for

M, in which every blob in N contains all and only the characters from a single connected

component of the conflict graph GM.

2.2.4 Application of Galled-Tree Networks

Galled-tree networks are used in haplotyping problems. The galled-tree network haplo­

typing problem is analogous to the perfect phylogeny haplotyping problem, with the un­

derlying evolutionary model for the original haplotypes being a galled-tree network. The

first problem is much harder. After it was introduced in 2004 ([54]), not much progress

has been made on the problem and it is still not fully characteri~ed. Song et al. [94]

studied the case when the underlying haplotypes, that form the genotypes, evolved on a

galled-tree network with exactly one recombination cycle on it. In [94], Song et al. gave

a framework of the algorithm. For an input genotype matrix M, the algorithm splits M

column-wise into two sub-matrix ML and MR. For each such partition, check if both M L

and M R have a PPH solution, and if so, check if the two corresponding perfect phylogeny

trees TL and TR are exactly one SPR (subtree-prune-and-regraft) operation away. If so,

there exists a galled-tree network with exactly one gall on it that explains M. Note, Song

et al. assume uniqueness of PPH solution for each sub-matrix in each partition of M.

Galled-tree network is studied in other contexts as well. Jansson et al. [66] gave

polynomial algorithm for the problem of determining whether a given set of rooted triplets

(tree with three distinctively labeled leaves) can be merged into a galled-tree network.

Nakhleh et al. [80] studied the problem of combining two trees into a galled tree network,

which was claimed helpful in understanding biological events such as hybridi~ation and

horizontal gene transfer. Huynh et al. [62] further extended their algorithms so that it

can handle the case when the number of input trees is not limited to 2, and there is no

restriction for the degree of the input trees.



Chapter 3

Characterization of the Existence

of Galled-Tree Networks

In this Chapter, we describe a complete characteri,,;ation of the existence of a galled-tree

network in the form of simple sufficient and necessary conditions for both root-known

and root-unknown cases. Following that, a simple algorithm for constructing galled-tree

networks is illustrated, as well as a new necessary condition for the existence of a galled­

tree network, similar to bi-convexity.

3.1 Characterization of the Existence of a Galled-Tree Net­

work in the Root-Known Case

In this section we give a complete characterization of the existence of a galled-tree network

explaining a given n x m binary matrix A when the root sequence r is known, where n

represents the number of rows and Tn the number of columns of A. Without loss of

generality we can assume that r = om, since otherwise we can invert every column of A in

which r has 1; it is straight-forward to show that and the new matrix can be explained by

a galled-tree network with root labeled om if and only if A can be explained by a galled­

tree network with root labeled ro. Indeed, the two galled-tree networks are isomorphic

(have the same structures) and differ only in their labelings and one labeling can be easily

converted to another by the inversions that convert r to the all-O sequence.

To give a complete characterization in the all-O root case, we show that the two nec­

essary conditions (Lemma 4 and Theorem 10) in [54] are also sufficient.

Our characterization of galled-tree networks is presented in the following theorem.

Theorem 3. Given an n x m binary matrix A, there exists a galled-tree network with

27
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TOot r = am explaining A if and only if every nontrivial component (having at least two

vertices) K of the conflict graph GA satisfies the following conditions:

1. K is bipartite with par'titions Land R such that all chamcteTs in LaTe smalleT than

all characteTs in R; and

2. TheTe exists a sequence x i- OIKI such that A[K] - x has no conflicting chamcteTs.

Note that we assume the natural order of the set of characters for A and thus it makes

sense to say that one character c is smaller than another character c'.

In the rest of this section we prove several results which together with results in [54]

will imply the theorem. Let A be a given n x Tn binary matrix and let r = am.

The following crucial result shows that if condition (2) of Theorem 3 is satisfied then

A[K] - x can be explained by a tree with at most two edge-disjoint branches.

Lemma 4. If a component K of GA is bipaTtite with paTtitions Land R, and A[K] - x

has no conflicting chamcteTs fOT some x i- OIKI, then any phylogenetic tTee T explaining

A[K] - x has at most two branches, FOT i = 0,1, let L i (Ri) be the set of all c E L

(c E R) such that x[c] = i. One possible branch contains all edges labeled with chamcteTs

in L 1 U R o, and the otheT contains all edges labeled with chamcteTs in R 1 U La. If T has

two bmnches then they do not shaTe any edge (r'ecall that we assume that a phylogenetic

tTee has all edges labeled by chamcter's).

Before proving the lemma, we state the following observation on ancestry relations

between characters. We gave a well-known theorem of perfect phylogenies first, which is

the basis for the observation.

Theorem 5. Given an n x m binaTy matTix A, theTe exists a peTfect phylogenetic tTee

explaining A if and only if no two chamcteTs conflict in A.

Note that if we drop the requirement in the definition of perfect phylogeny trees to

have the root labeled with the all-O sequence, the above theorem is still true, although we

have to redefine conflicts between characters: c and c' conflict in A if A[c, c'] contains all

the 4 possible value pairs [0,0], [0,1], [1,0] and [1,1] (the fouT-gamete test).

Observation 2. Given a binaTy matTix M and a peTfect phylogenetic tTee T explaining

M, fOT any two characteTs c and c',

• if M[c, c'] contains pairs [0,1] and [1,1] then e(c') ~ e(c) (contains pairs [1,0] and

[1,1] then e(c) ~ e(c')), hence e(c) and e(c') aTe compamble;
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• if M[c, c'] contains only the pairs [0, 0] and [1,1] then e(c) and e(c') are comparable;

moreover, for any other edge e (with label d) on the shortest path containing edges

e(c) and e(c') in T, M[e, e', d] contains only the tr'iples [0, 0, 0] and [1,1,1];

• if M[c,c'] contains pairs [0,1] and [1,0] then e(c) and e(c') are incomparable.

Note that no other case is possible as M does not contain any conflict and the general

assumption on M is that it does not contain any all-O columns.

Proof of Lemma 4. Let Land R be the two bipartitions of K. For i = 0,1, let L i (Ri) be

the set of all eEL (c E R) such that x[c] = i. Let T be a perfect phylogenetic tree for

A[K] - x. Note that the removal of x from A[K] eliminates all conflicts in K. Since, every

c E K is connected to some other c' E K, there is another row (not containing sequence

x) having state 1 for character c. Hence, each column in A[K] - x contains 1. We will use

this fact several times.

Claim 1. Edges {e(e)}cELl are pair'wise comparable, i.e., they lie on one directed path in

T. The same holds for edges in {e(c)}cERl .

Proof. Let c, c' ELI. Since c and c' lies in the same partition there is no conflict between

them in A[K]. Since A[e, e'] contains pair [1,1] (in x), A[e, e'] cannot contain both pairs

[1,0] and [0,1]. By Observation 2, edges e(e) and e(e') are comparable. 0

Claim 2. G A does not contain any edge (c, c') where c E La and c' E Ro.

Proof. Let (c, c') be a conflict in A[K] such that c E La and c' ERa. Since x[c, c'] is [0, 0],

c and c' conflict also in A[K] - x, a contradiction. 0

Consequently, since K is connected, we can assume that for every e E La (respectively,

cERa) there is a e' E R 1 (respectively, e' E Ld such that e and e' conflict in A. For each

such conflict we have:

Claim 3. For every conflicting characters c E La (c ERa) and c' E R 1 (c' ELI) in A,

e(e) ::S e(e').

Proof. Since c,c' conflict in A[K], A[c,c'] contains all pairs [0,1], [1,0] and [1,1]. After the

removal of all rows containing x from A[K], since x[c,c'] is [0,1]' the pairs [1,0] and [1,1]

are still contained in (A[K] - x)[c, e']. By Observation 2, we have that e(e) ::S e(e'). 0

By Claim 1, edges in {e(c)}CERl lie on one directed path starting at the root of T. By

Claim 2, every e(c) E La is connected to some c' E R 1 , and hence by Claim 3, it must lie

on the same directed path. Consequently, we have that edges {e (c) } cELoURl (respectively,
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edges {e(c)}cERoUL1) lie on one directed path in T. Obviously, if one of the sets La U R 1

and Ro U £1 is empty, then T has only one branch and we are done. In what follows we

will show that if both these paths are non-empty, then they do not share any edges.

Claim 4. For every two characters c E £1 and c' E R1, if there is an edge (c, c') in GA

then e(c) and e(c') are incomparable.

Pr·oof. Since c, e' conflict in A[K], A[e, e'] contains all pairs [0,1], [1,0] and [1,1]. After

the removal of all rows containing x from A[K], since x[e, e'] is [1, 1]' the pairs [0, 1] and

[1,0] are still contained in (A[K] - x)[c, c']. By Observation 2, we have that e(c) and e(c')

are incomparable. 0

Claim 5. For ever'y two character's e E £0 (e ERa) and e' E £1 (e E R1), either e(e)

and e(c') are incomparable or e(c') ::5 e(c) or (A[K] - x)[c, c'] contains only pairs [0,0] and

[1,1] (i.e., the columns c and c' are identical in A[K] - x).

Proof. Since c and c' lie in the same partition, they do not conflict in A[K]. Since x[e, e']

is [0,1], A[c, c'] cannot contain both pairs [1,0] and [1,1]. Since A[K] - x contains 1 in

column c, (A[K] - x)[c,c'] must contain at least one of the pairs [1,0] and [1,1]. If it

contains [1,0] then since also column c' contains 1, (A[K] - x)[c, e'] must contain also pair

[0,1]. Then, by Observation 2, e and e' are incomparable. If it contains [1,1] and also

[0,1] then e(e') ::5 e(c). Otherwise, it contains only pairs [0,0] and [1,1]. 0

Claim 6. For every two characters e E £1 and c' E R 1 , there is an edge (c,c') in GA.

Proof. Assume for contradiction that e and e' are not connected by an edge in GA. Since

x[e, e'] is [1,1], A[c, e'] cannot contain both pairs [0,1] and [1,0]. Consequently, since

A[K] - x contains l's in both columns c and e', (A[K] - x)[e,e'] must contain the pair

[1,1]. First, assume it contains only pairs [0, 0] and [1,1]. Then the columns e and e' are

identical in A, hence they must have the same set of neighbors in the conflict graph GA.

This is a contradiction, since they lie in different partitions of the bipartite graph K.

Therefore, we can assume that (A[K] - x)[e, e'] contains also exactly one of the pairs

[0,1] and [1,0]. Without loss of generality, assume that it is [0,1]. By Observation 2,

e(e') ::5 e(c). Since, K is connected, e' must have a neighbor in L o U £1. First, assume it

has a neighbor e" E £1. By Claim 1, e and e" lie on the same directed path starting in the

root. Since e(e') ::5 e(e), e' lies on this path too. By Claim 4, e' and e" are incomparable,

a contradiction. Second, assume e' has a neighbor e" E Lo. By Claim 3, e(e") ~ e(e'). We

have e(e") ~ e(e') ::5 e(e). By Claim 5, this is possible only if (A[K] - x)[e, e"] contains
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only pairs [0,0] and [1,1]. By Observation 2, (A[K] -x)[e,e'] contains only pairs [0,0] and

[1,1] as well, a contradiction with the fact that e(e') j e(e). D

It follows by Claims 4 and 6 that any edge in {e(encELl is incomparable with any edge

in {e(e)}cERI' To finalize the separation of the path containing edges in {e(e) }cELoURI from

the path containing edges in {e(c)}cERoULI we need to strengthen Claim 5.

Claim 7. For' every two characters c E L o (c E Ro) and c' E L 1 (c E R 1), e(c) and e(c')

ar'e incompamble.

Proof. Consider two characters c E L o and c' ELI. Since K is connected, there is a

neighbor e" E R 1 of c in K. By Claim 3, e(c) j e(c"). By Claims 6 and 4, e(c') and e(c")

are incomparable. Then either e(c) ::::: e(c'), or e(c) and e(c') are incomparable. The first

case is not possible by Claim 5. D

By the above claims it follows that the edges in {e(CncELoURI lie on one directed

path, and no edge in {e(CncERoULI lies on this path, and vice versa. Hence, if these two

paths share any common edge, such an edge cannot be labeled by any character in K,

i.e., it must be unlabeled which is the contradiction with the definition of the galled-tree

networks. D

In the proof of Lemma 4, we proved several important properties related to the struc­

ture of the component K of the conflict graph to the sequence x. We summarize them as

follows:

Lemma 6. Assume that a component K of GA is bipartite and A[K] - x has no conflicting

characters for some x 1= OIKI. Let Land R be the two bipartitions of K. For i = 0, 1,

let L i (Ri) be the set of all eEL (c E R) such that x[c] = i. Then K does not contain

any edge between sets L o and Ro, and a subgraph of K induced by vertices L 1 URI is a

complete bipartite gmph.

In the following theorem we show that if a component of the conflict graph G A satisfies

both conditions of Theorem 3 then there is a gall explaining A[K].

Theorem 7. If a component K of GA is bipartite with partitions Land R, A[K] - x

has no conflicting characters for some x 1= OIKI and all vertices in L are smaller than all

vertices in R, then A[K] can be explained by a galled tree containing one recombination

cycle (gall) moted in the node with label OIKI and having x as the label of the r'ecombination

ver·tex,
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Proof. By Lemma 4, there is a phylogenetic tree T explaining A[K] - x with at most two

branches. Let B p be the branch containing edges labeled with characters in L 1 U Ro, and

Bs the branch containing edges labeled with characters in R 1 U Lo. If one of these two

sets is empty then one of the branches is empty as well. Furthermore, the vertex labeled

OIK] is the only vertex shared by Bp and Bs. Now, we will add a recombination vertex z

into T. Let yp (Ys) be the last vertex on the branch B p (Bs ). Add two recombination

edges (yp, z) labeled P and (Ys, z) labeled 5, d. Figure 3.1. Set the recombination point

r z to any character in {p + 1, ... , q}, where p is the maximum character in Land q is the

minimurn character in R. We will show that the label of recombination vertex z is x, i.e.,

the gall explains the matrix A[K].

z

Figure 3.1: Construction of recombination cycle using two branches B p and Bs of the
perfect phylogenetic tree for A[K] - x.

The label of z is formed by concatenating the first T'z - 1 characters of P( z) (see

Definition 7) with the last IKI - r z + 1 characters of 5z . The label P(z) (respectively,

S(z)) has 0 (respectively, 1) in every position c E R1 U Lo and 1 (respectively, 0) in every

position cELl U Ro. The label of z at position c E Lo comes from P(z), hence it has

value O. Similar arguments show that the label of z agrees with x also on all remaining

positions, as required. D

In the following we define a compressed matrix which will be used to build a phylo­

genetic network. Note that the compressed matrix is similar to the pass-through matrix

[52]. However, the pass-through matrix does not contain columns for components of the

conflict graph which are singletons.

Definition 13. Let K 1 , ... , K k be the components of the conflict graph GA. The com­

pressed matrix CA is the n x k binary matrix with columns labeled by K 1 , ... , K k . It has

1 in row i E {l,oo.,n} and column K j , j E {l,oo.,k}, if and only if the row i in A[Kj ]

contains at least one 1.

LeIllIlla 8. The compr-essed matr-ix CA has no conflicting character-so
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Proof. Let K j and Kj' be two components of GA. Suppose by a way of contradiction K j

and Kj' conflict in CA, i.e., there are rows rl,r2,r3 containing pairs [1,1]' [1,0], [0, 1] in

CA [Kj , Kj/]' respectively. By definition of CA, there are characters e E K j and d E Kjl

such that the matrix A has the pair [1, 1] in the row rl. Suppose first that columns e and

d are identical in A. Then they have to have the same neighborhood in the conflict graph.

Since, they are in different components, these two components must be trivial (singletons).

However, this implies that the columns K j and Kjl are identical in CA, a contradiction.

Hence, by Observation 2, A[e, d] is either aI-free or la-free.

Assume that A[e, d] is la-free. The other case is symmetric, In the following claim we

will show that for every e E K j , A[e, d] is also la-free.

Claim 8. For every c E K j and d E Kj',

• if A[e, d] is la-free then A[e, d] is also 10-free for every e E K j ,.

• if A[c, d] is Ol-free then A[e, d] is also Ol-free for every dE Kj'.

Proof. We will show only the first part of the claim. The second follows by symmetry. If

e is the only vertex in K j , we are done. Otherwise, let e' be a neighbor of c, i.e., c and e'

conflict. Hence, there are rows rl and r2 containing pairs [1, 1] and [1, 0], respectively, in

A[e, e']. Since A[e, d] is la-free, the two rows must contain 1 in A[d]. Since A[e', d] contains

pairs [1,1] and [0,1] in rows rl and r2, and e' and d do not conflict, A[e',d] is la-free. By

applying the argument recursively on remaining characters in K j , the claim follows. 0

Now, let us consider row r2. Since 7'2 contains the pair [1, 0] in CA, by definition of

CA, there is a character e' E K j such that A[e', d] has the pair [1, 0] in this row. This

contradicts the fact that A[e', d] is la-free and proves the lemma. 0

It follows that the compressed matrix CA can be explained by a perfect phylogenetic

tree. We will use this tree to construct the galled-tree network explaining A. Recall

that a perfect phylogenetic tree with a fixed root is unique up to order of edges labeled

with characters having identical columns in the input matrix. From all phylogenetic trees

explaining CA we want to pick one satisfying the following condition:

Definition 14. A phylogenetic tree T explaining CA is called sOT'ted if for every two

identical columns K j and Kj' such that component K j is a singleton and component Kj'

has at least two vertices in the conflict graph, e(Kj) --< e(Kj')'

The following lemma shows that sequences in rows of A behave nicely with respect to

edges in a sorted phylogenetic tree T explaining the compressed matrix CA,
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Lemma 9. Let T be a sorted phylogenetic tree explaining the compressed matrix CA.

Assume that e(Kj ) -< e(Kjl) in T for some components Kj and Kj' in GA. Consider all

rows containing a 1 in A[Kj']' i.e., having 1 in CA[Kj']. Then all sequences in these mws

in A[Kj] ar'e identical and diffeTent from the all-O sequence.

Proof. Since e(Kj ) ::S e(Kj'), CA[Kj,Kj'] is Ol-free. Obviously, for every row having 1

in CA[Kj/], the sequence in A[K j ] cannot be the all-O sequence. We will show that those

sequences over all such rows are identical. Suppose by a way of contradiction there exist

rows r1 and r2 and characters e E Kj and d, d' E Kj' such that A[e, d] contains pair [1,1] in

row r1 and A[e, d'] contains pair [0,1] in row r2. Since, e and d are in different components,

A[e, d] is either Ol-free or la-free.

First, assume A[e, d] is Ol-free. By Claim 8, it follows that A[e, d'] is also aI-free, a

contradiction.

Second, assume that A[e,d] is la-free. By Claim 8, for every character e' E K j , A[e',d]

is also la-free. If Kj' is a singleton, then since T is sorted, either columns K j and Kj'

are not identical in CA, or Kj is singleton as well. In the first case, since CA [Kj , Kj/] is

Ol-free, they contain the pair [1, 0]. Therefore, there is a row r3 which has the pair [1, 0]

for some column e' E Kj and d in the matrix A. This is a contradiction since A[e', d] is

la-free. In the second case, the columns K j and Kjl in CA and columns e and d in A are

all identical. Hence, all rows containing 1 in CA[Kj'], have A[Kj] = [1]' and the claim

follows.

Now, assume that Kjl is not a singleton. Let d" E Kjl be a character conflicting d. It

follows that there is the pair [1,0] in A[d",d] in row r. Since for every character e' E K j ,

A[e',d] is also la-free, A[Kj] contains only a's in r. Hence, CA [Kj , Kj/] contains [0,1] in

r, a contradiction. D

The following algorithm constructs a galled-tree network N A from a sorted phylogenetic

tree for CA.
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Figure 3.2: Replacing an edge labeled K j with a gall Qj.
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Algorithm 1.

Input: An n x m binary matrix A satisfying assumptions of Theorem 7.

35

1. Construct a sorted phylogenetic tree T of CA and for every component K j , j E

{I, ... , k}, of GA, construct the gall Qj explaining A[Kj ].

2. In top-down fashion process every edge (u, v) labeled Kj. If K j is a singleton, i.e.,

K j = {c}, replace the label of (u, v) by c. Otherwise, replace the edge with a gall

Qj for K j as follows (cf. Figure 3.2):

2.1 Remove edge (u, v).

2.2 Identify the coalescent node of the gall Qj with u.

2.3 For every edge (v,w) labeled Kjl, consider any row r containing 1 in CA[Kj'].

Let s be the sequence in A[Kj ] in row r. By Lemma 9, s i- OIKjl. Since Qj

explains A[Kj ], it contains a vertex v' i- u labeled s. Remove the edge (v, w),

add the edge (v', w) and label it Kj"

2.4 Remove vertex v.

3. To obtain a proper labeling of vertices in N A, compute new labels of length Tn using

the procedure described in the definition of galled-trees.

The following lemma shows that the algorithm produces essentially unique answer.

More precisely,

Lemma 10. After constructing a sorted phylogenetic tree T of CA and galls Qj 's for every

component K j of GAin Step 1 of Algorithm 1, the T'emaining constT'Uction of the algoT'ithm

pmduces unique result (the T'esulting galled-tree network depends only on selection of T and

Qj's).

Pmof. The only choice we have in the remaining steps of the algorithm is in Step 2.3 when

we can choose any row l' containing 1 in CA[Kj']. The selection of vertex v'to which we

attach w depends on the sequence s in row l' of the matrix A[Kj ]. However, by Lemma 9,

for every row 1" containing 1 in CA[Kjl]' the sequence in row 1" of the matrix A[K j ] is also

s. D

The question of how many different galls are there for a matrix A[Kj ] was studied by

[54]. It was shown that there are at most three different galls, and if there are enough

characters in Kj, there is only one gall explaining A[Kj ]. Also note that the phylogenetic

tree T is unique up to arrangement of characters with identical columns on edges. For our

purposes, the fact that Step 2.3 can be performed only in one unique way is sufficient to

show that N A explains A.
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Theorem 11. Assume that every non-trivial (with at least two vertices) component K of

GA is bipartite with partitions Land R, A[K] - x has no conflicting characters for some

x i- OIKI and all ver·tices in L ar'e smaller' than all ver·tices in R. Then the galled-tr'ee

network N A constr-ucted in Algorithm 1 explains A.

Pmof. Let T be a sorted phylogenetic tree explaining CAused to build the galled-tree

network NA. Let K 1 , ... , K k be the components of the conflict graph GAin the order

they were processed in Algorithm 1. It is sufficient to show that for every row r in A, the

sequence s in this row appears in N A.

We will define a sequence of k + I matrices CA = M o, M 1 , ... , M k = A and a sequence

of k + I galled-tree networks T = No, N1, ... , N k = NA. Note that Nj explains M j when

j = O. We will prove that this is so for every j E {O, ... , k} by induction on j. The

theorem will follow. Let us start with definition of the two sequences.

The matrix Mj is a concatenation of CA [Kj+1 , ... , Kk] and A[K1 U··· U K j ], i.e.,

The matrix M j can be also obtained from M j - 1 by removing its first column K j and

inserting columns of A[Kj] inside of A[K1U·· ·UKj - 1] to their correct positions (preserving

relative order in A).

Note that since A does not contain any all-O column, neither does CA, and hence

T contains an edge for every label K j . The network N j is constructed from N j -1 by

processing an edge labeled Kj as described in Algorithm I and updating all labels of

vertices. The new network is defined on the set of characters of Mj, i.e., instead of

character Kj it has characters contained in component Kj, and the order of the new set

of characters (on each label) is consistent with the order of columns in M j •

Assume that N j - 1 explains M j - 1. We will show that also N j explains M j . First,

assume that K j = {e} is a singleton. Take a sequence s in row r in M j and the sequence

s' in the same row in MJ-1. By induction, there is a vertex v in N j - 1 labeled s'. Consider

the label of the vertex v in Nj. Since the order of character labels in N i and columns in

M i , i = {j - I,j}, is the same; the column K j in M j - 1 is identical to column e in M j ;

and the edge labeled Kj in Nj-1 is relabeled to e in N j , the label of v is s.

Second, assume that K j has at least two elements. Let (u, v) be the edge in Nj-1

labeled K j . Take a sequence s in row r in M j and the sequence s' in the same row in

M j - 1. By induction, there is a vertex z in Nj-1 labeled s'. If s'[Kj ] = 0, then z is not

a vertex in the subtree of N j - 1 rooted at v (recall by order of components, this is indeed

a tree). For every e E K j , s[e] = 0 and s[e] for the remaining characters is the same as

s'te]. Let I be the label of z in N j . It is easy to see that for every character e ~ K j , l[e] is
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the same as s'[e]. Since, z in N j is not a vertex in Qj - U, neither a vertex in any of the

subtrees attached to Qj, for every e E K j , l[e] = O. Hence, l = s.

Now, assume that s'[Kj ] = 1, i.e., z lies in the subtree of N j - 1 rooted at v. First,

assume that z = v. The sequence s[Kj] is a row in the matrix A[Kj]. Since Qj explains

A[Kj], there exists a vertex v' E Qj with label s[Kj ]. Let l be the label of v' in Nj.

Obviously, for every e E Kj, l[e] = s[e]. On the other hand, for the remaining characters

e ~ K j , l[e] = s'[e] = s[e]. Hence, again l = s.

Finally, assume that z lies in a subtree rooted at w, where w is a child vertex of v in

N j- 1 . Let Kj' be the label of the edge (v, w) in N j- 1. In Nj, w is connected to a vertex

v' E Qj. By Lemma 10, we can assume that v' was chosen in Step 2.3 of the algorithm

using the row r. Indeed, since z with label s' lies in the subtree rooted in w in N j - 1 ,

s' [Kj'] = 1 and as before, obviously, sand s' agree on all characters e ~ Kj. By the

construction, the labell' of v' in Qj is s[Kj], and hence also for every e E K j , l'[e] = s[e].

Since z lies in the subtree rooted at v' in Nj, the same hold also for labell of z in N j , i.e.,

for every e E Kj, l[e] = l'[e] = s[e]. For the remaining character e ~ K j , as before we have

l[e] = s'[e] = s[e]. Hence, l = s. 0

It is known that the number of galls in any galled-tree network explaining A is at least

the number of non-trivial components in the conflict graph G A [54]. Since the galled-tree

network constructed by Algorithm 1 has exactly this number of galls, the constructed

network is optimal.

Obviously, by Theorem 7, Algorithm 1 cannot fail to construct a galled-tree network

N A, and by the above theorem, the constructed network explains A. Hence, we have the

following corollary.

Corollary 1. If every non-trivial component K of GA is bipartite with par"titions Land

R, A[K] - x has no conflicting chameters for" some x i- OIKI and all ver·tices in L are

smaller than all vertices in R, then there exists a galled-tree network explaining A.

Combining the above corollary with the results of [54], Theorem 3 follows.

In the case r i- am, based on the discussion at the beginning of this section, there is

a galled-tree network rooted at r if and only if the inverted matrix satisfies condition of

Theorem 3. To formulate the characterization directly for A, we need to slightly redefine

the concept of conflict graph, referred to as incompatibility gmph.

Definition 15. (Incompatible characters) Given an n x m binary matrix A, two char­

acters/columns e and e' are incompatible in A if A[e, e'] contains four rows with all four

possible pairs.
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Definition 16. (Incompatibility graph) Given an n x m binary matrix A, the incompati­

bility graph H A has the vertex set {I, ... , m} and an edge between any pair of incompatible

characters.

In the following, by A+r we mean the matrix obtained from A by appending the row r.

Note that the incompatibility graph of A +om is the conflict graph of A, and consequently,

the incompatibility graph of A + r is the conflict graph of the matrix obtained by inverting

A with respect to r. Hence, we have the following corollary.

Corollary 2. Given an n x Tn binary matrix A, ther'e exists a galled-tree networ'k with

the root labeled r E {O,1}m explaining A if and only if every nontrivial component K of

the incompatibility graph HA+r satisfies the following conditions:

1. K is bipartite with partitions Land R such that all characters in L are smaller than

all characters in R; and

2. there exists a sequence XK i- r[K] such that (A + r)[K] - XK has no incompatible

chamcteT'S.

3.2 Characterization of the Existence of a Galled-Tree Net­

work in the Root-Unknown Case

In this section we will give a complete characterization of the existence of a galled-tree

network explaining a given matrix A when the root sequence r is unknown. The char­

acterization is in fact a simple consequence of Corollary 2 since it is enough to find a

sequence r for which the conditions of the corollary are satisfied, and conversely, if such a

galled-tree network exists then such r must exists by the corollary.

Theorem 12. Given an n x m binary matrix A, there exists a galled-tree network ex­

plaining A if and only if ther'e exist r E {O,1}m such that for every nontr'ivial component

K of the incompatibility gmph H A+r satisfies the following conditions:

1. K is bipar'tite with partitions Land R such that all chamcter's in L are smaller than

all chamcter's in R; and

2. there exists a sequence XK i- r[K] such that (A + r)[K] - XK has no incompatible

chamcters.

In [50], it is shown that if there exists a galled-tree network for a matrix A then there

exists one with root labeled by a row of A. This result allows us to reformulate the above

theorem in a more concise way as follows,
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Corollary 3. Given an n x m binary matrix A, there exists a galled-tree network explaining

A if and only if there exists a row rEA such that for every nontrivial component K of

the incompatibility graph HA satisfies the following conditions:

1. K is bipartite with partitions Land R such that all characters in L are smaller than

all characters in R; and

2. There exists a sequence XK i- r[K] such that A[K] - XK has no incompatible char'­

acters.

3.3 Bi-Inclusiveness

[54] introduced an interesting necessary condition for the existence of a galled-tree network,

called bi-convexity.

Definition 17. A bipartite graph K with partitions Land R is convex for' R if the vertices

in R can be ordered so that, for each vertex i E L, N(i) forms a closed interval in R. That

is, i is adjacent to j and j' > j in R if and only if i is adjacent to all vertices in the set

{j, ... ,j'}. A bipartite graph is called bi-convex if sets Land R can be ordered so that it

is simultaneously convex for L and convex for R.

They used bi-convexity to design a fast algorithm for the site consistency problem for

a matrix A if there is a galled-tree network explaining A. The site consistency problem

for a matrix A is to find a minimum number of columns whose removal from A results

in a perfect phylogeny. The problem was introduced and shown to be NP-complete [21].

The problem reduces to finding a minimum vertex cover in the conflict graph GA. For

bipartite graphs, the vertex cover can be found in polynomial time and for bi-convex

graphs in O(m2 ) time (recall that m is the number of vertices in the conflict graph) [27].

It was conjectured by [54] that to find a minimurn vertex cover of a bi-convex graph can

be done in linear time. We present a new necessary condition, bi-inclusiveness, which is

stronger than bi-convexity (it implies bi-convexity but not other way round) and observe

that the minimum vertex cover of a bi-inclusive graph can be found in linear time.

Definition 18. We say that a collection of sets forms a chain, if there is an order 51, ... ,5k

of sets such that 51 ~ 52 ~ ~ 5k . A bipartite graph K with partitions Land R is bi-

inclusive if the sets N(xd, , N(Xk) form a chain, where N(x) denotes the neighborhood

of x, L = {x 1, ... , Xk} .

Note that it is easy to check that the swapping of partitions does not change the

property whether K is bi-inclusive or not.
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The next theorem shows that if a matrix A satisfies the sufficient and necessary condi­

tions of Theorem 3, i.e., A can be explained by a galled-tree network, then every component

of the conflict graph GA is bi-inclusive.

Theorem 13. Given an n x m binary matrix A, if a component K of GA is bipartite and

A[K] - x has no conflicting characters for some x i- OIKI, then K is bi-inclusive.

Pr·oof. By Lemma 6, for every c E La, N(c) ~ R 1 and for every cELl, R 1 ~ N(c).

Therefore, it is enough to show that sets {N(C)}cELo (respectively, sets {N(e)}cELJ form

a chain.

Consider e, c' E Lo such that e(e) j e(e'). We will show that N(e') ~ N(e). For this,

let d E R1 be such that c' and d conflict. Since x[e', d] is the pair [0,1]' there are rows 1'1

and 1'2 in (A[K] -x)[c',d] containing pairs [1,0] and [1,1], respectively. Since e(c) j e(c'),

the rows 1'1 and 1'2 in A[e, e', d] have triples [1,1,0] and [1,1,1]' respectively. Since, x[e, d]

is the pair [0,1]' characters e and d are in conflict as well, d. Figure 3.3 (a). Since, edges

in {e(eho lie on one directed path, the corresponding sets {N(e)}cELo form a chain.

c c' d c c' d

0 0 1 x 1 1 o x

1'1 1 1 0 1'1 0 0 1
1'2 1 1 1 1'2 1 0/1 1

1'3 1 1 1
(a) (b)

Figure 3.3: The submatrix A[e,e',d] showing that: (a) if e,e' E Lo: if e' conflicts with d
then so does e; (b) if e, e' E L 1: if e conflicts with d then so does e'.

Now, consider e, e' E L 1 such that e(c) j e(c'). We will show that N(e) ~ N(c').

Since, both sets contain R 1 as a subset, it is enough to show that for every d E Ro if c and

d conflict then also e' and d conflict. Since x[e, d] is the pair [1,0], there are rows 1'1 and 1'2

in (A[K] - x)[e, d] containing pairs [0,1] and [1,1], respectively. Since e(e) j e(e'), the row

1'1 in (A[K] - x)[e, e', d] have triple [0,0,1]. If the triple in the row 1'2 is [1,1,1]' e' and d

conflict and we are done. Otherwise, the row 1'2 in A[e'] contains 0. Since, K is connected

the column c' in A[K] - x must contain 1 in some row 1'3. Since e(c) j e(c'), row 1'3 in

A[e] contains 1. Since A[K] - x has no conflict, the triple in the row 1'3 in A[e, e', d] is

[1,1,1]. Now, x and the rows 1'1 and 1'3 give a conflict between e' and d, d. Figure 3.3(b).

Since, edges in {e(ehl lie on one directed path, the corresponding sets {N(e)}cEL
1

form

a chain. o

Since bi-inclusive graphs are chordal bipartite graphs, a minimum vertex cover of a
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bi-inclusive graph can be found in linear time given some additional information on the

graph [27]. Hence we have the following.

Observation 3. A minimum vertex coveT in a bi-inclusive gmph can be found in O(m log m)

time and in linear time (O(m)) if the chain order of vertices in one partition is given.

Proof. Let Land R be the two bipartitions of a bi-inclusive graph. Let Xl, ... ,Xg be the

order of vertices in L such that N(xd 2 N(X2) 2 ... 2 N(xg) and Yl, .. ·, Yr be the order of

vertices in R such that N(Yl) 2 N(Y2) 2 '" 2 N(Yr). Let 5 <;;;; LUR be a minimum vertex

cover. We observe that if Xi E 5, then also Xj E 5 for every j < i. Indeed, N(Xi) <;;;; N(xj)

and if Xj 1:. 5, then all vertices in N(xj) must be in 5. Obviously, after removing Xi

from 5 we would obtain a smaller vertex cover, which would be a contradiction. Hence,

5 n L = {Xl,"" xd for some i ~ £, and similarly, 5 n R = {Yl,"" Yj} for some j ~ T.

Moreover, there is no edge between L \ 5 and R \ 5. It is enough to find for every i, the

smallest j(i) such that (Xi+l,Yj(i)+l) is not an edge. The minimum cover are the sets Li

and Rj(i) with the minimum sum i + j(i). Obviously, j(i) = deg(xi+l)'

Assuming we know the order and degree of vertices in one bipartition of the bi-inclusive

graph, one can find the minimum vertex cover in linear time. If we know only degrees, to

find the order of vertices, it is enough to sort vertices in one partition by their degree. D

The following example shows that bi-inclusiveness is not sufficient to guarantee exis­

tence of a gall.

Example 3. Consider the following matrix A and its conflict graph

Cl C2 C3

rl 1 0 0
r2 1 1 0
r3 1 1 1
r4 0 1 1
r5 0 1 0

Obviously, the conflict graph of A is bi-inclusive. However, there is no sequence X such

that A - X has a perfect phylogeny. On the other hand, if we delete row r2 from A, the

conflict graph of the new matrix A' remains the same, but there is a sequence X (either

x = 100 or x = 111) such that A' - x has a perfect phylogeny. We can learn from this

example that the conflict graph does not contain enough information to decide whether

there is a galled-tree network explaining a given matrix.



Chapter 4

A Polynomial Algorithm for One

Special Case of the Galled-Tree

Network Haplotyping Problem

The problem of determining haplotypes from genotypes has gained considerable promi­

nence in the research community. Present algorithmic tools for haplotyping make effective

use of phylogenetic trees ([48, 8, 16,30, 24]). Based on some experimental results ([85,60]),

they assume that the evolutionary history for the original haplotypes, that fOrIn the cur­

rent genotypes, satisfies the perfect phylogeny model. However these results do not fully

exclude recombinations and models are needed that incorporate this extra degree of com­

plication. Recently, Gusfield studied the two cases: haplotyping via imperfect phylogenies

with a single homoplasy and via galled-tree networks with one gall ([94]). In Chapter 3

we characterized the existence of the galled-tree networks. Building on this, we present

a polynomial algorithm for haplotyping via galled-tree networks with simple galls (hav­

ing two mutations) ([44]). In the end, we give the experimental results comparing our

algorithm with PHASE on simulated data.

4.1 Inferring Haplotypes via Galled-Tree Network

In Chapter 2 we introduced both the perfect phylogeny haplotyping (PPH) problem and

galled-tree network haplotyping (GTNH) problem.

Given a genotype matrix A, for every x, y E {O, I}, recall that a pair of columns Cl, C2

induces [x,y] in A, if A[Cl,C2] contains at least one of the pairs [x,y], [2,y] or [x,2]. We

can define a conflict graph for genotype matrix A similarly as for haplotype matrices by

42
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relaxing the notion of conflict. In particular, character Cl and C2 conflict if they induce

[0,1], [1, 0] and [1,1] in A, Note that the conflict graph of every haplotype matrix inferred

from A contains all edges of the conflict graph of A.

The next theorem by Bafna et al. characterizes the perfect phylogeny haplotyping

problem. We give some notations before stating the theorem.

Definition 19. Given a genotype n x m matrix A, find a 2n x m haplotype matrix B

that is inferred from A. Let XA = {Xr{Cl,CZ}; A(r, cd = A(r, C2) = 2} be a set of Boolean

variables. For brevity, we will abuse notation and refer to variable Xr{Cl,CZ} by Xrcjcz' The

value of the variable XrClCZ determines the way how the pair of 2's in the row r and columns

Cl and C2 is resolved. Define assignment IB : XA -t {O, I} as follows. Let IB(xrCjcz ) = 0

if the pair is resolved equally in B, i.e, (2 2) --+ G~). and IH (x"",) ~ 1 if the pair

is resolved unequalIy in n, i.e, (2 2) --+ (~ ~). Not.e that. specifying the ll.'lsignment.

IB is equivalent to specifying the matrix B (up to swapping rows 2i - 1 and 2i, for any

iE{I,oo.,n}).

Theorem 14. (Bafna et al.[8]) Given a genotype matrix A, there is a solution to PPH

problem on A if and only if no two columns Cl, C2 induce all three pairs [1,1]' [0,1] and

[1,0] in A, and there exists an assignment I B such that

(3) for' every x rCjcz E XA, IB(XrCjcz ) = 1 if Cl, C2 induce both [0,1] and [1,0] in A; and

When considering the GTNH problem, the above rules (except for (4)) do not apply

since violating rules (1 )-(3) just creates a conflict between corresponding columns / characters

in B. Based on the above characterization by Bafna [8], we have the following lemma about

the relationship between the conflict graph of B and the assignment IB.

Lemma 15. Given a genotype matrix A, infer a matrix B. For every XrCjcz , XrCjC3'

xrcZc3 E XA, IB(xrClcz) + IB(xrcjc3) + IB(xrczcJ = O. In addition, characters Cl, C2 conflict

in B if and only if at least one of the following is true:

(e1) Cl, C2 induce all three pairs: [1,1], [0,1] and [1,0] in A;
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4.2 A Special Instance of GTNH Problem

The GTNH problem seems to be very hard, hence we consider a special instance of this

problem. We restrict the problem on genotype matrices which satisfy a structural condi­

tion called the weak property: Given a genotype matrix A, we say that A has the weak

property if ever-y pair· of chamcter-s containing [2,2] induces either- both [0,1] and [1,0], or­

[1, 1]. For- any two columns Ci, Cj, let indicator aij be 1 if Ci, Cj induce [0, 1] and [1,0], and

0, otherwise. Note that in the second case, they have to induce [1,1].

Let us state two observations about the weak property. First, a genotype matrix with

the weak property has the following useful feature: if Band B' are two haplotype matrices

inferred from A such that IB(xrClc2 ) ~ IB,(xrClc2)' for some xrclc2 E XA , then Cl and C'2

conflict either in B or in B'. Second, note that the weak property is equivalent to the

following condition: "every column containing 2 must also contain I" (under assumption

that A does not contain any rows with only one 2 which are easy to eliminate from the

matrix without affecting the solutions to the problem). Hence, this property is not very

restricting. Indeed, the data set presented in [20] and most of the simulation data sets

which we randomly generated genotypes from Hudson's simulation program [61] satisfy

the weak property.

We further simplify the problem by requiring that the solution is a galled-tree network

with galls containing two mutation edges. We call such networks simple GTN and the

problem of deciding whether a genotype matrix can be explained by a simple GTN, the

SGTNH problem. We will show that the SGTNH problem is polynomial for matrices with

the weak property.

Theorem 3 gives a simple characterization of haplotype matrices which can be ex­

plained by a simple galled-tree network. In particular, we have the following observation.

Observation 4. Given a haplotype matrix B, B can be explained by a simple galled-tree

networ-k if and only if every non-trivial component of the conflict graph of B has two

vertices (B contains only isolated edges). Furthermor-e, given a genotype matrix A, if A

can be explained by a simple galled-tree network then the conflict graph of A contains only

isolated edges.
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Hence, from now on we assume that the conflict graph of A has only isolated edges

(otherwise, the algorithm reports fail). Let us call such a matrix simple conflicts genotype

matrix. A haplotype matrix B explainable by an SGTN inferred from a genotype matrix

A will be called a solution.

4.3 The Algorithm

Our algorithm has three phases. In the first phase, it will produce a genotype matrix A'

from A (by replacing some rows with 2's with rows inferred from them) such that A' can

be explained by a SGTN if and only if A does, and each row of A' has either zero, three

or four 2's. In the second phase, we will further replace more rows with 2's so that a new

genotype matrix A" satisfies a special condition (SC) (described later). In the last phase,

the algorithm will infer B from A" (if possible) using a reduction to a hypergraph covering

problem. Finally, a solution for A" can be easily transformed to a solution for A.

4.3.1 Phase 1: Eliminating Rows with Less than Three or More than

Four 2's.

Using the above claims we have the following procedure converting matrix A to matrix A'

with desired properties.

Procedure 1. Elimination of less than three or more than four 2's in rows.

1. Replace every row r with one 2 (two 2's) with the 2 x Tn matr'ix R inferr'ed fmm 7'

(such that 1R(xrQC2 ) = aij).

2. For every row r with 2's in columns Cl, C2, . .. , Ck, where k 2: 5:

(a) For every 5-tuple Ci, .. . , Ci+4, where i = 1, ... ,k-4, replace row r in A[ci,' .. , Ci+4]

with all (16) possible inferrings ofr[ci,"" Ci+4] to obtain 16 matrices Ai, ... , A 16 .

(b) Find the matrix Aji whose conflict graph has only isolated edges. It can be

proved that at most one of our matrices has this property. If there is no such

matrix, the original inferring problem has no solution: r'eport fail. Other'wise,

the matrix Aji detennines unique values of I B (Xrcpcq) in every solution B, for

every p, q E {i, ... , i + 4}.

(c) If the values of IB(xrcpcq) forp,q E {1, ... ,k} are determined consistently over

all 5-tuples considered, replace r by two rows inferred from r according to these

values. Otherwise, there is no solution: report fail.
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In order to prove the correctness of Procedure 1, we have the following claims, and

their proofs respectively. They state that rows in A with one, two or more than four 2's

can be inferred to A' such that A' has SGTNH solution if and only if A has.

Claim 9. Given an n x m genotype matrix A, assume that A has a row l' which contains

one 2. Let A' be the matrix obtained from A by replacing l' with the 2 x m matrix inferred

from r. Then A can be explained by a galled-tree network N if and only if A' can be

explained by N.

Proof. First, note that XA = XA', Hence, there is a one-to-one correspondence between

matrices Band B' inferred from A and A': IH = IH ,. The matrix B' can be obtained

from B by duplicating two rows which obviously does not affect whether the matrix can

be explained by a galled tree network. D

Claim 10. Given an n x m genotype matrix A with the weak property, assume that A has

a row r which contains exactly two 2 's (in columns C1 and C2). Let A' be a matrix obtained

from A by replacing l' with the 2 x m matrix R infen'ed from r such that I R (X,.Cj C2) = a12.

Then A can be explained by a simple galled-tree network if and only if A' can be explained

by a simple galled-tree network.

Proof. First, assume that A' can be explained by a simple galled-tree network N, l.e.,

there is a haplotype matrix B' inferred from A' which can be explained by N. Consider

a matrix B inferred from A such that I B = I B' U {(X"Cj C2 , a 12)}. Obviously, B' can be

obtained from B by duplicating the two rows 21'-1 and 21' (inferred from row r).Obviously,

B can be explained by N.

For the converse, assume that A can be explained by a simple galled-tree network

N, i.e., there is a haplotype matrix B inferred from A which can be explained by N.

By Observation 4, GB contains only isolated edges. It is easy to see that the conflict

graphs GHand G H' differ by at most one edge, in particular G H' might not contain the

edge (C1, C2)' Hence, GH' contains only isolated edges and by Observation 4, B' can be

explained by a simple galled-tree network. D

Next, we will deal with the rows with five or more 2's. We will say that two solutions

Band B' ag1'ee on set of characters C in row 1', if for every c, c' E C, I B (X,. ,) = IH' (X,. ,).
cc cc

Claim 11. Given a genotype matrix A with the weak prope1'ty, let l' be a row of A with

at least five 2 's, say in columns C = {C1' ... , C5}' Then either A cannot be explained by a

simple galled-tree netwo1'k, or every two solutions Band B' ag1'ee on C in 1', i. e., the1'e is

unique way 1'esolving these five 2 's in the row T.
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Proof. Assume to the contrary that there are two matrices B, B ' inferred from A explain­

able by an SGTN and two columns Ci,Cj E C such that IH(xrcicj) t IH,(xrcicj)' By

Observation 4, characters Ci, Cj conflict in at least one of the matrices Band B ' , say in

B" Let k1 , k2 , k3 be the remaining three characters in C" Since, B can be explained by

an SGTN, pairs Ci, Ck t and Cj, Ckt' t = 1,2,3, cannot conflict in B. By Observation 15,

for every t = 1,2,3, either IH(xrcickt) t IBI(xrciCkJ, or IH(xrcjckt) t IBI(xrcjckt)' Conse­

quently, by the weak property, either Ci, Ck t or Cj, Ck t conflict in B ' . Hence, there are at

least 3 conflicts in B ' among five characters in C, a contradiction. 0

4.3.2 Phase 2: Eliminating of Some Triples of 2's.

Now, we may assume that matrix A has zero, three or four 2's in every row. In this phase,

we will resolve rows with three or four 2's, if there is a unique way of doing that. The

following procedure converts matrix A'to matrix A" with zero, three or four 2's in every

row such that (SC): for every tr'iple of 2's in one mw, say in columns C1, C2, C3, the sum

of indicators ofc1,c2,c3 is 1 and the conflict graph of A" has no edges between C1,C2,C3.

Procedure 2. Elimination of triples of 2's not satisfying (SC).

1. For every mw with four 2's, say in columns C = {C1,C2,C3,C4}, such that at least

one triple fmm C has the sum of indicators 0 or at least one pair fmm C conflicts in

A', replace r by two mws inferred from r which do not violate any condition. Note

that it can be proved that this inferring is unique.

2. For every mw with three 2 's, say in columns C = {C1, C2, C3}, such that the sum of

indicators of C equals to 0 or at least one pair' fmm C conflict in A', r'eplace r by

two mws infer"Ted fmm r" which do not violate any condition. Again, this infer"Ting

is unique.

Observe that the conflict graphs of A' and A" are again isomorphic.

The following claims and their proofs show the correctness of Procedure 2. In particu­

lar, under certain circumstances, rows with three or four 2's in A has unique solution and

therefore can be preprocessed.

Claim 12. Given a simple conflicts genotype matrix A with the weak property, let r be a

mw with three 2's, say in columns C = {C1,C2,C3}. Then

(1) if the conflict graph of A[C] has one edge then there is a unique solution B for A[C];

(2) if the conflict graph of A[C] has no edge and the sum of indicators of C, a12 EB a23 EB

a13 = 0 then there is a solution B for A[C] which has no conflicts, and every other



CHAPTER 4. POLYTIME-ALGORITHM FOR A SPECIAL GTNH PROBLEM 48

solution B' for A agrees with B on C in r, i. e., there is a unique way how to resolve

these three 2's in the row r in A;

(3) if the conflict graph of A[C] has no edge and the sum of indicators of C, al2 EB a23 EB

al3 = 1 then there are thr"ee solutions B I , B 2 , B 3 for· A[C] such that CI, C2 conflict

only in B I (and not in B 2 and B 3 ), C2, C3 only in B 2 , and CI, C3 only in B3 , and

every solution B for A agrees with one of them on C in r.

Pmof. If the conflict graph of A[C] contains two edges then A is not a simple conflicts

genotype matrix. If it contains one edge then all solutions for A must agree on C in r,

case (1) of the claim. Assume now that the conflict graph of A[C] has no edges.

Let B be a matrix inferred from A. Then if aij EB IH(xrcicj) = 1, Ci and Cj conflict in

B. Observe that

First, assume that al2 EB a23 EB al3 = O. If B is a solution then al2 EB IB(Xrclc2) = a23 EB

IH(xrc2cJ = al3 EB IH(xrqc3) = 0, i.e., all solutions (if they exist) must agree on C in

r. In addition, it is easy to construct a particular solution B for A[C] satisfying the

requirements of case (2) of the claim as follows. Set IB(xrqc2 ) = a12, IB(xrc2c3) = a23 and

IB(xrqc3 ) = a13, resolve every other row containing three 2's in A[C] in the same way,

and then resolve every row containing two 2's in A[C] such that it will not introduce a

conflict (similarly as was done in Claim 10).

Second, assume that al2 EB a23 EB al3 = 1. If B is a solution then exactly one of

al2 EB IB(XrclcJ, a23 EB IB(xrc2c3) and al3 EB IB(xrqc3) is equal to 1, Le., exactly one pair

in C is in conflict in both B[C] and B. In addition, it is easy to construct particular

solutions B I , B 2 , B 3 for A[C] satisfying the requirements of case (3) of the claim as in the

previous case. 0

Claim 13. Given a genotype matrix A with the weak property, let r be a row with four

2's, say in columns C = {CI,C2,C3,C4}. Then

(1) if the conflict graph of A[C] contains at least one isolated edge then there is a unique

way how to resolve these four 2's in the row r,o

(2) if the conflict graph of A[C] contains no edge then there ar·e at least two tr·iples in C

with the sums of indicator·s equal to 0 or all four triples have the sums of indicator·s

equal to 1. In the former case there is a unique way how to resolve these four 2's

in the TOW r. In the later case there are three solutions B I , B 2 , B 3 for A[C]: pairs

CI,C2 and C3,C4 conflict only in B I (and not in B 2 and B 3 ), pairs C2,C3 and CI,C4



CHAPTER 4. POLYTIME-ALGORITHM FOR A SPECIAL GTNH PROBLEM 49

only in B'2, and pairs Cl, C3 and C'2, C4 only in B 3 , and every solution B for A agrees

with one of them on C in r.

Proof. If the conflict graph of A[C] contains two adjacent edges then the matrix A is not

a simple conflicts genotype matrix. Second, assume that it contains at least one isolated

edge, say Cl, C2. Then, by Claim 12, triples of 2's in Cl, C2, C3 and Cl, C2, C4 in row r have

unique wayi'l how to be rei'lolved in all solutioni'l for A. Therefore, all four 2'i'l in r have

unique way how to be rei'lolved, cai'le (1).

Hence, assume that the conflict graph of A[C] does not contain any edge. To prove

the first part of case (2) it is enough to observe that there cannot be exactly one triple

in C with the sum of indicators equal to O. If there are at least two such triples then by

Claim 12, thei'le two triplei'l in row r have unique ways how to be resolved, and the daimi'l

follows. Finally, if all four i'lumi'l of indicatori'l are equal to 1 then by Claim 12, each triple

has three solutions in r and there are exactly three ways (described in the statement of

the claim) how to combine solutions from different triples to a solution for C in r. 0

4.3.3 Phase 3: Reducing to a Hypergraph Covering Problem

To complete the algorithm, we will characterize conflict graphs of all haplotype matrices

inferred from the genotype matrix A" in terms of a hypergraph coverings. Then we will use

this characterization to reduce the SGTNH problem to a hypergraph covering problem.

We will also provide a polynomial algorithm for the hypergraph covering problem. Let us

start with the definition of a genotype hypergraph.

Definition 20 (Genotype hypergraph). Given an n x Tn genotype matrix A with the weak

property, the genotype hypergraph H A of A has the set of characters {I, ... ,m} as a vertex

set, and for every row r of A containing 2's, say in columns Cl, ... , Ck (k = 3,4), there is a

hyperedge er = {Cl' ... , Ck}. Furthermore, for every two columni'l C and c' inducing [0, 1],

[1, 0] and [1,1] in A (conflicting in A), there is a hyperedge {c, c'} in HA. The hypergraph

HA does not contain any other hyperedges. A hyperedge with k vertices will be also called

a k-edge. Note that HA has O(n) k-edges, k = 3,4 and O(m) 2-edges. We say that a

graph G on the vertex set V(HA) covers a hypergraph HA with hyperedges of cardinality

2,3,4, if G can be obtained as followi'l:

• for every 3-edge {Cl' C2, C3} of H A, add exactly one of the edges (Cl' C2), (C2, C3) and

( Cl , C3) to G;



CHAPTER 4. POLYTIME-ALGORITHM FOR A SPECIAL GTNH PROBLEM 50

• for every 4-edge {CI,C2,C3,C4} of HA, add exactly two disjoint edges (dl ,d2 ) and

(d3,d4) such that {d l ,d2 ,d3,d4} = {CI,C2,C3,C4} to G.

Note that any graph covering the hypergraph HA contains all edges of the conflict

graph GA. Consider the following hypergraph covering problem.

Problem 4 (Hypergraph Covering (HC) Problem). Given a hypergraph H with 2,3,4­

edges, determine whether there is a graph G that covers H and all its components have

at most 2 vertices.

We have the following characterization of solutions to the SGTNH problem.

Lemma 16. Let A be a simple conflicts genotype matrix, which satisfies the weak property,

the (SC) property, and has zero, three, or four 2's in each row. A haplotype matrix B is a

solution to the SGTNH problem for A if and only if GB is a solution to the HC problem

for' genotype hyperyraph HA.

Proof. First, assume B is a solution to the SGTNH problem for A (can be inferred from

A via an SGTN). By Observation 4 every non-trivial component of the conflict graph G B

has 2 vertices, i.e., is a single edge. By Claim 12(3) and Claim 13 (2) the conflict graph

G B is a solution to the HC problem for HA.

For converse, let G be a graph inferred from HA such that all its components have at

most two vertices. By the same claims as in the paragraph above, there is a matrix B

with the conflict graph G which can be inferred from A via an GTN. Since all components

of G have at most two vertices, the GTN has only simple galls. 0

4.3.4 Solving Hypergraph Covering Problem

Now, it suffices to show that the HC problem can be solved in polynomial time. The

following lemma describes the easiest case which can be solved by first identifying and

covering cycles, and then greedily covering the remaining 3-edges.

Lemma 17. If the hypergraph H contains only 3-edges and any two of them aTe either'

disjoint or share exactly one vertex, then the HC problem for H can be solved in time

O(n2
).

We start with the following definition.

Definition 21. Let H be a hypergraph. A 3-edge-path of length k is a subhypergraph of

H consisting of k 3-edges el = {VI,V2,V3}, e2 = {V3,V4,VS}, ... , ek = {V2k-I,V2k,V2k+d,

where vertices VI, ... , V2k+1 are all distinct. In the case when all vertices VI, ... , V2k+1 are

distinct except VI = V2k+l, we call this subhypergraph a 3-edge-cycle, cf. Figure 4.1.
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Figure 4.1: Example of 3-edge-cycle.

Observation 5. If the input hypergraph for the GI problem is a 3-edge-cycle el = {VI, V2, V3},

e2 = {V3' V4, V5}, ... , ek = {V2k-l, V2k, VI}, where k ~ 3 then ther'e are exactly two

solutions. One solution consists of edges {(Vi,Vi+d; i is odd} and the other of edges

{(Vi,Vi+l); i is even}, where V2k+1 = VI. In any solution, all vertices are incident to an

edge of the solution.

Pr·oof. We give a polynomial algorithm for inferring a graph G with components of order

at most 2 from the input hypergraph H. It is easy to see that we may assume that H

is connected, otherwise we would consider each component separately. Initially, let G be

the empty graph on vertices of H. If H does not have any 3-edge-cycle, pick a 3-edge

e = {u,v,w} which has at most one vertex incident to other 3-edges of H ("a leaf"). If

there is no such vertex then H contains only 3-edge e, and any pair of vertices of e can

be added to G to form a solution. Otherwise, let u be the vertex of e incident to other

3-edges. Remove e together with vertices V and w from H and add the edge (v, w) to G.

We repeat the process above until all 3-edges of H are removed. Since, in each iteration,

after adding an edge to G, the corresponding end vertices are removed from H, all edges

in G are independent. Hence, G forms a solution.

Next, suppose H contains a 3-edge-cycle C. We will need the following simple obser­

vation.

Observation 6. Let G be a gmph on ver·tices of H. If a 3-edge e = {u, v, w} of H

has exactly one of its vertices, say u, incident to an edge of G, then any solution of H

containing G must contain (v, w) .

By Observation 5, there are only two graphs which can be inferred from C. Hence,

one of them is a part of G. In both of them, every vertex of C is incident to an edge.

Based on this fact, we will show that for any other 3-edge e, there is at most one choice

for an edge of e to be added to G. In case there is no choice for a 3-edge then no graph

satisfying the requirements can be inferred from H.

First, pick one of the solutions for C and add it to G. Remove all 3-edges of C from
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H. If there is a 3-edge e = {u, v, w} in H such that exactly one of its vertices, say u, is

incident to an edge of G then remove e from H and add (v, w) to G. Repeat this until

there is no such 3-edge in H. If there is no 3-edge left in H, we are done. Note that by the

construction there are no incident edges in G, hence G is a solution to the HC problem

onH.

Now, assume there is a 3-edge left in H. By applying Observation 6 in each iteration

of the above process, it is easy to see that all edges in G (with exception of the edges

from C) are necessarily in the solution of the HC problem for H. If there is a 3-edge in H

with at least two vertices incident to edges of G then no edge of this 3-edge can be added

to G, hence, there is no solution to the HC problem on H. Hence, we can assume that

all remaining 3-edges in H have no vertex incident to edges of G. Since H was initially

connected, there is an 3-edge e in H incident to 3-edge e' = {u, v, w} already removed

from H. Let u be the common vertex. Since e has no vertex incident to edge of G, the

chosen edge from e' is (v, w). However, that implies that u was incident to some edge in

G at the moment when e' was processed. This is a contradiction, since u must be still

incident to the same edge of G. 0

We say that two 3-edges are doubly incident if they share two vertices. A set S

of 3-edges is doubly connected if for any pair e and e' in S, there exists a sequence of

consecutively doubly incident 3-edges from S starting with e and ending with e'. A doubly

connected component is a maximal doubly connected set. Note that the remaining 3­

edges in H can be uniquely partitioned into doubly connected components. We have the

following observation.

Observation 7. Let H be a hypergraph with only 3-edges and let C be any doubly con­

nected component of H. Covering of any 3-edge of C inductively forces coverings of

r'emaining 3-edges of C which will either' lead to a contradiction or' unique solution for' C.

Three pairwise doubly incident 3-edges are called a doubly incident 3-edge-cycle, d.

Figure 4.2(a). The covering for the 3-edge-cycle is equivalent to the covering for the 4­

edge formed by the four vertices of the three 3-edges. Figure 4.2(b) shows a hypergraph

with a unique solution (depicted with bold 2-edges) which plays an important role in the

following lemma which characterizes solutions for doubly connected components. We need

the definition of a special structure before stating the lemma.

Definition 22. Let H be a hypergraph. A 3-edge-chain of length k is a subhypergraph

of H composed of k 3-edges el = {VI,V2,V3}, e2 = {V2,V3,V4}, ... , ek = {Vk,Vk+l,Vk+2},

where vertices VI, ... ,Vk+2 are all distinct, cf. Figure 4.3. The vertices VI and Vk+2 are

the end vertices of the chain.
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Figure 4.2: (a) Doubly incident 3-edge-cycle; (b) Forcing configuration of four doubly
connected 3-edges.

V2 V4 Vk-l Vk+l

(§}'~'...
.. ..

Figure 4.3: Example of a 3-edge-chain of length k.

We have the following observation about solutions to the He problem on 3-edge-chains.

Observation 8. If the input hypergraph for the He problem is a 3-edge-chain el =

{VI,V2,V3}, e2 = {V2,V3,V4}, ... , ek = {Vk,Vk+I,Vk+2}, where k :::: 3 then ther'e are

exactly two solutions. One solution consists of edges {(Vi,Vi+d; i is odd} and the other

of edges {(Vi, vi+d; i is even}. If k is odd then all but one of the end vertices are incident

to an edge in both solutions. If k is even, in the first solution all vertices are incident to

an edge, while in the second solution all but two end vertices are incident to an edge.

Note that if in Definition 22, VI = Vk+2, V2 = Vk+1 and all other vertices are distinct,

then this is a special 3-edge-chain with every 3-edge doubly incident on two other 3-edges.

Based on Observation 8, there is unique covering for such chain with even number of

3-edges, and no covering for such chain with odd number of 3-edges.

Lemma 18. Let C be a doubly connected component of a hypergraph H. Let C contain

only 3-edges and no doubly incident 3-edge-cycles such that every pair of vertices belongs to

at most two 3-edges. By covering and remove the 3-edges of C that have unique solutions,

the remaining 3-edges of C fonn a 3-edge-chain.

Proof. First, if C has at most two 3-edges, it is a 3-edge-chain of length 2, cf. Figure 4.3.

Second, consider C contains three 3-edges el, e2 and e3. There are two possibilities

how C can look like. Without loss of generality, assume el and e2 are doubly incident. If

e3 is doubly incident with either one of el or e2, C forms a 3-edge-chain. If e3 is doubly

incident on both el and e2, we get a doubly incident 3-edge-cyc1e, a contradiction.

Now, consider C contains four 3-edges. There are only four possibilities how C can

look like, depicted in Figure 4.4. In the first case, we have a 3-edge chain. In the second

case, by Observation 7, there is either no covering or a unique covering of C. In the third
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Figure 4.4: All possible cases for a doubly connected component with four 3-edges.

and fourth cases there is no solution. Hence, we can assume that all doubly connected

sets with four 3-edges form a 3-edge-chain. Furthermore, assume we add a new 3-edge

e to C to get C/. e will doubly incident on at least one 3-edge in C. According to

Observation 6 and Observation 8, the covering for e is either uniquely determined (with 0

or 1 covering) or e together with C form a new 3-edge-chain. It follows that every doubly

connected component, after removing the 3-edges that can be uniquely covered, is a 3-edge

chain.

Now, we are ready to attack the HC problem in the general case.

Theorem 19. The He pmblem can be solved in O(n(n + m)) time.

D

Proof. We give a polynomial algorithm for constructing a covering graph G with compo­

nents of order at most 2 from an input hypergraph H. Initially, let G be the empty graph

on vertices of H. First, we remove all 2-edges from H and place them to G. The algo­

rithm will deal with the hyperedges of H one by one using a set of rules. Each processed

hyperedge is removed from H and either

(Tl) some pairs of vertices contained in the hyperedge are placed as edges to G so that

the conditions of Definition 20 are satisfied, or

(T2) the choice for pairs of vertices from this hyperedge is postponed and binded to the

decision on the choice for another hyperedge still in H, or

(T3) an auxiliary hyperedge is added to H and the choice for pairs from the original

hyperedge is binded to the decision on the choice for this new hyperedge.

The first happens only if there is a unique choice for covering the processed hyperedge.

Hence, in the moment when G contains two incident edges, it follows that there is no

solution to the HC problem on H. It will be obvious from the algorithm that after

applying all possible rules (in given order) either all hyperedges are processed, or all

unprocessed edges are 3-edges, any two unprocessed hyperedges share at most one vertex

and no unprocessed hyperedge and edge of G share a vertex. Hence, we can then apply the
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algorithm of Lemma 17 on the modified H (containing only unprocessed edges). Union of

G and a solution from the algorithm of Lemma 17 gives a solution to the HC problem.

The set of rules:

1. If there is an hyperedge e contained in another hyperedge f, remove e from H. As the

covering for f contains the covering for e, this will not affect the solution to the problem.

We proceed as in the case (T2). From now on, we can assume that no hyperedge is

contained in another.

2. If there is a pair of vertices u, v contained in at least three 3-edges, then remove all of

them from H and add the edge (u,v) to G, d. Figure 4.5.

\[§J
u v

Figure 4.5: The pair u, w contained in at least three 3-edges.

3. If H contains doubly incident 3-edge-cycle, d. Figure 4.2(a), remove 3-edges of the

cycle from H and add a new 4-edge into H consisting of the four vertices of the cycle. It

is easy to see that this does not influence the solution.

4. For each 4-edge that intersect with other hyperedges in H or edge in G, its covering

is uniquely determined or there is no covering for it and the algorithm fails. Consult

Figure 4.6 for all possible cases. After applying the above rules as many times as possible,

the only 4-edges left in H are isolated from other hyperedges and also from edges in G.

Hence, for each of them, we can arbitrarily pick covering pairs of edges and remove it from

H. Thus, we can assume there are no 4-edges left in H.

cP OJ U. . . .
(a) (b) (e)

~ []> CL
(d) (c) (J)

Figure 4.6: An 4-edge intersecting other hyperedges. The thick edges show the covering
if it exists. In cases (a), (c) and (f) there is no solution.

5. If a 3-edge intersects a 2-edge in G in a single vertex, remove the 3-edge from Hand

add the edge formed by the remaining two vertices of the 3-edge to G. Apply this rule

whenever a new edge is added to G.
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6. Consider a doubly connected component C. By Lemma 18, either there is a unique or

no way of covering C, or C is a 3-edge chain. In the former case, remove C from Hand

add 2-edges of the solution for C to G or return fail. Assume the second case. If there

is a 3-edge not in C containing an interval vertex of C, this 3-edge is uniquely covered.

Hence, remove it from H and add the pair of its other two vertices as an edge to G. Now,

all 3-edge chains can share only their end vertices.

NV
(a) (b)

Figure 4.7: (a) An example of smaller solution to a 3-edge-chain of even length. (b)
Replacement of a 3-edge-chain of odd length by a new 3-edge.

If a component C is a 3-edge-chain of even length,there is a solution s for C which

does not contain the end vertices, d. Figure 4.7(a). Covering C in this way will not

affect the existence of the solution for H, since if there is a solution to H which contains

the other solution for C then by replacing it with s results in a new solution which in

addition has smaller number of edges. Hence, assume all doubly connected components

are 3-edge-chains of odd length.

If there are two vertices which are end vertices of at least three 3-edge-chains, there is no

solution. If there are two vertices which are end vertices of exactly two 3-edge-chains,there

are only two solution for their union and each of them contains the two vertices. Hence,

we can arbitrarily pick one of the solutions and add it to G and remove both 3-edge-chains

from H.

Finally, we proceed as in case (T3): replace every 3-edge-chain by a 3-edge having the

two end vertices u, v of the 3-edge-chain and one new vertex p, d. Figure 4.7(b). The

solution for the 3-edge-chain is binded to the new 3-edge as follows: if the edge (u, v) is

picked to cover the 3-edge, then cover the 3-edge-chain in any of the two possible ways;

if the edge (u,p) is picked, cover the 3-edge-chain by the solution that contains u; and

similarly for the edge (v, p).

To analyze the running time of the algorithm, let us look at individual steps. Steps

1.-3. runs in time O(n2 ), 4. and 6. in O(n), and 5. in time O(nm). The algorithm of

Lemma 17 takes time O(n2 ) and finally, resolution of binded hyperedges can be done in

O(n) time. D
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Note that the solution constructed by the above algorithm has the minimum num­

ber of edges, hence the corresponding galled-tree network has the minimum number of

recombinations.

Complexity Analysis: The preprocessing which includes: determining values of indica­

tors, listing of 2's in each row and computing the conflict graph of A, takes time O(nm 2
).

Phase 1 takes time O(nm), Phase 2 O(n) and Phase 3 (solving He problem) O(n2 + nm).

Thus, the algorithm runs in time O(n2 + nm2
).

4.3.5 Experimental Results

We implemented the algorithm and performed the following experiments on simulation

data. We compared our algorithm's performance with PHASE v2 [103, 102]. The results

show that our algorithm seems promising for the corresponding haplotyping problem.

In particular, the data is prepared in three steps. First, binary matrices, each having

a perfect phylogenetic tree, are generated using Hudson's [61] simulation program with

recombination rate being O. Then, for each matrix's perfect phylogenetic tree, we randomly

replace nodes on it with simple galls by adding new columns to matrices with each newly

added column introducing a conflict between itself and an existing column in the matrix

(thus, adding recombinations). Last, for each haplotype in the matrix, we randomly repeat

it for 2 to 6 times and pair haplotypes to generate genotype matrices.

We infer haplotypes from the generated genotype matrices that have weak property

using our algorithm and compare our algorithm's performance with PHASE based on

three standards [103]: the error rate: the proportion of genotypes having more than two

2's whose haplotypes are incorrectly inferred; the discrepancy rate: the sum of frequency

differences for each individual haplotypes (simulated or true ones); and the switch accu­

racy ([73]) of the inferred haplotypes is defined as (h - w - 1) / (h - 1), where h is the

number of 2's in a genotype 9 and w is the number of wrongly inferred 2's for g. Using

Hudson's simulation algorithm and applying our random procedure to generate genotypes,

we generated four sets of 100 matrices. The experimental results are shown in Table 4.1.

The results show that our algorithm has comparable accuracy with PHASE while runs

tens to hundreds times faster than the statistical method.
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Table 4.1: Comparison of accuracy between our algorithm (SGTN) and PHASE on the
four sets of matrices. The first row of the table lists the size of the matrices that were
generated using Hudson program. The second row lists the average size of each group of
matrices after applying our random algorithm and removed the duplicated columns. Each
rate is normalized by the number of genotype matrices in that set.

20*20 30*40 100*50 100*100

30*14 75*20 199*33 199*49

SGTN PHASE SGTN PHASE SGTN PHASE SGTN PHASE

error rate 0.005 0.008 0.002 0.000 0.007 0.002 0.002 0.001

discrepancy 0.09 0.13 0.070 0.000 0.545 0.149 0.198 0.126

switch accuracy 0.995 0.992 1 1 0.993 0.998 0.998 0.999

time 0.54s 14.2s 0.43s 28.57s 0.83s 204s 2.95s 368.36s



Chapter 5

Galled-Tree Network Haplotyping

Problem is NP-Complete

In this chapter, we study another special case of the GTNH problem ([42]). From this

version of the problem, we are able to show the NP-completeness of the GTNH problem

([43]).

5.1 A Special Instance of GTNH Problem

For the instance studied in this chapter, we put no restriction on the galled-tree networks

but assume a little bit stronger assumption about the input genotype matrices.

Definition 23 (Weak diagonal property). Given a genotype matrix A, we say that a pair

of SNPs is active if it contains [2,2], or it induces all three pairs [1,1], [0,1] and [1,0].

Further, we say that a pair C1, C2 is weakly active if either it is active, or if there is a SNP

C3 such that C1, C3 and C2, C3 are both active pairs. We say that A has the weak diagonal

(WD) pmpe1'ty if every weakly active pair of SNPs induces both [0,1] and [1,0].

Our experiments show that many data sets, including real data and simulated data

sets, satisfy the WD property. We tested Daly's genotype data ([20]), which has 103

columns and 387 rows. The data contains 11 blocks, where the evolutionary history for

haplotypes in each block is believed to have very few recombinations. Such data is in

particular suitable for haplotyping via GTN as there is a small chance of interaction

among a small number of recombination cycles. The genotype matrices for 9 out of the

11 blocks satisfy WD property. The genotype matrices for the remaining two blocks have

the WD property after removal of only one column. We also tested the WD property

on a real data set (genotypes_chrLJPT_CHRI21JlLfwd_phased) downloaded from the

59
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international HapMap project website ([106]). The data set is a phased haplotype data

for different individuals, with every two adjacent haplotypes coming from one individual.

We read the first 300 rows of the data, with each row having 200 SNP values and generated

the corresponding genotype data by joining the adjacent haplotypes. In order to test the

WD property for each block of genotypes, where recombinations are assumed to be rare,

we assumed that each block has size 5. This is consistent with the findings in [38J showing

that the majority of blocks found in human genome have a small size « 5 kbp, i.e.,

approximately, < 5 SNPs, as the data has a SNP in roughly every 1 kbp). We moved

a window of size 5 through the data to get the hypothetical blocks. The percentage of

these matrices that satisfy WD property increases as the frequency of their minor alleles

increases (see Table 5.1). When the minimum minor allele frequency is at least 30%, all

the matrices have the WD property.

minimum minor allele frequency
percent of WD matrices

Table 5.1: The percentage of matrices that have the WD property increases as the mini­
mum minor allele frequency of the matrices increases.

If A has the WD property, then it follows from Lemma 15 that for every XrCjC2 E XA

such that IB(xrqc2) = 0, C1 and C2 conflict in B. Reformulate the lemma for matrices

with the WD property, we get the following observation.

Observation 9. Given a genotype matrix A with the WD property, let B be a haplotype

matrix inferred from A. SNPs C1 < C2 conflict in GH if and only if either they induce

[0,1], [1, OJ and [1, IJ in A, OT' there is xrqc2 E XA such that IB(xrqc2 ) = O. Consequently,

if a pair' C1 < C2 conflicts in B, then it is active in A.

First, we will study some basic characteristics of matrices with the WD property. In

the following subsections, we will use these results to reduce the problem to a hypergraph

covering problem similar to the one introduced in Chapter 4([44]).

5.1.1 Basic Properties of Matrices with the WD Property

In this subsection we observe some properties of matrices with the WD property which

can be explained by a GTN, in particular, we show that it is sufficient to study genotype

matrices with moderate number of 2's per row.

Claim 14. Given an n x m genotype matrix A, assume that A has a row r which contains

one 2. Let A' be a matrix obtained from A by replacing r with the 2 x m matrix inferred
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from r. Then A can be explained by a galled-tree network N if and only if A' can be

explained by N.

Proof. First, note that XA = XA" Hence, there is a one-to-one correspondence between

matrices Band B' inferred from A and A': I H = IH'. The matrix B' can be obtained

from B by duplicating two rows. The claim follows by Observation 1. D

Claim 15. Given a genotype matr'ix A with the WD proper·ty, let B be a matrix inferr'ed

from A such that it can be explained by a GTN. Then for ever'y tr'iple of 2 's occur-ring in

columns Cl < C2 < C3 and in the same row r, exactly one of IB(Xrclcz), IB(xrClc3)' IB(x'/'czc3)

is equal to O.

Proof. The values have to satisfy condition (4) of Theorem 14, i.e., IH(XrClcz)+IH(XrclcJ+

IH(Xrc2c3) = O. This implies that either all three variables are mapped to 0 or exactly one

of them. In the latter case we are done. In the former case, due to the WD property, by

Observation 9, we have that all three pairs Cl, C2, Cl, C3 and C2, C3 conflict in B. Hence,

the conflict graph GB is not bipartite, a contradiction with Theorem 3. D

The following two corollaries easily follow from the above claim.

Corollary 4. Given a genotype matrix A with the WD property, let B be a matrix inferred

from A such that it can be explained by a GTN. Then for every four 2 's occurring in

columns Cl < C2 < C3 < C4 and in the same row r, there are pairs d l < d2 and d3 < d4

such that {dl ,d2 ,d3 ,d4 } = {Cl,C2,c3,Q}, IB(xrdjd2) = IB(xrd3d4) = 0 and for' ever'y pair'

d < d', where d,d' E {Cl,C2,C3,C4}, different from dl < d2 and d3 < d4 , IB(Xrdd' ) = 1.

Corollary 5. Given a genotype matrix A with the WD pr'operty, if A has a row r with at

least five 2 's, then A cannot be explained by a GTN.

Proof. Let Cr = {Cl,' .. , cd be the ordered set of all columns containing 2 in the row r.

Suppose P2: 5. Assume that A can be explained by a GTN, and let B be the corresponding

haplotype matrix. By Claim 15, for every three SNP Ci < Cj < Ck E Cr exactly one of

IH(xrCjc2)' IH(xrCjc3)' IH(xTc2c3) is equal to O. Without loss of generality we can assume

that for a triple Cl, C2, C3, we have IB(Xrcjc2) = O. It follows that the values IB(xrClc3)'

IB(Xrc2c3)' IB(XrClC4 ), IB(Xrc2C4 ), IB(Xrclcs), IB(xrc2cs) are all equal to 1, and hence the

values IH(xrc3c4)' IH(xrc3cs), IH(xTC4cs) are all equal to 0, a contradiction. D

Based on Claim 14 and Corollary 5, we have the following interesting corollary.

Corollary 6. Given a genotype matrix A with the WD property, if each row contains less

than two or more than four 2's, then the GTNH problem for A can be solved in polynomial

time.
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From now on, we will assume that the input genotype matrix (with the WD property)

has either zero, two, three or four 2's in each row, since otherwise either it cannot be

explained by a GTN (Corollary 5) or it can be converted to another matrix with the WD

property without affecting existence of a solution (Claim 14).

5.1.2 Genotype Hypergraph and Its Coverings

In Chapter 4 we gave the definition of genotype-hypergraph. Here, we gave a similar

definition for matrices that have WD property. In particular, we define a hypergraph

assigned to a genotype matrix and its coverings, and observe its connection to the GTNH

problem.

Definition 24 (Genotype hypergraph and its coverings). Given an n x m genotype matrix

A with the WD property, the genotype hyperyraph H A of A has the set of SNPs {I, ... , Tn}

as a vertex set, and for every row r of A containing at least two 2's, say in columns

C1, ... , Ck, there is an unforced hyperedge er = {C1, . .. , Ck}' Furthermore, for every two

columns C and c' inducing [0,1], [1,0] and [1,1] in A, there is a forced hyperedge [c, c'] in

H A. The hypergraph HA does not contain any other hyperedges. Since for any k > 2, there

is no forced k-edge, we will omit the word unforced when referring to such a hyperedge.

Consider a hypergraph HA with hyperedges of cardinality at most 4. We say that a

graph G on the vertex set V(HA) covers HA if G can be obtained as follows:

• for every forced 2-edge [C1, C2] of H A, add the edge (C1, C2) in G;

• for every unforced 2-edge {C1, C2} of H A, make a choice whether to add the edge

(C1, C2) in G;

• for every 3-edge {C1, C2, (;3} of H A, add exactly one of the edges ((;1, (;2), (C2, C3) and

(C1, C3) to G;

• for every 4-edge {C1,(;2,C3,(;4} of HA, add exactly two disjoint edges (d 1 ,d2 ) and

(d3 ,d4 ) such that {d1 ,d2 ,d3 ,d4 } = {C1,C2,C3,C4} to G.

A graph G that covers H A is called a cover'ing of H A.

Now, we can characteri:l:e all possible conflict graphs of matrices inferred from an input

genotype matrix as follows.

Lemma 20. Given a genotype matrix A with the WD property, let B be a haplotype

matrix inferred from A which can be explained by a GTN. Then the conflict graph GH of

B is a covering of the genotype hypergraph H A of A.
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Conversely, let G be a covering for the graph H A. Each way of finding the covering G

from HA (a collection of choices for every unforced hyperedge of HAJ, defines a haplotype

matrix E. This haplotype matr'ix B can be inferTed from A and the conflict graph of E is

G.

Proof. Let B be a haplotype matrix inferred from A which can be explained by a GTN.

By Corollary 5, A contains at most four 2's in every row. By Observation 9, SNPs CI < C2

conflict if and only if they induce [0,1], [1,0] and [1,1] in A, or if IB(x rClc2 ) = °for some

X rClc2 E XA. It follows by Definition 20, Claim 15 and Corollary 4 that G B covers HA.

Conversely, let G be a covering for H A . Then A contains at most four 2's in every row,

and there exists a choice for every (unforced) k-edge as described in Definition 20. By

Claim 15 and Corollary 4, each such collection of choices for every unforced k-edge, defines

values IB(x rcc') for every X rcc' E XA satisfying condition (4) of Theorem 14. Hence, also

a haplotype matrix E can be inferred from A. By Observation 9, the conflict graph GB

is isomorphic to G. 0

5.1.3 Characterization of Conflict Graphs of Haplotype Matrices Ex­

plainable by a GTN Inferred from a Genotype Matrix with the

WD Property

The following claim is crucial in restricting the possible cases we need to study.

Claim 16. Given a genotype matrix A with the WD pmperty, let B be a matrix infen'ed

from A which can be explained by a GTN. Let CI, C2, C3 be three SNPs such that both pairs

CI, C2 and C2, C3 conflict in E. Let K be the component containing CI, C2, C3 and x a vector

such that E[K] - x has no conflicts. Then Xlc!,C2,C3] is either [0,1,1] or [1,1,0].

Proof. By Observation 9, both pairs CI, C2 and C2, C3 are active, Hence, the pair CI, C3 is

weakly active and satisfies the weak diagonal condition, i.e., it induces [0,1] and [1,0] in

A. Hence, there are two rows in E containing those two pairs in B[CI' C3]' Note that

CI and C3 cannot conflict in E, otherwise GB is not a bipartite which would violate (1)

of Theorem 3. Therefore, since x is a sequence in one of the rows of E[K], we have

X[CI' C3] :/; [1,1]. On the other hand x has to remove conflicts between CI, C2 and between

C2, C3, i.e, X[CI, C2], X[C2, C3] :/; [0,0]. There are only three possibilities left for the value of

X[CI,C2,C3]: [0,1,0], [0,1,1] and [1,1,0].

To finish the proof it is enough to consider (and exclude) the case X[CI' C2, C3] = [0,1,0].

Since, CI,C2 conflict in E, there is a row 7' containing triple [1, l,y]' where y E {O, I}, in

B[CI, C2, C3]. If y = 1, then CI and C3 conflict in E, a contradiction. On the other hand,
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if y = 0, then B[K] - x still contains the row r. Thus, SNP C2 and C3 still conflict in

B[K] - x, a contradiction. 0

Claim 16 is a powerful tool which helps to characterize all possible conflict graphs of

haplotype matrices explainable by a GTN inferred from a given genotype matrix with the

WD property.

Corollary 7. Given a genotype matr'ix A with the WD property, let B be a matr'ix inferr'ed

from A which can be explained by a GTN. Every vertex in G B has degree at most 2, i.e.,

GB consists of cycles and paths.

Proof. Assume to the contrary that there is an SNP c with a degree at least 3 in the

conflict graph G B. Let Cl, C2, C3 be three neighbors of c in GB. Let K be the component

containing c, Cl, C2, C3 and x a sequence such that B[K] - x does not contain any conflict.

By Claim 16, X[Cl, c, C2] is either [0,1,1] or [1,1, 0]. Without loss of generality assume it is

[0,1,1]. By Claim 16, X[Cl,C,C3] = [0,1,1]. Now, X[C2,C,C3] = [1,1,1]' which contradicts

Claim 16. 0

As a consequence we have the following characterization.

Lemma 21. Given a genotype matr'ix A with the WD property, let B be a matrix inferr'ed

from A which can be explained by a GTN. Then each component of GB is a path of length

at most 3 (contains at most three edges).

Proof. By Corollary 7, each component of GB is either a cycle or a path. Assume to the

contrary that a component K of G B is a cycle or a path of length at least 4. Since by

Theorem 3, K is a bipartite, if K is a cycle then its length is at least 4. Hence, K contains

a path (Cl, C2, C3, C4, C5), where SNPs Cl and C5 can be the same (in the case when K is a

cycle of length 4). Let x be a sequence such that B[K] - x does not contain any conflict.

By Claim 16, each of X[Cl,C2,C3], X[C2,C3,C4] and X[C3,Q,C5] is either [0,1,1] or [1,1,0].

Obviously, this is not possible, a contradiction. 0

5.1.4 Dealing with Rows with Two 2's and Canonical Coverings

In this section we deal with the problem how to resolve rows containing only two 2's.

The general strategy is to resolve such rows unequally if it helps to avoid conflict, and

otherwise equally. The following two claims show the correctness of this strategy.

Claim 17. Given a genotype matrix A with the WD property, consider any two columns

Cl < C2. Let rl, ... , rk be rows containing 2 's in columns Cl, C2 and no other 2 's, and
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r~, ... ,r~ rows containing 2 's in columns C1, C2 and at least one 2 in some other column.

Assume that k 2: 1 and that C1 and C2 do not induce [1,1] in A. Let B be a haplotype

matrix infen'ed from A such that

• B can be explained by a GTN;

Then the matrix B' such that for every i = 1, ... , k, I B, (Xri C) c2) = 1 and for every other

Xrcc' E XA, IH,(xrcc') = IH(xrcc')' can be explained by a GTN as well.

Proof. The conflict graph G B' differs from the conflict graph GH only by not containing

an edge (C1' C2)' Hence, it satisfies condition (1) of Theorem 3. Let us verify the second

condition. Consider component of GH that contains C1 and C2. By Lemma 21, it is a path

of length at most 3. Therefore, in GB' this component is split into two, each containing

one of C1, C2. Consider a component K of G B'. Since it contains at most one of C1 and

C2 then B[K] and B'[K] contains the same set of sequences. Let K' be a component of

GH containing K. There is a sequence x such that B[K'] - x has no conflict. Obviously,

B[K] - x[K] has no conflict as well, and hence also B'[K] - x[K]. By Theorem 3, B' can

be explained by a GTN.

o

Claim 18. Given a genotype matrix A with the WD pmperty, consider' any two columns

C1 < C2· Let 1'1, ... ,rk be rows containing 2 's in columns C1, C2 and no other 2 's, and

r~, ... ,r~ mws containing 2 's in columns C1, C2 and at least one 2 in some other column.

Assume that k 2: 1. Let B be a haplotype matrix infen'ed fmm A such that B can be

explained by a G TN. If either for some i = 1, ... , £, I B(xr' C1 C2) = 0 or' C1 and C2 induce,
[1,1] in A, then the matr'ix B' such that for every i = 1, ... , k, I B,(xr,Cl c2) = 0 and for'

every other Xrcc' E XA, IB,(xrcc') = IB(xrcc'), can be explained by a GTN as well.

Proof. The conflict graph G B' is the same as the conflict graph GB. Hence, it satisfies

the first condition of Theorem 3. It is enough to verify the second condition. Consider a

component K of G H' = GH. If it does not contain C1 and C2 then B[K] and B'[K] contains

the same set of sequences, and condition (2) easily follows.

Since Cl and C2 conflict, we only need to consider the case when K contains both Cl

and C2' If K does not contain any other SNP, condition (2) trivially holds. Without loss

of generality, assume that K contains an SNP C3 such that C2, C3 conflicts in B. Similarly,

if for every i = 1, .. " k, IH(xric1c2) = 0, then B' = B, and the claim follows trivially.
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Hence, we can assume that there is i E {I, ... , k} such that I B (x r ;Cj c2) = 1. We will show

that this is not possible. Since, B can be explained by a GTN, there is a sequence x such

that B[K] - x has no conflict. By Claim 16, X[Cl, C2, C3] is either [0,1,1] or [1,1,0]. If

A[Cl,C2,C3] contains [2,2,0] in row ri then B[Cl,C2,C3] contains [0,1,0] in row 2ri -lor

row 2ri. Hence, if X[Cl, C2, C3] = [0,1,1], x cannot remove the conflict between Cl and C2,

and if X[Cl, C2, C3] = [1,1,0]' x cannot remove the conflict between C2 and C3. On the other

hand, if A[Cl, C2, C3] contains [2,2,1], then one of the rows 2ri -1 and 2ri contains [1,1] in

B[Cl, C3] and hence Cl and C3 conflict in B. This is a contradiction, since by Theorem 3,

G B is bipartite. 0

Based on Claims 17 and 18, we have the following strategy how to deal with rows with

only two 2's.

Lemma 22. Given a genotype matrix A with the WD property, the matrix A can be

explained by a GTN if and only if there is a matrix B which can be explained by a GTN

and is inferred from A such that for every row r with only two 2 's, say in columns Cl and

• I H (x rc1 C2) = 0, if either Cl, C2 induce [1, 1] in A or there is a row r' with at least

three 2 's such that X r 'CjC2 E XA and I H (x r'q c2) = 0;

In other words, a row with only two 2's is never resolved in a way which would introduce

a conflict which is not introduced by another row with more than two 2's. This leads us

to the following definition of a special type of hypergraph coverings.

Definition 25 (Canonical covering). We say that a graph G is a canonical covering of

a hypergraph H if for every unforced 2-edge {Cl, C2} of H, the edge (Cl, C2) is formally

added to G if and only if it is added to G by some other hyperedge than an unforced

2-edge {Cl, C2}'

Note that although adding edges to G for some unforced 2-edges of H in a canonical

covering does not affect the resulting graph covering, it affects the process of inferring

which defines the matrix B. Using the above definition we can reformulate Lemma 22 as

follows.

Corollary 8. Given a genotype matr'ix A with the WD pmperty, if A can be explained by

a GTN then there is a haplotype matrix B inferr'ed fmm A which can be explained by a

GTN and its conflict graph is a canonical covering of HA.
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5.1.5 Extended Hypergraph Covering Problem - Adding Switches
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To convert the GTNH problem for input genotype matrices with the WD property to a

hypergraph covering problem, we need to observe the last important conditions that have

to be satisfied ifthe input genotype matrix is explainable by a GTN, and consequently, we

will generalize the hypergraph covering problem by adding "switches". In the next sub­

section we then show that this generalized definition of the hypergraph covering problem

is rich enough to characterize the GTNH problem for WD matrices.

It is easy to see that a conflict graph of a matrix inferred from a given genotype matrix

A which can be explained by a GTN, is also a covering of hypergraph H A which satisfies

all the observed conditions. The following examples show that these conditions are not

sufficient.

A Cl C2 C3 C4 B Cl C2 C3 C4

2 2 2 0 Cl C2 0 0 1 0

0 2 2 2 Z 1 1 0 0

2 0 2 2 0 1 1 0

2 2 0 2 0 0 0 1
C3 C4 0 0 1 1

HA G 1 0 0 0
1 1 0 0
0 0 0 1

Figure 5.1: Example of a genotype matrix A with the WD property, the corresponding GI
problem and its solution, and a haplotype matrix B inferred from A with the conflict graph
equivalent to this solution. The matrix B does not satisfy condition (2) of Theorem 3.

Example 4. Figure 5.1 shows an example of a genotype matrix A with four columns

(SNPs). It is easy to see that A has the WD property since every pair of columns induces

[0,1] and [1,0]. The corresponding hypergraph HA has four 3-edges. One possible solution

is a covering G of HAWhich can be constructed as follows: in 3-edge {Cl' C2, C3} we select

edge (Cl' C2), in 3-edge {C2' C3, C4} we select edge (C2' C3), in 3-edge {Cl, C3, C4} we select

edge (C3' C4) and finally, in 3-edge {Cl' C2, C4} we select edge (Cl' C2). Note that this covering

contains only paths of length at most 3 and is canonical since A does not contain any rows

with only two 2's. A haplotype matrix B corresponds to this selection of edges in G,

hence its conflict graph is G. However, removal of any row from matrix B is not able to

eliminate all conflicts in B. Hence, the condition (2) of Theorem 3 is not satisfied and B

cannot be explained by a GTN.

Consider now another graph G' on the same set of SNPs with only two edges (CI' C4)
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and (C2' C3)' This graph is a covering for HA as well. Obviously, the haplotype matrix

corresponding to this selection of edges for every hyperedge of HA satisfies condition (2)

of Theorem 3, i.e., can be explained by a GTN. Hence, one of the additional constrains we

will require from the new hypergraph covering problem is the minimality of the number

of edges.

A Cl C2 C3 B Cl C2 C3

2 2 2
C2 C2 1 1 0

2 0 2 11 /\ o 0 1
o 1 1 1 0 0
1 1 0 o 0 1Cj C3 Cj C3

o 1 0 HA G o 1 1
1 1 0
o 1 0

Figure 5.2: Example of a genotype matrix A with the WD property, the corresponding
GI problem and its unique solution, and a haplotype matrix B inferred from A with the
conflict graph equivalent to this solution. The matrix B does not satisfy condition (2) of
Theorem 3.

Example 5. Figure 5.2 shows an example of a genotype matrix A with three SNPs which

satisfies the WD property. It has a row with only two 2's, in columns Cl and C3. However,

this row could not be resolved since Cl, C3 do not induce [1, 1] and there is another row

with three 2's containing 2's in Cl and C3. The corresponding hypergraph H A has one

3-edge, one unforced 2-edge and two forced 2-edges. There is only one graph covers HA

such that it contains only paths of length at most 3, the graph G. In particular, G can

be constructed as follows: we have to select forced 2-edges, in 3-edge {Cl' C2, C3} we select

edge (Cl' C2) (respectively, (C2, C3), it will not affect the hypergraph covering), and finally,

we do not add unforced 2-edge {Cl' C3} to G. Note that this is a canonical covering. A

haplotype matrix B corresponds to this selection of edges in G, hence its conflict graph

is G. However, removal of any row from matrix B is not able to eliminate all conflicts in

B. Hence, the condition (2) of Theorem 3 is not satisfied and B cannot be explained by

aGTN.

Since we have examined all possible ways how to infer a haplotype matrix from A, it

follows by Corollary 8 that A cannot be explained by a GTN.

The crucial reason why in the above example A cannot be explained by a GTN even

though we can easily find a valid hypergraph covering of the hypergraph of A is the fact

that columns Cl, C2, C3 induce [0,1,0] in A. The following claim captures this property.
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Claim 19. Given a genotype matrix A with the WD property, let B be a haplotype matrix

inferred from A which can be explained by a GTN. Let Cl, C2, C3 be three SNPs (not neces­

sarily or'der'ed in this way). If they induce [0,1,0] in A then the conflict graph GB cannot

contain both edges (Cl, C2) and (C2, C3) ,

Proof. Assume to the contrary that both pairs Cl, C2 and C2, C3 conflict in B, Hence,

B[Cl, C2] (respectively, B[C2, C3]) contains all three pairs [0,1], [1,0] and [1,1]. By Observa­

tion 9, the pair Cl, C3 is weakly active in A, hence B[Cl, C3] contains [0,1] and [1,0]. Since

B can be explained by a GTN, by Theorem 3, SNPs Cl and C3 cannot conflict, i.e., B[Cl, C3]

cannot contain pair [1,1]. Hence, B[Cl' C2, C3] contains [1,0, OJ, [1,1,0]' [0,0,1] and [0,1,1].

Since the triple Cl, C2, C3 induces [0,1,0], B[Cl, C2, C3] contains also triple [0,1,0]. B does

not satisfy condition (2) of Theorem 3, a contradiction. 0

The following definition is a generalization of Definition 20 which incorporates con­

strains shown in Claim 19.

Definition 26 (Extended genotype hypergraph). Given an n x m genotype matrix A

with the WD property, the extended genotype hypergraph HA of A has the set of SNPs

{1, ... , m} and contains all hyperedges of genotype hypergraph H A. In addition, it con­

tains ordered 3-edges, called switches. For every triple of SNPs Cl, C2, and C3 such that

there are distinct (forced or unforced) hyperedges e and e' such that Cl, C2 E e and

C2,C3 E e' and the triple induces [0,1,0] in A, HA contains a switch [Cl,C2,C3].

We say that a graph G is a canonical covering of extended hypergraph HA if G is

a canonical covering for underlying HA and in addition for every switch (Cl,C2,C3), it

contains at most one of the edges (Cl, C2) and (C2, C3)'

Using Claim 19 we can immediately extend the result in Corollary 8.

Corollary 9. Given a genotype matrix A with the WD property, if A can be explained by

a GTN then there is a haplotype matr'ix B infen'ed fmm A which can be explained by a

GTN and its conflict graph is a canonical covering of the extended hypergraph HA.

The hypergraph covering problem for extended genotype hypergraphs can be formu­

lated as follows.

Problem 5 (Extended Hypergraph Covering (EHC) problem). Given an extended hyper­

graph H, determine whether it is possible to find a canonical covering graph G for H such

that each component of G is a path of length at most 3 satisfying the ordered component

property. In case it is possible, find such a covering G with the minimum number of edges.
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5.1.6 Reduction to the ERe Problem
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The following theorem shows that the GTNH problem for genotype matrices with the WD

property can be reduced to the EHC problem.

Theorem 23. Consider a genotype matrix A with the WD property. Then A can be

explained by a GTN if and only if there exists a canonical covering G of HA such that

each component of G is a path of length at most 3 and satisfies the oTdeTed component

property.

Proof. The forward implication follows easily by Theorem 3, Lemma 21 and Corollary 9.

For the converse, consider a canonical covering G of HA such that (i) each component of

G is a path of length at most 3 and satisfies the ordered component property, and (ii)

it has the minimum number of edges (our off all canonical coverings satisfying condition

(i)). Consider a haplotype matrix B corresponding to covering G. Recall that G must be

the conflict graph of B.

Since all components are paths of length at most 3 with the ordered component prop­

erty, condition (1) of Theorem 3 holds. We will show that condition (2) of Theorem 3 is

satisfied for each component of G.

Consider a component K of G. If it is a singleton or an edge, condition (2) is trivially

satisfied. Second, assume that K is a path of length 2, say (C1, C2, (3). Consider any B

defined by any covering G from HA. As in the proof of Claim 19, the submatrix B[K]

must contain triples [1,0,0]' [1,1,0]' [0,1,1] and [0,0,1]. It can also contain triples [0,0,0]

and [0,1,0], all other triples would introduce a conflict between C1 and C3. It is easy to see

that the component K satisfies condition (2) if and only if B[K] does not contain [0,1,0].

We will show that B[K] does not contain [0,1,0].

Assume to the contrary that B[K] contains [0,1,0]. It must be inferred from some

sequence in A[K]. However, since a canonical covering G contains both edges (C1' C2) and

(C2,C3), HA does not contain switch (c1,C2,C3), and hence either C1,C2,C3 do not induce

[0, 1,0] in A or there are no two distinct hyperedges e and e' in HA such that C1, C2 E e

and C2,C3 E e'. The second case is not possible as edges (C1,C2) and (C2,C3) in G require

existence of such e and e' in H A . Assume that C1, C2, C3 do not induce [0,1,0] in A. There

are only four possible rows in A which could be resolved to [0,1,0] in B: [2,2,2], [2,1,2]'

[2,2,0] and [0,2,2]. In the first two cases, to infer [0,1,0] in B, we would have to also

infer [1,0,1] (in the first case) or [1,1,1] (in the second case). Since the pair C1, C3 is

weakly active, it would conflict in B, a contradiction. Obviously, the third and fourth

cases are symmetric, hence we will consider only one of them. Let T be the row containing

[2,2,0] in A[K]. To infer [0,1,0] from [2,2,0]' the pair must be resolved unequally, i.e.,
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IB(Xrclc2) = 1. Ifr contains another 2, say in column c, then by Claim 15, one of the pairs

c, CI and c, C2 conflicts in E, which is a contradiction with the fact that K is a connected

component of GH = G. Hence, assume that r contains only two 2's. By Definition 25,

I B (x r C! c2) = 0, i.e., the sequence [0,1,0] cannot be inferred in B[K], a contradiction.

E Cl C2 C3 C4

° ° ° °
* ° ° ° 1

° ° 1 °
** ° ° 1 1

° 1 ° °** 0 1 1 0
* 1 0 0 0

? 1 ° ° 1
** 1 1 0 °

Figure 5.3: All possible sequences (except for the one with the question mark) E[K] can
contain where a component K of GH is a path (CI' C2, C3, C4). The rows with star(s) are
necessarily contained in E [K].

Finally, assume that K is a path of length 3, say (CI, C2, C3, C4). Consider any E defined

by any covering G from HA. By Observation 9, the pairs Cl, C2, C2, C3 and C3, C4 are active

in A, hence the pairs Cl, C3 and C2, C4 are weakly active. Since, the pairs Cl, C3 and C2, C4

do not conflict in E, E[K] can contain only following 9 quadruples: [0,0,0,0], [0,0,0,1],

[0,0,1,0]' [0,0,1,1]' [0,1,0,0], [0,1,1,0]' [1,0,0,0], [1,0,0,1] and [1,1,0,0], d. Figure 5.3.

Since, the pairs CI, C2, C2, C3 and C3, C4 conflict in B, the rows with two stars "**" are

necessarily in B[K]. Consequently, B[CI' C4] contains pairs [0,1] and [1,0] and since CI, C4

do not conflict, the row with the question mark "?" cannot appear in E[K]. Without

a row with "?" in E[K], the rows with one star "*" become necessary to guarantee the

conflicts between Cl, C2 and between C3, C4. Hence, all rows with star(s) are necessarily in

E[K] and rows with no symbol are possibly in E[K]. The only candidate for x is 0110. It

is easy to see that the condition (2) of Theorem 3 is satisfied if and only if B[K] does not

contain any of [0,0,1,0] and [0,1,0,0].

W.l.o.g. assume that B[K] contains y = [0,0,1,0]. By Definition 26, the extended

hypergraph HA does not contain the switch (C2, C3, C4), and hence C2, C3, C4 do not induce

[0,1,0] in A. As in the previous case, there are four possible sequences in A[c2' C3, C4]

which could be inferred to produce [0,1,0] in B[C2' C3, C4], and building on that 8 possible

sequences in A[K] which could be inferred to produce y: (a) [0,2,2,2], (b) [2,2,2,2]' (c)

[0,2,1,2], (d) [2,2,1,2]' (e) [0,2,2,0], (f) [2,2,2,0]' (g) [0,0,2,2] and (h) [2,0,2,2]. Let
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us analyze all these possibilities:
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(a) The only way how to infer y from [0,2,2,2] is to resolve CZ,C4 equally. This would

produce also a quadruple [0,1,0,1] in B, and hence a conflict between Cz and C4.

Which contradicts the fact that K is a path.

(b) To infer sequences from [2,2,2,2] avoiding any conflict between Cl, C3, Cz, C4 or Cl, C4,

the pairs Cl, Cz and C3, C4 IIlUSt be resolved equally, and other pairs unequally. Hence,

the sequence y is not produced.

(c) To infer sequences from [0,2,1,2] avoiding a conflict between Cz, C4, the pair is re­

solved unequally, i.e., y is not produced.

(d) The sequences [2,2,1,2] cannot appear in A[K] as otherwise the pair [1,1] is induced

by Cl,C3 in A, i.e., Cl,C3 would conflict.

(e) Let r be the row containing [0,2,2,0] in A. To produce y, the pair cz, C3 has to be

resolved unequally. If r contains another 2, say in column c, the one of the pairs c, Cz

and c, C3 would have to be resolved equally, hence producing a conflict. This would

contradict the fact that K is a component in G B. On the other hand, if r contains

only two 2's, by Definition 25, the pair Cz, C3 is resolved equally in row r, thus not

producing y in B.

(f) Let r be a row containing [2,2,2,0] in A[K]. First, note that r does not contain any

other 2, say in coluIIln c. For otherwise there would be a 4-edge in HA containing

Cl, Cz, C3 and c, which would introduce an edge between C and one of Cl, Cz, C3 in G,

a contradiction. There are two ways how to infer sequences from r avoiding conflicts

not in K: (i) resolving Cl, Cz equally; (ii) resolving Cz, C3 equally. In the case (ii), y is

not produced from [2,2,2,0]. In the case (i), we will consider another covering from

HA, which differs from the current one by choosing edge (cz, C3) instead of (Cl, cz)

when processing a row containing [2,2,2,0] in A[K]. This new covering might be not

canonical. Indeed, it is not canonical if r was the only row containing 2's in Cl, Cz and

at least one other 2 such that I B (xrq C2) = 0 and there is no forced 2-edge (Cl, cz).

In such a case, to make the new covering canonical, we also change the inferring

of every row containing only two 2's and those in columns Cl and Cz from equal to

unequal. Obviously, this new covering will not introduce any new conflict, although

it will remove conflict between Cl and Cz. In such a case, we have found another

graph G' that canonically covers HA with smaller number of edges, a contradiction

with the assumption that G has the minimum number of edges.



CHAPTER 5. GTNH PROBLEM IS NP-COMPLETE

(g) Similar to the case (e).
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(h) To infer sequences from [2,0,2,2] avoiding any conflict between Cl, C3 or Cl, C4, C3, C4

is resolved equally, and other pairs unequally. Hence, the sequence y is not produced.

Thus each component of G satisfies condition (2) of Theorem 3 which concludes the

~~ 0

5.2 The Extended Hypergraph Covering Problem is Intractable

Unfortunately, the EHC problem is intractable in general as proved in the following theo­

rem, and thus Theorem 23 cannot be used to polynomially solve an arbitrary weak diagonal

instance of the GTNH problem.

Theorem 24. The EHC problem is NP-complete.

Pmof. It is easy to see that the EHC problem is in NP. The proof is done by conversion

from a special instance of 3-SAT problem. This problem is known to be NP-complete even

when restricted to formulas where each clause contains 2 or 3 literals and every variable

occurs in exactly 3 clauses - once positive and twice negated [84]. Let f(Xl, X2, ... ,xm ) =

Gl A··· A Gk be such a formula in conjunctive normal form, where Gl , ... , Gk are clauses.

Let Pl, ,Pm be all occurrences of literals {Xl, ... ,Xm,-'Xl, ... ,-'xm } in f. For every

i = 1, , k, we have

Gi = PSi,l V PSi ,2 or Gi = Ps 1 V Ps 2 V Ps· 3t, t, t,

depending on whether Gi contains 2 or 3 literals. Let 5 i = {Si,l, Si2 } or 5 i = {Si,l, Si,2, Si,3},

respectively. Sets 51, ... , 5k forms a decomposition of set {1, ... , m}. For every i =

1, ... , m, let Pti,l be the occurrence of positive literal Xi and Pti,2,Pti,3 two occurrences of

negated literal -'Xi. Let Ti = {ti,l, ti,2, ti,3}, Again, sets T l , .. . , Tm form a decomposition

of set {1, ... ,m}. We will construct an extended hypergraph fl(f) such that it has a

canonical covering with all components being paths of length at most 3 and satisfying

the ordered-component property if and only if f is satisfiable. The hypergraph will only

contain forced 2-edges and 3-edges. Hence, each covering is canonical, and we will not

mention this property of the covering in the remaining of the proof. We will form the

hypergraph fl (f) as a union of several hypergraphs, called gadgets, one for each clause,

and one for each variable. The numbering of vertices in the hypergraph is important as it

influence the ordered-component property. All constructed gadgets will have to types of

vertices (SNPs): depicted by a dot and depicted by a cross. For our construction it will
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be sufficient to number vertices so that all vertices with a cross have higher number than

vertices with a dot, which can be easily achieved.

qP" ~'" ~'"PS-i,!
P'~',l P.'I .. 1.

(a) (b) (c)

Figure 5.4: Part of hypergraph R(f) for clause Ci = PSi,l V PSi ,2 and all possible graphs
cover it, each representing one case how the clause can become satisfied. The vertices with
cross have higher numbers than vertices with dots.

For every clause with two literals Ci = PSi,l V PSi ,2' we construct a part of hypergraph

(a gadget) consisting of two forced 2-edges and one 3-edge as depicted in Figure 5.4. The

figure also shows all possible graphs cover the gadget satisfying the conditions of the ERC

problem. In these figures, a variable Pj has value 1 if no other edge (from the other parts

of R(f)) can be joining the vertex Pj' For instance, in the first graph, PSi,l has value 1,

as any other edge joining PSi,l would increase the degree of this vertex to 3, and PSi ,2 has

value O. Note that in each hypergraph covering of the gadget at least one of PSi,l and PSi ,2

has value 1.

~
P"'" ~P"'"
P.'l,.2 PS,.2

P.'I,.l PSi.1 ~
P"""
PS i ,2

PS"l ~
P"'"

{J P",

PS',l

(a) (b) (c) (d) (0)

Figure 5.5: (a) The part of hypergraph R(f) for clause Ci = PSi,l VPS i ,2 VPS i ,3' (b-d) Three
possible graphs that cover from it, each representing one case how the clause can become
satisfied. (e) A trial to search for a hypergraph covering with values of PSi ,llPSi ,2,PSi ,3 set
to O.

For every clause with three literals Ci = PSi,l V PSi ,2 V PSi ,3' we construct a gadget

consisting of four forced 2-edged and four 3-edges as depicted in Figure 5.5(a). Figure 5.5

also shows three possible graphs (b d) that cover the part of hypergraph satisfying the

conditions of the ERC problem. There are other graphs which can be covering for the

part of R (f), however in each of them at least one of PSi,l , PS i ,2' PS i ,3 has value 1. Indeed,

assume that all three values are set to O. Then no edge from inside of gadget can be

joining any of PSi,l ,PSi ,2,PSi ,3' We have the situation depicted in Figure 5.5(e). Now, there

is no edge to be selected from the 3-edge which vertices are connected with dashed edges

without increasing degree of some vertex to 3.
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Pt,,:J Pt,,~3 PL,:J Pt',3

Pt,.z Pt,,:.! Pt, .., Pt .. :.!

Pf,.l Pt,.l [Jt"l Pt;,l

(a) (b) (c) (d) (c)

Pt",

Pt i ,l ...------n.. /
P'i,2

Figure 5.6: (a) The part of hypergraph fl(f) verifying the values of three occurrences of a
variable Xi. (b-d) Three possible hypergraph coverings. In (b), Pti,l has value 1 and forces
values of Pti,2 and Pti,3 to O. In (c), Pti,2 has value 1 and in (d), both P ti,2 and Pt,,3 have
value 1. In both cases (c) and (d), Pti,l is forced to have value O. (e) A trial to search for
a hypergraph covering with values of Pti,l and P ti,2 set to 1.

The second part of the construction checks whether three occurrences of a variable Xi:

P ti,llPti,2,Pt i,3 do not have contradictory values. That is if Pti,l (positive occurrence) has

value 1 then both Pti,2 and Pti,3 (negated occurrences) should have values 0, and if at least

one of Pti,2 and P ti,3 has value 1 then Pti,l should have value O. This is achieved by a gadget

consisting offour forced 2-edges and four 3-edges depicted in Figure 5.6(a). Figures 5.6(b

d) show three possible graphs that cover the gadget. In these figures, a variable Pj has

value 1 if no edge in the gadget joins Pj, which is in agreement with interpretation of

values of Pi'S in gadgets of the first part of construction.

Let us verify the claimed property of the gadget. Assume for instance that both Pti,l

and Pti,2 have values 1. Hence, no edge from inside of the gadget is joining these two

vertices. Then to avoid a vertex of degree higher than 2, from the 3-edge {Zl' Z2, Z3} we

have to select edge (Z2' Z3), d. Figure 5.6(e). Now, there is no edge to be selected from

the 3-edge which vertices are connected with dashed edges without producing a path of

length 4 or 5. The other cases can be proved using similar arguments.

Now, let us verify that it is possible to find a hypergraph covering of fl(f) which

satisfies conditions of the EHe problem if and only if f is satisfiable. First, consider a

graph G that covers from fl (f) such that each component is a path of length at most 3.

For every clause Gi , at least one of PSi ,1,PSi ,2 (respectively, PSi,1,PS,,2,Psi ,J has value 1 in

G. Let it be Pqi (if there are several literals in Ci with value 1 in G, pick any of them).

We will form a true assignment as follows. For every Xj, if there is Pqi = Xj, set Xj = 1; if

there is Pqi = 'Xj, set Xj = 0; otherwise set Xj to any value. As long as we guarantee that

there are no i, if such that Pqi = Xj and Pqi' = 'Xj, the above definition is correct and

obviously is a true assignment for f. Assume for contrary that Pq, = X j and Pqi' = ,xj.

Obviously, qi = tj,1 and qi' is either tj,2 or tj,3. Now, since we Ptj,l has value 1 and one of
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Pt 2' Pt 3 has value 1, we have a contradiction with the property of the gadget for xJ'.J, J,

For the converse, consider a true assignment for f. For every clause Ci = PSi,l V PS i ,2

with two literals, there is at least one literal Pqi with value 1, where qi E {Si,l, si,d. If

qi = Si,l, search for a hypergraph covering of the gadget for Ci as depicted in Figure 5.4(b).

If qi = Si,2, as in Figure 5.4(c). Similarly, for every clause Gi = PSi,l V PS,,2 V PS i ,3 with

three literals, there is at least one literal Pqi with value 1, where qi E {PSi,!' PSi,2' PSi,3}' If

qi = Si,l (respectively, qi = Si,2, qi = Si,3), search for a hypergraph covering of the gadget

for Gi as depicted in Figure 5.5(b) (respectively, Figure 5,5(c), Figure 5.5(d)). For the

gadgets in the second part of construction we will search for coverings as follows. For

every Xi, if value of Xi is 1, find a hypergraph covering of the gadget for Xi as depicted in

Figure 5.6(b), and if value of Xi is 0, as in Figure 5.6(d). Let G be the union of graphs

that cover all gadgets. We will show that G satisfies the conditions of the EHC problem.

First, it is easy to see that all possible edges of G are connecting a vertex with a cross

with a vertex with a dot, The ordered-component property follows. It is also easy to see

that the components of graphs that cover a single gadget are all paths of length at most

3. Hence, it is enough to verify that Pk-vertices which are shared between gadgets do not

combine components to a component which is not a path of length at most 3. Observe

that each Pk is shared by exactly two gadgets, one gadget for a clause Gi and one gadget

for a variable Xj' In the gadget for Gi , the component containing Pk is either an edge, if

Pk is not necessary to satisfy the clause, or a path of length with Pk as the middle vertex,

if Pk is necessary to satisfy the clause. In the second case, by definition of G, Pk has value

1 in the considered true assignment for f. In the gadget for Xj, the component containing

Pk is either a singleton, if Pk has value 1, and an edge, if Pk has value O. The only way

how to obtain an invalid component is to combine the middle vertex of path of length 2

with an edge, but this will never happen as the first one requires the value of Pk to be 1

and the other to be O. 0

Even though we have proved that the EHC problem is NP-complete, it does not imply

the NP-completeness of the GTNH problem. Indeed, it is not possible to construct a

genotype matrix resulting in the constructed gadgets for a given boolean formula. The

following example shows why.

Example 6. Suppose that there is a boolean formula f = Xl V X2 V X3. We show that

it is impossible to construct a genotype matrix A such that the hypergraph HA for A is

isomorphic to the constructed gadgets used in the proof of Theorem 24. In Figure 5.7, We

show the gadget for the 3-clause Xl V X2 V X3 and the part of values that A must contain.

Indeed, the three 2's in rl and r2 are added for the hyperedges {C2' C3, xd and
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A Cl C2 C3 C4 C5 Xl
X2

rl 0 2 2 0 0 2
r2 0 2 0 2 2 0

Xl
C2
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Figure 5.7: Gadget for clause Xl V X2 V X3 and the part of values that A must contain.

{C2' C4, C5} in the gadget respectively. Because of the fact that column pairs [C2' C3] and

[C2, C4] are active, column pair [C3' C4] is weakly active. Therefore, to avoid creating con­

flict between C3 and C4, they cannot induce [1, 1] from A. Thus, in rl of A, C4 must have

value O. Similarly, columns Cl, C5 must be 0 in rl and columns Cl, C3 and Xl must be 0

in r2. However, this makes the three columns Cl, C2 and C3 induce [0, 1, 0]. According

to Definition 26, HA have to contain a switch [Cl,C2,C3]. Since {Cl,C2} is a forced 2-edge,

(C2, C3) cannot be added to any possible covering of HA. Similarly, (C2' Xl) cannot be in

any covering for HA either. This makes the edge (C3' xd must be added to any covering

of HA, a contradiction.

However, our recent research shows that the weak diagonal instance of the GTNH

problem is the key for proving NP-completeness of the GTNH problem. We present the

result in the next section.

5.3 GTNH Problem is NP-Complete

5.3.1 Definitions

We define a special type of genotype matrices below.

Definition 27 (Simple genotype matrix). We say that a genotype matrix is simple if

every row contains either zero or three 2's.

For clarity, we will consider the following (stripped) version of the extended genotype

hypergraph.

Definition 28 (Extended genotype hypergraph (EGH)). An extended genotype hyper­

graph is a hypergraph with m vertices and hyperedges containing either two or three

vertices. In addition, an extended genotype hypergraph contains a list of switches, which

are ordered triples of vertices.

Given a simple n x m genotype matrix A, the extended genotype hypergraph HA of A

has the set of characters (columns) {I, ... ,m} as a vertex set. Hypergraph HA contains

only the following hyperedges:
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• for every row r of A containing three 2's, say in columns CI, C2, C3 there is a hyperedge

er = {CI, C2, C3}; and

• for every two columns CI and C2 inducing [0,1]' [1,0] and [1,1] in A, there is a

hyperedge {CI' C2} in H A·

Furthermore, for every triple of characters CI, C2, C3 such that there are distinct hyperedges

e and e' such that CI, C2 E e and C2, C3 E e' and the triple induces [0,1,0] in A, HA contains

a switch [CI, C2, C3].

The following definition defines a graph covering of an extended genotype hypergraph.

Definition 29 (Covering of EGH). Consider an extended genotype hypergraph H. We

say that a graph G with the same vertex set as H covers H if G can be obtained as follows:

• for every 3-edge {CI' C2, C3} of H A, add exactly one of the edges (CI' C2), (C2, C3) and

(CI' C3) to G; and

and for every switch [CI, C2, C3], at most one of the edges (CI' C2) and (C2' C3) is in G. A

graph G that covers H is called a covering of H.

The EGHC problem is a simpler version of the EHC problem we defined in subsection5.1.5

and it can be formulated as follows:

Problem 6 (Extended Genotype Hypergraph Covering Problem). Given an extended

genotype hypergraph H, determine whether there is a covering G of H such that each

connected component K of G is a path of length at most 3 satisfying the ordered compo­

nent property.

The following characterization was shown in the previous section.

Theorem 25. Consider a simple genotype matrix with the weak diagonal property. Then

A can be explained by a galled-tree network if and only if there exists a covering G of HA

such that every component of G is a path of length at most 3 and has the ordered-component

property.

In Section 5.2, it was also shown that the EGHC problem is NP-complete, hence this

characterization fails to provide a polynomial solution for the GTNH problem even for

such special genotype matrices. On the other hand, since not every extended genotype

hypergraph has a corresponding genotype matrix, in particular, the gadgets used to show
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NP-completeness of the EGHC problem in Section 5.2 do not, the NP-completeness of

EGHC problem does not imply that the GTNH problem is NP-complete. In the next

section, we consider special instances of extended genotype hypergraphs for which, as we

will see later, it is possible to construct a corresponding genotype matrix and show that

the EGHC problem for them remains NP-complete.

5.3.2 GTNH Problem is NP-complete

The proof of NP-completeness is done in two steps. First, we define special instances

of extended genotype hypergraphs, called natural instances and show that the EGHC

problem is NP-complete for them. Then we show that it is possible to construct a genotype

matrix for each such instance. The NP-completeness of the GTNH problem then follows

by the characterization obtained in Section 5.2, (Theorem 25).

5.3.3 Natural Extended Genotype Hypergraph Covering Problem is

NP-Complete

Definition 30 (Natural EGH). We say that an extended genotype hypergraph H is

natural if for any two hyperedges e, e' of H, Ie n e'l ::; 1 and the list of switches contains

all and only the following switches: for every vertex c of H with degree at least 3, and

for every two hyperedges el and e2 containing c, and for every two vertices CI E el and

C2 E e2 such that C,CI,C2 are all distinct, there is a switch [CI,C,C2]'

We will show that the natural extended genotype hypergraph covering problem is

NP-complete by reduction from 3-SAT. The proof is somewhat similar to the proof of

NP-completeness of the EGHC problem [42] illustratedin in Section5.2.

Theorem 26. The natural extended genotype hypergraph covering problem is NP-complete.

Proof. The proof is done by a reduction from a special instance of the 3-SAT problem in

which each clause contains two or three literals and every variable occurs in exactly three

clauses - once positive and twice negated [84]. Let f(XI' X2,.· ., x m ) = CI 1\ .. . 1\ Ck

be such a formula in the conjunctive normal form, where CI , ... , Ck are the clauses.

Let PI, ... ,P3rn be the list of all occurrences of literals in f such that P3i-2 = Xi and

P3i-1 = P3i = 'Xi' Now every clause Ci can be written as

Ci = PSi 1 V PSi 2, , or Ci = PSi 1 V PSi 2 V PSi 3, , ,

depending on whether Ci contains two or three literals.
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Next, we construct a natural extended genotype hypergraph H(f) for f which has a

covering if and only if the formula f is satisfiable. The hypergraph H (f) will be an edge­

disjoint union of several gadgets, one for each clause and one for each variable. The only

vertices in common among gadgets will be the literal vertices, in particular, each literal

vertex will be shared between one clause gadget and one variable gadget. Furthermore, in

each gadget we will mark every vertex either with a dot or a cross such that every literal

vertex will be marked with a dot. This will guarantee that our marking will be consistent

in whole H(f). Using this marking we order the vertices of H(f) such that every vertex

marked with a dot precedes every vertex marked with a cross. This ordering implies that

to verify the ordered component property of a covering it is enough to check that in such

a covering every path of length two or three alternates between vertices with crosses and

dots.

Now we define the gadgets; we start with the clause gadgets. Consider a covering c of

H (f). We say that a literal Pj has value 1 in this covering, if c restricted to the clause

gadget containing Pj contains an edge incident to the vertex Pj. Note that this is well

defined since for every literal vertex Pj there is a unique clause gadget containing it.

(J", <t" (Y',2 ~~:::• PS i.1 ~P",.l • PSi,1

(a) (b) (c) (d)

Figure 5.8: The clause gadget for clause Ci = PSi,l V PS i ,2 with two literals and all possible
coverings. The coverings are depicted as solid edges joining particular pair of vertices. In
(b), PSi,l has value 1 and PS i ,2 has value 0, in (c) PSi,l has value 0 and PS i ,2 has value 1,
and in (d) both have value 1.

For every clause Ci = PSi,l V PS i ,2 with two literals, we construct a gadget consisting

of one 3-edge as depicted in Figure 5.8(a). Figure 5.8(b-d) shows all possible coverings

of the gadget. Note that in each such covering, at least one of literals PSi,l and PS i ,2 has

value 1.

For every clause Ci = PSi,l V PS i ,2 V PS i ,3 with three literals, we construct a gadget

consisting of one 2-edge and nine 3-edges as depicted in Figure 5.9(a). Figure 5.9(b-d)

shows three possible coverings of the gadget, in which exactly one of the literals is set

to 1. Note that in our proof, the restriction of a covering corresponding to a satisfiable

assignment of the formula f to the gadget will be one of these three coverings. In any

other covering of the gadget, an important property is that at least one of the literals

has value 1. Indeed, assume that all three values are set to O. Then in every covering of

the gadget in which the condition for switches is satisfied, there is a path of length 4, d.
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(a) (b) (e) (d) (e)

Figure 5.9: (a) The part of hypergraph fl(f) for clause Ci = PSi,! V PSi ,2 V PSi ,3' (b d)
Three possible graph coverings, each representing one case how the clause can become
satisfied. (e) The case when all three literals PSi,l , PS i,2' PSi ,3 are set to 0 leads to a path of
length 4 (dashed).

Figure 5.9(e), hence it is not a covering. This guarantees that in any covering of H(f), in

the corresponding assignment, every clause of f will be satisfied.

(a) 2,
;,

(b) ~

Figure 5.10: (a) The part of hypergraph H(f) verifying the values of three occurrences of
a variable Xi. (b-c) Two possible coverings. In (b), we have depicted the unique covering
if it is assumed that P3i-2 has value 1 (set by clause gadget). As can be seen, this forces
values of P3i-l and P3i to 0 (in their clause gadgets). In (c), P3i-2 is forced to have value 0
(in its clause gadgets) and P3i-l and P3i can have arbitrary values. In (d), the case when
P3i-2 and P3i-l are set to 1 leads to a path of length 4 or 5 (depending on which of the
dashed edges is chosen).

In the second part of the construction, for each variable Xi, we add a variable gadget

which will guarantee that three occurrences of a variable Xi: P3i-2,P3i-l,P3i must be

assigned consistent values. That is if P3i-2 (positive occurrence) has value 1 then both

P3i-l and P3i (negated occurrences) should have values 0, and if at least one of P3i-l and

P3i has value 1 then P3i-2 should have value O. This is achieved by a gadget consisting

of three 2-edges and thirteen 3-edges depicted in Figure 5.10(a). Figures 5.10(b c) show

three possible coverings of the gadget. In these figures, a variable Pj has value 1 if no

edge in the gadget joins Pj, which is in agreement with interpretation of values of Pi'S in

gadgets of the first part of construction.

Let us verify the claimed property of the gadget. Assume for instance that both P3i-2

and P3i-l have value 1. No edge covering the variable gadget can be adjacent to any of

these two vertices, otherwise the condition on switches (crossing from variable to clause

gadgets) would be violated. Hence, the edges connecting the other two vertices of the

3-edges containing P3i-2 or P3i-l have to be in the covering. Similarly, edges el, e2 in
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Figure 5.10(e) have to be in the covering. Now, there is no edge to be selected to cover

the 3-edge in the middle of the gadget, as the selection of any of the dashed edges would

produce a path of length 4 or 5. The other cases can be proved using similar arguments.

Finally, we have to check that it is possible to find a covering of H(f) which satisfies

the conditions of the EGHC problem (a solution to the EGHC problem) if and only if f is

satisfiable. First, consider a graph G that is the solution to the EGHC problem for H(f).

For every clause Ci, at least one of PSi,l' PS i ,2 (respectively, PSi,l' PS i ,2' P Si,3) has value 1 in

G. Let it be Pqi (if there are several literals in Ci with value 1 in G, pick any of them).

We will form a true assignment as follows. For every Xj, if there is Pqi = Xj, set Xj = 1;

if there is Pqi = ,Xj, set Xj = 0; otherwise set Xj to any value. As long as we guarantee

that there are no i, if such that Pqi = Xj and Pqi' = ,Xj, the above definition is correct

and obviously is a true assignment for f. Assume that on the contrary, Pqi = Xj and

Pqi' = ,Xj' Obviously, qi = P3j-2 and qi' is either P3j or P3j-1' Now, since P3j-2 has

value 1 and one of P3j,P3j-l has value 1, we have a contradiction with the property of the

variable gadget for x j .

For the converse, consider a true assignment for f. For every clause C i = PSi,l V

Ps 2 with two literals, there is at least one literal in qi E {Si 1, Si 2} with value 1 in this
t, ' ,

assignment. If it is PSi,l (respectively, PS i ,2)' pick the covering of the clause gadget for

Ci as depicted in Figure 5.8(b) (respectively, Figure 5.8(c)). Similarly, for every clause

C i = PSi,l V PS i ,2 V PSi ,3 with three literals, pick the covering as depicted in Figures 5.9(b d),

depending on which literal has value 1 (if there are several pick one). For the variable

gadgets we will select the coverings as follows. For every Xi, if value of Xi is 1, pick a

hypergraph covering of the gadget for Xi depicted in Figure 5.10(b), and if value of 'Xi

is 1, in Figure 5.10(d). Let G be the union of graphs that cover all gadgets. Now, we

need to show that G satisfies the conditions of the EGHC problem. The coverings of

each gadgets satisfies these conditions. Since, the only common vertices among gadgets

are literal vertices, which have degree 3, the switches with literal vertices in the middle

forbid the connected components of the coverings of different gadgets to connect. Hence,

G satisfies the conditions of the EGHC problem as well. 0

5.3.4 Construction of Genotype Matrix

In this subsection we show that for every natural EGH there is a corresponding genotype

matrix. First, let us define the correspondence between genotype matrices and extended

genotype hypergraphs.

Lemma 27. For every natural EGH H, there is a genotype matrix A with zero or three
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2 's in every row such that HA = H.
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Proof. Let H be a natural EGH. Construct a genotype matrix A(H) using the following

steps:

(1) Let A(H) have IV(H)I columns and each vertex C E V(H) corresponds to a column

C of A(H).

(2) For each 3-edge {Cl' C2, C3} of H, add a new row r to A(H) such that r[c] = 2, if

C E {Cl, C2, C3}, and dc] = 0, otherwise.

(3) For each 2-edge {Cl,C2} of H, add a new row r to A(H) such that r[c] 1, if

C E {Cl' C2}, and r[c] = 0, otherwise.

(4) For every vertex C of H with degree 1, add a new row r to A(H) such that r[c] = 1,

and r[c'] = °for any c' f. c.

Let A = A(H). Now, we have to show that HA = HObviously, HA and H have the same

sets of 3-edges. Consider a 2-edge {Cl' C2} of H. By definition of A, Cl, C2 induce [1, 1] in

A. Let us show, for instance, that they also induce [1,0]. First, if the degree of Cl in H

is one, then there is a special row in A for Cl which induces [1,0]. Second, assume that

there is other hyperedge in H containing Cl. Then the row in A for this hyperedge induces

[1,0]. Hence, HA contains hyperedge {Cl,C2}' Finally, observe that HA cannot contain

any other 2-edge, as pair [1,1] can be induced only in the rows added in the step (3).

Next, we need to show that HA and H have the same lists of switches. Assume that

H contains a switch [Cl, c, C2]' Then C has a degree at least 3 in H, and there are two

distinct hyperedges el and e2 containing C and Cl E el, C2 E e2 such that c, Cl, C2 are all

distinct. Since d(c) ~ 3, there is another hyperedge e3 containing c. Since, Cl, C2 ~ e3,

Cl,C,C2 induces [0,1,0]. Hence, by definition, HA contains the switch [Cl,C,C2]'

Assume now that HA contains a switch [Cl' C2, C3]' By definition, there are two dis­

tinct hyperedges e and e' such that Cl, C2 E e and C2, C3 E e'. Since the triple Cl, C2, C3

induces [0,1,0] and d(C2) ~ 2, there must be another hyperedge e" containing C2, but not

containing Cl and C3. Hence, d(C2) ~ 3, and [Cl' C2, C3] is a switch in H. 0

Example 7. In this example, we built a genotype matrix A for a natural extended hyper­

graph H. See Figure 5.11.

5.3.5 Completion of the Proof

To complete the proof we need to show that for every natural EGH H the genotype matrix

A(H) constructed in the previous section has the weak diagonal property.
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H
2

• 4

5

6

A(H) Cl Cz c~ C1 CG Cfi C7

2 2 2 0 0 0 0
0 0 0 0 2 2 2
a a 1 1 a a a
0 a 1 a 1 a a
1 a 0 0 a 0 0
a 1 a a a 0 a
a a a 1 a a a
a a a a a 1 a
a a 0 a a 0 1

Figure 5.11: Example of a genotype matrix A(H) constructed for a natural extended
hypergraph H.

Lemma 28. Let H be a natural extended genotype hypergraph. Then A(H) has the weak

diagonal property.

Proof. In this proof, we show a stronger result that any two columns Ci, Cj E A(H) induce

both [0,1] and [1,0]. First, suppose vertex C E H has degree more than 1. For any other

vertex c', there must exist a hyperedge e such that C is incident on e while c' is not. Indeed,

any two hyperedges in H share at most one vertex. From the constructing procedure of

A(H) we know that there must be a row r with r[c] = 2 (or r[c] = 1) and r[c'] = O. In

other words, columns c and c' induce [1,0].

Now, for any pair of vertices c and c', if each of them has degree more than 1, then

the corresponding pair of columns c, c' E A(H) induce both [1,0] and [0,1]. If one of them,

say c, has degree 1, then according to the last step of the construction of A(H), the two

columns induce both [0,1] and [1,0] as well. 0

The main result follows by Theorems 25 and 26, and Lemmas 27 and 28.

Theorem 29. The galled-tree network haplotyping problem is NP-complete.



Chapter 6

Conclusion and Future Work

6.1 Conclusion

Despite the great progress biomedical research has made, the root causes of common

human diseases remain largely unknown. It is widely believed that mutations in DNA

sequences, especially those interfering the composition of genes, can cause illness. While

research in monogenic diseases have been successful, it becomes more complicated in de­

termining the genetic basis of common "multi-factorial" diseases, which are the result of

multiple genetic variants and environmental factors. Haplotypes are believed to be promis­

ing genetic markers to tackle the problem. The understanding of haplotype structures will

provide fundamental insights into the pathogenesis, diagnosis and treatment of common

diseases.

This thesis work is intended to tackle the haplotyping problem using computational

methods. In particular, we are interested in inferring haplotypes from genotypes, based on

the assumption that the evolutionary history for the original hapltypes satisfies galled-tree

network model. After the problem was introduced by Gusfield et al. in 2004 ([54]), not

many results have been published related to the problem. In this thesis, we contributed

in the following aspects of the problem. We characterized the existence of galled-tree

networks for haplotype matrices. As the general galled-tree network haplotyping problem

is quite difficult, we studied some special cases of the problem. For one special case of

the GTNH problem, where we simplified the galled-tree networks (the simple galled-tree

network) that can explain the original haplotypes and we required the input genotype

matrices satisfy a combinatorial property (the weak property), we gave a polynomial

algorithm to solve it. For another special case of the GTNH problem, where we require

the input genotype matrices to satisfy another combinatorial property (the WD property)

and no restriction on the galled-tree network model, we characterized it. Finally, based
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on the previous characterization, we show that the GTNH problem is NP-complete.

6.2 Future Work

86

For haplotype inferring problem, galled-tree network model can be applied to infer haplo­

types from wider range of genotype data than the perfect phylogeny model, as when there

is no recombination happens GTN is exactly perfect phylogeny. Furthermore, its feature

that allows a small number of recombinations in each haplotype block favors the biological

observation of human chromosomes. It is interesting to ask for an efficient algorithm for

haplotype inferring using the galled-tree network model.

6.2.1 Design Efficient Algorithms for some Restricted Versions of the

GTNH Problem

Now that we know the general galled-tree network haplotyping problem is NP-Complete,

simpler versions of the problem are intriguing to explore. Song et al ([94]) studied the

problem which only allows one recombination to occur in a galled-tree network and with

the assumption that PPH solution, if there is any, for each sub-matrix of the input geno­

type matrix is unique. One open problem is to find an efficient algorithm for GTNH

problem with the output galled-tree network with exactly one gall and there is no limita­

tion on the number of PPH solutions for each sub-matrix M L and MR. Furthermore, it

is interesting to look at the GTNH problem by restricting the size for each recombination

cycle instead of restricting the number of recombinations. In this thesis, we described

a polynomial algorithm for the case when the galled-tree networks that can explain the

original haplotypes have only size-2 recombination cycles. It will be interesting to see for

size-3 galls, if we can still find a polynomial algorithms to solve this special problem.

6.2.2 GTNH Problem with Partially Known Haplotypes or Galled-Tree

Networks

Another problem that is interesting to explore is to utilize partially known information

when trying to infer haplotypes from genotypes. Such partial information includes part

of the haplotypes that form the genotypes in question and part of the galled-tree struc­

ture which can be utilized to explain the evolutionary history for the original haplotypes.

For instance, the partial haplotype information can corne from some molecular haplotyp­

ing methods. Though there are no efficient molecular haplotyping methods to sequence

long-range haplotypes so far, some sequencing technique is still used to sequence short
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range haplotype information. If such information can be used in inferring longer range

of genotype data, it would save lots of costs and energy and also increase the confidence

about the correctnetiti of the resultti from the computational methodti. Partial galled-tree

network structure or partial phylogeny tree structure can help in reducing possible number

of solutions and furthermore increase the accuracy of the inferring.

6.2.3 Applications

It would be of great interests to the researchers of genetic studies if the polynomial al­

gorithm described in the thesis can be applied to real-life biological data. Such data can

be gathered from the HapMap project website, where genotype data of SNPti with high

density for individuals from several origins have been sequenced ([57]). Before applying

the algorithm to infer haplotypes from genotypes, we need to first verify if the data satisfy

weak property or find blocks of SNPs such that SNPs in each block across all individuals

tiatitifying the property. Next, for the data blocks that tiatitify weak property, apply our

algorithm to infer haplotypes.

Recall that the galled-tree network haplotyping problem together with the perfect phy­

logeny haplotyping problem both rely on an observation that many human chromosomes

are blocky, and nucleotides inside each block tend to inherit together. Without assump­

tion on boundarieti of thetie "blockti", our algorithm is likely to fail when utied to infer

haplotypes.

There are several ways we can apply our algorithm in inferring large-scale genotype

data. Suppose we have a set of genotypes G with length l for each genotype in G. Let t and

to be two pointers such that to points to the beginning of the SNP block in consideration

and t pointti to the current SNP potiition of the genotypes. Set the initial value of to to

be 1. Increase t by 1 every time we read one more SNP from each genotype in G. As

long as the block of SNPs between position to and t can be solved using our algorithm,

increase t again. When t reaches a point, where the genotypes cannot be inferred using

our algorithm, record the inferred valueti, and reset the pointer to and t to titart from

the current position. Repeat the above procedureti, until all the SNP valueti in G are

inferred. This strategy not only inferred the genotypes, but also found some boundaries

for possible haplotype blocks, where SNPs in each block are formed by haplotypes whose

evolutionary history satisfies galled-tree network model. In order to get haplotypes for the

whole genotypes in G, we need to have overlaps between haplotype blockti. For intitance,

after finding a block boundary utiing the above procedure, reset to and t to the last position

of the previous block and start the searching again. Inferring of the new block should be

consistent with the inferring of the first SNP from the previous procedure. Note that
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Eskin et al. ([32]) illustrated a way of how to joining together inferrings of haplotypes

from adjacent genotype blocks. Their algorithm HAP was utilized successfully in inferring

haplotypes for chromosome size samples.

Another way to utilize our algorithm in inferring haplotypes, would be to use exist­

ing block finding algorithms to find out possible block boundaries, and then apply our

algorithm in each block. This strategy might not work if there are blocks where the evolu­

tionary history for the original haplotypes do not satisfy galled-tree network model. But

again, for these cases, we can apply our strategy above to do the inferring for sub-blocks.

Galled-tree network model can be applied in searching for recombination hotspots ( ge­

nomic regions that have much higher recombination rates than its neighboring regions) as

well. There is some research going on in searching for hotspots using general phylogenetic

network models with minimum number of recombinations ([115, 5]). Though galled-tree

network only allows non-interacting recombinations, our preliminary experimental results

show that using the model we can correctly detect experimentally verified hotspots on

some biological data sets ([67]). It is interesting to explore whether GTN can be applied

in detecting hotspots in other biological data sets.
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