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Abstract

We consider the algorithmic issues for the center and covering location optimization prob­

lems in network metric space. The demand set consists of all points of the network that

require services and the supply set consists of all candidate locations of facilities in the

underlying network. The center location problems aim to establish an optimal placement of

facilities in the supply set in order to minimize the maximum distance from a demand point

to its closest facility. The covering location problems seek to establish the minimum number

of facilities such that the maximum distance from a demand point to its closest facility is no

more than a predefined non-negative value. There is a tight relationship between the two

problems. Generally, a solution for the covering location problem with a given value can be

used to test the feasibility of the value in the corresponding center location problem.

Four cases of the center problem and the corresponding covering problem, where the

demand set and the supply set are either subsets of the vertex set or subsets of the point set

of the underlying network, are considered. Moreover, when the demand set is a subset of

the vertex set, its weighted version of the problem is considered where each demand vertex

is associated with a non-negative weight.

We study the center/covering location problems in general networks as well as specialized

networks, such as tree networks, cactus networks, and partial k-tree networks for fixed k.

We also look at some variations of the network center/covering location problem in an edge­

weighted tree network, including conditional extensive facility location problems, continuous

p-edge-partition problems, and constrained covering problems.

Keywords: facility location optimization, p-center problems, covering location problems,

extensive facility, p-edge-partitions, parametric pruning.
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Chapter 1

Introduction

Almost every public and private sector enterprise that we can think of has been faced with

the problem of locating facilities. Government agencies need to determine locations of offices

and other public services such as schools, hospitals, fire stations, ambulance bases, and so

on. Industrial firms must determine locations for fabrication and assembly plants as well

as warehouses. In these cases, the success or failure of facilities depends in part on the

locations chosen for those facilities. Such problems are known as facility location problems

[28].

In other words, facility location problems investigate where to physically locate a set of

facilities (i.e., resources, servers) to satisfy some set of demands (i.e., customers, clients).

The goal is to place these facilities such that the quality of service provided is optimized.

In general, the quality of service is measured by some objective function, subject to a set of

constraints. There are many different objective functions of possible interests, among which

the minimization of maximum distance is one of the most studied. The corresponding

problem is referred to as the center problem in the literature [34]. In this thesis, we focus

on the center problem and a related problem, called the covering location problem. The

covering location problem is to locate the minimum number of new facilities such that the

maximum distance is no more than a predefined non-negative value.

One of the key components of facility location models is the metric space in which the

customers are located and the facilities are to be located. Location problems are generally

solved in one of the three basic spaces, Le., continuous space, network space, and discrete

space. Continuous space deals with the location problems in which customers and facilities

are located in some subset of the d-dimensional Euclidean space Rd. In discrete location

1



CHAPTER 1. INTRODUCTION 2

models, customers are positioned at a (often finite) number of points and facilities are

selected from a given (often finite) set of candidate points [28]. In a network space, the

customers and facilities are confined to the edges and vertices of an underlying network.

In this thesis, we discuss location problems in a network, which are referred to as network

location problems.

1.1 N etwork center/covering location problems

Almost all location models are concerned with distances between points in the underlying

space. Also, the cost of a facility to serve a client is a function of the distance traveled

between the facility and the client. Depending on the applications, many different forms of

distance measures are considered in the literature.

For location problems in a network G = (V(G),E(G)), where V(G) is the vertex set of

G and E(G) is the edge set of G, each edge e E E(G) is associated with a positive length

l(e), and each vertex v E V(G) is associated with a non-negative weight w(v). Let A(G)

denote the continuum set of points on the edges of G. We refer to interior points on an edge

by their distances, along the edge, from the two endpoints of the edge. Generally, we use

the length of the shortest path 1r(x, y) to measure distance between a pair of points x and

y in G, denoted by d(x, y). Let d(y, X) = minxEX d(y, x) be the distance between a point y

and a set X <;:; A(G).

To unify the formulations of different network location models, let V( G) be the set of

demand points (or the demand set) and let X(G) be the set of candidate facility locations

(or the supply set) in G. Note that it is possible that one or both of these two sets could

be infinite and V( G) and X(G) need not be disjoint.

p-center problems In a p-center problem, a set of p centers (i.e., X = {al, .. ' ,ap })

is to be located in X (G) so that the maximum (weighted) distance from a demand point in

V (G) to its nearest center in X is minimized, i.e. ,

min {F(X,V(G))= max {w(y)·d(y,X)}}.
XC;;X(G),lxl=p YED(G)

(1-1 )

Here F(X, V(G)) denotes the cost of serving the demand set V(G) using facilities in X, and

w(y) is the non-negative weight associated with a demand point y E V(G). As the solution

to this problem may be not unique (there might be an infinite number of optimal solutions),
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we usually settle for computing just one optimal solution. If w(y) is the same for all y in

V(G), then the problem is called the unweighted p-center problem. Otherwise, the problem

is called the weighted p-center problem. When the set X(G) of candidate center locations is

finite, the problem is known as the discrete p-centeT problem. Accordingly, the problem is

called the continuous p-center problem when X(G) is infinite. When both X(G) and V(G)

are infinite, the problem is called general p-center problem. The p-center problem and its

variants on general networks and in the plane have been shown to be N P-hard [47, 55].

Handler and Mirchandani [39] proposed a classification scheme for network center lo­

cation models. It is a 4-position scheme, i.e., Posl/Pos2/Pos3/Pos4. In Pos1 information

about where the new facilities will be located is given. Pos2 contains information about

where the demand points are located. In Pos3 the number of new facilities is given and

in Pos4 the network type is described. In this thesis, we will use a 3-position scheme by

simply removing Pos4 in the classification scheme of Handler and Mirchandani [39], that is,

X(G)/V(G)/p (supply set/demand set/number of facilities). Since the objective function

and underlying space are clear in each problem, a 3-position scheme is sufficient.

Covering location problems The objective of a covering location problem is to

locate the minimum number of new facilities needed to cover all of the demand points.

Each demand point y is associated with a non-negative weight w(y). Here we say a demand

point y is covered by x E X( G) if w(y) . d(y, x) is smaller than a predefined coverage radius

re . This model can be formulated as follows:

m(re ) = min {IXI: w(y) . d(y, X) :::; Te , Vy E V(G)}.
X~X(G)

(1-2)

The objective function can be generalized by considering open-facility costs, that is, the

open-facility costs of the candidate locations in X(G) are not uniform. In this case, the

objective will be to minimize the total open-facility cost rather than the number of facilities

opened. Both versions of the covering location problems are N P-hard [31]. However, in

some special cases, such as the case when all the demand points are embedded on a tree

network, the covering location problems can be efficiently solved [20, 56].

For a p-center problem (i.e., X(G)/V(G)/p), a value r > 0 is feasible if there exists a

set of at most p points, say 001, ... ,ap , in X(G) such that the distance between any demand

point in V(G) and its nearest ai (1 :::; i :::; p) is not greater than 1". An approach to test

whether a given positive value is feasible is called a feasibility test. Clearly, if m(r) :::; p then
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r is feasible in the corresponding p-center problem, and otherwise r is infeasible. Therefore,

an efficient solution for the covering location problem is useful for designing an efficient

algorithm for the corresponding p-center problem.

In this thesis we discuss the center/covering location problems in general networks as

well as specialized networks, such as tree networks, cactus networks, and partial k-tree

networks. A detailed literature survey on the center/covering location problems in general

networks, as well as various restrictive classes of networks, is given in Section 1.2. In Section

1.3, three generalizations of network center/covering location problems are presented. The

explicit mention of the scope of this thesis appears in Section 1.4.

1.2 Review of related works

The network center/covering location problem has been extensively studied in the literature.

In this section we review previous results on center location problems in an undirected

network G = (V(G), E(G». That is, p centers (i.e., X = {aI, ... ,ap }) are to be located in

the supply set X(G) such that the maximum weighted distance F(X, D(G» from a point

in the demand set D(G) to its nearest center in X is minimized. We will not separately

discuss the covering location models. Instead, their results are mentioned in the section for

the corresponding center location problem.

There are four special cases where the sets X (G) and D(G) are either subsets of V (G)

or subsets of A(G). When X (G) = A(G), an optimal p-center is called an absolute p-center.

In the case where X(G) = V(G) (that is, facilities are restricted to vertices), an optimal

p-center is called a vertex p-center. The service cost of an absolute (resp. a vertex) p-center

is called the absolute (resp. vertex) p-radius. When the centers serve all the points of the

underlying network not merely the vertices, i.e., D(G) = A(G), centers are called general

centers. Note that the weighted version of a p-center problem is considered only when

D(G) = V (G) since the weighted version of the continuous demand set is not well-defined.

In [47, 55], p-center problems in general networks have been shown to be N P-hard (even

when the network is a planar network of maximum vertex degree 4). The proofs use a simple

transformation from the dominating set problem, which is known to be NP-complete [31].

The dominating set problem is stated below.

Definition 1.2.1 (Dominating set problem) Given a network G = (V(G), E(G» and
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a positive integer p, does there exist a dominating set V' ~ V(G) with IV'I :::: p such that

each vertex of G is either in V' or adjacent to a vertex in V'?

However, center problems are no longer N P-hard when either p is constant [47, 62, 69],

or the underlying network is restricted to be a specialized network, such as a tree [29, 46,

47,54,55,56], a cactus [8, 30, 48], or a partial k-tree (fixed k) [32]. In the following, we first

survey unweightedjweighted A(G)jV(G)jp problems when G is a general network. It is

followed by the survey on tree and tree-like networks. Later in Section 1.3, we discuss three

generalizations of center jcovering location problems in trees, such as conditional extensive

facility location problems, continuous edge-partition problems, and constrained covering

problems.

1.2.1 General networks

The best known algorithms [47, 62, 69] to solve the A(G)jV(G)jp problem are based on

the following two simple observations (Observations 1.2.2 and 1.2.3).

e
Vl,e----€...--~----....., V2
,x ,, ,, ,, ," ,, '

Ul· " ,
• U2

Figure 1.1: Observation 1.2.2.

Observation 1.2.2 {47} There exists an absolute p-center such that all the centers are

intersection points of service functions of pairs of vertices on edges and therefore, the optimal

objective value is of the form (w(u)· w(v)· Le(u,v))j(w(u) + w(v)), where Le(u,v) is the

length of some simple path connecting u and v through edge e for some pair of vertices

u, v E V(G).

Refer to Figure 1.1. The intersection point x of service functions of vertices Ul and U2 on

edge e is a candidate location of facilities. Also, w(ul)d(Ul, x) = w(u2)d(U2, x) is a candidate
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value for the optimal objective value. Therefore, there are at most O(n2 ) candidate points

on each edge e where centers may be located in an optimal solution. Also, for each candidate

point x on e which is determined by a pair of vertices u and v, the weighted distance from

u (or v) to x is a candidate value for the absolute p-radius. It is not hard to see that the set

of O(mn2) candidate points and their candidate values (denoted by R) can be computed

in O(mn2) time. Based on Observation 1.2.2 and an O(mnlogn)-time algorithm for the

A(G)jV(G)j1 problem, Kariv and Hakimi [47] proposed an O(mPn2p- 1lognj(p -l)!)-time

algorithm for finding an absolute p-center of a vertex-weighted network. For the vertex­

unweighted network, the running time of the algorithm [47] is (O(mPn2p- 1 j(p - I)!).

The second observation is for feasibility tests of the continuous p-center problem.

Observation 1.2.3 (62] If a given non-negative value r is feasible for the A(G)jV(G)jp

problem, then there is a p-center solution in which each center is located at a (weighted)

distance of exactly r from some demand vertex and all demand vertices are covered with

service cost ~ r.

The advantage of Observation 1.2.3 over Observation 1.2.2 is that only O(mn) candidate

points are needed to be considered for a feasibility test. Based on this property, Moreno

[62] proposed an O(mPnP+1)-time algorithm for the feasibility test of a given value r.

Since the absolute p-radius, denoted by rp, of the A(G)jV(G)jp problem is an ele­

ment of a set R of cardinality O(mn2) (Observation 1.2.2), rp can be found by performing

O(log (mn2)) = O(log n) feasibility tests. This implies that the weighted continuous p-center

problem in general networks can be solved in O(mPnp+1logn) time [62].

Tamir [69] improved Moreno's result [62] by efficiently solving a feasibility test for the 2­

center problem in O(m2n 2a(n)) time (for a vertex-unweighted network, it is O(m2n log na(n))

time). Here a(n) is the inverse Ackermann function [26]. The improvements [69] for p ~ 3

are achieved as follows. To determine the feasibility of r for the p-center problem, a set of

(p - 2) points is selected from the O(mn) candidate points, and then the 2-center feasibility

test is applied to the vertices that are not covered by the selected (p - 2) centers within

(weighted) distance r. Therefore, the O(mPnPlog na(n)) and O(mPnP-1log 2na(n)) bounds

are achieved for the weighted and unweighted A(G)jV(G)jp problems, respectively.

In this thesis we propose an improved algorithm for the unweightedjweighted A(G)jV(G)jp

problem, which is based on the geometric properties of a transformed version of the problem.

The improved running time of this algorithm is O(m PnP/2log 2n ) time.
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The weighted discrete p-center problem, p :2: 2, in a general network is trivially solvable

in O(pnP+l/(p -1)1) time by testing all possible solutions. Unfortunately, the above ideas

cannot be applied to improve the exhaustive algorithm for finding a vertex p-center in a

general network.

1.2.2 Tree networks

In this section, we assume that the underlying structure of the network is a tree, denoted

by T = (V(T), E(T)). A centroid of T, which can be found in linear time [47], is a vertex

o E V(T) such that each subtree with the removal of 0 has the size at most IV(T)I/2. Note

that a tree might have either one centroid or two. In the latter case, the two centroid vertices

are connected by an edge [40].

Kariv and Hakimi [47] pointed out that the service cost function F(x, V(T)),x E A(T),

is convex on every simple path in T. Based on this convex property, Kariv and Hakimi

designed an O(nlogn)-time algorithm for I-center problems. Later, Megiddo [54] showed

that the unweighted/weighted A(T)/V(T)/l and V(T)/V(T)/l problems can be solved in

linear time with a clever "trimming" technique, which is described in Section 3.2. In fact, for

the unweighted I-center problems in T, a simpler and more efficient algorithm was proposed

by Handler [38]. It is based on one simple observation, that is, the absolute I-center in a

tree is the midpoint of a longest path. His algorithm is described as follows. Choose any

point x in A(T) and find the farthest point away from x in A(T), say VI. Then find the

farthest point away from VI, say V2. The absolute I-center of T is the midpoint of the path

n(vI,v2)' Vertex I-center is located at the closest vertex to the absolute I-center.

When p is a part of the input, Kariv and Hakimi [47] proposed the first polynomially

bounded algorithm, which runs in O(n2 logn) time for the weighted A(T)/V(T)/p and

V(T)/V(T)/p problems. The algorithms follow a common principle that is often adopted

when designing algorithms for center location problems in a tree. First, a finite set R of

real numbers, which is known to contain the optimal objective function value, is identified.

Next, R is searched for the minimum feasible value. The set R for various location problems

in T is listed in Table 1.1.

In a tree network, efficient algorithms to test the feasibility of a given r are known,

and hence the corresponding location problem can be solved by a binary search of R using

such a feasibility test. For the six problems listed in Table 1.1, the feasibility test on tree

networks runs in O(n) time [20, 47]. This implies that all of the six problems can be
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Table 1.1: The sets R of different models in T [20, 21, 47]

Unweighted Weighted
V(T)jV(T)jp {d(Vi, Vj) }V;,VjEV(T) {w( Vi) . d(Vi, Vj )}v;,VjEV(T)

A(T)jV(T)jp {~d(Vi, Vj) }V;,VjEV(T)
{ w(v;)·w(Vj) d( )}

W(Vi)+W(Vj) Vi, Vj v;,vjEV(T)

V(T)jA(T)jp {d(Vi, Vj), ~d(Vi'Vj)}Vi,VjEV(T) -

A(T)jA(T)jp {Jyd(Vi, Vj) }V"V;EV(T),l=l, ... ,p -

8

solved in O(IRI + nlog IR!) time. Therefore, the unweightedjweighted A(T)jV(T)jp and

V(T)jV(T)jp problems and the unweighted V(T)jA(T)jp problem can be solved in O(n2 )

time, and the unweighted A(T)jA(T)jp problem can be solved in O(pn2
) time.

In order to get a better bound (i.e., sub-quadratic time complexity), one cannot afford

to compute the set R explicitly. This is essentially where the succinct representation of R

is applied. Since the sets R for the various versions of the p-center problem have a close

resemblance to the set M of inter-vertex distances in a tree network, we can use a succinct

representation of M instead. Based on this observation, efficient algorithms (i.e., the ones

in [56] by Megiddo et al. and [30] by Frederickson and Johnson) are designed for finding the

k-th largest element in M to support a binary search over R. In this way, Megiddo et al.

[56] showed that, the unweightedjweighted V(T)jV(T)jp, the unweighted A(T)jV(T)jp

and V(T)jA(T)jp problems are solved in O(nlog 2n) time. For the A(T)jA(T)jp problem,

their algorithm [56] runs in O(n min {p log 2n, n log n}) time. In [30], Frederickson and John­

son proposed an O(nlogn) algorithm for the unweighted V(T)jV(T)jp and A(T)jV(T)jp

problems as well as an O(n min (n, p) log (max (p, n))) algorithm for the A(T)jA(T)jp prob­

lem.

Another type of method for center problems on a tree network is based on the parametric­

searching technique. Since the early 1980s, the parametric-searching technique, proposed by

Megiddo [52, 53], has become a powerful and ingenious tool for efficiently solving a variety

of optimization problems. In this thesis we use this technique to design efficient algorithms

for center problems in cactus networks (in Chapter 4) and for continuous edge-partition

problems in tree networks (in Chapter 6).

The main principle of the parametric-searching technique is described as follows [2, 52].

Suppose we have a decision problem P(A) that depends on a real parameter A, and is

monotone in A, which means that if P(X) is true for some A', then P(A) is true for all
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>. ::::: >.'. Our goal is to find the maximum>' for which P(>.) is true. Suppose further

that P(>.) can be solved by a sequential algorithm As whose input is a set of data objects

(independent of >') and >., and whose control flow is governed by comparisons, each of which

amounts to testing the sign of some low-degree polynomial in >., i.e., the number of roots of

this polynomial is constant. Megiddo's technique then runs As "generically" at the unknown

maximum >.*. Whenever As reaches a branching point that depends on some comparison

with associated low-degree polynomial f(>'), it computes all its roots and runs As with the

value of>. equal to each of these roots. This yields an interval between two adjacent roots,

known to contain >.*, and thus enables As to determine the sign of f (>'*), resolving the

comparison and allowing the generic execution to proceed. As the algorithm proceeds, the

interval known to contain >.* keeps shrinking as a result of resolving further comparisons,

and at the end either the interval becomes a singleton, which is thus the desired>.*, or

else >'* can be shown to be equal to its upper endpoint of the final interval, since the final

interval contains >'* and P(>.) is true for any value in it.

Megiddo and Tamir [55] proposed an O(n log 2n log log n )-time algorithm for the weighted

A(T)/V(T)/p problem and an O(nlog 3n) algorithm for the A(T)/A(T)/p problem, which

are based on Megiddo's parallel version [53] of the above parametric-searching technique.

Both of the algorithms can be improved to O(n log 2 n ) by applying the result by Cole [25].

Megiddo's parallel version [53] of the parametric-searching technique and the result by

Cole [25] are briefly described as follows.

A parallel algorithm Ap for the decision problem P(>.) is needed, which uses P processors

and runs in O(Tp ) parallel steps. In each parallel step, we need to find out the results of

P comparisons. As we know, the result of one comparison with the unknown value >'* is

determined by solving a constant number of decision problems. In Megiddo's parallel version

[53], since P(>.) is monotone in >., the results of all the P comparisons can be computed by

solving O(log P) decision problems. Clearly, the time complexity to compute the results of

all the PTp comparisons is o(TsTp log P) where Ts is the running time of algorithm As.

Cole [25] observed that in certain applications of the parametric-searching technique, the

running time can be improved to O( (P+ Ts)Tp ) by mixing the parallel steps of the algorithm

Ap • Instead of invoking the decision procedure o(log P) times at each parallel step to resolve

all the P comparisons, we invoke it only a constant number of times, say, three times. This

will determine the outcome of 7/8 of the comparisons and will leave 1/8 of them unresolved.

Assume that each of the unresolved comparisons can influence only a constant number, say,
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two, of comparisons executed at the next parallel step. The assumption is very important

when Cole's idea is adopted to speed up Megiddo's parametric search technique. Then 3j4

of the comparisons in the next parallel step can still be simulated generically. Cole showed

that if carefully implemented (by assigning an appropriate time-dependent weight to each

unresolved comparison and choosing the weighted median each time), the number of parallel

steps of the algorithm increases only by an additive logarithmic term, as desired.

In this thesis, we study weighted center problems in a tree network, including the

weighted V(T)jV(T)jp and A(T)jV(T)jp problems, and propose optimal algorithms for

the problems when p is an arbitrary fixed constant.

1.2.3 Tree-like networks

Although most of the reported works on center problems are for trees or for general networks,

more and more attention has been paid to the classes of networks that are between these

two extremes [33]. The location problems in cactus networks [30, 48]' and in partial k-trees

[41, 32] are worth mentioning.

A tree decomposition of a network G = (V(G), E(G)) is a pair ({b i : i E I}, T = (I, Y)),

where {Bi,i E I} is a family of subsets of V(G) (called bags), I is its index set, and T is a

tree with the following properties [66]:

(i) UEI Bi = V(G);

(ii) For every edge e = (v,w) E E(G), there is an i E I with V,W E B i ;

(iii) For all i, j, k E I, if j lies on the path between i and kin T, then Bi n Bk ~ Bj .

The treewidth of a tree decomposition ({bi : i E I},T) is maxiEI IBil - 1. The treewidth of

G is the minimum treewidth over all possible tree decompositions of G. A partial k-tree is

a graph whose treewidth is k.

Partial k-trees One of the most important properties of trees, which is useful in

designing efficient algorithms, is the existence of a I-separator between any two disjoint

subtrees. Partial k-trees are a more general class of graphs for which similar property is

available. Let TD(G) denote a tree decomposition with treewidth k of a partial k-tree G.

Clearly, there exists an i-separator (i :s; k) between two subnetworks represented by two

disjoint subtrees ~,72 of TV(G).
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It is known that TV(G) can be found in linear time for fixed k [17]. Given a tree decom­

position TV( G) with treewidth k of a partial k-tree G, an O(p2nk+2)_time algorithm [32] was

proposed by Granot and Skorin-Kapov [32] to solve the unweighted/weighted V(G)/V(G)/p

problems. The algorithm is based on a dynamic programming technique, which is described

in Section 4.1.1.

Cactus networks A cactus network is a connected graph where any two simple cycles

in the graph have at most one vertex in common. Cactus networks are partial 2-trees.

Frederickson and Johnson [30] showed that a feasibility test of the unweighted V(G) /V(G) /p
problem in a cactus network G can be solved in linear time (Lemma 13 in [30]). Observe

that the optimal objective value lies in the set R = {d(u, v) lu, v E V (Gn, which is the set

of inter-vertex distances. Actually, for any network G', the set R' that contains the optimal

objective value for the V(G')/V(G')/p problem has a close resemblance to the set M' of

inter-vertex distances in G'.

Similar to the case when the underlying network is a tree, the set M of all inter-vertex

distances in a cactus network G, has a special structure which enables searching in M

without generating the entire set in advance. Note that cactus network G is a partial 2­

tree. Indeed, it can be represented by a set of O(n) sorted lists, which is computed using

a centroid decomposition [56] of TV(G) of treewidth 2. This representation is very similar

to the succinct representation of all inter-vertex distances in a tree, which is proposed by

Megiddo et al. [56]. Here, instead of a centroid vertex decomposing a tree or a subtree

into smaller parts, there is a centroid 2-separator decomposing G or a subnetwork of G into

parts. Each list is associated with distances from a given vertex to some subset of vertices.

Using the linear-time feasibility test and the succinct representation of set R, the un­

weighted V(G)/V(G)/p problem is solvable in O(nlogn) time [30].

1.3 Generalizations of network center/covering location prob­

lems

Three generalizations of center/covering location problems in an edge-weighted network G

are introduced in this section. These are conditional extensive facility location problems,

continuous p-edge-partition problems, and constrained covering problems.

More notations are needed. For any two different points x, yon an edge e E E(G), if x
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and yare not the two endpoints of e, then we call the simple path from x to y a partial edge

of e. We define the length of a subgraph G' of G, denoted by I(G'), to be the total length of

its edges and partial edges. The diameter of a subgraph G' is the length of a longest simple

path of G'.

1.3.1 Conditional extensive facility location problems

Usually a facility is represented by a point in a metric space [6, 14, 29, 30, 34, 46, 54, 56].

However, in recent years there has been a growing interest in studying the location of

connected structures (referred to as extensive facilities), i.e. those that cannot be represented

by isolated points but as some connected structures, such as subtrees [12, 15, 67, 70, 71, 73],

paths [12, 15,35,42,57,59], straight lines [1], line segments [3], or polygonal chains [5, 4, 27].

These studies were motivated by concrete decision problems related to routing and network

design [70]. Moreover, in many practical situations a number of facilities are already located

in the network and provide service to the customers. These service providers are fixed and

cannot be changed. However, due to some necessity, there might be a need to place more

facilities to provide improved services to the clients. This kind of facility location problem

is known as the conditional location problem [11, 58].

In this thesis we study conditional path-/subtree-center location problems in a tree

network. In specific terms the conditional I-extensive center location problem is to locate

a path-/subtree-shaped facility, whose length is no more than a predefined non-negative

value, such that the maximum weighted distance from demand points to the union of this

facility and existing facilities is minimized.

It is not hard to see that the subtree-shaped facility location problem in a general network

is N P-hard. The proof uses a simple transformation from the connected dominating set

problem which is known to be NP-complete [31]. The connected dominating set problem

is defined below.

Definition 1.3.1 (Connected dominating set problem) Given a networkG = (V(G),E(G))

and a positive integer p, does there exist a dominating set V' C V( G) with IV'I ~ p such

that V' is a dominating set of G and the subgraph induced by V' is connected?

In the case when there are no existing facilities in a tree network, Hedetmiemi et al.

[42] proposed linear-time algorithms for locating a path-shaped facility without length con­

straint. When the existing facilities are taken into consideration, Mesa [57] provided an
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O(n log n )-time algorithm for the conditional path-shaped center problem in the pure topo­

logical case of a tree, where vertices and edges in the tree are unweighted.

In [70, 71], Tamir et al. presented O(n log n)-time algorithms to solve the conditional

problems in trees where the vertices and the edges are weighted. The basic technique used in

their algorithms is the parametric-searching technique. In this thesis we propose improved

algorithms by combining parametric-searching and pruning techniques (i.e., parametric­

pruning technique [15]).

1.3.2 Continuous p-edge-partition problems

Another way to look at various p-center problems (p > 1) in a network G = (V(G),E(G))

is through the network partitioning problems. A discrete partition of G into p connected

components is a collection of p connected subnetworks such that their vertex sets are pairwise

disjoint and the union of their vertex sets is the vertex set of G. It can be done by deleting

a subset of edges from G. For instance, when G is a tree network, a discrete partition of

G into p connected components (i.e., subtrees here) is achieved by removing p - 1 edges.

A continuous partition of G into p connected components is a collection of p connected

subnetworks such that no pair of them intersect at more than m points and their union is

the point set of G (i.e., A(G)). It can be achieved by splitting at a subset of points in G.

For instance, when G is a tree network, a continuous partition of G into p subtrees is done

by splitting at p - 1 points.

When the demand set is the vertex set V(G), a p-center problem (i.e., V(G)/V(G)/p and

A(G)/V(G)/p) is actually to find a discrete partition of G into p connected subnetworks,

and the objective is to minimize the maximum service cost of I-centers of these subnetworks.

Similarly, we need to find a continuous partition of G into p connected subnetworks with

minimum service cost when the demand set is the point set A(G) (i.e., V(G)/A(G)/p and

A(G)/A(G)/p models).

The continuous partition problem in a weighted tree network space T = (V(T), E(T), I)

is to partition a tree network space into p subtrees, minimizing (resp. maximizing) the

maximum (resp. minimum) "size" of the subtrees. When the size refers to the diameter

of the component, the min-max problem coincides with the general p-center problem (i.e.,

A(T)/A(T)/p). Polynomial-time algorithms solving this problem appear in [20,55]. When

the size is the length of the component, the continuous partition problem is N P-hard, since

the Partition problem is a special case of the problem. The Partition problem is stated as
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follows.
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Definition 1.3.2 (The Partition problem) Given a multiset B of integers, is there a

way to partition B into two subsets B 1 and B 2 such that the sums of the numbers in each

subset are equal? The subsets B 1 and B 2 are disjoint and they cover B.

Without loss of any generality, we assume that all integers in the multiset B are positive

and that any integer in B is less than one half of the sum of the numbers in B. We construct

a tree network consisting of IB I leaves and a central vertex. Each leaf is connected by an edge

to the central vertex and for each integer kin B, there is an edge in the tree network whose

length is equal to k. Then, it is not hard to see that the answer to the Partition problem

on B is "Yes" if and only if there is a continuous p(= 2)-partition of the corresponding tree

network such that the two subtrees induced by the continuous 2-partition have the same

length [37].

Due to the above N P-hardness result, in this thesis, we consider a class of continuous

partitions in the tree, where the p-1 cut points, splitting the tree network into p components,

are restricted to be on the edges, called continuous edge-partitions. Its difference from

continuous partition is as follows.

u u u u u

~ A\+~ ~\
(a) (b) (c)

(d) (e) (f)

Figure 1.2: Main difference between continuous edge-partition and continuous partition. (a)
a tree network; (b) the vertex cut on vertex u and edge UV4 in a continuous edge-partition;
(c) the vertex cut on vertex u and edge UV3 in a continuous edge-partition; (d) (e) (f)
possible cuts (partitions) at vertex u in a continuous partition.

Let x be a point on an edge e : uv E E( G). A cut at x is a splitting of e into two

closed partial edges: one is from vertex u to x and the other is from x to vertex v. A cut
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at an interior point of an edge is called an interior cut. A cut at an endpoint of an edge is

called a vertex cut. The main difference between continuous partitions and continuous edge­

partitions is on vertex cuts. As illustrated in Figure 1.2(b)(c), a vertex cut in a continuous

edge-partition is uniquely defined by a vertex and an edge incident to this vertex. However,

a cut at a vertex in a continuous partition is a partition of branches attached to that vertex

(see Figure 1.2(d) (e) (f) ).

Basically, a continuous p-edge-partition of T is a set of p subtrees induced by p - 1

cuts. The max-min continuous p-edge-partition problem (max-min CEP, for short) is to

find a continuous p-edge-partition of T that maximizes the smallest length of a subtree;

and the min-max continuous p-edge-partition problem (min-max CEP, for short) is to find

a continuous p-edge-partition of T that minimizes the largest length of a subtree.

Halman and Tamir [37] presented O(n2 log (min {p, n}) )-time algorithms for the max-min

and min-max CEP problems. Recently, Lin et. al. [49] proposed more efficient algorithms

for the two problems. The proposed algorithms of Lin et. al. [49], which run in time

O(n2 ), are based on efficiently solving a problem, called the ratio search problem (defined in

Chapter 6). In this thesis we study the max-min and min-max CEP problems and propose

the first sub-quadratic algorithm for the max-min problem, which runs in O(n log 2n) time,

and an O(nhT log n) (or O(n LVEV(T) OT( v))) algorithm for the min-max problem, where

hT is the height of the underlying tree network and OT(V) is the degree of vertex v. When

hT = o(n/logn), our result for the min-max problem is better.

1.3.3 Constrained covering problems

The constrained covering problem is a generalization of the covering location problem, also

known as the conditional covering problem [44, 45] (first introduced by Moon and Chaudhry

in [60]). To distinguish from conditional location problem described above, we use the name

of constrained covering problem (for short, CCP). This problem is defined on a network

G = (V(G), E(G)). The vertex set V(G) represents the set of demand points that must be

covered by a facility, as well as the set of potential facility locations. A facility located at

vertex u E V (G) incurs a non-negative open-facility cost c(u), and provides a non-negative

coverage radius of r(u). A demand point v E V(G) is covered by a facility u if and only if

u =f v and d(u, v) ~ r(u). That is, a demand point is covered by a facility if it lies within

the coverage radius of the facility and an established facility must be covered by another

established facility. The CCP seeks to minimize the sum of open-facility costs required to
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cover all vertices in V (G).

The CCP has applications in security and military services. An example is that a set

of service centers needs to be established, but due to the threat of terrorist attack, each

service center might be destroyed and in that case it must rely on other centers to provide

service to its customers. Another scenario is for inter facility support, for example, a set of

warehouses needs to be located and each warehouse must resort to other warehouses in case

of shortage of its inventory [60].

CCP in a general network is strongly N P-hard [44], because the total dominating set

problem, which is shown to be strongly N P-hard even on bipartite graphs by Pfaff et al.

[64], is a special case of CCP.

Definition 1.3.3 (Total dominating set problem) Given a networkG = (V(G), E(G))

and a positive integer p, does there exist a dominating set Vi C V (G) with IVII <:::; p such

that each vertex of G is adjacent to a vertex in Vi?

The total dominating set problem is a version of CCP where all the open-facility costs, edge

lengths, and coverage radii are l.

However, CCP is polynomially solvable on some special underlying networks. Lunday

et al. [50] considered CCPs with uniform coverage radius in path networks. They gave a

linear time dynamic programming algorithm for CCP with uniform open-facility cost and

an O(n2 )-time dynamic programming algorithm for CCP with non-uniform open-facility

costs [50]. Horne and Smith worked on CCP with non-uniform coverage radii and proposed

an O(n2
) time algorithm for CCP on paths and extended stars [45], and an O(n4 ) time

algorithm for CCP on tree networks [44]. Their algorithms are also based oJ.l the dynamic

programming technique. It is worth mentioning that Moon and Papayanopoulos [61] solved

a variation of CCP optimally on tree networks. In their problem, the facilities with a

uniform open cost can be located at any place in the underlying network (not necessarily

at the vertices of the network) and each demand point (instead of facility) has a location

specific radius within which a facility must be located.

In this thesis, we study this problem in a path, extended-star, or tree network. An

extended star is a network in which three or more path networks are connected by a single

root vertex.
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1.4 Scope of this thesis
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In this section, we summarize the list of problems considered in this thesis, and the results

obtained on those problems.

In Chapter 2, we study continuous p-center problems in a general network. Here demand

points are located at the vertices of the network, and centers can be located anywhere

in the network. In the weighted case, each demand point is also associated with a non­

negative weight. The objective is to compute a set of p centers such that the maximum

unweighted/weighted distance from demand points to their closest centers is minimized.

We provide an efficient algorithm for both the unweighted and weighted problems in a

general network. The running time of the improved algorithm is O(m PnP/2log 2n ).

In Chapter 3, we consider the restriction of p-center problems to tree networks in which

demand points are located at vertices and each demand point is associated with a non­

negative weight, including the weighted discrete and continuous p-center problems where

p is an arbitrary fixed constant. Megiddo [54] used a "trimming" technique to solve the

weighted I-center problems (i.e., the weighted discrete and continuous I-center problems)

in linear time. The problem of generalizing the trimming approach to solve the weighted

p-center problem for p > 1 has been open for over twenty years. Our results in this chapter

partially resolve this long standing open problem. Moreover, we present a simple parametric­

pruning approach for the weighted I-center problem, and the running time of this approach

is O(n). The proposed approach for the weighted I-center problem can be adapted to solve

the weighted p-center problem on the real line in linear time for any fixed value p. The

result for the real line has been published [14].

In Chapter 4, we discuss various p-center problems in tree-like networks, i.e., partial

k-trees, cactus networks. When the underlying network is a partial k-tree, we study the

weighted discrete p-center problem in which centers are restricted to the vertices of the

network and present an efficient algorithm for relatively small p. The running of our algo­

rithm is O(pnPlogk-1n), that is, when p < k + 2, our algorithm is better than the one of

Granot and Skorin-Kapov [32]. Following this result, we discuss the weighted continuous

p-center problem in which centers can be located at any place in the network, and devise

an O(p2kk+l n 2k+3log n)-time algorithm for it. When the underlying network is a cactus,

the following center problems are considered. We first provide an O(n log n)-time algorithm

to solve the weighted discrete and continuous I-center problems. We then show that the
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weighted continuous 2-center problem can be solved in O(n log 3n ) time. We also look at

various center problems in a cactus network where p is a part of the input. Our algorithms

for the p-center problems in cactus networks are based on the parametric-searching tech­

nique. We propose an O(n log 2n ) algorithm for the weighted discrete p-center problem,

O(n2 ) algorithms for the weighted continuous p-center problem and the unweighted discrete

p-center problem with demand set of infinite size, and an O(n2 log2 n) algorithm for the

general p-center problem in a cactus network. The results for the center problems in cactus

networks have been published [8].

In Chapters 5, 6, and 7, we look at generalizations of the center/covering location prob­

lem in an edge-weighted tree network.

In Chapter 5, the conditional extensive facility location problem in a tree network is

discussed, in which a set of existing facilities is given. The objective is to locate a path­

/subtree-shaped facility with minimum service cost whose length is no more than a prede­

fined non-negative value. We propose optimal algorithms for them using the parametric­

pruning technique. The result in this chapter has been published [12].

In Chapter 6, we study the continuous p-edge-partition problem in a tree that is to

divide the underlying tree into p subtrees by selecting p - 1 cut points along the edges of

the underlying tree such that the maximum (minimum) length of the subtrees is minimized

(maximized). For the max-min continuous p-edge-partition problem in a tree, we propose

the first sub-quadratic algorithm, which runs in time O(n log 2n ). For the min-max problem,

an O(nhT log n) (or O(nLvEV(T)8T (v))) algorithm is proposed, where hT is the height of

the underlying tree network and 8T (v) is the degree of vertex v.

In Chapter 7, we look at one generalization of the covering location problem in a tree,

that is, the constrained covering problem. The constrained covering problem in a tree seeks

to minimize the sum of open-facility costs required to cover all vertices with the constraints

that a vertex is covered by a facility if it lies within the coverage radius of the facility and

an established facility must be covered by another established facility. We propose efficient

algorithms for constrained covering problems on path, extended star, and tree networks. In

particular, we provide an O(n log n )-time algorithm for path networks, an O(n1.5 log n)-time

algorithm for extended-star networks and an O(n3 log n )-time algorithm for tree networks.

Finally, the concluding remarks on our studies in this thesis appear in Chapter 8. Here,

once again, we discuss our results on different problems along with their possible extensions

for future work.



Chapter 2

Continuous center problems

general networks

•In

In this chapter, we consider the unweightedjweighted continuous p-center problems in a gen­

eral network G = (V(G), E(G)) (IV(G)[ = nand IE(G)I = m), i.e., the unweightedjweighted

A(G)jV(G)jp problems. Here demand points are located at vertices of the network G, and

centers can be located anywhere in G. Each demand point v E V(G) is also associated with a

non-negative weight w(v). In the unweighted case, w(v) = 1 for all v E V(G). The objective

is to compute a set X(c:: A(G)) of p centers such that the maximum unweightedjweighted

distance from demand points in V(G) to their closest centers in X, i.e., F(X, V(G)), is

minimized. We provide an improved algorithm for both the unweighted and weighted prob­

lems, which runs in time O(mPnP/2 log 2n). The best previous result for the weighted (resp.

unweighted) A(G)jV(G)jp problem, proposed by Tamir [69], is O(mPnPlogna(n)) (resp.

O(mPnP- 1 log 2na(n))) where a(n) is the inverse Ackermann function [26].

Organization of the chapter The main idea and overall approach of our algorithm

is presented in Section 2.1, in which we show that our problem is related to a general

geometrical problem called p-dimensional Klee's measure problem. In Section 2.2, we provide

the process of transforming our problem to a collection of p-dimensional Klee's measure

problems. Section 2.3 gives a brief summary.

19
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2.1 Main idea and overall approach

As we mentioned in Section 1.2.1, the best known algorithms [47, 69] to solve the A(G)jV(G)jp

problem are based on two simple observations, that is, Observations 1.2.2 and 1.2.3. Ob­

servation 1.2.2 states that there is an absolute p-center such that all the centers are in a set

of O(mn2 ) points and the absolute p-radius is in a set R = {[w(u) . w(v) . (d(u, u' ) + l(e) +

d(v, v')]j(w(u) +w(V))L,vEV(G);eEE(G). Obviously, IRI = O(mn2
). On the other hand, from

Observation 1.2.3, we know that only O(mn) candidate points need to be considered for a

feasibility test of the A(G)jV(G)jp problem.

To achieve a better upper bound for the A(G)jV(G)jp problem, we continue to decrease

the size of the set that contains an absolute p-center. The following observation (Observation

2.1.1) shows that instead of O(mn) candidate points, only m candidate continuous regions

(i.e., edges) and n candidate points (i.e., vertices) are considered for a feasibility test.

Observation 2.1.1 If a given non-negative value r is feasible for the A(G)jV(G)jp prob­

lem, then there is a p-center solution in which every edge (not including its two endpoints)

in G contains at most one center and all demand vertices are covered with service cost :S r.

The reason for the above observation is that if an edge e : uv contains more than one center

in X (where IXI :S p, X <:;: A(G), and F(X, V(G)) :S r), then a new set of centers X',

constructed by replacing the centers in X n A(e) with u and v, has a service cost of no more

than r, Le., F(X' , V(G)):S r, and is of cardinality no more than p, i.e., IX'I:S p.

A local feasibility test of the A(G)jV(G)jp problem is to determine if there exists a set

of p centers on a given set Ep' of pi (0 :S pi :S p) edges {el, ... , ep'} (note that each edge

contains one center and does not include its two endpoints) and a given set of p - pi vertices

such that all demand points in V (G) can be served within a given non-negative value r.

It is easy to see that the feasibility test of a given value r can be completed by solving

O((m + n)P) = O(mP) local feasibility tests of r on all possible subsets of pi edges and p - pi

vertices, 0 :S pi :S p.

Our algorithm for the A(G)jV(G)jp problem is described as follows.

Step 1: Compute the set R that contains the absolute p-radius.

Step 2: Perform a binary search over R. At each iteration, test the feasibility of a non­

negative value r as follows. For each set E p' <:;: E(G) of pi edges and each set of p - pi

vertices, 0 :S pi :S p,
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Step 2.1: remove all demand vertices that can be covered by the p - p' vertices with

service cost::::: r; and

Step 2.2: for the remaining demand vertices, execute the local feasibility test of ron

the set Epf as described in the remaining part of this chapter.

It is sufficient to show our approach for a local feasibility test of r on a set Ep of p edges.

The main idea of our decision approach is to transform the local feasibility test of r on Ep

to a general geometrical problem called p-dimensional Klee's measure problem (for short,

KMP) [63].

Definition 2.1.2 (Klee's Measure Problem) Given a set of intervals (of the real line),

find the length of their union.

The natural extension of KMP to d-dimensional space is to ask for the d-dimensional

measure of a set of d-boxes, where d is a positive integer. A d-box is the cartesian product

of d intervals in d-dimensional space. It is known that, given a set of n d-boxes, a d(?: 2)­

dimensional KMP can be solved in time O(nd/ 2 log n) using O(n) storage [63]. Thus, a feasi­

bility test of the unweighted/weighted A(G) /V(G)/p model can be solved in O(mPnP/ 2 log n)

time if we are able to transform a local feasibility test into a KMP. The following theorem

is then implied.

Theorem 2.1.3 The unweighted/weighted A(G)/V(G)/p center problems, for p ?: 2, can

be solved in O(mPn P/ 2 log 2n ) time, where n is the number of vertices and m is the number

of edges.

In the remaining part of this chapter, we show the process of transforming a local

feasibility test of the weighted A(G) /V(G) /p problem to a p-dimensional KMP.

2.2 Transformation of a local feasibility test to a KMP

Let us consider the case where p = 2. The transformation for the case where p > 2 can be

developed in a similar way. Letel: ul VI and e2 : U2V2 be the two edges to test the local

feasibility of a given non-negative value r. A local 2-center solution is composed of two

points in which one point lies on el and the other one lies on e2.

We consider a 2-dimensional space in which xi-axis represents edge ei, i = 1,2. Let UI

and U2 be the origin, as shown in Figure 2.1(b). In this coordinate system, the Xi-coordinate
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Figure 2.1: Mapping a 2-center local feasibility test to a 2-dimensional KMP.

of a point represents a location on edge ei with respect to Ui, i = 1,2. Therefore, a point in

this 2-dimensional space can be considered as a possible 2-center solution on edges el, e2.

We denote a point y by (Xl (y), X2(Y))' Clearly, only points within the bounded rectangular

area 7-i : {yjO ::::; XI(y) ::::; l(ed, 0::::; X2(y) ::::; l(e2)} are candidate 2-center solutions on el, e2,

see Figure 2.1(b). In other words, 7-i consists of all possible 2-center solutions on el, e2.

For a demand vertex v, there is at most one continuous region on each edge ei, i = 1,2,

denoted by ~ (v), which contains all points on ei with (weighted) distance to v larger than

T. It is possible that Ri(v) is empty for some i (E {1,2}), in which case v can be served

by any 2-center solution on el,e2 with service cost::::; T. In Figure 2.1(a), the bold (partial)

edge of el (resp. e2) is RI(v) (resp. R2(V)). Let ai(v) (resp. Mv)) be the left (resp. right)

endpoint of Ri(v), i = 1,2. Note that ~(v), i = 1,2 might be a closed, half-closed, or open

region, see Figure 2.2. Furthermore, we observe that if ai(v) E Ri(v) (resp. bi(v) E Ri(v))

then ai(v) = Ui (resp. bi(v) = Vi), i = 1,2. In other words, if an endpoint of Ri(v), say

ai(v), is an interior point of an edge ei, that is, not Ui or Vi, then ai(v) tf- ~(v).
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Figure 2.2: Close, half-close, and open regions.

A rectangular area in the 2-dimensional space (the shadow part in Figure 2.1(b)) is

obtained for every demand vertex v, denoted by 7-i(v), which is constructed from the two
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continuous regions Rl(v), R2(v). That is, H(v) = {yIXl(Y) E Rl(V), X2(Y) E R2(V)}. It is

easy to see that any 2-center solution (point) in H(v) cannot cover v with a service cost -:::: r

and any 2-center solution in H \ H(v) can cover v with a service cost of no more than r. In

Figure 2.1, the 2-center solution X = {al' a2} can cover v with a service cost no of more

than r, but any solution in the shadow area cannot cover v with a service cost -:::: r. We

call H(v) the forbidden area of v. Note that, in Figure 2.1(a), Rl(v) and R2(v) are open

regions, and then the boundary of H(v) is not included in H(v).

We compute such forbidden areas for all demand vertices in V(G). Thus, the local

feasibility test on edges el, e2 is transformed into the following question: does the union

UVEV(G) H(v) of forbidden areas coverH? If the answer is 'yes' then r is infeasible on edges

el, e2, otherwise r is feasible on edges el, e2. This question can be answered by solving a

2-dimensional KMP on a new set of rectangles, which are constructed from these forbidden

areas.

, ,
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Figure 2.3: The reason for constructing a new set of rectangles.

The reason for constructing a new set of rectangles, instead of directly using the forbidden

areas, is that the boundary or some part of the boundary of a forbidden area might not

be included in the forbidden area. For example, let u and v be a pair of demand points

such that R2(v) = R2(u) = [U2,V2] and such that Rl(v) = [ul,ad,Rl(u) = (al,vl] (i.e.,

w(v) . d(v,ad = w(u) . d(u,aI) = r). See Figure 2.3 for reference. Clearly, the union

of the two forbidden areas H(v), H(u) does not cover H (Le., any point in H with its Xl­

coordinate equal to d(Ul, al) is not covered.). However, the measure of the union of the two

corresponding rectangles is equal to the measure of H. To fix this problem, we construct a

new set of rectangles from these forbidden areas. Lemma 2.2.1 shows that we can construct

a set of rectangles in a way such that the above question can be answered by solving a KMP
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on this new set of rectangles. Let

El = min {lai(U) - ai(v)l,l(ei): ai(u) cJ ai(v)},
u,vEV(G),i=1,2

E2 = min {lai(U) - bi(v)l, l(ei): ai(u) cJ bi(v)},
u,vEV(G),i=1,2

and

E3 = min {Ibi(u) - bi(v)I,l(ei): bi(u) cJ bi(v)}.
u,vEV(G),i=1,2

Let E be (min{El,E2,E3})j2. Clearly, E > 0 and E can be computed in O(nlogn) time.
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Figure 2.4: Lemma 2.2.1 (a) Case 1: Yl is located at the origin; (b) Case 2: x2(yd = 0; (c)
Case 3: Xl (yd = 0; (d) Case 4: Xl (yd cJ 0 and x2(yd cJ o.

Lemma 2.2.1 For each v E V(G), let a~(v) = ai(v) + E if ai(v) tf- ~(v), and otherwise let

a~(v) = ai(v); let b~(v) = bi(v) - E if bi(v) tf- Ri(v), and otherwise let b~(v) = bi(v), i = 1,2.

Let H'(v) = {ylal(v) ::; Xl(Y) ::; bl (v),a2(v) ::; X2(y) ::; b2(v)}.

Therefore, the measure of L:vEV(G) H' (v) is equal to the measure of H if and only if the

union UVEV(G) H(v) covers H.
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Proof It is trivial that H'(v) ~ H(v), v E V(G). Hence, if the measure of I:vEV(G) H'(v) is

equal to the measure of H then the union UVEV(G) H( v) covers H. We prove in the following

that if I:vEV(G) H(v) covers H, then the measure of I:vEV(G) H' (v) is equal to the measure

ofH.

We draw lines along boundaries of all forbidden areas H(v),v E V(G). These lines

partition H into rectangular cells. From the computation of E, it is evident that the vertical

(resp. horizontal) length of each cell is at least 2E.

Refer to Figure 2.4. Let Y1,Y2,Y3,Y4 be the four corner points of a cell C. Let a be the

horizontal length of C and b be its vertical length. Note that a 2: 2E and b 2: 2E. We want to

show that there exists a new rectangle H' (v) such that Y1 is contained by H' (v), and such

that all the points z in cell C with X1(Z) :::; X1(Y1) + a - E and X2(Z) :::; X2(Y1) + b ~ E lie

within H' (v). That is, the shadow part in C is contained by a new rectangle H' (v).

We have four possible cases according to locations of Y1, as shown in Figure 2.4. We

only consider Case 4, the other cases can handled analogously. In Case 4, Y1 is not on the

boundary of H. As we know, for a forbidden area H(v), any point that is on the boundary

of H(v) but not on the boundary of H, is not contained in H(v). Thus, a forbidden area

that contains Y1 must cover the interior part of cell C and the interior parts of cells C1,C2,C3

where C1 ,C2 ,C3 are cells adjacent to C, as shown in Figure 2.4(d). Note that the vertical

(resp. horizontal) length of each cell is at least 2E. Therefore, the new rectangle constructed

from this forbidden area must cover the shadow parts in cells C,C1 ,C2 ,C3 , as desired.

3

Y'~3 Y'~3
~

E

Y11 E a Y1 Y2 Y1 Y2

(a) (b) (c)

Figure 2.5: Lemma 2.2.1: (a) Y2; (b) Y3; (c) Y4·

Similarly, the above statement about Y1 is also correct for Y2, Y3, and Y4 (see Figure

2.5). Observe that the union of these four shadow rectangles cover the cell C (including the

boundary of C). Therefore, the measure of I:vEV(G) H'(v) is equal to the measure of H,

which completes the proof of this lemma. D
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It takes O(n log n) time to compute the new set of rectangles 'H' (v), described in Lemma

2.2.1, from forbidden areas 'H(v), v E V(G). Also, it has been shown [63] that, given a set of

n axis-parallel rectangles, a 2-dimensional KMP can be solved in O(n log n) time. Therefore,

a local feasibility test of weighted A(G) jV(G) j2 model on edges el, e2 can be solved in time

O(nlogn). Thus, we have the following theorem.

Theorem 2.2.2 The unweighted/weighted A(G)jV(G)j2 center problems can be solved in

O(m2nlog 2n) time.

The extension of the above approach to the case where p > 2 is straightforward. Now

a local p-center solution is represented as a point in a bounded p-dimensional box (p-box)

'H' and for each demand vertex v, we obtain a p-box in 'H' containing all p-center solutions

that serve v with a service cost> r. Thus, the local feasibility test on edges el,.'" ep ,

is transformed into the following p-dimensional Klee's measure problem: does the union of

O(n) axis-parallel p-boxes cover 'H'? It is known [63] that the measure of the union of n

axis-parallel p-boxes (p 22) can be computed in O(nP/ 2 log n) time. Therefore, we have the

following lemma.

Lemma 2.2.3 A local feasibility test of the weighted A(G)jV(G)jp problem on p edges

el,'" ,ep can be solved in O(nP/ 2 log n) time, for p > 1.

This establishes Theorem 2.1.3.

2.3 Summary

An efficient algorithm for the unweightedjweighted continuous p-center problem in a general

network, where p is an arbitrary fixed constant, is presented in this chapter. The worst-case

time complexity of our algorithm is o(mPnP/ 2 log 2n ). This is an improvement over the

existing result on this problem by a factor of almost O(nP/ 2 ) [69]. Further reduction in the

time complexity of the problem is an interesting open problem.

For the general p-center problem in which the demand set contains all points of the

underlying network, a candidate set containing the optimal solution value is characterized

in Tamir's paper [68]. In spite of the nice structure, the size of this set is not polynomial even

for simple structures such as cactus networks. Until now, no efficient algorithm is known

for the problem in a general network. It is a challenge to design an efficient algorithm to

solve the problem even for a relatively small p.



Chapter 3

Weighted p-center problems in tree

networks

In this chapter, we are concerned with the restriction of p-center problems to tree networks

where the demand points are located at vertices and each demand point is associated with

a non-negative weight, including the weighted discrete and continuous p-center problems.

Here we only consider the case where p is a fixed constant.

For the case when p = 1, Megiddo [54] used a prune-and-search technique to solve

the weighted I-center problems in linear time. The problem of generalizing the trimming

approach to solve the p-center problem for p > 1 was open for over twenty years. We propose

an optimal algorithm for the weighted p-center problems when p is a fixed constant. It is a

nontrivial generalization of Megiddo's prune-and-search approach [54]. This result partially

resolves the long standing open problem. Moreover, we introduce a simple parametric­

pruning approach for the weighted I-center problem, which can be adapted to solve the

weighted p-center problem on the real line in linear time for any fixed value p.

Organization of the chapter Notations and definitions are provided in Section 3.1.

In Section 3.2 Megiddo's prune-and-search approach for the weighted I-center problem is

reviewed. We also give a parametric-pruning approach for the I-center problem in Section

3.2. Sections 3.3 and 3.4 provide the main results of this chapter - linear-time algorithms

to solve the weighted p-center problems in a tree network and on the real line for a fixed

value p. Finally, Section 3.5 gives a brief conclusion.

27
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3.1 Notation and definitions

For any real x, Ix l denotes the smallest integer that is at least x and LxJdenotes the largest

integer bounded above by x.

We denote the underlying tree network by T = (V(T), E(T), w, I), or simply by T. Recall

that the demand set is denoted by D(T) and the supply set is denoted by X(T). In this

chapter, we only consider the problems where D(T) = V(T).

v

Figure 3.1: Subtree T ' is anchored to vertex v.

Let T(V' ) be the induced subtree with vertex set V' ~ V. For a subtree T ' of T, let

bTl (v) be the degree of vertex v in T ' . By a leaf of T ' we mean a vertex v with bTl (v) = 1. A

subtree T ' is anchored to a vertex v with respect to T if v is a leaf of T ' and bTl (u) = bT(u),

for any u E V (T' ) \ { v }. In Figure 3.1, the bold part is T ' that is anchored to vertex v with

respect to T. The vertex v is called the anchor vertex of T ' .

V1 ............... " ......
".

.. --_ .

(a) Tv(u) (b) Real subtree and core subtree

Figure 3.2: Examples for Tv(u), real subtree, and core subtree.

Let Vv (u) (v =1= u) denote the set of vertices Vi such that the vertex v lies on the simple

path from the vertex u to Vi, i.e., v E 7T(U, Vi). Let Tv (u) denote the induced subtree rooted

at v with the vertex set Vv(u) as demonstrated in Figure 3.2(a). A subtree T ' is called a
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real subtree of T if the component T \ T' is connected. The vertex of a real subtree T' which

is closest to T \ T' is called the root of T', and the edge linking T' and T \ T' is called the

root-edge of T'. For example, T1, ... ,T7 in Figure 3.2(b) are real subtrees; V1 is the root of

T1, and e1 is the root-edge of T1. A subtree T' is called a core subtree of T if for v E V(T'),

either OT'(V) = I or OT' = OT(V), In Figure 3.2(b), Ts is a core subtree.

For a X(T)jV(T)jp problem, a vertex u (E V(T)) is called a dominating vertex of a set

X(<;: X(T)) of p centers if F(X, {u}) = F(X, V(T)).

Definition of split-edges Let X = {a1, ... , a p } C A(T) be a set of p centers in T. Let

Vi <;: V (T) be the set of vertices closest to a particular center ai E X (ties are broken in such

a way that T(Vi) remains connected where T(Vi) is a subtree induced by Vi). The edges

whose endpoints belong to different subtrees T(Vi) are called split-edges. Thus, locating p

centers in a tree is equivalent to finding a set of split-edges whose removal defines p connected

components such that the maximum service cost of the I-centers of these components is equal

to the optimal p-center cost of the entire tree.

It is trivial that the number of split edges is p - I for the V (T) jV(T) jp or A(T) jV(T) jP

problems.

3.2 Weighted I-center problems

The weighted I-center problem is to locate a center in X(T) (two cases are considered, that

is, either X(T) = A(T) or X(T) = V(T)) such that the maximum weighted distance from the

vertices of T to the center is minimized. Since our approach for weighted p-center problems is

a generalization of Megiddo's method [54], we begin with a brief introduction of Megiddo's

linear-time method for the weighted A(T)jV(T)jl problem, followed by our parametric

pruning approach, which also runs in linear time. The extensions of these techniques to

solve the V(T)jV(T)jl problem in linear time are not hard to obtain.

3.2.1 Megiddo's approach for the A(T)jV(T)jl model

Megiddo [54] proposed a prune-and-search algorithm for the weighted A(T)jV(T)jl prob­

lem, which is carried out in two phases. The first phase is to locate a subtree network T',

containing an optimal I-center, that is anchored to a centroid vertex 0 of T (refer to Figure

3.3(a)). It is easy to see that the optimal I-center provides services to all the clients in
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T outside T' (i.e., T \ T') through the vertex o. Therefore, the topology of the subtree

network T \ T' is not important. For each vertex in T \ T', we only need to keep its distance

information to o. We call a subtree of T a big component if it contains a constant fraction

of the vertices of T. The subtree T \ T' is a big component since IV(T \ T')I ;::::: n/2.

a

(a)

a

a

(b)
a

" II I

I I
I I

I I
I I

I I

"Ui u~"______ :.:t_,1

I •
I

I I
I I

I I

" II I
I I

I I

I ,I
.!. _ 'Yi.. __ 7!:i- \

t - w(uj)d(uj,O)-W(Ui)d(Ui,O)

.: .~,)_W(""

(c) (d)

Figure 3.3: Megiddo's method: (a) Subtree T' contains an optimal I-center and IV(T') I ::;
n/2; (b) W(Ui) ;::::: w(uD and w(ui)d(Ui,O) ;::::: w(u~)d(u~,o); (c) W(Ui) = w(u~) and d(Ui, O) <
d(u~,o); (d) W(Ui) > w(u~) and w(ui)d(Ui, 0) < w(u~)d(u~,o).

In the second phase the following key question is answered: determine whether there is

an optimal I-center in T' within distance t to o. We call t a critical distance. An appropriate

value of t is determined in the following way. We arbitrarily pair the vertices in T \ T'. Let

(Ul,U~),(U2,U~),... ,(Ug,u~) be the pairs where W(Ui) ;::::: w(u~) for any i,l::; i::; g. For

every such pair (ui,uD, 1 ::; i ::; g, if w(ui)d(Ui,O) ;::::: w(u~)d(u~,o) then let ti = 0; or else

if W(Ui) = w(uD and d(Ui,O) < d(u~,o), then let ti = 00; otherwise (i.e., W(Ui) > w(uD

and w(ui)d(Ui, 0) < w(u~)d(u~,o)), let ti = [w(u~)d(u~,o) - w(ui)d(Ui,O)]/[W(Ui) - w(u~)].

The significance of ti is explained as follows. For any point y lying in T', if its distance

to a is less than ti (i.e., d(y,o) < ti) then w(ui)d(Ui,Y) < w(uDd(u~,y); otherwise (i.e.,

d(y,o) ;::::: ti), w(ui)d(Ui,Y) ;::::: w(u~)d(u~,y). In Figures 3.3(b), 3.3(c), and 3.3(d), the dotted

part represents the set of points whose distance to a is less than ti and the bold part

represents the set of points whose distance to a is at least k We let t be a median of these
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ti values (1 :s: i :s: g).

d(o, Yi) = t, 1 ::; i ::; k

T\T'

Figure 3.4: Answer the key question: does there exist an optimal I-center in T' within
distance t to o.

If there is an optimal I-center in T' within distance t to 0 then, for any pair (Ui, uD with

ti :::: t, Ui is not a dominating vertex in an optimal solution (1 :s: i :s: g); otherwise (there

is an optimal I-center in T' with distance> t to 0), for any pair (Ui,U~) with ti :s: t, u~ is

not a dominating vertex in an optimal solution (1 :s: i :s: g). Hence, once the answer to the

key question is known, approximately 1/4 of the vertices in T \ T' cannot be dominating

vertices in an optimal solution, and therefore can be discarded.

Refer to Figure 3.4. The approach to answer the key question is described as follows.

Let Yl, .. . , Yk be the points in T' such that d(Yi, O) = t, 1 :s: i :s: k. For each i, 1 :s: i :s: k,

we denote by Ti the subtree rooted at Yi. Without loss of any generality, assume that

F(Yl' V(Td) :::: F(Yi, V(Ti )) for any i,2 :s: i :s: k. It is straightforward that if there is

an optimal I-center in T' with distance> t to 0, then T1 contains an optimal I-center.

Therefore, the answer to the key question can be achieved by checking if T1 contains an

optimal I-center. The checking can be done in linear time.

The algorithm performs O(log n) above iterations. Each iteration takes linear time,

linear in the size of the current tree. Therefore, the continuous I-center problem can be

solved in linear time.

3.2.2 A parametric-pruning approach for the A(T)/V(T)/l model

In this section, we present a parametric-pruning approach for the weighted continuous 1­

center problem in T. Our approach is also carried out in two phases. The first phase is

same as the one of Megiddo's approach[54]. The main difference between our approach and
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Megiddo's approach is in the second phase. In the following, we present the second phase

of our parametric-pruning approach.

In the second phase, we still arbitrarily pair the vertices in T\T'. Let (Ul' u~), (U2' u~), ... ,

(ug , u~) be the pairs where W(Ui) ~ w(u~). For every such pair (Ui, u;), 1 <:::: i <:::: g, if

w(ui)d(Ui, a) ~ w(uDd(u~, a) (see Figure 3.3(b)) then u~ cannot be a dominating vertex in

an optimal solution; else if W(Ui) = w(u;) and d(Ui, a) < d(u~, a) (see Figure 3.3(c)), then

Ui cannot be a dominating vertex in an optimal solution. Therefore, we can immediately

discard one non-dominating vertex from such a pair that belongs to one of these two cases.

All the other pairs (Ui, u~) satisfy that W(Ui) > w(u~) and w(ui)d(Ui, a) < w(u~)d(u~, a).

For every remaining pair (Ui,U~), we compute ti = [w(u~)d(u~,a) - w(ui)d(Ui, a)] j[W(Ui)­

w(u~)]. It is easy to see that W(Ui) . (d(ui,a) + ti) = w(u;) . (d(u~,a) + ti). Let Ci =

W(Ui) . (d(Ui, a) + ti ), which is called the switch service cast of (Ui,U;). Let ci denote the

optimal service cost of the A(T)jV(T)jl problem. If ci is larger (resp. no more than)

than Ci then u~ (resp. Ui) cannot be a dominating vertex. Let c be a median of these

switch service costs Gi, called critical service cast. We can find either ci > c or ci <:::: c after

solving the following feasibility test problem: does there exist a point y E A(T) such that

F(y, V(T)) <:::: c? We know that one feasibility test in a tree network can be solved in linear

time [56], linear in the size of the current underlying tree. Therefore, the pruning of the

vertices in T \ T' can be performed using this parametric-pruning method.

d(a, y;) = t

(a) Megiddo's method (b) parametric-pruning method

Figure 3.5: Comparison between Megiddo's method and parametric-pruning method

The advantage of our parametric-pruning approach over Megiddo's approach is shown

as follows. In Megiddo's method, one big component needs to be located, i.e. Til in Figure
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3.5(a), which is served by same center lying outside of Til so that at least a constant fraction

of the vertices in Til can be identified for pruning. Here the center facility provides services

to the demand points in Til through the vertex 0 only. However, the parametric-pruning

method still works even if q disjoint components, q = O(n), (see Figure 3.5(b)) are being

served by same center from the outside. We will see this point in its application to solve

conditional extensive facility location problems in trees (in Chapter 5).

3.3 Weighted p-center problems (fixed p)

The problem of generalizing Megiddo's prune-and-search approach [54] to solve the p-center

problem for p > 1 was open for a long time. In [7], we used the interactions between

two centers and a split-edge to guide us in trimming the underlying tree, and proposed

an optimal algorithm for solving the weighted 2-center problems (i.e., A(T)/V(T)/2 and

V(T)/V(T)/2). In this section, we generalize the approaches proposed in [7, 54] to solve

the weighted p-center problem when p is a fixed constant.

A new type of problems, called constrained (s, t)-center problems, is described as follows.

In a constrained (s, t)-center problem, locations of t facilities are already known, and the

objective is to compute the locations of s new facilities such that the maximum weighted

distance from demand points to the t existing facilities and s new facilities is minimized.

There are s+t~1 split-edges in a solution of a constrained (s, t)-center problem. We have the

following constraints in a constrained (s, t)-center problem. A collection of q(l ::; q < s + t)

pairwise disjoint subtrees, called split-edge subtrees, is given such that all s + t - 1 split-edges

are distributed among them, and we are also given another collection of q'(O ::; q' ::; 8 + t)

pairwise disjoint subtrees whose center areas are predetermined. The formal definition of

constrained (8, t)-center problems is presented in Section 3.3.l.

It is easy to see that a weighted p-center problem in a tree T can be reformulated as a

constrained (p,O)-center problem, in which p - 1 split-edges lie in T and no subtree has its

center area predetermined. We show in the remaining part of this section that a constrained

(8, t)-center problem in T can be solved in linear time in an incremental way when both 8

and t are fixed constants (Theorem 3.3.19). Therefore, we have the following theorem.

Theorem 3.3.1 A weighted p-center problem in a tree can be solved in linear time, for any

fixed p.
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3.3.1 Formal definition of constrained (s, t)-center problems

A constrained (s, t )-center problem is actually a conditional center problem with extra re­

strictions. In the following, we focus on the continuous version of the problem. Its discrete

version can be defined similarly. Also, an optimal solution for the discrete version can be

obtained in a very similar way and therefore is omitted here. A constrained (8, t)-center

problem R is expressed as:

The parameters in a constrained (8, t)-center problem include:

• T: the underlying tree network;

• s: the number of new facilities to be opened;

• (3s+1,"" (3s+t: t existing facilities in A(T). An edge in T contains at most two existing

facilities, and if there are two existing facilities on an edge then the two existing

facilities are located at the endpoints of the edge;

• ~e, 1 ~ i ~ q: subtrees of T, called split-edge subtrees. A subtree is called a split-edge

subtree if it contains at least one split-edge. All 8 + t - 1 split-edges lie in these split­

edge subtrees. The following invariants are always maintained. For each i, 1 ~ i ~ q,

Tt is either a path or a core subtree. For ~e and TJe with i #- j, E(Tn n E(TJ) = 0.
It is not hard to see that q ~ 8 + t - 1. Let NS(Tn denote the number of split-edges

lying in Tie, 1 ~ i ~ q. A subtree T' is clear if E(T') n E(Tn = 0, i = 1, ... ,q, that is,

V(T') is served by the same I-center;

• (Ti, Tn, 1 ~ i ~ q': For each i, 1 ~ i ~ q', Ti is a clear subtree. The center serving

V (Ti ) lies in subtree T2, and A(Ti) n A(Tn #- 0. We call Tic the center subtree of Ti

and Ti the Center-Area-Predefined (for short, CAP) subtree. Moreover, the following

conditions are also satisfied:

- For any existing facility (3j (8 + 1 ~ j ~ 8 + t), there is a CAP subtree which it

serves, that is, \:fj E [8 + 1,8 + t] 3i (1 ~ i ~ q') 1\ (TiC = (3j);

- A(Ti ) n A(Tj ) = 0, 1 ~ i < j ~ q';
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There is at least one split-edge subtree that is a path between any two different

CAP subtrees. In other words, different CAP subtrees are served by different

centers. Hence, t :::; q' :::; (s + t) is always true.

Therefore, a weighted A(T) IV(T) Ip problem can be restated as the following constrained

(p, D)-center problem:

(T;p; 0; {T}; 0),

where the number of split-edges contained in T is p - 1, i.e., NS(T) = p - 1. It is easy to

see that, for fixed sand t, the total size of a constrained center problem is O(IV(T)I).

3.3.2 The main idea and overall approach

The proposed linear-time algorithm uses the solutions of lower-order constrained center

problems. That is, we assume that a linear-time algorithm is available for any constrained

(x, y)-center problem, where x :::; s and x + y :::; s + t (x < s if x + y = s + t).

Our linear-time algorithm follows the lines of Megiddo's method for weighted I-center

problems in a tree [54] (see Section 3.2.1). We call any change performed on a constrained

center problem a transfer. In Megiddo's method [54], only one type of transfer is performed,

that is, pruning vertices from the current underlying tree network. However, we also per­

form some other types of transfers in our algorithm, such as splitting a split-edge subtree,

shrinking center subtree of a CAP subtree, and so on. One common theme behind all these

different types of transfers is that, the optimal service cost remains unchanged.

Definition 3.3.2 (Safe transfer) A transfer from a constrained center problem RI to a

new constrained center problem R2 is called a safe transfer if the optimal service cost of Rz

is equal to the optimal service cost of R I .

Definition 3.3.3 (Safe operation for a center) Discarding one vertex v is called a safe

operation for a center a if it is already known that v is served by a, and v is not the farthest

weighted vertex to a.

Similarly, we have the following definition.

Definition 3.3.4 (Safe operation for a subtree) Discarding one vertex is a safe oper­

ation for a subtree T' if it is a safe operation for any center located in A(T').
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For a clear subtree T' in a constrained center problem, if the vertices in T' are served

by some center in Til in an optimal solution, and if discarding v E V(T') is a safe operation

for Til, then pruning v is a safe transfer. In our approach, we construct CAP components

and shrink their center subtrees for this purpose.

Let R : (T;s;{,6s+1, ... ,,6s+t};{Tl, ... ,Tn;{(i\,Tf), ... ,('fqI,T~I)}) be a given con­

strained (s, t)-center problem. The stepwise description of our approach to solve R is given

below.

Step 1: Transfer R into a new constrained (s, t)-center problem R' that contains at least

one big clear subtree Ti (here a subtree T' is big if IT'I :::: ITI/2(s+t)). This is achieved

by applying split-edge-splitting transfers (Lemma 3.3.14) a constant number of times.

Step 2: In this step, we focus on shrinking center subtree Tic of Ti that is computed in Step

1. Step 2 consists of three sub-steps.

Step 2.1: Let 0i be a centroid vertex of Ti . We find the branch T! anchored to 0i such

that it contains the center serving vertices in t in an optimal solution, that is,

we safely transfer the current constrained center problem to a new one in which

the center subtree Tic of Ti is a subtree of T!. Hence, at least half of the vertices

in Ti are served by some facility in Tic through 0i.

Step 2.2: Compute critical distance di as follows. We arbitrarily pair the vertices in

Ti \ Tf. Let (Ul,U~), (U2,U~), ... , (Ug,u~) be the pairs where w(Uj) :::: w(uj),j =

1, ... ,g. For every such pair (Uj,uj), 1:::; j :::; g,

• if w(uj)d(uj, Oi) :::: w(uj)d(uj, Oi) then let Xj = 0;

• or else if w(Uj) = w(uj) and d(uj, Oi) < d(uj, Oi) then let Xj = 00;

• otherwise (i.e., w(Uj) > w(uj) and w(Uj)d(Uj,Oi) < w(uj)d(uj,Oi)), let Xj =
[w(uj )d(uj, Oi) - w(Uj )d(Uj, Oi)]/[W(Uj) - w(uj)].

Basically, Xj indicates the intersection of service functions of pairs of vertices

(Uj, uj), 1:::; j :::; g. We let di be the median of these Xj values (1 :::; j :::; g).

Step 2.3: We safely transfer the current constrained center problem to a new one in

which either d(oi,A(Tn) > di or maXxEA(Tn d(Oi, x) :::; di (recall that the center

serving V(t) lies in subtree Tn.

(Steps 2.1 and 2.3 are done by solving constrained (s - 1, t + I)-center problems as

described in Section 3.3.5.)
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Step 3: Similar to Megiddo's method [54], discard non-dominating vertices in Ti thus com­

puted.

Step 4: Repeat the above process until the size of the underlying tree is no more than a

given constant.

It is not hard to see that after each iteration of the first three steps, at least a constant

fraction of vertices is discarded. Therefore the process terminates within O(log n) iterations.

If each iteration of executing the three steps can be done in linear time, then the total cost

is O(n) time.

The remaining part of Section 3.3 is organized as follows. Section 3.3.3 solves the

base step of our incremental algorithm, that is, a linear-time algorithm is proposed for

a constrained (0, h)-center problem where h is a fixed constant. Important properties used

for splitting split-edge subtrees and shrinking center subtrees are explored in Section 3.3.4.

Finally, Section 3.3.5 reviews the whole algorithm and establishes our result for constrained

center problems.

3.3.3 Constrained (0, h)-center problems

From the definition of a constrained (s, t)-center problem, we know that the number q' of

CAP components in it is between t and s+t. Therefore, there are exactly h CAP components

in a constrained (0, h)-center problem R, as shown in the following.

where (31, ... ,(3h are h existing centers. In this section, we present an algorithm for problem

R which runs in linear time and space.

We observe that T consists of three types of pairwise edge-set disjoint subtrees: CAP

subtrees t, I :::; i :::; h (type-I), split-edge subtrees Tj, I :::; j :::; q (type-2), and other clear

subtrees whose center areas are not yet predefined (type-3). Note that type-I and type-3

subtrees are clear subtrees. All these subtrees are glued together with hinge vertices, where

a hinge vertex is a common vertex contained in at least two different types of subtrees. Since

a clear subtree cannot be connected to another clear subtree, type-I and type-3 subtrees

are separated by type-2 subtrees.

For any clear subtree, such as a type-lor type-2 subtree, its vertices are served by same

center in a solution. Furthermore, the center serving a type-I subtree is predefined, i.e.,
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vertices in Ti , 1 <;:;: i <;:;: h, will choose {3i to obtain service. We divide T into a collection of

subtrees, denoted by S(T), by considering type-1 subtrees as cuts. Figure 3.6 demonstrates

an example of T that is divided into two subtrees T i and T2 by type-1 subtrees. Type-1

subtrees are represented by bold circles with a point inside, type-2 subtrees are represented

by dashed ellipses (each type-2 subtree contains a number denoting the number of split­

edges), and type-3 subtrees are represented by solid circles.

Figure 3.6: T is divided into Ti and T2 by type-1 subtrees, i.e., S(T) = {Ti , T2}.

Observation 3.3.5 Each subtree in S(T) contains at least one type-2 subtree.

Observation 3.3.6 For each subtree T' in S(T), a type-l subtree is attached to at most

one type-2 subtree in T'. Let cI>1 be the set of type-l subtrees in T' and cI>2 be the set of

type-2 subtrees in T'. Then,

1cI>11 = :L NS(Tn + 1.
T i

e E<P2

Observation 3.3.7 The combination of optimal solutions of subtrees in S(T) is an optimal

solution of T since any two subtrees in S(T) are separated by a type-l subtree.

According to Observation 3.3.7, it is sufficient to show an algorithm to find an opti­

mal solution of a subtree in S(T). In Figure 3.7, an example of a subtree T' in S(T) is

demonstrated. Note that type-1 subtree Ti is served by {3i, i = 1,··· ,7.

Next, we present a simple method to find an optimal solution of a subtree T' E S(T).

For each type-2 subtree Tie in T', let N f (Tn be the number of type-1 subtrees attached

to Tr For example, Nf(Tf) = 1,Nf(T2) = 2,Nf(T3) = 1, and Nf(T4) = 3 in Figure 3.7.

Lemma 3.3.8 For each type-2 subtree T;"(l<;:;: i <;:;: q) in T', Nf(Tn <;:;: NS(Tn + 1.
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W(T{') = 1

NS(Ti) = 1

W(Ti) = 1
W(T1) = 3

Figure 3.7: An example of a subtree T' in S(T).

Proof If a type-l subtree Tj (1 ::; j ::; h) is attached to Tie, then at least one vertex in Tt

is served by (3j, i.e., the hinge vertex between Tj and Tr In other words, vertices in Tt

are served by at least Nf(Tt) existing facilities. Therefore, Tie contains at least Nfcrn-1

split-edges. 0

Lemma 3.3.9 For a type-2 subtree Ti
e(1 ::; i ::; q) in T' where Nf(Tt) = NS(Tn + 1, let

t.i be the set of existing facilities contained in type-l subtrees attached to Tie, i. e., t. i =

{(3jITj is attached to Tn. Then, all vertices in V(Tt) are served by facilities in t.i .

Proof The proof of this lemma is very similar to the one of Lemma 3.3.8. If a connected

subtree is served by k facilities in a solution, then it contains exactly k - 1 split-edges in

that solution. Since Nf(Tt) = NS(Tt) + 1, all vertices in V(Tt) are served by facilities in

t. i . 0

Lemma 3.3.10 There exists at least one type-2 subtree Ti
e(1 < < q) in T' such that

Nf(Tt) = NS(Tt) + 1.

Proof Suppose that there is no type-2 subtree Tie where Nf(Tt) = NS(Tn + 1. Then,

according to Lemma 3.3.8, for each type-2 subtree TJ(1 ::; j ::; q) in T', Nf (TJ) < NS(TJ)+ 1,

which contradicts with Observation 3.3.6.

Therefore, there exists at least one type-2 subtree Tie in T' where NfCrt) = NS(Tt) + 1

(For example, in Figure 3.7, Nf(Ti) = N S (T2) + 1). 0

Our approach is therefore as follows. At each step, we find a type-2 subtree Tt in T'

where Nf (Tt) = NS(Tt) + 1, 1 ::; i ::; q. Then we locate NS(Tt) split-edges in Tie, according
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to the locations of existing facilities in type-1 subtrees attached to Tt Once split-edges are

located, the facility serving each vertex in Tie is determined. Therefore, Tie is divided into

pieces and each piece is merged into a type-1 subtree. The approach is repeated until no

type-2 subtree is left in T'.

Since q and h are constants, we have the following result.

Lemma 3.3.11 The optimal service cost of a constrained (0, h)-center problem in a tree

can be computed in linear time, if h is a fixed constant.

3.3.4 Important properties

We assume here that while solving a constrained (s, t)-center problem the solution to any

constrained (x, y)-center problem with x + y ::; s + t and x ::; s (x < s if y = t) is known.

In this section we explore several important properties that are crucial in our algorithm.

Based on them, we can split split-edge subtrees to locate a big clear subtree, and shrink

center subtrees to prune non-dominating vertices in the big subtree.

In a constrained (s,t)-center problem R:< T;s;f3s+1, ... ,f3s+t; {Tf, ... ,TD;{(T1,Tf),

... , (Tql,T~/)} >, we pick up a vertex v from a split-edge subtree Tie(l::; i::; q). Let e (uv)

be an edge in E(Tn that is incident to v. We divide R into two subproblems, i.e., R1 and

R2 , by considering e as a split-edge. As illustrated in Figure 3.8(a), the underlying tree

of R1 is T1 and the underlying tree of R2 is T2. We denote by Tk the intersection subtree

of Tt and Tk, k = 1,2. Other NS(Tn - 1 split-edges in ~e are distributed among T{ and

T~. Assume that T{ contains j split-edges with IE(T{)I ~ j, 0 ::; j ::; NS(Tn - 1. Then T~

contains NS(Tn - j - 1 split-edges (note that IE(T~)1 ~ NS(Tn - j - 1). Let tk be the

number of existing facilities in Tk and let Sk be the total number of split-edges of split-edge

subtrees (except Tn in Tk, k = 1,2. Therefore, we need to locate Sl + j split-edges in T1

and S2 + NS(Tn - j - 1 split-edges in T2. We have the following lemma.

(a) (b)

Figure 3.8: Lemma 3.3.12 and Lemma 3.3.13.
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Lemma 3.3.12 If the optimal service cost of the constrained (Sl + j - t1 + 1, td-center

problem R1 is larger than or equal to the optimal service cost of the constrained (S2 +
NS(Tn - j - t2, t2)-center problem R 2, then E(T{) U {e} contains at least j + 1 split-edges

in an optimal solution of R. Otherwise, E(T~) U {e} contains at least N S (Tn - j split-edges

in an optimal solution of R, in other words, E(T{) U {e} contains at most j + 1 split-edges.

Lemma 3.3.13 If it is known that E(T{) U {e} contains j + 1 split-edges and if the optimal

service cost of the constrained (Sl + j - t1 + 1, td-center problem R1 is smaller than the

op~imal service cost of the constrained (S2 + NS(T,n - j - t2, t2)-center problem R 2, then

edge e is an optimal split-edge in an optimal solution of R.

We show Lemma 3.3.12 and Lemma 3.3.13 by a simpler example. In Figure 3.8(b), an

edge e : uv separates the underlying tree into two subtrees Tu and Tv. If the service cost

of an optimal I-center solution of Tu is larger (resp. smaller) than or equal to the service

cost of an optimal I-center solution of Tv, then, in an optimal 2-center solution, the optimal

split-edge lies in E(Tu ) U {e} (resp. E(Tv) U {e}) since it is impossible to have a solution

with a split-edge in Tv (resp. Tu ) that has a smaller service cost. For Lemma 3.3.13, if it is

known that E(Tu ) U {e} contains an optimal split-edge and the service cost of an optimal

I-center solution of Tu is smaller than the service cost of an optimal I-center solution of Tv,

then e is an optimal split-edge.

Lemma 3.3.14 (Split Lemma) Given a constrained (s, t)-center problem R :< T; s; (3s+1,

... ,(3s+t; {T1,... , T;}; {(T1, Tf), ... , (Tql, T~I)} > and a vertex v in T, either we solve R or

we can safely transfer R into a new constrained (s, t)-center problem in which v is not an

internal vertex in any split-edge subtree, and the process takes linear time.

Proof Since split-edge subtrees are pairwise edge-set disjoint, either v is not an internal

vertex of any split-edge subtree or v is an internal vertex of some split-edge subtree. In the

former case, R itself is the desired constrained center problem. Assume that v is an internal

vertex of split-edge subtree Tk(1 :S k :S q) where NS(Tk)= h, 1 :S h :S s + t - l.

If Tk is a core subtree, then v does not lie in any Ti ,1 :S i :S q', since Ti is a clear

subtree. Let T1 , ... , Tb be the subtrees anchored to v such that each of them does not

contain Ti (l:S i:S q') or TJ(I:S j i- k:S q). Subtrees T1, ... ,n do not contain any of

the existing facilities. The number of remaining subtrees anchored to v is no more than
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s + t - 1 - h + q', since there are at most s + t - h split-edge subtrees (including Tk) in R,

i.e., q ~ s + t - h.

We first show that at most th + h + 1 subtrees among TI , ... , n need to be considered

that may contain split-edges in an optimal solution of R. Assume that b > th + h + 1. We

consider the following two cases.

v

- e ai

Figure 3.9: Case 1 in proof of Lemma 3.3.14: v is served by an existing facility fk

e Case 1: v is served by an existing facility. Suppose that !3i serves v, 1 ~ i ~ t,

and F(!3i, V(TI )) 2': F(!3i, V(T2 )) 2': ... 2': F(!3i, V(Th)) 2': F(!3i, V(Tj)),j > h. Then,

in an optimal solution, Tj , j > h, does not contain split-edges. The reason is as follows.

Assume that a subtree Tj (j > h) contains r (~ h) split-edges in a solution. Let °
be the set of subtrees among {TI , ... , Th} that do not contain any split-edges in this

solution. Obviously, 101 2': r since NS(Tk) = h. Therefore, the service cost is at least

F(!3i, V(Th)). We can see that the service cost is not increased if we replace r split­

edges in T j by r edges vVa where Ta E °(see Figure 3.9). Hence, we can assume that

a subtree Tj(j > h) does not contain split-edges in an optimal solution if v is served

by !3i.

Therefore, in the case when v is served by some existing facility, at most th subtrees

might contain split-edges in an optimal solution.

e Case 2: v is served by a newly opened facility. Suppose that F(v, V(TI )) 2':

F(v, V(T2 )) 2': ... 2': F(v, V(Th+l)) 2': F(v, V(Tj)),j > h + 1. In this case, subtree

Tj , j > h + 1 does not contain split-edges in an optimal solution. The reason is briefly

described as follows. We observe that the service cost of a solution 8, in which a

subtree Tj(j > h + 1) contains split-edges, is at least F(v, V(Th+d). Similar to the

idea in Case 1, we can find another solution with the same or smaller service cost in

which there is no split-edge in T j .
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Since T:i contains split-edges in 8, there is at least one facility in T j . We create a

new solution by removing from 8 split-edges and facilities that are lying in Tj , and

inserting a facility v. It is not hard to see that the service cost of the new solution is

no larger than the service cost of 8.

Thus, there exists an optimal solution in which no split-edge lies in T j , j = h + 2, ... , b,

if v is served by a newly opened facility f3i, i :::: s.

Therefore at most th + h + 1 subtrees among TI , ... ,n need to be considered that might

contain split-edges in an optimal solution. Let r be the set of subtrees anchored to v that

might contain split-edges. We can see that If! :::: th + s +t +q' (note that there are no more

than s + t - 1 - h + q' subtrees anchored to v other than T I , ... , n). The set r can be found

in linear time since s, t, h, q' are fixed constants.

The second step is to compute the number of split-edges of each subtree in r. For each

such subtree Ti E r, 1 :::: i :::: b, we consider VVi as a split-edge. We denote by Tf the subtree

Ti \ v. Let ')'1 be the number of existing facilities in T! and ')'2 be the total number of split­

edges of split-edge subtrees (except Tn in Tf. If E(Tf) U E(Tk) contains j split-edges, then

T! contains ')'2 + j split-edges and T \ T! contains s + t - 2 -{2 - j split-edges. We compute

the smallest value of j E [0, h - 1] such that the optimal service cost of the constrained

(')'2 + j + 1 - ')'1, ')'I)-center problem on T! is smaller than or equal to the optimal service

cost of the constrained (s + ')'1 -')'2 - j - 1, t -')'1 )-center problem on T \ T!. This value can

be computed by considering all possible values of j (if it exists). For each value of j, two

subproblems need to be solved, which can be done in linear time by assumption. We have

the following two cases.

• Let ji be the smallest value of j in [0, h - 1] such that the optimal service cost of the

constrained (')'2 + ji + 1 -{I, ')'I)-center problem on T! is smaller than or equal to the

optimal service cost of the constrained (s +{I -')'2 - ji - 1, t -{I)-center problem on

T \ T!. Then, in an optimal solution of R, at least ji split-edges of Tk lie in Ti and at

most ji + 1 split-edges of Tk lie in Ti .

• For any value of j in [0, h - 1], the optimal service cost of the constrained (')'2 + j + 1­

')'1, {I)-center problem on T! is larger than the optimal service cost of the constrained

(s + {I -{2 - j - 1, t -{I)-center problem on T \ Tf. Then, in an optimal solution of

R, all h split-edges of split-edge subtree Tk lie in Ti . We let ji be h.
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For each subtree T" in f, we compute its corresponding value of ji as described above.

Since only a constant number of subtrees anchored to v might contain split-edges, Le.,

If! ::; th + s + t + q', the above process of computing all ji's can be done in linear time.

It is easy to see that LTia ji ::; h. If LTia ji = h, then the distribution of h split-edges

of Tk among subtrees in f in an optimal solution is known. Thus, we update the information

in the constrained center problem R accordingly, i.e. delete split-edge subtree Tk, insert

new split-edge subtrees, and merge clear areas if they are now served by same center.

Otherwise, LTia ji < h. We already know that a subtree Ti in f contains at most ji +1

split-edges in an optimal solution. By using Lemma 3.3.13, if a subtree Ti in f contains

ji + 1 split-edges in an optimal solution, then VVi is an optimal split-edge. We conclude that

there are h - LTia ji split-edges among edges VVi, Ti E f. In this case, we are able to solve

R in linear time after locating h - LTia ji split-edges among edges VVi, Ti E f.

In the case when Tk is a path, we know that h split-edges of Tk are distributed in two

subtrees anchored to v, say T1 and T2 . We perform the second step described above to

compute the values of jl and 12, that is, in an optimal solution of R, at least ji split-edges

of Tk lie in Ti and at most ji + 1 split-edges of Tk lie in Ti , i = 1,2. Clearly, jl + j2 ::; h.

If jl + 12 = h, then the distribution of h split-edges of Tk among T1 and T2 in an optimal

solution is known. Thus, we update the information in the constrained center problem R

accordingly. Otherwise, jl + 12 < h. In this case, there are h - jl - j2 split-edges among

edges VVI and VV2. We solve R in linear time after locating h - jl - 12 split-edges among

edges VVI and VV2. 0

Split Lemma shows that, in linear time, we are able to compute the number of split­

edges contained in each subtree anchored to v. In the following, we show that, by using

Split Lemma at most flog (s + t)l times, we can obtain a new constrained center problem

that contains a big clear subtree (it contains more than IV(T)1/2(s + t) vertices).

Locate one big clear subtree

Let 0 be a centroid vertex of T. By using Split Lemma on 0, we get the number of split-edges

in each branch anchored to o. Refer to Figure 3.10(a). Let T1 ,··· ,Tb be subtrees anchored

to 0 such that each of them contains at least one split-edge. We denote by Tb+l the subtree

that consists of all subtrees anchored to 0 that do not contain any split-edge.

For each subtree Ti , 1 ::; i ::; b, we define its average size as IV(Ti ) II Si if Ti contains Si



CHAPTER 3. WEIGHTED P-CENTER PROBLEMS IN TREE NETWORKS 45

0'

split-edges. If Tb+l contains at least IV(T)I/(s+t) vertices then Tb+l is a big clear subtree.

We assume that lV(n+l)! < IV(T)I/(s+t). Among Tl ,'" ,n, there is at least one subtree

Ti with its average size 2': IV(T) I/ (s + t), since the total number of split-edges is s + t - l.

Therefore, IV(T;)[ 2': Si x IV(T)I/(s + t). Let Xl = Si. We can see that Xl .:::; (s + t)/2 since

a is a centroid of T.

Let 0' be a centroid vertex of Ti. The above process is repeated on a' and Ti. We

will see a minor difference in the following description. We first apply the Split Lemma on

vertex a'. Each of subtrees T{, ... ,T£ contains at least one split-edge. In Figure 3.10(b)(c),

the subtree T~+2 is union of Tl ,'" ,Ti- l ,Ti+l,'" ,Tb+l in Figure 3.10(a). Let Til be the

subtree anchored to 0' that contains T£+2' i.e., Til = T£+l U T£+2 in Figure 3.10(b). We

denote by T£+3 the subtree that consists of all subtrees anchored to 0' that do not contain

any split-edge. We have the following two cases.

• Case 1: the number of split-edges lying in Til is larger than the number of split-edges

lying in T£+2' i.e., there are split-edges in T£+l (see Figure 3.10(b)) .

• Case 2: all split-edges of Til lie in T~+2 (see Figure 3.10(c)). In this case, T~+l is a

clear subtree. Therefore, T£+4 = T£+l U T£+3 is a clear subtree.

If IV(T£+3) I 2': IV(Ti)I/(Xl + 1) in Case 1 or IV(T£+4)! 2': IV(T;)I/(Xl + 1) in Case 2, then a

clear subtree with size 2': IV(T)I/2(s + t) is found, since IV(T;)I 2': Xl x IV(T)I/(s + t) and
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Xl is a positive integer. Otherwise, for each subtree Tj (1 ~ j ~ k+ 1 in Case 1, 1 ~ j ~ k
in Case 2), we compute its average size. There is at least one subtree Tj with its average

size ~ [V(Ti)I/(Xl + 1). We denote by X2 the number of split-edges contained in Tj. With

the same reason for Xl ~ (s + t)/2, X2 ~ (Xl + 1)/2.

We continue the process on Tj and its centroid vertex. Obviously, this process terminates

in ,log (s + t)l steps and we get a clear subtree whose size is at least [V(T)I . [xl/(s + t)] .

[X2/(Xl + 1)] ..... 1/2, where Xi ~ [(Xi-l + 1)/2] with XQ = s + t - 1. This value is at least

[V(T)j/2(s + t) (it can be proved by induction). Therefore, we have the following lemma.

Lemma 3.3.15 Given a constrained (s, t)-center problem, a clear subtree whose size is at

least [V(T)I/2(s + t) can be found in linear time.

The following lemma is an extension of the Split Lemma.

Lemma 3.3.16 Given a set <1> of disjoint real subtrees in a constrained (s, t)-center problem,

we can safely transfer R into a new constrained (s, t)-center problem, in which the root

vertices of real subtrees in <1> are not internal vertices of any split-edge subtree, and the

process takes linear time.

Proof Let <1>' be the set of real subtrees in <1> whose roots are internal vertices of split-edge

subtrees. Similar to the first step in the proof of the Split Lemma, we show that only a

constant number of real subtrees in <1>' are candidates to contain split-edges in an optimal

solution and that they can be found in linear time.

If a real subtree in <1>' contains some existing facility or some split-edge subtree, then

apply the Split Lemma to its root. Since there are only a constant number of such real

subtrees, it can be done in linear time. Let <1>" be the set of real subtrees in <1>' that do not

contain any existing facility and any split-edge subtree. We assume that 1<1>"1 ~ s + t - 1.

For each subtree T' in <1>", we compute the service cost of an optimal I-center solution of

T'.

We observe that the first s + t - 1 subtrees with larger optimal I-center service cost are

candidates to contain split-edges in an optimal solution, by the same reason mentioned in

the proof of the Split Lemma. Therefore, we need to apply the Split Lemma only on the

root vertices of the s + t - 1 real subtrees. Note that it takes linear time to compute their

I-center service costs since they are pairwise disjoint.
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As desired, after the above processing, the root of each real subtree in <I> is not an internal

vertex of any split-edge subtree. The entire process takes linear time. 0

Lemma 3.3.17 Given two vertices u, v in a constrained (s, t)-center problem R, we can in

linear time safely transfer it into a new constrained (s, t)-center problem, in which either u

and v are served by same center or they are served by different centers.

Proof The idea is to, in linear time, safely transfer R into a new constrained (s, t)-center

problem, in which either

• 7l'(U, v) is clear. In this case, u and v are served by same center; or

• a split-edge path intersects 7l'(u, v). In this case, u and v are served by different centers.

VI

•,
U • - - - - - .. - - - ~ - - - - - - -. V

U' v' \
\

\
\

~

V2

(a) (b)

(c) (d)

Figure 3.11: Proof of Lemma 3.3.17.

We achieve the above goal by the following steps.

Step 1: apply the Split Lemma on u and v. If 7l'(U, v) is clear, then terminate the process.

Step 2: we do the following for each split-edge sllbtree that is a path 7l'(VI, V2) and that

intersects with 7l'(u,v), i.e., E(7l'(VI,V2)) n E(7l'(u, v))) =f- 0. Let u' (resp. v') be the
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vertex in 71" (VI, V2) closest to U (resp. v) (see Figure 3.11 (a)). By applying the Split

Lemma on u', v' respectively, either 71"(u', v') is clear or 71"(u', v') contains at least one

split-edge. In the latter case, U and v are served by different centers, and we therefore

terminate the process.

Step 3: we do the following for each split-edge subtree that is a core subtree Tie and that

intersects with 71"(u, v), i.e., E(Tn n E( 71"(U, v))) -I- 0. Let u' (resp. v') be the vertex in

Tie closest to U (resp. v). We can see that u' and v' are leaves of Tt Let u" (resp. v")

be the vertex in 71"(u',v') adjacent to u' (resp. v'). See Figure 3.11(b) for reference.

Note that it is possible that u" = v".

By using Lemma 3.3.16 on the set of real subtrees hanging from 71"(u", v"), their root

vertices are not internal vertices of any split-edge subtree in a new constrained center

problem. In this new constrained center problem, Tie is updated to be a core subtree

that is composed of vertices in 71"(u", v") and vertices adjacent to 71"(u", v") (see Figure

3.11(c)).

To each vertex in 71"(u", v") adjacent to a real subtree that hangs from 71"(u", v") and

contains an existing facility or a split-edge subtree, we apply the Split Lemma. We

note that there are only a constant number of such vertices, bounded by s + t. Now,

T{ is split into pieces.

For each piece TJ that intersects with 71"(u, v), we do the following. We assume that

TJ is not a path. Let UI,'" ,Ub be the vertices in TJ that lie on 71"(u,v) (see Figure

3.11(d)). We can see that UI and Ub are leaves of Tj. Let NS(TJ) = k.

We observe that all real subtrees hanging from 71"(U2,Ub-d are clear (otherwise, the

Split Lemma will be applied in the above). For each real subtree T' hanging from

vertex Uh, 2 :::; h :::; b - 1, we compute service cost F(Uh, V(T')). Let T{,··· ,T~+I be

subtrees that have the first k + 1 largest service costs. There is an optimal solution

in which the root-edge of a subtree T' hanging from 71"(U2,Ub-l) with T' -I- T~,l :::;

h :::; k + 1, is not a split-edge. Note that, in the proof of the Split Lemma, we use the

similar reason to show that there are only a constant number of subtrees containing

split-edges.

To each vertex in 71"(U2, ub-d that is adjacent to at least one ofthe subtrees T{, ... , T~+I'

we apply the Split Lemma. Then, either the root-edge of a real subtree T~ (1 :::; h :::;
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k + 1) is a split-edge, or all k split-edges of TJ lie in 1r(UI,Ub)'

It is not hard to see that all of these steps can be accomplished in linear time. This completes

the proof. 0

Lemma 3.3.18 (Shrink Lemma) Given a constrained (s, t)-center problem R :< T; s;

,8s+l, ... ,,8s+t;{T{, ... , T~};{(j\,T{), ... ,(tql,T~/)} > and an integeri,l:::; i:::; q', let v

be a non-leaf point in Tr We can in linear time safely transfer R into a new constrained

(s, t) -center problem R' in which v is a leaf point of T{.

Proof If v rf. t i then we first identify that either t i and v are served by same center or they

are served by different centers. It can be done using Lemma 3.3.17 on v and any vertex in

t i .

We have two cases. If t i and v are served by different centers, then we are able to shrink

the center subtree TiC of t i such that v is a leaf vertex of Tr

Otherwise, t i and v are served by same center. In this case, we obtain a desired con­

strained center problem R' by solving a constrained (s - 1, t + I)-center problem R" :<

T; s -1,,8s = v, ... , (3s+t; {Tie, ... ,Tn; {(tl , Tn, ... , (ti, ,8s),"" (tql, T~I)} >. Byassump­

tion, R" can be solved in linear time. Let T' be the subtree, anchored at v, that contains

the dominating vertex which realizes the optimal service cost of R'. Then, we replace T{

with TiC n T'. It is easy to see that this transfer is safe. 0

3.3.5 Review of the overall approach

In this section, we review the steps of our linear-time algorithm for a constrained (s, t)-center

problem R, which are described in Section 3.3.2.

In step 1, we locate a big clear subtree t i whose size is at least IV(T) 1/2 (s + t). Our

method for this step is presented in Section 3.3.4. The objective of step 2 is to shrink the

center subtree of T' for pruning. However, we first need to make certain that either the

center serving t also serves another CAP subtree or the center serving t does not serve

any other CAP subtree, which can be done by Lemma 3.3.17.

Among the three sub-steps of step 2, steps 2.1 and 2.3 can be achieved by applying the

Shrink Lemma. However, in step 2.3, there might be many points which have the distance

di (defined in Section 3.3.2) to Oi (a centroid vertex of t i ). We cannot afford to check the

points one by one using the Shrink Lemma. Instead we use the following procedure.



CHAPTER 3. WEIGHTED P-CENTER PROBLEMS IN TREE NETWORKS 50

Let Yl,'" ,Yb be the points with the distance di to 0i. Let Vj be the vertex closest to

Yj such that Yj lies in 1r(Vj,Oi), 1 S; j S; b, and let <1> = {Tvj(Oi),j = 1"" ,b}. By using

Lemma 3.3.16, in linear time, we can obtain a new constrained center problem in which

the roots of subtrees in <1> are not internal vertices of any split-edge subtree. Therefore, the

number of split-edges in each subtree of <1> is known.

Let <1>' : {T{, ... ,T£} be the set of real subtrees in <1> that do not contain any split-edge

or CAP subtree. Here Tj is rooted at Vj, j = 1, ... ,k (consider 0i as the root of T). It is

not hard to see that there are a constant number of elements in <1> \ <1>', i.e., 1<1> \ <1>'1 S; s + t.

Without loss of generality, we assume that F(Yl' V (T{)) 2: '" 2: F(Ys+t, V (T;+t))

and F(Ys+t, V(T;+t)) 2: F(Yj, V(Tj)),s + t < j S; k. Obviously, at least two subtrees in

{T{, ... ,T;+t} are served by same center in a solution, which implies that the optimal ser­

vice cost is at least F(Ys+t, V(T;+t)). Therefore, there exists an optimal solution in which

the center serving Ti does not lie in YjVj + Tj, s + t + 1 S; j S; k.

Therefore, there are at most 2(s+t) points in the set of {Yl,' .. ,Yb} (including Yl,'" ,Ys+t

and points adjacent to real subtrees in <1> \ <1>') which need to be checked by using the Shrink

Lemma.

In summary, it takes linear time to locate a big clear subtree, and the step of pruning

a constant fraction (around 1/8) of vertices in it also takes linear time. We can find an

optimal solution within O(log n) iterations. Therefore, we have the following theorem.

Theorem 3.3.19 A constrained (s, t)-center problem in a tree can be solved in linear time,

where sand t are fixed constants.

3.4 Weighted p-center problems on the real line

In this section, we study the weighted p-center problem for points on the real line £ when

p is an arbitrary fixed constant. The input is a set V(£) of n points lying on £ where

each point v E V(£) is associated with a non-negative weight w(v). Let qL(U) denote the

coordinate of a point U on £. Clearly, for a pair of points u and v, d(u, v) = IqL(u) - qL(v)l.

The continuous p-center problem on £ is to determine a set X of p points on £ such that

F(X, V(£)) is minimized. The discrete p-center problem on £ is to determine a set X of p

points on V(£) such that F(X, V(£)) is minimized. The algorithm for the discrete problem

is very similar to the one for the continuous problem and therefore is omitted here.
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The main difference between the problem of computing the weighted p-center for points

on the real line and the weighted p-center problem in a path network is that the path

topology provides the ordering of these n points, whereas no ordering information of the

demand points on £ is available.

The point in V(£) with the smallest (resp. largest) coordinate is labeled V1 (resp.

vn ). It is easy to see that there exists an optimal solution X* = {O:l,""O:p} such that

qdvd::::: qL(O:i)::::: qL(Vn ), 1::::: i::::: p. A link connecting two consecutive points u,v in V(£)

is called an edge e : uv. Let E(£) denote the set of edges constructed from points in V(£).

We note that E(£) is not available without the ordering information of points on V(£).

Clearly, IE(£) I = n - 1.

Given two real values X1,X2 (Xl::::: X2), [X1,X2] denotes the interval on £ from Xl to

X2 (inclusive); Xl (resp. X2) is called the left (resp. right) endpoint of this interval. Two

subsets, say V1 and V2 , of V(£) are disjoint if the coordinate of any point in one subset is

smaller than the coordinates of all the points of the other subset.

The remaining part of this section is organized as follows. Section 3.4.1 discusses the

main idea of our linear-time algorithm. Then, in Section 3.4.2, we present a linear-time

algorithm for the conditional I-center problem on £. Our algorithm for the weighted p­

center problem of V(£) on £ is described in Section 3.4.3.

3.4.1 Main idea

Our linear-time algorithm to solve the weighted continues p-center problem on £ is an

incremental one. We assume that linear-time algorithms for any k-center problem and any

conditional k-center problem (note that we only consider conditional problems in which

there are a constant number of existing facilities), where k < p, are available.

Let X = {0:1' ... ,O:p} be a set of p centers on £. Recall that a demand point v is called

a dominating demand point of X if F(X, v) = F(X, V(£)). Observe that, in an optimal

solution, its center set always has an equal or smaller service cost to the dominating demand

points of X. Let Vi <;;; V(£) denote the set of demand points closest to a particular center

O:i E X, i = 1,' .. , p. Clearly, these subsets are mutually disjoint. Hence, there is at least

one subset Vi(1 ::::: i ::::: p) that contains at least nip demand points in V(£). Let v~ denote the

leftmost point and V~' denote the rightmost point in Vi, that is, qL (vD ::::: qdv) ::::: qdvn, v E

Vi, The edges of E(£) whose endpoints belong to different subsets of Vi, 1 ::::: i ::::: p, are

split-edges. Thus, locating an absolute p-center on £ is equivalent to finding a set of p - 1
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split-edges which define p regions such that the maximum service cost of absolute I-centers

of these regions is equal to the absolute p-radius of V(£).

Discarding one demand point v is called a safe operation for a center oc, if v is served by

oc, and v is not the farthest weighted demand point to oc. Similarly, discarding one demand

point is called a safe operation for an interval [x, y], if it is a safe operation for any center

located in [x, y]. Our main idea here is to locate one subset of demand points that are

served by the same center in some optimal solution. Safely pruning a fraction of demand

points in this subset will result in a smaller-size similar problem whose optimal solution is

the same as that of the original problem. The pruning step at each iteration is done using

the parametric-pruning technique introduced in Section 3.2.2.

Let 5 represent the set of existing facilities (151 = s is a constant number). In a center

problem without any existing facility, s = O. A value r 2 a is feasible for a conditional

p-center problem on £ if there exists a set of at most p points X = {OC1,"" ocp } on £

such that F(X U 5, V(£)) :::; r. Clearly, the optimal cost is the minimum value of r that is

feasible. In the following, we show that a feasibility test for a conditional p-center problem

on £ can be done in linear time.

An algorithm to test the feasibility of r Each demand point v in V(£) is bundled

with a center region [qL(v) - r jw(v), qL(v) + r jw(v)] which contains all the points of V(£)

with a weighted distance to v of no more than r. A given value r is feasible if there exists

a solution (a set of p points on £) such that at least one center in this solution lies in the

center region of each demand point.

Initially, X = 0. Among all these center regions, we find a region whose right endpoint

has the smallest coordinate. Let it be a center (Le., insert it into X) and remove all demand

points whose center regions contain it. Repeat this process on the remaining demand points.

Finally, if IXI :::; p, then r is feasible, and otherwise r is infeasible. This process takes O(pn)

time.

Lemma 3.4.1 A feasibility test of a given non-negative value r for a conditional p-center

problem can be done in O(pn) time.

3.4.2 The conditional I-center problem

In this section, we describe a linear-time algorithm for the conditional I-center problem for

points on £ with a fixed number of existing facilities (Le., 5 = {,8l,"" ,8s})' We assume
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that qL((3i) < qL ((3i+d, 1 :::; i :::; 8 - 1.

The set S divides £ into 8+1 continuous regions, i.e., (-00, qL((31)) , (qL((31) , qL((32)) , ... ,

(qL((3s) , 00). Let QL(e;;. V(£)) be the set of dominating demand points of S. Since 8 is a

constant, Q can be computed in linear time. If the points in Q are distributed in more than

one continuous region listed above, then for any point x in £, F( {x}US, V(£)) = F(S, V(£)),

and therefore, any point in £ is an optimal I-center solution.

VI (31 (3j a (3j+l (38 Vn•• --e- --(;l.-- -. • (;l -e -.
IE V'(.c) .[

Figure 3.12: The conditional I-center problem with a set S of existing facilities.

Otherwise, without the loss of any generality, we assume that all demand points in Q

lie in region (qL((3j),qL((3j+d),O:::; j:::; 8 (let qL((3o) = -00 and qL((3s+d = 00). Refer to

Figure 3.12. Then, in an optimal solution, the center lies in (qL((3j) , qL((3j+l)) and therefore,

demand points lying in other regions are served by existing facilities. For each demand point

V not lying in (qL((3j) , qL((3j+d) , find its closest existing facility (3i, 1:::; i :::; 8, and compute

the service cost w(V)d((3i, v). Let f.L = maxvEV(L:) and vif-(qd(3j),qd(3j+d) w(v)d(S, v). Let

V'(£) be the set of demand points in (qL((3j),qL((3j+l)). We solve the conditional I-center

problem of V' (£) with existing facilities (3j and (3j+l, using the parametric-pruning technique

as follows.

Let S' = {(3j, (3j+l} and a be a median point of V'(£). Based on the location of the

dominating demand points of center set {a} U S', we can determine the relative location of

new facility with respect to a in an optimal solution. Without loss of generality, assume

that all dominating demand points of {o}US'lie in (qL(o),qL((3j+d). Then, arbitrarily pair

the demand points in (qL((3j),qL(o)). For each such pair (Ui, Vi), the new facility a serves

them through a (see Figure 3.13).

Below we show that at most one intersection exists between the two service cost func-

tions F({a} U S',Ui) and F({a} U S',vd. If d(o,v) 2' d(S',v) for a demand point v in

(qL ((3j) , qL (0)), then v will always be served by some existing facility in S'. Without loss of

generality, assume that d(O,Ui) < d(S',Ui),d(o,Vi) < d(S',Vi), and d(Ui,O) 2' d(Vi,O).

Lemma 3.4.2 For any two points U and v in (qL((3j),qL(o)), if d(o,u) 2' d(o,v) then

d(S', u) - d(o, u) :::; d(S', v) - d(o, v).
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O
'-------------+- d(a,o)

d(S', vi) - d(o, vi)

- cl(o, 'u"i.)deS' ,

~-- F({a} U S',v;)
,---:Rf~--F( {a} U 5', u;)

d(S', 'U.i) - d(o, U'i.),,,,
j----+-'--F({a} US',u,),

",:--F({a}uS',vd,,,,,,,,
,
,,

0'---01(-8''-,V-',-)--'-'(O-,-v,-)-'--------+- d(a,o)

o •

Vi.,Ui.
(a) (b)

deS', -d(o,ud deS', ui) - riCo, ui)

..-;------,--- F( {a} U 5',
.-r--- F({a} US', ....,----- F({a} U 5', v;)

......r-----:'II¥--+-- F ( { a} U 5', u;)

0'--01(-8'-,V---',)---o1-(O-,-Vi-)------+-~ d(a,o) 0'------01(-8-',-Vi-)-_-"(-O,-V,-)--'-------- d(a, 0)

(e) (d)

Figure 3.13: The number of intersections between the two service cost functions F( {o:} U
S',Ui) and F({o:} U S',Vi). (a)(b) W(Ui) :2 W(Vi); (c)(d) W(Ui) < W(Vi)'

Proof There are three cases for d(S', u) and d(S', v), that is, either d(S', u) = d((3j, u) and

d(S', v) = d((3j, v), d(S', u) = d((3j, u) and d(S', v) = d((3j+l, v), or d(S', u) = d((3j+l, u) and

d(S', v) = d((3j+l, v). In anyone of them, it is true that d(S', u) -d(o, u) <::: d(S', v) -d(o, v).

D

As illustrated in Figure 3.13, at most one intersection exists between the two service

cost functions F ({ 0: } US', Ui) and F ({ 0: } US', Vi)' We can prune one by solving at most one

feasibility test. Thus, similar to our parametric-pruning approach for the weighted continu­

ous I-center problem in a tree, we are able to prune at least llV'((L))1/8J non-dominating

demand points in (qL((3j),qdo)) from further consideration by solving one feasibility test.

Therefore, the conditional I-center problem of V'(£) with existing facilities (3j and (3j+l can

be solved in linear time. Let p,' be its optimal service cost. The optimal service cost of the

conditional I-center problem of V(£) with existing facility set S is max {lL, Ii}.

In summary, we have the following theorem.
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Theorem 3.4.3 The weighted conditional I-center problem of V(.c) with a fixed number of

existing facilities on the real line .c can be solved in linear time.

3.4.3 The weighted p-center problem (fixed p)

Suppose that a weighted k-center problem and a conditional k-center problem (with a fixed

number of existing facilities) of V (.c) on .c can be solved in linear time, for all k less than

p. We show that for fixed p the weighted p-center problem of V(.c) can also be solved in

linear time.

We first determine one region which contains at least lnipJ demand points of V(.c)

served by same center in some optimal solution. Such a region is called a big region.

Since the ith largest element of a set can be found in linear time [16], it costs O(nlogp)

time to divide V(.c) into p mutually disjoint subsets: {Vi,.'" Vp } where In/pJ ::::: IViI :::::
Inipl, 1 ::::: i ::::: p, and the coordinate qdvn of the rightmost point v? of Vi is less than the

coordinate qL (v;+ 1) of the leftmost point v;+ 1 of Vi+ 1, i = 1, ... ,p - 1. Note that v~ = Vi

d 1/an V p = vn .

Consider the split-edge v?v~+l' 1 ::::: i < p. Refer to Figure 3.14. It is easy to prove the

following lemma.

Vi = Vl V" v~! Vi v~! v~+l v;J v~ = Vn1 1 ,-1 ,

• ----. • .--------. • • •
I· VI

~I I· V;
~I I· Vp , I

Figure 3.14: Locate p centers of V(.c) on the real line .c.

Lemma 3.4.4 Let c be the optimal cost of the weighted i-center problem of demand set

U~=iVi· If c is feasible for V (.c), then :J an optimal solution such that the region served by

the first i centers contains all demand points in [qL(v~), qL (v;')], and the interval [qL(v~), qL (v;')]

contains a big region. Otherwise, in some optimal solution, the region served by the first i

centers is contained in [qL(vD,qL(V;')].

As a consequence of Lemma 3.4.4, one of the following cases must be true for the p-center

problem on .c.

Case 1 The optimal cost of the I-center problem with demand set Vi is feasible. In this

case, the subset Vi is served by the same center in some optimal solution.
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Case 2 The optimal cost of the I-center problem with demand set Vp is feasible. Similar

to Case 1, the subset Vp is served by the same center in some optimal solution.

Case 3 There exists an i, 2 ::::: i ::::: p - 1, such that the optimal cost of the i-center problem

with demand set U~~~ Vj is feasible, and the optimal cost of the (i - 1)-center

problem with demand set U~~~-l Vj is not feasible. In this case, there exists some

optimal solution where Vi is served by the same center. The reason is as follows.

In some optimal solution, the first i centers serve all demand points lying within

[qL(vD, qL(v~')], since the cost of an optimal i-center solution of U~~~ Vj is feasible

(Lemma 3.4.4). Similarly, all demand points served by the first i-I centers lie

within [v~,v?_l], since the cost of an optimal (i -I)-center solution of U~~~-l Vj

is not feasible (Lemma 3.4.4).

Thus we can find one big region after considering each edge v~'v~+l' i = 1, ... ,p - 1, as a

split-edge. Note that we need to solve one center problem and one feasibility test for each

split-edge v?v~+l: one i-center problem on a demand set U~~~ Vj and one feasibility test of

its optimal cost. The total time is linear when p is fixed. Therefore, we have the following

result.

Lemma 3.4.5 It takes a linear time to locate one big region served by the same center,

in some optimal solution to the weighted p-center problem of V(L) on.c when p is a fixed

number.

Actually, one big region can be located using a binary search instead of a linear search on

the edges v~'v~+l' 1 ::::: i ::::: p - 1. Let Vh be the big region thus computed.

Next, we show a method to identify approximately 1/8 of demand points of Vh that are

not dominating, and hence can be discarded. This method is very similar to the method

described in Section 3.4.2. Let 0 be a median point of Vh which can be found in O(nlp)

time. Consider a facility (center) located at 0 to serve the points of Vh . Let V~ (resp. V';)

be the subset of demand points of Vh lying to the left (resp. right) of o.

We now consider Case 1 described above, i.e., when h = 1. The arguments for Case 2

(i.e., when h = p) are similar. Refer to Figure 3.15(a). For Case 1, we compute Cl = F(o, Vl)

and check the feasibility of Cl. If Cl is feasible, then in some optimal solution, the center

serving V1 lies to the right of o. Otherwise, in some optimal solution, the center serving V1

lies to the left of o.
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v~ = vi 0 vi' = v;' v~.... - ..
I. Vjl .1 I. v? .1
I. VI ,1

(a) Case 1

v~ = Vn

•

Vi V" v" Vi 0 V" vf+l v~ = V n1 1 1-1 I I.- .- -. • -... • • •
VI I.

~1 I.
~2 ,1I- ·1 I ·1 I

I· V[ ·1

(b) Case 3

Figure 3.15: Case 1 and Case 3

In Case 3 (see Figure 3.15(b)), where 2 -s: h -s: p ~ 1, we solve the (h - I)-center problem

of V~ U U~~~-l Vj with one existing center located at o. Let C2 be its optimal cost. Like

Case 1, after checking the feasibility of C2, either we find that in some optimal solution the

center serving Vh lies to the left of 0 or we find that the center serving Vh lies to the right

of o.

Now, our parametric-pruning approach for conditional I-center problems (in Section

3.4.2) can be applied to prune approximately 1/8 of demand points of Vh, i.e., ln/8pJ
demand points of V(£). The process is repeated with the reduced set of demand points.

Thus, for fixed p, the algorithm performs O(log n) such iterations, and each iteration takes

linear time, linear in the size of the current demand set.

Therefore, we have the following theorem.

Theorem 3.4.6 For any fixed p, the weighted p-center problem of V(£) on the real line £

can be solved in linear time.

3.4.4 The conditional p-center problem (fixed p)

In this section, we briefly describe a linear-time algorithm for the conditional p-center prob­

lem on £ with a fixed number existing facilities. The method for this problem is an extension

of the steps described in Section 3.4.2 and Section 3.4.3.

We divide V(£) into p mutually disjoint subsets of almost equal size. One big region of

size no less than ln / pJ can be located in linear time, using steps similar to the ones described
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in Section 3.4.3. The only difference is that the subproblems are conditional center problems

here. Still, our parametric-pruning approach is applicable to prune approximately 1/8 of

the demand points lying in the big region.

Theorem 3.4.7 For any fixed p, the weighted conditional p-center problem of V(L:) with a

fixed number of existing facilities located on the real line L: can be solved in linear time.

3.5 Summary

The weighted version of discrete/continuous p-center problems in a tree network and the

real line are studied for a fixed constant p. The time complexity of our proposed algorithms

for them are O(n). The results partially resolve the long standing open problem, that

is, generalizing Megiddo's trimming approach [54] to solve the p-center problem in a tree

network or the real line for p > 1. It needs to be mentioned that the running time of

our algorithms is exponential in p. One challenging task is to design an O(f(p) . n)-time

algorithm for the weighted p-center problem in a tree network or a real line where f(p) is a

low-degree polynomial of p.



Chapter 4

Various p-center problems

tree-like networks

•
In

In this chapter we focus on various p-center location problems in tree-like networks, such

as cactus networks and partial k-trees. When the underlying network is a partial k-tree,

Granot and Skorin-Kapov [32] gave an O(p2n k+2)-time algorithm for the weighted discrete

p-center problem in which centers are restricted to the vertices of the network and p is a

part of the input. We study this problem and present an efficient algorithm for relatively

small p. The running time of our algorithm is o (pnP log kn ). Then, when p < k + 2, our

algorithm is better. We also discuss the weighted continuous p-center problem in which

centers can be located at any place in the network, and we devise the first polynomially

bounded algorithm for fixed k, which runs in O(p2kk+l n 2k+3log n) time.

For a cactus network, we first provide an O(n log n )-time algorithm to solve the weighted

discrete and continuous I-center problems. We then show that the weighted continuous 2­

center problem can be solved in O(n log 3n ) time. We also, for the first time, look at various

p-center problems in a cactus network where p is a part of the input, including the weighted

discrete and continuous p-center problems, the unweighted discrete p-center problem with

the demand set of infinite size, and the unweighted general p-center problem. Our algorithms

for these p-center problems are based on the parametric-searching technique.

Organization of the chapter In Sections 4.1 and 4.2, we discuss various center problems

in partial k-trees and cactus networks respectively. A brief summary is given in Section 4.3.

59
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4.1 Weighted p-center problems in a partial k-tree

It is known that a tree decomposition (of treewidth k) of a partial k-tree G, denoted by

TD(G), can be found in linear time for fixed k [17]. A tree decomposition TD(G) : ({Bi :

i E I}, T = (I, Y)) of treewidth k is called smooth if for all i E I : IBil = k + 1, and for

all (i, j) E Y : IBi n Bj I = k. A tree decomposition of a graph G can be transformed to a

smooth tree decomposition of G with the same treewidth in linear time [17].

For a partial k-tree G, there exists an i-separator (i ::::: k) between two subnetworks

represented by two disjoint subtrees ~, 72 of TV(G). Let B l be the closest bag in ~ to 72
and B 2 be the closest bag in 72 to~. It is easy to see that B l n B 2 is a separator between

the two subnetworks represented by ~&72 and that IBl n B21 ::::: k.

A leaf bag is arbitrarily chosen to be the root of TV(G). Let TB denote the subtree

rooted at a bag B, and let V(TB ) denote the union of bags of vertices in the subtree TB .

Note that there is a k-separator between the subgraphs induced by V(TB ) and V(T \ TB ).

Let the k-separator be denoted by the set {vf, ... ,vf}.

Observation 4.1.1 Given a bag B in TV(G), let B l ,'" ,Bi be the bags adjacent to B.

There is a k-sepamtor between Band B j , 1 ::::: j ::::: i. The union of these k-sepamtors is a

subset of B and therefore contains at most k + 1 vertices in V (G).

A smooth tree decomposition can be transformed into a binary smooth tree decomposi­

tion in linear time by replacing every bag containing more than two children with a path.

It is easy to see that the size of the binary smooth tree decomposition obtained is O(n).

Without loss of generality, we assume that TV(G) of treewidth k is smooth and binary.

4.1.1 The weighted discrete p-center problem

Given a tree decomposition TV(G) of treewidth k, an O(p2 nk+2) algorithm [32] was pro­

posed to solve the unweightedjweighted V(G)jV(G)jp problems. The result is true for

any value of p. The algorithm of Granot and Skorin-Kapov [32] is based on the dynamic

programming technique, which is described as follows.

For each bag B in TV(G), we solve the following q-center subproblems on the subtree TB

where q is a nonnegative integer no more than p. Recall that {vf, ... , vf} is the k-separator

between the subgraphs induced by V(TB ) and V(T\ TB ). Given a set of vertices Ul," ',Uk
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(it is possible that Ui = Uj for 1 s: i i- j s: k), the subproblem on TB is to compute the

minimum value of F(X, V(TB)) such that

• Ui E X, i = 1, ... , k,

• vf is served by a center located at Ui, i = 1, ... , k.

Obviously, IV(TB) n {Ul, ... ,udl > q. We can see that there are O(pnk) such subproblems

on TB . Let B 1 and B2 be the two children of B, and B' be the parent of B (see Figure 4.1).

We assume that the optimal solutions of all subproblems on TBj are available, j = 1,2.

{vf . ,vn

{vf',· . ,vf'}

Figure 4.1: A bag B and its neighbors in a binary smooth tree decomposition of treewidth
k.

A q-center subproblem on TB (0 s: q s: p) can be solved by considering all possible

subproblems on TBI and TB2 , i.e., q'-center subproblems on TBI (0 s: q' s: q) and (q - q')­

center subproblems on TB2 (where vf is served by a center located at Ui, i = 1, ... , k).

According to Observation 4.1.1, {vf,· .. ,vf,vfl, ... ,v~l,vf2, ... ,V~2} <:;;; B. Therefore,

th . t t t' {BI BI B2 B2} \ { B B}ere IS a mos one ver ex In VI , ... , vk ,vI ,"', Vk VI , ... ,vk ,say v.

Lemma 4.1.2 V is served by some center in V(TB) U {Ul,"" ud \ {vf, ... ,vf} in the

V(G)jV(G)jp model.

Proof The reason is that {vf, ... ,vf} is the k-separator between the subgraphs induced

by V(TB) and V(T \ TB) and vf is served by Ui, i = 1, ... , k. 0
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Hence, O(q· W(TB)I) subproblems on TBl ,TB2 need to be solved to obtain an optimal

solution for one q-center subproblem on TB , since in the V (G) jV(G) jp model there are

O(n) candidate centers.

Using a dynamic programming approach, each subproblem can be solved in time O(pn)

and therefore the optimization problem on the whole tree decomposition TV(G) can be

solved in time O(n) . O(pnk) . O(pn) = 0(p2nk+2).

Theorem 4.1.3 /32} Given a tree decomposition with treewidth k of a partial k-tree G, the

weighted V(G)jV(G)jp problem can be solved in O(p2nk+2) time.

Next, we present an O(pnPlogkn)-time algorithm for the V(G)jV(G)jp problem when

p is small, i.e., p ::; k + 1.

An algorithm for the V(G)jV(G)jp problem when p::; k + 1

A distance query of a pair of points x, y in a network is to obtain the distance between x, y.

Considering the tight relationship between the service cost and distance queries, an efficient

approach is to preprocess the network so that distance queries can be efficiently answered.

This approach is particularly promising when the network is sparse [22]. Chaudhuri and

Zaroliagis [22] gave algorithms for distance queries that depend on the treewidth of the

input network. Their algorithms can answer each distance query in 0(1) time for constant

treewidth networks after O(nlogn) preprocessing. Based on this result, we introduced a

two-level tree decomposition structure on a partial k-tree network [6], which can be built

on any partial k-tree G in 0(nlog 2n) time requiring O(nlog 2n) storage space for k = 2

and in O(nklogk-1n) time requiring O(nklogk-1n) storage space for k > 2. Given such

a two-level tree decomposition structure, the service cost of any set X of p centers to the

demand set V(G), i.e., F(X, V(G)), can be answered in time O(plog2n ) for k = 2 and in

time O(pk logk-l n ) for k > 2. The main idea behind this two-level tree decomposition data

structure is described as follows.

We consider the case when G is a partial 2-tree. Refer to Figure 4.2. Given a subgraph

G' represented by a subtree of TV(G) and a point x outside G', there is a 2-separator in G'

between G' and x. Let {u1, U2} be the 2-separator. The service cost of x to cover v E V (G')

is w(v) . min {d(v, Ul) + d(Ul,X), d(v, U2) + d(U2' x)}. Suppose a = d(x, Ul) - d(x, U2) and

a' = d(V,Ul) - d(V,U2)' Clearly the shortest path 7r(v, x) from v to x will go through Ul if

a+a' is negative, otherwise 7r(v,x) will go through U2.
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•

•
G'

Figure 4.2: The 2-separator {U1,U2} between G' and any point x outside G'.

Based on the above observation, we create two lists of the vertices in G', :It and :12. The

vertices of 31 are sorted in the increasing order of Xl (.) where Xl (v) is the distance difference

from a vertex v(E V(G')) to the 2-separator {U1,U2}, i.e., X1(V) = d(V,U1) - d(V,U2)' The

vertices of 32 are sorted in the increasing order of X2(-) where X2(V) = d(V,U2) - d(V,U1)

for all v E V(G'). These two lists 31 and 32 are associated with U1 and U2 respectively.

F'(y,v)
rl

31 : ~, Xl (-)

0
y

(a) (b)

Figure 4.3: A balanced binary search tree SXl over the sorted list Xl.

A balanced binary search tree over 31 (resp. 32) is built (see Figure 4.3(a)), denoted by

T1 (resp. T2). Let r1 and T2 be the root nodes of T1 and T2 respectively. The set of vertices

in G' whose shortest paths to a point x outside G' go through U1 (resp. U2) is represented

by O(log IV(G')I) sublists in 31 (resp. 32)' It is not hard to see that, given a point x outside

G' and its distances to U1 and U2, these sublists can be identified in O(log IV(G')I) time.

Note that d(X,U1) and d(X,U2) can be computed in constant time after O(nlogn)-time

preprocessing [22].

Compute F(x, V(G')) for any point x. outside G' In the following we show that

F(x, V(G')) can be computed in O(log IV(G')I) time by applying the fractional cascad­

ing technique [23]. The fractional cascading technique is a technique to reduce the query

time in the case of many I-dimensional searches with the same range, using the result of

one search to speed up other searches. We briefly describe the application of the fractional
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cascading technique on T1 as follows.

For every node v in T1, let L(v) be the set of leaves descending from v in T1 (see Figure

4.3(a)), and let F'(y,v) denote the service cost function of a point, lying outside G' with

distance y to Ul, to cover the vertices in L(v) via Ul. For every vertex v E L(v) (v is a node

in T1), there is at most one continuous region of y in which v determines the service cost

F'(y, v) (i.e., v is the weighted farthest vertex in the sublist L(v) to a point lying outside

G' with distance y to ud, called the dominating region of v in the sublist L(v). Moreover,

these dominating regions are sorted in increasing order of weights of vertices in L (v) (see

Figure 4.3(b)).

Therefore, in a bottom-up way, we can compute the service cost function F'(y, v) for

every v in T1 in time O(IV(G')llog IV(G')I). By applying the fractional cascading technique

[23], we are able to locate the weighted farthest vertex in L(v) for every v in T1 in constant

time after an o (log IV(G') I)-time computation of the weighted farthest vertex in L(rd. A

similar result is obtained after applying the fractional cascading technique on T2 . As we

already know, the set of vertices in G' whose shortest paths to x go through Ul (resp.

U2) is represented by O(log IV(G')I) sublists in :h (resp. ':12). Therefore, the total cost of

computing the maximum service cost F(x, V(G')) of x to the vertices in G' is o (log IV(G')I)

after O(IV(G')llog IV(G')I) preprocessing time.

A two-level tree decomposition of G Since the tree decomposition TV(G) of G might

not be balanced, we add another balanced tree structure over TV(G), such that the height

of the new tree TV(G) is logarithmic. We call such a balanced tree structure TV( G) a two­

level tree decomposition of G. There are several methods to achieve this, such as centroid

tree decomposition [55], spine tree decomposition [9] etc.. After completing the two-level

tree decomposition of G, for each bag in TV(G), there are O(logn) subtrees of TV(G)

containing all the other bags in TD(G). Moreover, for a set X of p vertices (resp. points)

in V(G) (resp. A(G)) there are O(plogn) subgraphs, represented by O(plogn) subtrees of

TV (G), that contain the rest of the vertices in G. A 2-separator exists between a vertex

(resp. point) in X and each such subgraph. We get the following lemma.

Lemma 4.1.4 A two-level tree decomposition data structure of a partial 2-tree can be com­

puted in O(n log 2 n ) time requiring O(n log n) storage space, such that the service cost of a

set of p points in the partial 2-tree can be answered in O(p log 2n ).
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Thus, the unweightedjweighted V(G)jV(G)j2 problem in a partial 2-tree can be solved

in O(pnP log Zn) time, using a brute-foree-like approach.

Theorem 4.1.5 Given a tree decomposition (of treewidth 2) of a partial 2-tree G, the

weighted V(G)jV(G)j2 problem can be solved in o(pnP log Zn) time.

--
- -

v E V(G')

-d(X,Ul) -d(X,U3}------------~--------------

1__.,--------:1_-.,-----_.,-----_-_., d(V,U2) - d(V,Ul)
o d(x, uJl- d(x, U2)

Figure 4.4: The set of vertices in V(G') to which the shortest path from x goes through Ul.

This result can be extended to a partial k-tree, k > 2. In the case when G is a partial k­

tree, given a subgraph G' represented by a subtree of TD(G) and a point x outside G', there

is a k-separator in G' between G' and x. Let {Ul,'" ,Uk} be the k-separator. The main

difference from the case when the underlying network is a partiaI2-tree, is the representation

of the set of vertices to which the shortest path from x goes through Ui, i = 1, ... ,k. Refer

to Figure 4.4 in which G is a partial 3-tree. All vertices in V (G') are embedded in a 2­

dimensional space (note that it is a (k - I)-dimensional space when G is a partial k-tree).

Given a point x with its distances to the 3-separator {Ul' Uz, U3}, all the vertices lying

above and right of the bold line in Figure 4.4 are the vertices in V(G') to which the shortest

path from x goes through Ul. The service cost of x to these vertices can be computed in

O(log IV(G')I) time by the combining priority search tree [51] (Algorithm 2 in Chapter 6

shows the steps to construct a priority search tree) and the fractional cascading technique

[23] after O(IV(G')llog IV(G')I) preprocessing time. We build such a data structure for

every vertex in the 3-separator (or a k-separator for a partial k-tree).

Similarly, when G is a partial k-tree, we can compute F(x, V(G')) in O(klogk-2 1V(G')I)

time after O(klV(G')llogk-ZIV(G')I) preprocessing time.

To compute the service cost of a set of p vertices (or points) to a partial k-tree G, we

build a two-level tree decomposition data structure over G. We have the following lemma.
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Lemma 4.1.6 For k > 2, a two-level tree decomposition data structure of a partial k-tree

can be computed in O(nklogk-1n) time requiring O(nklogk-1n) storage space such that the

service cost of a set of p points in the partial k-tree can be answered in O(pk log k-l n ).

Thus, the unweightedjweighted V(G)jV(G)jp problem in a partial k-tree (k > 2 is

fixed) can be solved in O(pknPlog k-l n ) time, using a brute-foree-like approach.

Theorem 4.1.7 Given a tree decomposition (of treewidth k > 2) of a partial k-tree G, the

weighted V(G)jV(G)jp problem can be solved in O(pknPlogk-1n) time.

4.1.2 The weighted continuous p-center problem

In this section, we discuss the weighted A(G)jV(G)jp problem on a partial k-tree G and

devise two simple algorithms for it. The algorithms described below for the weighted

A(G)jV(G)jp problem are based on dynamic programming technique.

The 1st algorithm According to Observation 1.2.2, for the weighted A(G)jV(G)jp prob­

lem, there is a set of O(kn3) candidate points where centers may be located in an optimal

solution and the optimal cost is in a candidate set of cardinality O(kn3), since the num­

ber of edges m of a partial k-tree is no more than kn. The two sets can be computed in

O(kn3) time. Combining the results from Observation 1.2.2 and the method of Granot and

Skorin-Kapov [32], we can design an algorithm for the A(G) jV(G) j p problems, which runs

in O(p2 . (kn3)k+l . n) = O(p2kk+1 n 3k+4).

Unlike the algorithm of Granot and Skorin-Kapov [32], the next algorithm does not solve

the optimization problems directly. Instead, we focus on designing an efficient algorithm for

solving the corresponding feasibility tests.

The 2nd algorithm Recall that if a non-negative value c is feasible, then there is a p­

center solution in which each center is located at a (weighted) distance of exactly c from

some demand vertex, and all demand vertices are covered with service cost :s; c (Observa­

tion 1.2.3). Therefore, only O(kn2) candidate points are needed to be considered for the

feasibility test of c. Let W denote the set of these O(kn2) candidate points.

Similar to the method of Granot and Skorin-Kapov [32], for each bag B in TD(G),

we test the feasibility of c on the subtree TB with q centers lying in W n A(G(V(TB )))

(0 :s; q :s; p). Each vertex vf in the k-separator between the subgraphs G(V(TB )) and
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G(V(T \ TB )) is associated with a point Ui E W(i = 1, ... , k). We assume that the results

of possible feasibility tests of c on TB] 1 ~ j ~ 2 are available (B1 and B2 are the two

children of B in TV (G) ).

If d(Ui, vf) > c for some i, 1 ~ i ~ k, then c is infeasible. Otherwise, the feasibility

of of c can be evaluated by testing the feasibility of c on TBI with q' centers lying in

W n A(G(V(TBI ))) and on TB2 with q - q' centers lying in W n A(G(V(TB2 ))), q' = 0, ... , q.

Hence, the feasibility test of con TB with q centers lying in WnA(G(V(TB ))) can be done in

O(qkn2) time. Combining this result and the method of Granot and Skorin-Kapov [32], an

algorithm can be obtained for a feasibility test of the A(G)/V(G)/p problems, which runs in

O(n· p. (kn2)k. pkn2) = O(p2kk+ln2k+3) time, since we consider O(p· (kn2)k) subproblems

on each rooted subtree of TV(G), which implies that the A(G)/V(G)/p problem can be

solved in O(p2kk+ln2k+3logn) time by a binary search of the set of size O(kn3) containing

the optimal cost.

Theorem 4.1.8 Given a tree decomposition (of treewidth k) of a partial k-tree G, the

weighted A(G)/V(G)/p problem can be solved in O(p2kk+ln2k+3logn) time.

4.2 Various center problems in a cactus network

In this section, various types of center location problems in a cactus network G are discussed.

Section 4.2.1 provides an O(nlogn)-time algorithm to solve the weighted A(G)/V(G)/1

and V(G)/V(G)/1 problems. We then show that the linear-time solutions to unweighted

A(G)/A(G)/l and V(G)/A(G)/1 problems follow quite easily. Our algorithms for the

weighted V(G)/V(G)/2 and A(G)/V(G)/2 problems are presented in Section 4.2.2. Sec­

tion 4.2.3 describes some results on the weighted/unweighted p-center problems in cactus

networks.

In order to facilitate the overview of the proposed algorithms, we start with the well­

known tree structure of a cactus network [19]. The vertex set V (G) is partitioned into three

different subsets. A C-vertex is a vertex of degree 2 which is included in exactly one simple

cycle. A T-vertex is a vertex not included in any simple cycle. The remaining vertices, if

any, will be referred to as H-vertices or hinges (See FigA.5(a)). We use the dotted ellipses

to emphasize blocks.

It is not difficult to see that a cactus consists of blocks where each block is either a

cycle or a subtree, and these blocks are glued together with H-vertices. Therefore, we can
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Figure 4.5: A cactus network G and its corresponding tree structure Te.

use a tree Te = (Ve , Ee) to represent the important structure of G, where each node in

Ve represents a block or a hinge vertex in G (see Figure 4.5(b)). Let B b denote the block

represented by a block node b EVe. There is an edge between a block node b and a hinge

node h if h E V(Bb). In this case we say that B b is attached to h.

4.2.1 Weighted discrete and continuous I-center problems

Let G I , ... , Gk denote the connected components attached to a hinge vertex h. If the

maximum value of F(h, V(GI)),··· ,F(h, V(Gk )) is attained at more than one component

then clearly h itself is an optimal I-center. On the other hand, if the maximum value is

attained in a unique Gi (1 ::::: i ::::: k), then Gi must contain an optimal I-center. This allows

one to find in linear time whether a given hinge vertex h is an optimal I-center, and in the

case when h is not an optimal I-center, determines which component attached to h contains

an optimal I-center. The proposed algorithm has two steps. The first step is to locate the

block containing an optimal I-center DC' denoted by B*. The second step is to determine

DC in B*. Similar steps were discussed in [24] for general networks. Our version here for

the cactus networks is slightly modified.

Step 1: locating the block B*

Let 0 be a centroid node of Te, the tree structure of G described earlier. The node 0 could

be a hinge vertex or a block (either a cycle or a subtree) in G. These cases are separately

considered below.

Case 1: 0 is a hinge vertex (Figure 4.6(a)). If there exist subnetworks Gi and Gj attached
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a

(a) a is a hinge vertex

,;'----- ......, ,, ,

J
l'" Eo D'Vk...... _-_ ...... '

........

(b) a is a block node

Figure 4.6: Locate the sub-cactus where the center lies.

to 0,1 :::; i t- j :::; k, such that F(a, V(Gi )) = F(a, V(G j )) 2: F(a, V(Gs )) for every Gs ,

s t- i,j (1 :::; s :::; k), attached to 0, then a itself is an optimal I-center Qc' Suppose

that the subnetwork Gi with the largest F(0, V(Gi )) is unique. In this case an optimal

center lies in Gi . Clearly, F(a, V(Gj )), for all j, 1 :::; j :::; k can be evaluated in linear

time.

Case 2: a is a block node (Figure 4.6(b)). If there are two subnetworks Gi and Gj attached

to Bo , such that F(Vi, V(Gi )) = F(vj, V(G j )) 2: F(vs , V(G s )) for every Gs attached

to Bo , s t- i, j, then an optimal center lies in the block Bo . In this case B o is B*.

Suppose that Gi with the largest value of F(Vi, V(Gi )) is unique. Therefore an optimal

I-center either lies in block B o or in sub-cactus Gi. We compare F(Vi, V(Gi )) with

F(Vi, V(G \ Gi )). If F(Vi, V(Gi )) < F(Vi, V(G \ Gi )), then an optimal center certainly

lies in block B o . Similarly, if F(Vi, V(Gi )) > F(Vi, V(G \ Gi )), then an optimal center

lies in Gi . The remaining case is when F(Vi, V(Gi )) = F(Vi, V(G \ Gi )). In this case,

the hinge vertex Vi itself is an optimal center Qc' Clearly all of these steps require

linear time to compute.

Thus we have the following situations: either Qc is found and in this case the algorithm

terminates, B* is found, or a sub-cactus Gi containing Q c is found and in this case the

process is repeated on Gi . The above situation can be tested in linear time. Therefore, it

takes O(nlogn) time to locate B*.

Lemma 4.2.1 It takes O(n log n) time to locate B*.
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Observation 4.2.2 The process of identifying B* can be performed in linear time if the

points in V(G) are unweighted. This is due to the fact that, unlike the weighted case, the

complement of G i , i.e. G \ G i , can be replaced by just one demand point in V(G \ G i ).

Step 2: determining ac in B*

We now consider the problem of locating a cin B*. If B* is a subtree, F(x, V(G)) is convex

on every simple path of B* [47]. Note that the structure of the cactus network G, except for

the part of B*, can be transformed to an equivalent tree structure. Thus, the O(n log n)­

time algorithm in [47] can be used to determine local center a cin B*. Also the linear-time

algorithm for the weighted V(G)/V(G)/I and A(G)/V(G)/I problems in trees [54] can be

applied here.

Suppose B* is a cycle block. Observe that locating a c in the cycle block B* is very

similar to locating I-center in a cycle. In [65], Rayco et al. mentioned that the weighted

continuous I-center problem (i.e. weighted A(G)/V(G)/I problem) in a cycle is solvable

in O(n log n) time. Here, for completeness, we describe an algorithm to solve the weighted

I-center problem in a cycle block.

Weighted continuous I-center problem in a cycle block Let VI, V2, ... , Vt be the

vertices of a cycle O. Let a* denote an optimal I-center of 0 we are interested in computing.

We notice that there is exactly one edge in 0 not used by a* to cover the vertices of O.

We call this edge as the optimal cut-edge of a*. Thus the I-center on the path constructed

by removing the optimal cut-edge from 0 is also an optimal I-center of O. Thus our idea

is to consider each edge as a cut-edge and compute the I-center on the resulting path. The

data structure described below is dynamic, which allows efficient updating of the structure

as the cut-edge changes.

V} v~

Figure 4.7: Locate a* in a cycle block O.
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The algorithm is described as follows. Consider Figure 4.7 for reference. The vertices

on the cycle are indexed as VI, V2, ... ,Vt in counterclockwise order and the edge connecting

the vertices Vi-I and Vi is indexed as ei-I,1 < i ::; t (et = VtvI). We put the 2t - 1

vertices {Vf = VI, vJ = V2,···, vi = Vt, vf = VI,··" V[_I = Vt-d on the real line. Let

Pos(z) denote the position of z on the real line. The positions of the 2t - 1 vertices are

determined in the following way. Pos(vi) = 0, Pos(v{) = Pos(VLI) + l(ei-I), 1 < i ::; t;

and pos(vn = Pos(vI) + l(et), Pos(v'f) = Pos(V;_I) + l(ei-I), 1 < i ::; t-l.

The path constructed by removing edge ei from 0 is called the i-th path, which is the

path from v;+! to v;' Let Vi be the vertex set of the i-th path. The service cost function

fi (x) on the i-th path is defined as

fi(X) = maxw(v)ld(x,vf) - Pos(v)l,
vEV'

where x is a point on the i-th path at a distance d(x, vi) from Vf. Let Xi denote an optimal

I-center of the i-th path. It is easy to compute fi(x) and determine xi in linear time [18].

However, it is not efficient to separately compute functions fi(X), 1 ::; i ::; t.

Figure 4.8: r(x).

We can represent the function w(v)ld(x,vf) - Pos(v)1 for all x by two straight lines

through the point (Pos(v),O) with slopes w(v) and -w(v) (Figure 4.8). Then r(x) is the

upper envelope of 2t linear functions where t linear functions have positive slopes and t linear

functions have negative slopes. Since r(x) is convex, the optimal solution can be easily

computed. Observe that the upper envelope of the lines generated by the (i + 1)-th path is

constructed from the upper envelope of the lines generated by the i-path by simply removing
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the lines generated by vl+ 1 and inserting the lines generated by V;+l' The upper envelope

can be maintained by the algorithm proposed by Hershberger and Suri [43]. Each updating

step can be performed in amortized logarithmic time, since the sequence of insertions and

deletions of lines is already known [43]. We observe that the above approach also works

if some of the vertices in 0 are hinge vertices and are attached to other components. If

v is a vertex in a component attached to a hinge vertex, say Vi, the corresponding two

lines generated by v will have slopes w(v) and -w(v) and they will go through the point

(POS(Vi), bv ), where bv is the weighted distance of v to Vi. Thus

Lemma 4.2.3 Optimal solutions corresponding to all the cut-edges in 0 can be computed

in total O(nlogn) time. The storage space requirement is linear.

In summary, we have the following theorem.

Theorem 4.2.4 The weighted A(G)jV(G)jl and V(G)jV(G)jl problems in cactus net­

works can be solved in O(n log n) time using linear space.

We also have the following result.

Theorem 4.2.5 The four unweighted models (V(G)jV(G)jl, V(G)jA(G)jl, A(G)jV(G)jl,

A(G)jA(G)j1) in cactus networks can be solved in O(n) time using linear space.

Proof The result for the models where D(G) = V(G) is in [18, 48]. From Observation 4.2.2,

we note that in O(n) time we can restrict the problems A(G)jA(G)j1 and V(G)jA(G)jl

to a cactus having at most one cycle. But then in this case the A(G) j A(G) j1 problem is

equivalent to A(G)jV(G)j1 and V(G)jA(G)j1 is equivalent to V(G)jV(G)jl. 0

4.2.2 The weighted continuous 2-center problem

In this section, an efficient algorithm for the weighted A(G)jV(G)j2 problem in cactus

networks is proposed. As we know, locating an optimal 2-center in G is equivalent to

finding a set of split-edges whose removal defines two connected components and optimal

I-centers of the resulting two components constitute an optimal 2-center solution of G. The

split-edges in an optimal solution are called optimal split-edges.

In a tree network, the number of optimal split-edges is just one. However, for a cactus

network the number of optimal split-edges is at most two. As a matter of fact, it can be

shown that
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Lemma 4.2.6 Optimal split-edges in a cactus network G lie in one block Bi. If B i is a

subtree, there is one optimal split-edge, otherwise (B i is a cycle) the number of optimal

split-edges is two.

Figure 4.9: Lemma 4.2.6.

Proof Suppose that optimal split-edges lie in more than one block. Let al and a2 be the

centers of the subnetworks obtained after the removal of the optimal split-edges from the

cactus network. Let B i and B j be the blocks containing the split-edges el = Ul VI and

e2 = U2V2 respectively. (Figure 4.9). Assume that Ul and U2 are served by aI, and VI and

V2 are served by a2. Let h be a hinge vertex lying between Bi and B j , that is, the shortest

path between any vertex in B i and any vertex in Bj passes through h. Such a hinge vertex

h always exists, since B i and BJ are two different blocks. Since the subnetwork served by

each I-center is connected, and since h lies in the shortest paths 7f(Ul,U2) and 7f(Vl,V2), h

is served by both al and a2, which is impossible. Hence, optimal split-edges must lie in one

block of G. Therefore, if the block containing an optimal split-edge set is a subtree, then

there is only one split-edge in the set, and if the block containing optimal split-edge set is

a cycle, then there are two split-edges in the set. D

Let ~ denote a set of split-edges of G where, if I~I = 2, both the split-edges come from

one cycle block. Let G~, G~ denote the two subnetworks obtained after the split-edges in ~

are removed from G. Let "fei be the optimal service cost of the A(G~)/V(G~)/1problem,
Ll.

i = 1,2. Let ¢(~) = max bel, "fe2 }. A split-edge set ~* is called an optimal split-edge set
Ll. Ll.

of G if ¢(~*) = minA~Bi,i=l, ... ,t' ¢(~). Here B l , B 2 , ... , Bt' are the blocks in G.

Step 1: locating the optimal split-block B*

We now focus on exploring the properties of the optimal split-edge set in cactus networks.
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Lemma 4.2.7 (Figure 4. 6(a)) Let GI, ... , Gk be the subnetworks of G attached to a hinge

vertex o. In O(nlogn) time we can either identify an optimal split-edge set or determine

the subnetwork attached to ° that contains an optimal split-edge set.

Proof Suppose that F(o, V(GI)) ::::: F(o, V(G2 )) ::::: F(o, V(Gj)),j = 3, ... , k. Let ~i

denote the set of edges of Gi incident to 0, i = 1, ... , k. Obviously, l~il :::; 2 for all i. The

service cost ¢(~j) with a split-edge set ~j, j -I- 1,2, is greater than max bc l , F(o, V(G2))},

since GI and G2 are served by the same I-center. But, the service cost ¢(~I) is no more

than max {F(o, V(G2 )), ICJ. Therefore, there exists an optimal split-edge set in G I U G2 .

In the following, we determine whether G I or G2 contains an optimal split-edge set. We

consider three cases based on the service costs ¢(~l) and ¢(~2)'

• ¢(~l) is determined by the service cost of the center in subnetwork G I . It implies

that GI contains an optimal split-edge set.

• ¢(~2) is determined by the service cost of the center in subnetwork G2 . It implies

that G2 contains an optimal split-edge set.

• ¢(~l) is determined by the service cost of the center in subnetwork G \ GI and ¢(~2)

is determined by the service cost of the center in subnetwork G \ G2 . In this case, if

¢(~l) :::; ¢(~2), ~l is an optimal split-edge set, otherwise (i.e., ¢(~2) :::; ¢(~l)) ~2

is an optimal split-edge set.

In Theorem 4.2.4 we have shown that the weighted A(G)jV(G)jl problem in cactus net­

works can be solved in O(nlogn) time. Therefore, it takes O(nlogn) time to either identify

an optimal split-edge set or determine the subnetwork that contains an optimal split-edge

set. 0

Lemma 4.2.8 (Figure 4. 6(b)) Let GI , ... , Gk be the subnetworks of G attached to a cycle

block B o . In O(nlogn) time, we can either identify an optimal split-edge set, locate the

block B* containing an optimal split-edge set, or determine the subnetwork attached to B o

that contains an optimal split-edge set.

The proof of Lemma 4.2.8 is very similar to that of Lemma 4.2.7, and, therefore, is

omitted here.

We can recursively search either G I or G2 that contains an optimal split-edge set. Thus,

in O(nlogn . log IYcl) time, we either identify an optimal split-edge set or determine the

block B* that contains an optimal split-edge set ~* .
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Step 2: computing .6.* in B*

If B* is a subtree, .6.* contains exactly one edge. We can locate Do* in B* recursively using a

centroid tree decomposition [55] of B*. Each recursive step takes O(n log n) time (note that

Lemma 4.2.7 also works for T-vertices). Therefore, .6.* in a subtree B* can be computed in

O(nlogn . log IB*I) time.

When B* is a cycle, an optimal split-edge set .6.* contains two edges. Let Vi, V2, ... ,Vt be

the vertices of B* in counterclockwise order, and let el = V1V2, ... , et = VtVl be the edges of

B* in counterclockwise order. Let lei, ej] denote the chain of B* in counterclockwise order

from ei to ej in B*. Similarly, let [Vi, Vj] denote the sequence of vertices in counterclockwise

order from Vi to Vj in B*.

If one of the two optimal split-edges in B* is known, we can locate the other one in

O(n log n . log IB* I) time, since it is equivalent to locating one optimal split-edge in a subtree.

Here the subtree is path-like. An edge e~ E E(B*) is called a match-edge of ei if ¢({ei, ea) =

minekEE(B*) and ekiei ¢({ei, ed)· The match-edge of an edge ei may not be unique, but all

the match-edges must be consecutive along the path 1r :< Vi+l, VH2, .. . , Vi, ... , Vi-l >. This

is due to the unimodality property of ¢({ei, e}) as e moves away from ei along the path 7L

For uniqueness, the last match-edge is paired with ei. We cannot afford to separately find

the match-edge of each edge in B*. However, the following simple observation is helpful.

Assume that e~ is the match-edge of ei, i = 1, ... , t, and ej E (ei, e~). The match-edge ej of

ej must lie in [e~, ei] (the unimodality property).

The algorithm to locate .6.* in the cycle block B* proceeds as follows. The process starts

from el. After the match-edge e~ of ei is found, the first edge ej E [e~, ei] which satisfies

¢({eHl' ej}) < ¢({ei+l' ej+d), is taken to be the match-edge e~+l of ei+l (the unimodality

property). Thus, the running time to compute .6.* in B* is O(IB* I) times the time complexity

of computing the maximum service cost ¢(.6.) for a given split-edge set .6. = {ei, ej}.

Computing ¢(.6. = {ei, ej}): Let G~ denote the subnetwork of B*, attached to vk

(1 :::::: k :::::: t). Let il and i2 be two different integers in [1, t] such that F(Vil' V(G~J)

::::: F(Vi2' V(G~2)) ::::: F(Vk' V(G~)), for any k, 1:::::: k :::::: t and k #- ii, i2 . The following lemma

is crucial to the algorithm of computing ¢(.6. = {ei, ej}).

Lemma 4.2.9 Two centers corresponding to a given split-edge set .6. E B* lie in either

block B*, subnetwork G~l' or subnetwork G~2'
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Proof Suppose that the vertices in [Vi+1,Vj] are contained in V(G}J. It is clear that an

optimal I-center of G~ (resp. G~) lies either in B* or in some subnetwork G~ where

k E [i + l,j] and F(vk, V(GU) 2': F(vj, V(G'r)), for all f E [i + l,j] (resp. k E [j + 1, i] and

F(vk, V(G~)) 2': F(vj, V(G'r)), for all f E [j + 1, i]).

If possible, suppose that one of the two centers, say a1, lies in G~ where k 1= i1, i2. In

this case, the service cost "rcl must be less than or equal to F(Vk, V(G~)). The vertices
l>

ViI and Vi2 are not served by a1, since if either ViI or Vi2 is served by a1 then "rCI is at
l>

least F(Vi2' V(G~2)) k F(Vk' V(GU))· Therefore, the service cost "rc~ must be at least

F(Vi2' V(G~J), since both ViI and Vi2 are served by a2. We can see "rci ::; F(Vk' V(GU) ::;

F(Vi2' V(G~2))::; "rc~' Therefore, F({vk,a2}, V(G))::; max {F(vk, V(G~)),F(a2,V(G~))} =

F(a2' V(G~)) = ¢(fl). We can use the vertex Vk as the center instead of a1 without in­

creasing the service cost ¢(fl). Hence G~ where k 1= i 1 , i 2 can be eliminated from searching

two centers for any given split-edge set fl E B*. 0

Suppose that ViI E V(G~). We can determine ¢(fl) by computing

• an optimal center a~ of G~ constrained to lie on B*,

• an optimal center a~ of G~ constrained to lie on G~I '

• an optimal center a~ of G~ constrained to lie on B*, and

• an optimal center a~ of G~ constrained to lie on G~2 if Vi2 E V (G~), otherwise, a~ is

undefined.

All a~ and all a~ are restricted to be on the cycle block, B*. Hence, they can be found

in O(nlogn) time by the algorithm for the weighted continuous I-center problem in a cycle

block described in Section 4.2.l.

Since computing a~ is similar to computing a~, we concentrate on computing a~ only.

Let G' = G~ \ G~I' We can see that G' changes as fl changes (refer to Figure 4.10(a)). Let

XiI be an optimal I-center of G~I' and B denote the block in G~I where XiI lies.

Lemma 4.2.10 (Figure 4.1 O(b)) a~ lies in one of the blocks that the shortest path 7r(ViI' XiI)

goes through.

Proof Suppose that a~ lies in some block B' that 7r(ViI' XiI) does not go through. Let h

be the closest vertex to a~ in the blocks that 7r(ViI' XiI) goes through. Clearly, h is a hinge
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0'

Current split-edge set .6-

~1----------------1,
: Vi: __ ...
I

:0' = 01. \ '

(a) (b)

Figure 4.10: An example with a split-edge set ~.

vertex. It is not difficult to see that the service cost F(h, V(G1J) is less than the service

cost F(a~,V(G1)). Therefore, a~ cannot lie in B ' . D

Forcing the convexity of F(x, V( G~I)) on an edge Unlike in tree structures, the service

cost function F(x, V(G)) in a cactus network may not be convex as x moves from one

endpoint of the edge to the other [47]. Fortunately, for a cactus network, it is possible

to force the service cost function to be convex on each edge of the block path, denoted by

P(ViI' XiI)' which is a list of blocks that the path 7f(Vill XiI) goes through. This is achieved

by adding extra vertices as follows. If a block on the block path is a subtree, then clearly the

service cost function is convex on each edge of this block. When a block on the block path is

a cycle, for every vertex V in this block, we find its match-point v' in the same block such that

d~,v' = d~~v' where d~,v' and d~~v' are the respective clockwise and counterclockwise distances

from v to v' in the block. Then, v'is added as a vertex to the network by breaking the edge

containing v'. We assign weight zero to these added vertices. In this way, the service cost

function F(x, v), for every v is monotone as X ranges over an edge in the updated network.

Due to the insertion of match-points, the service cost function on each edge is therefore

convex. The total number of match-points added to force the convexity is no more than 2n.

These match-points can easily be determined in O(n) time.

An algorithm to locate a~ in G~I In the following, we assume that G~I contains the

match-point vertices in the cycle blocks of the block path. Also, G1, G' and G~I are prepro­

cessed to construct two-level tree decomposition data structures, described in Section 4.1.1.
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Note that a cactus network is a partial 2-tree. Thus, a two-level tree decomposition struc­

ture TV(G~J of G~l is built in O(IG~1Ilog2IG~11) time (Lemma 4.1.4). The storage space

requirement is O(IG~lllog IG~ll). Using this data structure, the service cost F(x, V(G~J) of

any point x in G~l can be answered in O(log2IG~11)) time.

u v

Figure 4.11: Wi E Vu and W2 E Vv '

We first show that the optimal local I-center of G~l on an edge e = uv of G~l can be

computed in 0 (log 3n ) time. Let u be the counterclockwise neighbor of v (Figure 4.11). Let

Vu be the set of vertices in G~l which are closer to u than v, and let Vv = V(G~l) \ Vu '

The vertices in Vv are closer to v than u. There are O(logn) subtrees of TV(GU, say H,

spanning all the vertices of G~l and there is a 2-separator (or I-separator, but it is safe to

only consider 2-separator) between any point in the edge uv and each of the subtrees in H.

We start from a node of TV( G~l) that contains both the vertices u and v. Let Wi and W2 be

the 2-separator between u (resp. v) and a subtree Gil (an element of H). We can compute

d(u, Wi) and d(v, Wi) in constant time using the results in [22]. Clearly, ifwi,W2 E Vu (or

Wi, W2 E Vv ), then all the vertices in Gil belong to Vu (or Vv ); if Wi E Vu , w2 E Vv (resp.

Wi E VV , W2 E Vu ), then all the vertices in Gil, whose shortest path to u goes through Wi,

belong to Vu (resp. ~) and the remaining vertices in Gil belong to Vv (resp. Vu). The

latter case can be observed in Figure 4.11. Let u' and v' be the match-points of u and v,

respectively, on the cycle block that contains uv. All the vertices on the counterclockwise

path from u to v' together with the vertices in the components attached to the path are

closer to u than v. The shortest paths from u to these vertices do not use the edge v'u'.

These vertices determine Vu ' Similarly, all the vertices on the clockwise path from v to u',

together with the vertices in the components attached to the path, are closer to v than u.

The shortest paths from v to all these vertices also do not use the edge v'u'. These vertices

determine Vv ' From TV(G~J, the vertices in Gil that belong to Vu can be reported in a

sorted list of distances from Wi in O(log n) time. Similarly, all distances from W2 to the
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vertices in Gil that belong to 11,; can be reported in a sorted list in 0 (log n) time. Therefore,

Vu and Vv can be represented by 0 (log n) sorted lists and the maximum service cost function

of each such list is monotone on UV. More precisely, the maximum service cost function of

each list in Vu monotonically increases on uv from U to v and the maximum service cost

function of each list in Vv monotonically decreases on uv from U to v. Since the maximum

service cost to G~l of a point on uv can be computed in O(log2n ) time (Lemma 4.1.4), we

have the following lemma.

Lemma 4.2.11 The optimal local center of G~l constrained to lie on a given edge can be

computed in O(log3n ) time. The preprocessing step takes O(nlog2 n) time and O(nlogn)

space.

Thus, in the following, it is assumed that the optimal local center of G~l on every

edge of G~l is already known. The remaining step to compute a~ has two parts. We first

determine the block that contains a~ and then determine a~ within this block. Suppose

that Ul = Vi!, U2, ... ,Uk are the hinge vertices lying on the path 71"(Vi!, XiI).

Locating the block Bu' containing a~: Observe that the farthest (weighted) vertex,
vj in G~l to Uj must lie below Uj (further away from Vi! compared to Uj), otherwise, Xi!

cannot be a weighted I-center of G~l. Therefore, we can have the following lemma.

Lemma 4.2.12 For any j, 1 ::; j ::; k, if the farthest (weighted) vertex to Uj in G~ comes

from G' = G~ \ G~!, then a~ can not lie on the block path P(Uj, Xi!)" otherwise (the farthest

(weighted) vertex to Uj lies in G~), a~ can not lie on the block path P(Vip Uj).

Using Lemma 4.2.12, it is easy to locate the block that contains a~ in O(logn) time.

In each step, we need to compute F(Ui, V(G~)), 1 ::; i ::; k. We already know that, for

any Ui, F(Ui, V(G~!)) can be computed in O(log2n) time using the structure TD(G~J.

Since F(Ui, V(G~)) = max {F(Ui, V(G')), F(Ui, V(G~!))}, we need to compute F(Ui, V(G'))

effciently. Observe that the upper envelope fi(x) of the lines generated by the vertices of

G' can be dynamically maintained. There are O(n) insertions and deletions in all, and each

operation costs O(logn) amortized time [43]. Once fi(x) is known, F(Ui, V(G')) can be

computed in O(logn) time for any Ui. Therefore,
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Lemma 4.2.13 After a preprocessing step requiring O(nlog 2n) time, the block ofG~l con­

taining a~, say B u *, can be found in o(log 2n ) time. The storage space requirement is,
O(nlogn).

Locating a'l' in the block Bu *: We now prune away most of the edges of Bu * using, ,
the information of optimal local centers on edges. Note that Ui* is the closest hinge vertex

of Bu* to Vil' We partition the edges of Bu* into two groups if Bu* is a cycle block: 7rccw =, "
[Ui*,""u~*] and 7rcw = [Ui*,''''U~*], where u~* is the match-point ofui* and the edges of

7rccw and 7rcw are traversed in counterclockwise and clockwise orientations respectively. The

edges of 7rccw and 7rcw are, therefore, ordered in increasing order from Ui*. Note that, when

B u ; is a subtree, only the edges on 7r(ui,ui+l) need to be considered and the procedure for

this case is similar to the one described in the following. Thus, we assume that Bu; is a

cycle block in the following.

We consider the 7rccw chain only. The process is similar for the other chain. The following

lemma eliminates some edges of Bu;.

Lemma 4.2.14 If the optimal local center q of G~l on an edge e E 7rccw has a larger service

cost to G~l than a point y on another edge of 7rccw closer to ViI' then a~ cannot lie on e.

Proof It is clear that F(x, V(G~)) = max {F(x, V(G')), F(x, V(G~J)} for any x in G~I'

Since the local minimum service cost to G~l on e is greater than F(y, V(G~J) and y is closer

to Vil than any point in e, the service cost F(y, G~) is always less than the service cost of

any point on e. 0

As a consequence of the above lemma we can order the edges of 7rccw in increasing

distances from ui and with decreasing optimal local center service costs. Similar ordering

of the edges is performed on 7rcw . These orderings are possible without the knowledge of

G', and, therefore, are done once. The rest of the edges of Bi are labeled and will not be

considered further. We only need to consider the unlabeled edges of Bu * to find a~. The,
following lemma allows us to prune the unlabeled edges of Bu ; further.

Lemma 4.2.15 Consider any unlabeled edge e = uv in 7rccw (u is closer to Ui* than v) and

its optimal local center q to G~l' If the service cost of G~ from q is determined by some

vertex in G', then all the unlabeled edges in 7rccw [v, ... ,u~*] cannot contain a~. Otherwise

(i.e., F(q, V(G')) < F(q, V(G~l)))' all the unlabeled edges of7rccw [ui*,'" ,u] cannot contain

a~.
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The reason why we can not directly use Lemma 4.2.15 on all the edges in 7l"ccw, is

that, if e = uv is a labeled edge, then it is possible to have the case where F(q, V(G')) <
F(q, V(GU) (q is the local center of e to GU and a~ lies in 7l"ccw[Ui" .•. ' u].

Therefore, we can apply the binary-search technique to the unlabeled edges in 7l"ccw until

one unlabeled edge is left, sayeccw . We can similarly determine ecw by performing a binary

search on 7l"cw. Since the service cost of any point in G~ to G~ can be computed in O(log2 n)

time (Lemma 4.1.4),

Lemma 4.2.16 The number of candidate edges on which a~ could lie can be narrowed down

to at most two in 0 (log 3n ) time.

The remaining step of locating a~ on eccw and ecw is very similar to computing the

optimal local center of G;l on a given edge.

The above results can now be summarized as follows. After an O(n log 2n )-time process­

ing, either we already have an optimal split-edge set or know the block B* that contains an

optimal split-edge set ~*. If B* is a subtree, then it takes an additional O(n log 2n ) time

to compute an optimal split-edge and the optimal service cost. Otherwise, B* is a cycle

block. It is easy to see that finding G;l and G;2 and adding match-points can be done in

linear time. Due to the unimodality property of split-edges on a simple path, we only need

to compute the service costs for O(IB*I) pairs of split-edges. After an O(nlog 3n)-time pre­

processing (including building two-level tree decomposition data structures and computing

local centers), the service cost for each pair of split-edges can be computed in O(log3n)

time. Therefore, we can claim Theorem 4.2.17.

Theorem 4.2.17 The weighted A(G)jV(G)j2 problem in a cactus network can be solved

in O(n log 3n ) time complexity. The storage space complexity is O(n log n).

4.2.3 Various p-center problems

Frederickson and Johnson [30] designed an O(n log n )-time algorithm for the unweighted

V (G) jV(G) j p problem in a cactus network. They showed that a feasibility test in a cactus

network where vertices are unweighted, can be performed in linear time (Lemma 13 in [30]).

Using this linear-time feasibility test and a succinct representation of the set of all the inter­

vertex distances, the unweighted V(G)jV(G)jp problem in a cactus network is solvable in

O(nlogn) time [30].
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The weighted V(G)/V(G)/p problem

Actually, the algorithm for feasibility tests described in [30] can also be applied to the

case when the demand points in V (G) are weighted. In this case, for a given service cost

r, the demand points may now have different covering radii. We present below a simple

transformation that transforms a feasibility test in the weighted model to a feasibility test

in the unweighted model.

In the weighted model, we have a cactus where each demand vertex Vi is associated with

a nonnegative covering radius ri = r /Wi. The problem is to find a subset of vertices, X, of

minimum cardinality, such that for each vertex Vi E V(G), F(X,Vi) ::::: rio Lemma 13 in [30]

provides an O(n) algorithm for the case where ri = re , for each Vi E V(G). We can convert

the above weighted model to an equivalent unweighted model as follows. Each vertex Vi

is augmented by a new edge, say ViV~ of length rc - ri, where rc = max {rj : Vj E V(G)}.

Let G' be the augmented graph with 2n vertices. Clearly, G' is a cactus network. We now

associate a radius rc with each vertex Vi and v~. The feasibility test on G is equivalent to a

feasibility test on G', and, therefore, can be done in linear time. Thus,

Lemma 4.2.18 The feasibility test in a weighted model of a cactus network can be per­

formed in O(n) time.

Frederickson and Johnson [30] gave a succinct representation of the inter-vertex distances

of the vertices of a cactus. The representation allows one to implement an efficient binary

search on the distances. Similarly, the set of all inter-vertex distances in a partial 2-tree

[32] has a special structure that enables searching the set without explicitly generating the

entire set in advance. Indeed, the set of inter-vertex distances can be implicitly represented

by a set of O(n log n) sorted lists. Each sorted list is associated with weighted distances

from a given weighted vertex u to some subset Vu of the vertices of G whose shortest path

distances to u pass through a separator vertex. These distances to the separator vertex are

kept in sorted order. There are o(log n) such sorted lists for every vertex u. In this way the

inter-vertex distances of any partial 2-tree can be represented by a set of O(n log n) sorted

lists. This representation is very similar to the succinct representation of all inter-vertex

distances in a tree proposed by Megiddo et al. [56]. Therefore, using the method proposed

by Megiddo et al. [56], one can solve the discrete p-center problem in a weighted cactus

network for any p, in O(n log 2n) time.
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Theorem 4.2.19 The weighted V(G)/V(G)/p problem in a cactus network can be solved

in O(nlog 2n) time. The storage space requirement is O(nlogn).

Weighted A(G)/V(G)/p and unweighted V(G)/A(G)/p problems

From the fact that Lemma 4.2.18 is also applicable to the test corresponding to the weighted

A(G)/V(G)/p and the unweighed V(G)/A(G)/p models, we can obtain an O(n2 ) algo­

rithm for these problems. Since the numeric operations of the feasibility test are addi­

tions/subtractions and comparisons, we can directly apply Megiddo's generic parametric­

serching technique [52] and get the O(n2 ) time algorithm. Therefore, we have the following

theorem.

Theorem 4.2.20 The weighted A(G)/V(G)/p and unweighted V(G)/A(G)/p problems in

a cactus network can be solved in O(n2 ) time.

The unweighted A(G)/A(G)/p problem

A candidate set containing the optimal solution value for the A(G)/A(G)/p model for a

general graph is characterized in Tamir's paper [68]. In spite of the nice structure, this set

is not of polynomial cardinality, even for cactus networks. Nevertheless, in the discussion

below, we show that the A(G)/A(G)/p problem in a cactus is efficiently solvable.

The idea is again to use the feasibility test parametrically [52]. First, we note that, for

this model, p can be significantly larger than n. Nevertheless, the allocation of the p centers

to the edges can be properly bounded. Let t(e) denote the number of centers established

at optimality on an edge e of length l(e). Therefore, jl(e)/2c*l - 1 :::; t(e) :::; jl(e)/2c*l + 1

where c* is the optimal service cost. It is shown in [68] that p-m :::; 1(G)/2c* :::; p+m where

m and 1(G) are the number of edges and the total length of the edges in G respectively.

Therefore,

max {O, l(e)(p - m)/l(G) - I} :::; t(e) :::; min {p, l(e)(p + m)/l(G) + I}.

Hence, t(e) can a priori bounded in a range of length O(n) for cactus networks. In particular,

when applying the test parametrically, we will need O(log n) tests per edge to find the exact

value of t(e). An O(nlogn) test for a more general class is mentioned in [33, 68]. It is

not hard to obtain the following theorem by using Megiddo's generic parametric-searching

technique [52].



CHAPTER 4. VARIOUS P-CENTER PROBLEMS IN TREE-LIKE NETWORKS 84

Theorem 4.2.21 The A(G)jA(G)jp problem in a cactus network can be solved in O(n2 log2 n)

time.

We remark that when the data of the above p-center problems are integers or even

rational, and "relatively small", (e.g. sub-exponential in n), better complexity bounds can

be achieved by applying an efficient search for rational techniques [75].

For the weighted A(G)jV(G)jp model, the optimal objective value is of the form

w(u)w(v)L(u, v)j(w(u) + w(v)),

where L(u, v) is the length of some simple path connecting u and v for some pair of vertices

u,v E V(G) [47]. For the A(G)jA(G)jp model, the optimal solution value is of the form

Mjq, where M is the sum of the edge lengths of an Eulerian tour of some subgraph of G,

and q is an integer, I :::; q :::; 4p. The respective value for the V(G)jA(G)jp model is of the

form Mjq, where M is the sum of the edge lengths of an Eulerian tour of some subgraph

of G, and q is integer, I ::::: q :::; 4 [68].

Assuming integer data, denote Wmax = maxvEV(G) {w(v)}. Then, observing that M :::;

21(G) and using the results in Zemel [75], we conclude that the weighted A(G)jV(G)jp, the

V(G)jA(G)jp and the A(G)jA(G)jp problems can be solved in O(nlog (n + I(G) + wmax )),

O(nlog (n + I(G))) and O(nlognlog (n + I(G) + p)) times, respectively.

4.3 Summary

In this chapter we have studied the center problems in tree-like networks, Le., partial k-trees,

cactus networks, and proposed non-trivial algorithms to solve a variety of problems. When

the underlying network is a partial k-tree, we study the weighted discrete p-center problem

and present an efficient algorithm for relatively small p. The running time of our algorithm

is O(pnPlogkn), which is better than the O(p2nk+2) result of Granot and Skorin-Kapov [32]

when p < k + 2. We also discuss the weighted continuous p-center problem and devise an

O(p2kk+l n2k+3log n)-time algorithm for it.

For a cactus network, we have proposed, for the first time, an O(nlogn)-time algorithm

to solve the weighted continuous I-center problem, an O(nlog 3n)-time algorithm for the

weighted continuous 2-center problem, and efficient algorithms for various p-center problems

where p is a part of the input. Our algorithms for the p-center problems are based on the
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parametric-searching technique. In particular, we propose an O(n log 2n )-time algorithm

for the weighted discrete p-center problem, O(n2
) algorithms for the weighted continuous p­

center problem, and the unweighted discrete p-center problem with a demand set of infinite

size, and an O(n2 log2 n) algorithm for the general p-center problem.

Many issues in a cactus network are still unresolved. For instance, it would be interesting

to find out whether there exists an optimal linear-time algorithm for the weighted I-center

problem. We conjecture that the weighted A(G)jV(G)jp problem and the unweighted

V(G)jA(G)jp and A(G)jA(G)jp problems can be solved in subquadratic time by designing

a polylog parallel algorithm for the feasibility test, and using the results in Megiddo [53].

For example, we suspect that the O(log3 n) parallel time algorithm of Wang [74] for the

test on trees, can be extended to cactus networks. If indeed, there is an O(log qn) parallel

algorithm for cactus networks (with O(n) processors), Megiddo [53] implies an O(nlog q+1n)

serial agorithm for the weighted A(G)jV(G)jp problem in cactus networks. To obtain the

result in Theorem 4.2.21 we have used an existing O(nlogn) feasibility test. We suspect

that an O(n) test for A(G)jA(G)jp in a cactus can be derived by properly modifying the

test for V(G)jV(G)jp in [30]. This will lead to the improved bound O(n2 ) for A(G)jA(G)jp

in a cactus network.

The most challenging problem is to find more efficient algorithms to solve the p-center

problems in edge-weighted partial k-trees of bounded treewidth.



Chapter 5

Conditional extensive facility

location in trees

In this chapter, we consider the problems of locating a path-shaped or tree-shaped facility

in a tree under the condition that existing facilities are already located and propose optimal

algorithms for them, which improve the recent results of O(nlogn) by Tamir et al. [70].

Our algorithms are based on the parametric-pruning technique introduced in Section 3.2.2.

The formal definitions of the problems are descried as follows.

Let T = (V(T), E(T), w, I) be the underlying tree network. A subtree network is called

discrete if all its leaf points are vertices of T, and otherwise is called continuous. Let S

represent the set of existing facilities, which by itself can be a subtree network or even a

forest network [70]. We assume that the size of S is at most O(n). Let f 1 (resp. f2) be the

set of all the continuous path networks (resp. subtree networks) in T whose lengths are at

most a predefined nonnegative value L e , and let 1>1 (resp. 1>2) be the set of all the discrete

path networks (resp. subtree networks) in T whose lengths are at most L e . The goal is to

establish one facility K*, either a path network in f 1/1>1 or a subtree network in f 2/1>2,

such that

F(K* U S, V(T)) = min F(K U S, V(T)).
KErl( or <Pl,r2,<P2)

When the facility K is selected from f 1 or f 2 , we call the model continuous, and if K

is chosen from 1>1 or 1>2, we call the model discrete. An extensive facility is valid if it is

in f 1 (or 1>l/f2/1>2) for the continuous path-shaped (or discrete path-shaped/continuous

tree-shaped/discrete tree-shaped) center problem.

86
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Since a problem in the unconditional model is a special case of the conditional one, it

suffices to develop algorithms for problems in the conditional model only.

Organization of the chapter In Section 5.1, we present the main ideas of our algorithms.

The linear-time algorithms for the conditional path-shaped and tree-shaped center problems

in tree networks are provided in Sections 5.2 and 5.3 respectively. Section 5.4 gives a brief

summary and shows that our approach can be extended to optimally solve the problem for

more general service cost functions.

5.1 Main idea of our algorithms

Given an extensive facility K and a set 5 of existing facilities, a vertex v E V(T) is called

a dominating vertex of K U 5 if w(v) . d(K U 5, v) = F(K U 5, V(T)). Observe that, in the

center problem, an optimal facility K* U 5 always has an equal or smaller service cost to

the dominating vertices of a valid facility K U 5. In other words, given such dominating

information of a valid facility K, we are able to determine the relative location of an optimal

facility K* with respect to the location of this valid facility. In the Path Lemma and Tree

Lemma discussed later, we will see how this idea works in solving our problems.

The main idea of the proposed algorithms is to 'prune' the vertices that do not determine

the optimal service cost (i.e., vertices which are not dominating), and to 'shrink' the facility

if some path or subtree network is known to be a part of an optimal facility. In the following,

we present an algorithm to locate non-dominating vertices in an optimal solution.

5.1.1 Locating non-dominating vertices in an optimal solution

For the path/tree-shaped center problems, more idea is needed in order to make the parametric­

pruning work. In the conditional model, we cannot afford to keep the information of the

existing facilities in 5 at each pruning iteration, as the size of 5 could be O(n). However,

it is not difficult to design a linear-time computation step to find the distance d(5, v) for

each vertex v E V (T) [70]. Arbitrarily choose one vertex as the root of T. Let Tv denote

the subtree rooted at v. In the first round, visit the vertices in a bottom-up manner, and,

for the current visiting vertex v, compute its distance to the closest existing facility within

Tv, i.e., d(5 n V(Tv), v). In the second round, visit the vertices in a top-down manner and

for the visiting vertex v, compute its distance to the closest existing facility outside Tv, i.e.,
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d(S \ V(Tv), v). We note that d(S, v) = min {d(S n V(Tv), v), d(S \ V(Tv), v)}. After this

preprocessing step, it is safe to discard the vertices of S in the subsequent steps.

The following lemma is established in [70]. We provide a different proof here for com­

pleteness.

Lemma 5.1.1 [70} Given a point y in A(T) and a nonnegative value c, the tree-shaped

facility K of shortest length with y E A(K) and F(K U S, V(T)) :::; c can be computed in

linear time.

Proof Consider y as the root ofT. For each v E V, define dv = c/w(v). If d(S, v) :::; dv, reset

dv = 00. We define the maximal service distance dTv of Tv as follows. If F( {v} US, V (Tv)) >
c then dTv = 0, since, in this case, the facility K to be computed must contain v. If

F({v} US, V(Tv)) :::; c, dTv = minuEV(Tv) (du - d(v,u)).

Starting from the leaves of T, and proceeding recursively towards the root y, we do

the following for each vertex v. Let ev be the edge linking v with its parent vertex. If

v is a leaf vertex, then dTv = dv . Suppose v is an internal vertex. Let Ul, ... , Uk be its

children. If Tv contains some marked point (described below), then dTv = O. Otherwise,

dTv = min {dv , dTu1 - l(eU1 ), ... ,dTuk - l(euk )}, and, if l(ev ) > dTv ' then label the point on

ev with the distance dTv from v as marked. Note that, in discrete problems, v is marked

instead. All the marked points must lie on the facility K, if it exists.

The maximal service distance of any rooted subtree is computable in linear time. The

spanning subtree of y and the marked points is the new facility K, with shortest length such

that F(K US, V(T)) :::; c. The whole process takes linear time. This completes the proof of

Lemma 5.1.1. D

An algorithm for feasibility decision problems

To solve the path/tree-shaped center problems with the parametric-pruning technique, we

need an algorithm to solve the following feasibility decision problem: given a nonnegative

real number c, does there exist a path/tree facility K of length not exceeding Lc in A(T)

such that F(KUS, V(T)) :::; c? The number c is feasible if F(K*US, V(T)) :::; c (i.e., c::::: c*),

and is infeasible otherwise (i.e., c < c*). Here c* is the service cost of an optimal solution

for the path-shaped (resp. tree-shaped) center problem.

A linear time algorithm is already presented in [70]. For completeness, we briefly restate

such an algorithm based on the use of Lemma 5.1.1 above. We first select a leaf vertex as
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the root of T. For each v E V(T), define dv = c/w(v). If d(5, v) :::; dv , reset dv = 00. A

procedure similar to the one in Lemma 5.1.1 is used, but it is terminated when a point y

(or a vertex in discrete problems) is marked. We then compute the facility K with shortest

length such that y E A(K) and F(KU5, V(T)) :::; c (Lemma 5.1.1). If the facility K is valid,

i.e., K is a path/tree with length at most L c , then the service cost c is feasible, otherwise,

c is infeasible.

The correctness of this process is shown as follows. The possible error happens when c is

feasible, and when for any valid facility K containing y, F(K U 5, V(T)) > c. Let Ty be the

subtree rooted at y. It is easy to see that F( {y} U5, V(Ty )) = c (or F( {y} U5, V(Ty )) ::; c in

discrete problems). So the facility, which can serve all the clients within service cost c, must

lie in Ty entirely (which is also true for the discrete case). Let K' be such a facility. We can

see that, F(K'U5, V(T) \ V(Ty )) :::; c =} F( {y}u5, V(T) \ V(Ty )) :::; c =} F(KU5, V(T)) :::; c,

which contradicts that F(K U 5, V(T)) > c.

N umber of switch service costs for a pair of vertices

Suppose that a facility K serves a pair of vertices (u, v) through ° (see Figure 5.1). In the

unconditional model, it is trivial to see that there exists at most one switch service cost of

the pair (u, v). However, in the conditional model, each service cost function F(K U 5, u)

(F(K U 5, v)) is a continuous, concave piecewise linear function of distance d(K, 0) with at

most one break point, therefore, there might be more than one switch service cost. In the

following, we show that, in the conditional model, at most two switch service costs exist

for a given pair of vertices (u, v). If d(o, v) ~ d(5, v), then v will always be served by some

existing facility. Without loss of generality, assume that d(o, u) < d(5, u), d(o, v) < d(5, v),

and w(u) ~ w(v). Figure 5.1 shows the service cost functions F(K U 5,u) and F(K U 5,v)

with the change of d(K,o) .

• d(5, u) - d(o, u) ~ d(5, v) - d(o, v): see Figure 5.1(a). We fix the function F(K U5, u)

and use the dashed lines to represent all possibilities of the function F(K U 5, v).

There is at most one switch service cost between the service cost functions F(K U

5,u),F(K U 5,v) .

• d(5,u)-d(0,u) <d(5,v)-d(0,v): seeFigure5.1(b). We fix the function F(KU5,v)

and use the dashed lines to represent all possibilities of the function F(K U 5, u). In

this case, it is possible to have two switch service costs, but at most two.
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Figure 5.1: The number of switch service costs for (u, v) in the conditional model

When there are two switch service costs for (u, v), we call the switch service cost with

the smaller value the left switch service cost and call the other one the right switch service

cost.

In fact, given any pair of real continuous piecewise linear functions defined on a common

domain on the real line, if the number of pieces is constant, the pair has a constant number of

isolated intersection points. In particular, in our case, considering the service cost functions,

each of a pair of vertices has a constant number of dominating regions. Zemel [76] provided

a prune-and-search method for the case when there are a constant number of dominating

regions for each vertex. Here we describe an algorithm to locate non-dominating vertices in
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our simpler case.

Compute non-dominating vertices

For those pairs having only one switch service cost, we can locate the non-dominating

vertices easily by checking the feasibility of the median switch service cost. In this way, half

of such pairs in which one vertex in a pair is identified as a non-dominating vertex. Those

non-dominated vertices can now be disregarded. Let (Ul,Vl),(U2,V2), ... ,(Uk,Vk) be the

pairs of vertices with two switch service costs, where W(Ui) ~ W(Vi), 1 :::; i :::; k. Let C~i,Vi

(resp. C~i,vJ be the left (resp. right) switch service costs of (Ui, Vi), i = 1, ... ,k. Select one

value c1 (resp. cT
) such that one third of left (resp. right) switch service costs CL,Vi > c1

(resp. C~i,Vi :::; cT
), and the remaining ones are no more than (resp. larger than) it. We call

cl (resp. cT
) the left switch value (resp. right switch value). After solving the feasibility

decision problems with parameters cl and cT
, we can determine at least l~J non-dominating

vertices for an optimal facility, as shown in the following cases:

• c* :::; cl
• For any pair (Ui, Vi) with C~i'V, ~ cl

, Ui is a non-dominating vertex (dominated

by Vi) of an optimal facility.

• c* > CT. For any pair (Ui, Vi) with C~i,Vi :::; cT
, Ui is a non-dominating vertex (dominated

by Vi) of an optimal facility.

• c1 < c* :::; cT (if possible). There are at least one third of pairs (Ui,Vi) such that

C~i,Vi < c1 < c* < cT < c~"v" since at most one third of such pairs (Ui, Vi) satisfy

cl
u . v. > c1 and at most one third of such pairs (Ui, Vi) satisfy cT

U . v. < CT. In each of
Z.,'/, tJ t

such pairs (Ui, Vi), Vi is a non-dominating vertex of an optimal facility.

5.2 The weighted path-shaped center problem

In this section we apply the ideas introduced in Section 5.1 to design a linear-time algorithm

that solves the path-shaped center location problem in a tree.

Lemma 5.2.1 (Path Lemma) Given a point q in T, we can find in linear time either the

optimal service cost c*, one subtree network anchored to q containing an optimal path facility,

or two subtree networks anchored to q containing an optimal path facility that contains q.
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Proof Let Ti , ... ,Tm be the subtree networks anchored to q such that F( {q} US, V(Ti )) ::>:

F( {q} U S, V(T2)) and F( {q} U s, V(T2)) ::>: F( {q} US, V(Ti )), i = 3, ... , m. Let Z be the

set of dominating vertices for the facility set {q} U S.

• If some dominating vertices are in T \ {Ti UT2}, then c* = F ({ q} U S, V (Td) and q is

an optimal path facility. In this case, both T i and T2 contain dominating vertices.

• All the dominating vertices are distributed in Ti and T2 only. That is, F( {q} U

S, V(Ti )) = F( {q} US, V(T2)) > F( {q} U s, V(Td), i = 3, ... , m. In this case, an

optimal facility lies in Ti U T2 , and q lies on it.

• Ti contains all the dominating vertices, i.e., Z ~ V(Td. Let c = F({q} US, V(T2)). If

c is infeasible, then T i contains an optimal path facility; otherwise, c* ::; c. Note that

q must be on an optimal path facility if c* < c. By Lemma 5.1.1, we can find whether

or not there is a valid path facility containing q with a service cost of no more than

c. If there exists such a facility, then an optimal path facility lies in Ti UT2 and q lies

on it. If not, c* = c.

o

5.2.1 Pruning the tree

One of the following cases occurs when the Path Lemma is applied to a centroid vertex 0

of T. Let Ti ,T2,.'" Tm be the subtree networks anchored to 0, as described in the proof of

the Path Lemma.

• Case 1: an optimal path facility lies in a subtree, i.e., Ti, anchored to o.

• Case 2: an optimal path facility lies in two subtrees anchored to 0, i.e., T i and T2 ,

which contains o.

In Case 1, if a vertex v E V(T) \ V(Ti ) is served by the new facility, then v is served by the

new facility through o. Since 0 is a centroid vertex, IV(T \ Tdl ::>: n/2. Our goal now is to

prune a fraction of the vertices in T \ Ti . Randomly pair the vertices in T \ Ti , and compute

the switch service costs for each pair. At least In/4 x 1/3J non-dominating vertices in T\Ti

can be found and then discarded in linear time, using the method described in Section 5.1.

In Case 2, 0 is the closest point in an optimal path facility to any vertex in T\ (Ti UT2 ).

We discard all the vertices in T \ (Ti UT2) except one vertex v with w(v) x d( {o} uS, v) =
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Figure 5.2: Case 2 - an optimal path facility lies in T1 and T2 , which contains o.

maXuEV(T\(TI UT2)) w(u) . d( {a} U 5, u). If IV(T) \ V(T1 U T2)1 ~ n/3 (Case 2.1, see Figure

5.2(a)), then at least n/3 -1 vertices in T have been removed. Therefore, assume that

IV(Td U V(T2)1 > 2n/3 and IV(Tdl > n/3. Let a' be a centroid vertex of T1. We get the

following cases after applying the Path Lemma to 0':

• Case 2.2: the path facility lies in one subtree network T{, anchored to a'. It is easy

to see that T{ contains 0, since we are considering the case when a lies on an optimal

facility. Therefore, the path facility serves the vertices in T \ T{ through 0'. Since

IV(T1 \ Tn I > n/6, we can discard at least ln/12 x 1/3J vertices in T1 \ T{, using the

same idea described for Case 1.

• Case 2.3: the path facility lies in two subtrees, T{ and T~, anchored to 0'. Assume

that T{ contains o. We observe that an optimal facility contains 7r(0, a'), the path from

a to a'. It implies that, in an optimal solution, the closest point of the new facility to

any vertex in V(Td \ V(T~) is determined. We are also able to contract 7r(0, a') to a

and update Lc correspondingly. Therefore, all the vertices in T1 \ T~ can be discarded,

except a vertex u with the maximum service cost. Since IV(T1 \ T~)I ~ n/6, at least

n/6 - 1 vertices are removed from T in this case.

Denote by T' the new tree thus computed. The size of T' is at most i35n/36l and the

process is repeated until the size of the new tree is small. The process terminates within

O(1og n) iterations. Since each iteration takes linear time, linear in the size of the current

underlying tree, the total cost is linear in n.

It is not hard to see that the algorithm works for the discrete case as well. Summing

up, we have the following theorem.
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Theorem 5.2.2 The conditional discrete/continuous path-shaped center problem with length

constraint in tree networks can be solved in linear time.

5.3 The weighted tree-shaped center problem

In this section we present a linear-time algorithm to locate a tree-shaped center in a weighted

tree. The following lemma shows a property for the tree-shaped facility location problem,

which is similar in spirit to the Path Lemma. Its proof is also very similar.

Lemma 5.3.1 (Tree Lemma) Given a vertex u in T, we can find, in linear time, either

the optimal service cost c*, that one subtree anchored to u contains an optimal facility, or

that u lies in an optimal facility.

Proof Let TI ,··· ,Tm , be the subtree networks anchored to u such that F( {u }uS, V(Tr)) ~

F( {u} U S, V (Ti )), i = 2, ... ,m. Let Z be the set of dominating vertices for the facility set

{u} uS.

• If some dominating vertices are in T \ TI , then u lies in an optimal facility.

• Otherwise, T I contains all the dominating vertices, i.e., Z ~ V(TI ). Let c = F({u} U

S, V (T2 )). If c is infeasible, then TI contains an optimal tree-shaped facility; otherwise,

c* ::; c. Note that u must be on an optimal facility if c* < c. By Lemma 5.1.1, we can

find whether or not there is a valid tree-shaped facility containing u with a service

cost of no more than c. If there exists such a facility, then u lies in an optimal facility.

If not, c* = c.

o

5.3.1 Pruning the tree

Two cases arise after the application of the Tree Lemma to a centroid vertex 0 of T.

Case 1: here we consider the situation when one subtree network anchored to 0 contains

an optimal facility. In this case we can discard In/12J vertices in linear time by a procedure

similar to the one described for Case 1 in the path-shaped center problem.

Case 2: here we consider the situation when 0 is contained in an optimal facility. Let 0

be the root of T. For a leaf vertex u of T, let p(u) denote the unique vertex adjacent to u

in T, and let eu be the edge connecting u with p(u).



CHAPTER 5. CONDITIONAL EXTENSIVE FACILITY LOCATION IN TREES 95

In Case 2, we focus on pruning the vertices in T that are of no more than two degrees.

The main reason is that it is easy to remove non-dominating vertices of no more than two

degrees from T. To prune a leaf vertex u, we simply remove it and the edge eu incident

on u; and, to prune a vertex u of degree two, we remove it and merge the two edges el, e2

incident to u into one new edge whose length is equal to I(el) + I(e2)' Also, we note that the

number of vertices whose degrees are at most two is at least n/2. To verify this result, let

nl, n2 and nj, denote the number of vertices whose degrees are equal to one, equal to two,

and greater than two, respectively. Then, counting the degrees, we have nl + n2 + nj = n,

and nl + 2n2 + 3nj :::; 2(n -1). Therefore, nj :::; nl - 2 and nl + n2 ~ n/2 + 1. We will next

show how to prune a fixed proportion of the vertices whose degrees are bounded by two.

Prune the tree in Case 2

In Section 5.1, we describe a linear-time algorithm to test the feasibility of a given nonneg­

ative real number c. If c is feasible, then c ~ c*, and otherwise c < c*. For the continuous

tree-shaped center problem, we can find out whether c > c*, or c = c*, or c < c* in linear

time in Case 2.

Lemma 5.3.2 Given a point x E A(T) and a nonnegative value c, if there exists an optimal

continuous tree-shaped center containing x, then we can find out whether c > c*, or c = c*,

or c < c* in linear time.

Proof We can identify whether c ~ c* or c < c*, after a linear-time feasibility test of c.

Suppose that c ~ c*.

For any vertex v E V (T) with w(v) . d( 5, v) = c, we update d( 5, v) = 00. By applying

Lemma 5.1.1 with the point x and the nonnegative value c, the facility K of shortest length

with x E A(K), and F(K U 5, V(T)) :::; c can be computed in linear time. If the length of

K thus computed is ~ L c , then c = c*, and otherwise c > c*. The reason is that now all

demand vertices v with w(v) . d(S, v) ~ c are served by the new facility K. Therefore, the

optimal service cost c* must be smaller than c if the length of K is shorter than the length

constraint L c , and c* ~ c otherwise. D

For each leaf vertex u of T, we compute Cu = w(u) . d( {p(u)} U 5, u). We observe that,

for any leaf vertex u,
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• if c* < cu , then u is a dominating leaf vertex. A part of the edge eu must lie in an

optimal facility. In this case, p(u) is contained in the new facility and u is served by

the new facility. Therefore, we can shrink the path 1f(0, p(u)) to one point, 0, and

update Lc correspondingly. Lemma 5.3.3 provides a linear-time process to prune such

dominating leaf vertices; and

• if c* > cu , the new facility lies outside the edge eu in an optimal solution. In this case, if

p(u) is contained in the new facility in an optimal solution, then u is a non-dominating

vertex and therefore can be discarded.

Given two dominating leaf vertices u and v, let T' be the tree after deleting u, eu , v, ev

from T, adding a new leaf vertex v' with w(v') = w(u) . w(v)j(w(u) + w(v)), and linking

v' to 0 with l(ev/) = l(eu) + l(ev). We have the following lemma, which is used to prune

dominating leaf vertices. But first we need to shorten an edge eu if u is a dominating leaf

vertex and d(S,u) < l(eu), i.e., we let L c = Lc-l(eu)+d(S,u) and l(eu) = d(S,u). Now, for

any dominating leaf vertex u, the optimal service cost is less than w(u) ·l(eu) and p(u) = o.

Lemma 5.3.3 The optimal service cost in T' is equal to the optimal service cost c* in T.

Proof First, in T, p(u) = p(v) = 0 and u, v are served by the optimal facility K* (not served

by some existing facility), since c* < min {w(u) . l (eu), w(v) . l (ev)}, d(S, u) 2 l( eu), and

d(S,v) :::: l(ev). Let d1,d2 be the distance from u,v to the optimal facility K* respectively.

Clearly, w(u) . d1 = w(v) . d2 = c*. The total length of the parts of K* on eu and ev in T is

equal to l(eu) + l(ev) - dl - d2 .

In T', it is not hard to see that v' is a dominating leaf vertex. Since (d 1 + d2 ) . w(u) .

w(v)j(w(u) + w(v)) = w(u)· d1 = w(v)· d2 , the length of the part of the new facility on the

edge evl is l(eu) + l(ev) - d1 - d2 with the same service cost c*, which is equal to the total

length of the parts of K* on eu and ev in T. Therefore, the optimal service cost in T' is

equal to c*. 0

The above discussion shows that we are able to prune dominating leaf vertices u (i.e.,

c* < cu) and non-dominating leaf vertices v (i.e., c* > cv, and p(v) is contained in the new

facility).

Next, we introduce two types of pairs of vertices with degree one or two, and show how

to prune non-dominating vertices among them.
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A pair of vertices (Vi, V2) is called a Type- I pair if the new facility lies outside subtree

Tu in an optimal solution where u is the least common ancestor of Vi and V2. We know

that, if the new facility lies outside subtree Tu in an optimal solution, then the topology

information of Tu is not important and, therefore, for each vertex in Tu , we only need to

keep its distance information to u (like a leaf vertex). In Section 5.1, we show that there

are at most two switch service costs between Vi and V2, and among k such Type-I pairs, at

least lk/3J non-dominating vertices can be identified after solving at most two feasibility

decision problems.

A pair of vertices (Vi, V2) is called a Type-II pair if the degrees of Vi and V2 are no

more than two, and Vi, V2 have an 'ancestor-descendant' relation, i.e., Vi is on the path

n(v2'0) or V2 is on n(vi,o). We claim that for each such pair (Vi,V2), there are at most

two switch service costs between Vi and V2, regardless of the location of the optimal facility.

Suppose that V2 lies on the path n(vi, 0). Note that the new facility contains 0. If the new

facility in an optimal solution contains V2, then V2 is a non-dominating vertex. Otherwise,

the new facility lies outside the path n(Vi, V2), in which case we already know there exist

at most two switch service costs. This implies that among k such Type-II pairs, at least

lk /3J non-dominating vertices can be identified after solving at most two feasibility decision

problems.

The algorithm for the weighted continuous tree-shaped center problem in T, is descried

in Algorithm l.

In the following, we first describe a simple algorithm to determine disjoint Type-II pairs

of vertices, and show that the output size depends on the number of leaf vertices in the

tree. We then discuss Lines 10 ~ 15 in Algorithm 1 to prune the dominating leaf vertices or

non-dominating vertices for the case when there are at least n/5 leaf vertices in T.

Generate Type-II pairs of vertices: We first remove all the vertices of T with degrees

greater than two, along with the edges incident on them. Each component of the remaining

forest is a sub-path of some path connecting a leaf vertex to the root 0. We arbitrarily

group the vertices of each component into disjoint pairs (leaving one vertex if the number

of vertices is odd).

Lemma 5.3.4 Let ni be the number of leaf vertices in T. Then the number of vertices not

in any selected pair cannot be more than 3ni.
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Algorithm 1 ContinuousTree-Center(T = (V(T), E(T)), 5, Le )

Input: an undirected tree network T with vertex set V(T) (IV(T)I = n) and edge set E(T),
a set 5 of existing facilities, and a nonnegative real number L e .

Output: the optimal service cost c*.
begin

1: repeat
2: Compute the centroid 0 of T. Apply the Tree Lemma on 0 and consider two cases:
3: if a subtree T' anchored to 0 contains an optimal facility then
4: prune non-dominating vertices in the subtree T \ T' and update T accordingly.
5: else
6: (In this case, 0 lies in an optimal facility.)
7: if the number of leaf vertices is no more than n/5 then
8: we obtain at least n/5 Type-II pairs of vertices (Lemma 5.3.4). Prune non­

dominating vertices among them and update T accordingly.
9: else

10: Compute Cu for each leaf vertex u. Let c be the value such that at least one third
of these values are::::: c, and such that at least two thirds of these values are::; c.

11: if c* < c then
12: prune dominating leaf vertices (Lemma 5.3.3).
13: else
14: Algorithm 2.
15: end if
16: end if
17: end if
18: until the size of T is no more than 270.
19: Solve the problem on T with a constant size.

end
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Proof There are at most nl vertices of degree more than two in T. Then there are at most

2nl disjoint paths after the removal of all the vertices of degree more than two. Note that

there is at most one vertex in each path that is not in any selected pair. Therefore, the

number of vertices not in any selected pair cannot be more than 3nl. 0

In the case when the number of leaf vertices is no more than n/5, we can obtain at least

n/5 (Type-II) pairs of vertices (Lemma 5.3.4). As we know, for each Type-II pair, there are

at most two switch service costs. Then the parametric-pruning method proposed in Section

5.1 is applied to prune non-dominating vertices in these Type-II pairs. In this way, at least

ll/3 x n/5J vertices can be discarded after solving the corresponding feasibility decision

problems (at most two).

We now consider the case when the number of leaf vertices in T is more than n/5. Let c

be the value described in Line 10 in Algorithm 1. According to Lemma 5.3.2, we have three

cases.

In the case when c = c*, output c and then terminate the procedure.

In the case when c* < c, for each leaf vertex u with Cu ::::: c, u is a dominating vertex

served by the new facility, and p(u) lies in the new facility. Hence, there are at least 1/3 x n/5

such dominating vertices. Lemma 5.3.3 provides the process to prune these dominating leaf

vertices.

In the case when c* > c, see Algorithm 2 described as follows.

Algorithm 2: pruning when nl is greater than n/5 and c* > c. For each leaf vertex

u with Cu ::::; c, the new facility in an optimal solution lies outside eu. Let X be the set of

such leaf vertices and let X' be the set of vertices that are parents of leaf vertices in X.

Clearly, IXI ::::: 2/3 x n/5 (the definition of c). For each v E V(T), we denote by n{(v) the

number of leaf vertices in X that are children of v, and by N{ (v) the number of leaf vertices

in X that are descendants of v. Obviously, N{(o) = IXI. Let T ' be the smallest subtree of

T that contains all the vertices in X' U {a}.

We next show how to find a set of vertices V' of T ' satisfying the following three condi­

tions .

• Condition 1: there is no pair of vertices in V' with 'ancestor-descendant' relationship.

• Condition 2: LVEVI Nz(v) ::::: 1/2 x N{(o) (Lemma 5.3.5).
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• Condition 3: for any subset V" of V', let U" be the set of vertices that are proper

ancestors of vertices in V". Then LVEunuvn nl(v) ::::: 1/2 x LVEVn N1(v) (Lemma

5.3.6).

To generate the above sets, we use a depth-first search on T'. We denote by U the current

vertex and define a term g(v) for each vertex in T'. Initially, g(0) = 0, U = 0, and V' = 0.

Let Vi,'" , Vk be the children of u. If g(u) + nl(u) ::::: N1(u) - nl(u), then insert the vertex u

into V' and update u to be the next vertex after visiting all vertices in Tu in a depth-first

order. Otherwise, for each i, 1::::: i ::::: k, we compute g(Vi) = Nl(Vi)' (g(u)+nl(u))/ Lj Nl(vj)

(Note that Lj N1(vj) = Nl(u) - nl(u)). Update u to be Vi. The process is repeated on a

new vertex u.

•

o

,. .
.....­

V8

•

nl(O) = O,Nl(o) = 21;

nl(vd = 2,Nl(vd = 7;

nl(v2) = 1, Nl(V2) = 9;
nl(v3) = 4, N1(V3) = 5;
nl(v4) = 1, N1(V4) = 1;
nl(vS) = 1, N1(vs) = 4;
nl(v6) = 2, N1(V6) = 2;
nl(v7) = 0, N1(V7) = 6;
nl(V9) = 3, N1(vg) = 3;

nl(vlO) = 3, N1(VlO) = 6.

Figure 5.3: An example for Algorithm 2.

For example, in Figure 5.3, the leaf vertices incident to dashed edges are in the set X,

and T' is the tree without dashed edges (i.e., the vertex set of T' is {o, Vi, V2, ... ,V12}).

The nl (-) and Nl (.) values of the non-leaf vertices are listed at the right side of Figure 5.3.

Initially, g(o) = O. Since g(o) + nl(o) < Nl(O) - nl(o), we distribute g(o) + nl(o) = 0 among

the children of 0, based on their N l (-) values, i.e., g(vd = g(V2) = g(V3) = O.

For the vertex Vi, since g(vd + nl(vi) = 2 < 5 = Nl(vd ~ nl(vd, we distribute g(vd +

nl(vd = 2 among the children of Vi, i.e., g(V4) = 2/5 and g(vs) = 8/5. Then the algorithm

visits V4. Since g(V4) + nl(v4) = 7/5 ::::: 0 = Nl(V4) - nl(v4), the algorithm outputs V4 and

jumps to vertex Vs.

The final output list of the algorithm on this example will be V' = {V4' Vg, V6, VlO, V3}.

The corresponding g(.) values are g(V4) = 2/5, g(vg) = 13/5, g(V6) = 1/4, g(VlO) = 3/4,

g(V3) =0.
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It is not hard to see that this procedure takes linear time. Let U' be the set of vertices

in T' that are proper ancestors of vertices in V'. We can see that the sets V' and U' satisfy

the three conditions described above.

Lemma 5.3.5 Let V' and U' be the two sets defined above. Then L:vEvl Nz(v) :::: 1/2 x

Nz(o).

Proof First, L:vEU1nZ(V) = L:vEVlg(V). In the above example, V' = {V4,v9,v6,VlO,V3},

U' = {0,Vl,V2,VS,V7}, L:vEVlg(v) = 4, and L:vEU1nZ(v) = 4. Second, for each vertex

v E V', g(v) < Nz (v). Since all the vertices in T ' are either in U' or descendants of vertices

in V', Nz(o) = L:vEVI Nz(v) + L:vEUI nz(v). Therefore, L:vEVI Nz(v) :::: 1/2 x Nz(o). 0

Lemma 5.3.6 Let V' be the set defined above. For any subset V" of V', let U" be the

set of vertices in T ' that are ancestors of vertices in V". Then L:vEU"UV" nz(v) :::: 1/2 x

L:vEV" Nz(v).

Proof Let VU" be the set of vertices that are children of vertices in U" but not in U". It

is not hard to see that V" ~ Vu" (Condition 1). From the computation of g(v), we know

that g(v) is contributed from the nz(-) values of the ancestors of v, and the nz(·) value of

a vertex is distributed among its children. Thus, L:vEU" nz(v) = L:vEvu" g(v) (with the

same reasoning, we obtain L:vEUI nz(v) = L:vEVI g(v) in Lemma 5.3.5), which implies that

L:vEU" nz(v) :::: L:vEV" g(v).

Note that when a vertex v is inserted in V', g(v) + nz(v) :::: Nz(v) - nz(v). Therefore,

vEU"UV" VEV"

> L max {nz(v), Nz(v) - nz(v)}
vEV"

> 1/2 x L Nz(v).
vEV"

o

In the remaining part of this section we will discuss the procedure of the algorithm after

we obtain the set V'.

For each v E V', we compute F({v} U 5, V(Tv )), which can be done in linear time

(Condition 1). Let c' be the weighted median of these values, where the weight of each
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value F({v} U S, V(Tv )) is Nl(v). According to Lemma 5.3.2, we have three cases. It is

trivial to deal with the case when c' = c*.

When c* < c', for any v E V' with F( {v} U S, V (Tv)) ~ c', v is contained in the new

facility in an optimal solution, and therefore, we can shrink the path 7f(v, 0) and discard all

leaf vertices in X that are adj acent to vertices on 7f (v, 0). These leaf vertices u in X can

be discarded, since p(u) is contained in the new facility in an optimal solution (i.e., u is a

non-dominating leaf vertex). The number of leaf vertices thus discarded is at least

1/2 L N[(v) (Condition 3)
vEV' :F({v }US,Tv )::C:c'

> 1/4 x L NI(V) (the definition of c')
vEV'

> 1/12 x n/5 (Condition 2).

In the case when c* > c', let VIII be the set of vertices v in V' with F({v} US, V(Tv)) :s: c'.

For any v EVil', v is not contained in the new facility in an optimal solution. For each

vertex v E VIII, we arbitrarily pair the vertices in V (Tv) \ {v} (leaving one vertex if there is

an odd number of vertices in V(Tv) \ {v}), and if ITvl = 2 then the two vertices in Tv have

the Type-II relation. Note that LVEV'/I N[(v) ~ 1/4 x IXI. For each v E V"', at most one

leaf vertex in Tv is not in any pair, and if there is one leaf vertex in Tv that is not in any

pair, then IV(Tv ) \ {v}1 ~ 3. Therefore, there are at least 1/12 x IXI ~ n/90 disjoint Type-I

pairs. Observe that each Type-I pair has at most two switch service costs. Therefore, the

algorithm described in Section 5.1 can be used to prune at least In/270J vertices in IXI.

From the above discussion, it takes linear time to prune at least a constant fraction of

vertices of the current tree at each iteration, linear in the size of the current tree. Therefore,

we establish Theorem 5.3.7.

Theorem 5.3.7 The conditional weighted continuous tree-shaped center problem with length

constraint in trees can be solved in linear time.

Adapting the algorithm for the discrete case is not difficult. For example, we can get

Lemma 5.3.8, which is similar to Lemma 5.3.2, in the discrete case.

Lemma 5.3.8 Given a vertex u E V(T) and a nonnegative value c, if there exists an

optimal discrete tree-shaped center containing u, then we can find out whether c > c*, or

c = c*, or c < c* in linear time.
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Proof The proof of this lemma is very similar to the proof of Lemma 5.1.1.

It is sufficient to show a procedure to construct a discrete tree-shaped facility K of

shortest length that contains u and F(K U S, V(T)) < c. Consider u as the root of T. For

each v E V, define dv = c/w(v). If d(S,v) :s: dv , reset dv = 00. For each rooted subtree Tv,

we define a term dTv ' whose initial value is 00.

Starting from the leaves of T, and proceeding recursively towards the root, we do the

following for each vertex v. If Tv contains some marked vertex (described below) then

dTv = O. Otherwise, let Vl, ... , Vk be the children of v (if v is a leaf vertex, then k = 0).

dTv = min {dv , dTu1 - I(eU1 ), •.• ,dTuk - I(eUk )}, and if I(ev ) 2': dTv then label the vertex v

as marked. All the marked vertices must lie in the facility K, if F(K U S, V(T)) < c.

The spanning tree of u and the marked vertices is the new facility K with shortest length

such that F(K US, V(T)) < c. The whole process takes linear time. 0

For a leaf vertex v with c* < Cv in Case 2, v is contained in an optimal facility in the

discrete case. It is easy to adapt all the other components of the algorithm for the discrete

case. Therefore, we have the following theorem.

Theorem 5.3.9 The conditional weighted discrete tree-shaped center problem with length

constraint in trees can be solved in linear time.

5.4 Summary

In this chapter, we propose optimal algorithms for the extensive facility location problems

in tree networks, where the new facility (center) is either path-shaped or tree-shaped. The

main technique is to 'prune' the non-dominating vertices and to 'shrink' the facility if some

path or subtree is known to be a part of an optimal facility. These results improve the

recent O(n log n) results of Tamir et al. [70].

For the case where the service cost Ji(x) of a client Vi is a nondecreasing piecewise linear

function of the service distance x to the facility with a fixed number of breakpoints (in the

'conditional' case Ji(x) has only one breakpoint), all the ideas presented in this chapter

can be extended to achieve an optimal algorithm for locating the facility in the new case.

Actually, our method works even when the piecewise linearity assumption is relaxed to

piecewise polynomiality (e.g. quadratic, or cubic) of fixed degree.



Chapter 6

Continuous tree p-edge-partition

problems

In this chapter we consider continuous tree edge-partition problems (CEPs, for short) on an

edge-weighted tree network T = (V(T), E(T), l). A continuous p-edge-partition of T is to

divide it into p subtrees by selecting p - 1 cut points along the edges of T. The objective is

to minimize (maximize) the maximum (minimum) length of the subtrees.

Recently, Lin et. al. [49] proposed O(n2 )-time algorithms for the two problems, which

improves the O(n2 log (min {p,n}» result of Halman and Tamir [37]. The proposed algo­

rithms of Lin et. al. [49] are based on efficiently solving a problem called the ratio search

problem. In this chapter we consider a more general version of the ratio search problem that

is defined as follows.

Definition 6.0.1 (Ratio search problem) Given a positive integer q, a real number t,

a non-increasing junction F : R ----> R, a set oj k non-negative real numbers ~ = {bi , i =
1, ... , k}, and each number bi in ~ is associated with a nonnegative integer number gi, 1 :s:
i:S: k, compute the largest real numberz in {bdai,i = 1,··· ,k I ai E [gi+1,gi+q],bi E~}

such that F(z) ::" t.

Lin et. al. [49] proposed an algorithm for the ratio search problem with uniform values

of gi = 0, i = 1,· .. ,k. We present an approach that solves the ratio search problem with

the same time complexity, for non-uniform values of gi, i = 1,··· ,k. Using our efficient

algorithm for the ratio search problem, we are able to solve the max-min CEP problem in

104
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O(n log 2n ) time, which is a substantial improvement of previous results. For the min-max

CEP problem, the proposed algorithm runs in time O(nhTlogn), where hT is the height of

the underlying tree. When hT = o(n/logn), our result for the min-max problem is better.

Organization of the chapter Related works are reviewed in Section 6.1. Sections 6.2

and 6.3 provide the main results of this chapter - algorithms to solve max-min and min-max

CEP problems on a weighted tree network. An algorithm for the ratio search problem is

presented in Section 6.4. Finally, Section 6.5 gives a brief conclusion.

6.1 Related works

In this section, related works are discussed, including spine tree decomposition [9] (Section

6.1.1) and linear-time feasibility tests for the max-min and min-max CEP problems [37]

(Sections 6.1.2 and 6.1.3).

6.1.1 Spine decomposition of T

We consider a rooted tree T whose root vertex rT is of degree one. We denote by p(v) the

parent of v in T. Let Tv be the subtree of T that is rooted at a vertex v and let C (v) denote

the set of all immediate children of v. In the following, we introduce a spine decomposition

of T [9] to control the depth of the recursion in our algorithm for the max-min problem.

Let Nl (v) be the number of leaves that are descendants of v in T.

A path 1r(rT, Vi) from the root rT to a leaf Vi of T is first identified such that for any

two consecutive vertices Vi and Vi+l on 1r(rT' Vi) (va = rT, p(Vi+l) = Vi, and Vm = Vi), the

following condition is satisfied: for any child U of Vi other than Vi+1, Nz(u) :::: Nz(vi+d.

That is, the path follows vertices from the root to a leaf such that the next vertex chosen is

always the child of the current vertex with the most number of leaf descendants. The path

1r(rT' Vi) is called a spine and rT is the root of this spine. We label the spine as the l't-level

spine.

The procedure is then applied recursively on each T~ where u is a child of vertex Vi and

T~ is composed of Tu and the edge UVi, i = 1,··· ,m -1. Note that Vi is the root of T~. We

label a spine that hangs from another lh-level spine, a (j + l)th-level spine. See Figure 6.1

for reference.

We have the following property about this spine decomposition of T.
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Figure 6.1: Spine tree decomposition. pt-Ievel spine: 1f(rr, V7); 2nd-level spines: 1f(VI, Vll),

1f(V2,V12), 1f(V3,V21), 1f(V3,V27), 1f(V4,V25), 1f(V4,V26), 1f(V5,V29), 1f(V6,V3I); 3rd-Ievel spines:
1f(VS,VI3), 1f(v9,vI5), 1f(VlO,V17), 1f(VlO,VlS), 1f(VI9,V22), 1f(V20,V23), 1f(V20,V24), 1f(V2S,V30);
4th-level spine: 1f(V14, VI6).

Lemma 6.1.1 [9} For any vertex v E V(T), the simple path 1f(rr,v) goes through at most

O(1og n) spines.

In other words, the maximum level of spines in a spine decomposition of T is O(log n),

denoted by T.

6.1.2 A linear-time feasibility test for the max-min CEP problem

Let 1;(1) be the length of the smallest subtree in an optimal solution to the max-min CEP

problem. For any positive real number I:::; I(T), define ZI(I) to be the largest number such

that there exists an ZI (l)-edge-partition in which the length of each subtree is at least I. A

length I is feasible in the max-min model if ZI(I) 2: p, and infeasible, otherwise.

Lemma 6.1.2 In the max-min model, 1;(1) :::; I(T)jp.

In [37], Halman and Tamir presented an O(n)-time algorithm for determining the feasibility

of a given length I, as mentioned in Lemma 6.1.3.

Lemma 6.1.3 [3'l} Whether a given positive length I is feasible in the max-min CEP model

can be determined in O(n) time.

Algorithm: computing ZI (l) [37]

We use a bottom-up approach, starting with the leaves of T rooted at rr. Recall that for

each vertex v, C(v) denotes the set of all immediate children of v and Tv denotes the subtree
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of T rooted at v. A vertex v is called a cluster vertex of a rooted tree, if all of its children

are leaves of this tree.

The algorithm to compute Zl (I) [37] is described as follows.

We start with the rooted tree T. Initially we set Zl(l) = O. In a generic iteration of the

algorithm we select a cluster vertex Vi of the (current) tree. Let {Vi(l)" .. ,Vi(t)} be the set

of children of Vi.

Step 1: Trimming a cluster. For each k = 1,··· ,t, define nk = ll(vivi(k))/IJ, and add

nk to Zl(l). Reduce the length of the edge ViVi(k) from l(vivi(k)) to ak = l(vivi(k)) - nk x I.

(This accounts for adding nk cut points on the edge, where the distance between adjacent

cut points is exactly I.) If l(ViVi(k)) = nk x I then delete the edge Vivi(k) from the current

tree. Define J-L = I:~=l ak· If Vi = rT delete all edges ViVi(k) from the current tree, and go to

Step 3. If all edges are deleted (i.e., J-L = 0) and Vi i- rT, repeat the process with a cluster

of the updated tree.

Step 2: Deleting a cluster. Delete all remaining edges ViVi(k), k = 1,·,· ,t, from the

current tree. If Vi = rT go to Step 3. If Vi i- rT and J-L 2" I, add 1 to Zl (I) (corresponding to

the vertex-cut on Vi and ViP(Vi)). Repeat the process with a cluster of the updated tree. If

Vi i- rT and J-L < I, increase the length of the edge ViP(Vi) from I (ViP(Vi)) to I (ViP(Vi)) + J-L,

and repeat the process with a cluster of the updated tree.

Step 3: Termination at the root rT. If J-L 2" I add 1 to Zl(l). Stop and return the

current value of Zl(l). If J-L < I remove the cut point which is the closest to rT amongst all

Zl(l) cut points that have been established. Stop and return the current value of Zl(l).

Clearly, the algorithm runs in linear time.

6.1.3 A linear-time feasibility test for the min-max CEP problem

Similarly, we define 1;(2) and Z2(l) for the min-max model as follows. Let 1;(2) be the largest

length of the subtrees in an optimal solution to the min-max CEP problem. For any positive

real number I :::; I(T), define Z2(1) to be the smallest number such that there exists an Z2(1)­

edge-partition in which the length of each subtree is at most I. A length I is feasible in the

min-max CEP model if Z2(1) 2" P, and infeasible otherwise.

Lemma 6.1.4 In the min-max model, 1;(2) 2" I(T)/p.
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The linear-time algorithm of Halman and Tamir [37] for determining the feasibility of a

given length l in the min-max model is presented as follows.

Lemma 6.1.5 (37] Whether a given positive length l is feasible in the min-max CEP model

can be determined in O(n) time.

Algorithm: computing Z2(l) [37]

The computation of Z2(l) is very similar to the computation of Zl(l). As before, a bottom­

up approach is used to compute Z2(l) [37], starting with the leaves of T, which is described

as follows.

Initially we set Z2(l) = 0. We select a cluster vertex Vi of the (current) tree and let

{Vi(l)' ... ,Vi(t)} be the set of children of Vi.

Step 1: Trimming a cluster. For each k = 1"" ,t, define nk = ll(vivi(k))jlJ, and add

nk to Z2(l). Reduce the length of the edge ViVi(k) from l(ViVi(k)) to ak = l(ViVi(k)) - nk x l. If

l(vivi(k)) = nk x l delete the edge ViVi(k), from the current tree. Define fL = L~=l ak. If all

child edges are deleted and Vi = rT, go to Step 3. If all child edges are deleted and Vi # rT,

repeat the process with a cluster of the updated tree.

Step 2: Deleting a cluster. If fL = I, delete all remaining edges ViVi(k), k = 1,'" ,t,

from the current tree. Add 1 to Z2(l) (corresponding to the vertex-cut on Vi and ViP(Vi))

and repeat the process with a cluster of the updated tree.

If fL < l, delete all remaining edges ViVi(k), k = 1,'" ,t, from the current tree. Increase

the length of the edge ViP(Vi) from l(ViP(Vi)) to l(ViP(V;)) + fL, and repeat starting with a

cluster of the updated tree.

If fL > I, find q, and the subset C' (Vi) of children of Vi, corresponding to the q smallest

non-zero elements in the multiset {ak Ik = 1, ... , t}, such that the sum of these q smallest

elements, denoted by fL', is :::; l, and the sum of the smallest nonzero q + 1 elements is > l.

For each vertex Vi(k) ~ C'(Vi), such that ak > 0, delete the edge ViVi(k), and add 1 to Z2(l).

For each vertex Vi(k) E C'(Vi), delete the edge ViVi(k)' Increase the length of the edge ViP(V;)

from l (ViP(Vi)) to l(ViP(Vi)) + fL', and repeat the process with a cluster of the updated tree.

Step 3: Termination at the root rT. If fL = 0, stop and return the current value of

Z2(l) .
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If 0 < IL s: I, add 1 to Z2(1). Stop and return the current value of Z2(1).

If JL > l, find q, and the subset C' (TT) of children of TT, corresponding to the q smallest

non-zero elements in the multiset {ak Ik = 1, ... , t}, such that the sum of these q smallest

elements, denoted by IL", is at most l, and the sum of the smallest nonzero q + 1 elements is

greater than I. Let t' = I{klak > 0; k = 1, ... , t}l. Add t' - q + 1 to Z2(1). Stop and return

the current value of Z2 (I).

The running time of the above algorithm is linear, since the time to process a vertex

is proportional to its number of children. (We can apply the linear-time median-finding

algorithm [16] successively to find the term C'(v;) defined above.)

6.2 The max-min continuous edge-partition problem

In this section, an O(n log 2n )-time algorithm for the max-min CEP problem is presented.

For each v E V(T) \ {rT}, let q(v) be the smallest positive integer s.t. l(vp(v))/q(v) is

feasible. In other words, q(v) = Il (vp(v)) / 1;(1)l. We first show that all q(v), v E V (T) \ {TT }

can be computed in O(n log n) time.

6.2.1 Computation of q(v), v E V(T) \ {TT}

Lemma 6.2.1 p s: LVEV(T)\{ry} q(v) s: (p + n - 1).

Proof In an optimal solution, there are at most q(v) + 1 cuts and at least q(v) - 1 cuts

on an edge vp(v) [49], which implies that (p - n - 1) s: LVEV(T)\{rT} q(v) s: (p + n - 1)

(since there are p - 1 cuts in an optimal solution). Moreover, since q(v) ~ l(vp(v))/l;,

LVEV(T)\{rY} q(v) ~ I(T)/I; =} LVEV(T)\{ry} q(v) ~ p (Lemma 6.1.2). 0

Let zi be the largest feasible real number in Zl = {l(vp(v))/ala E [l,p], v E V(T)\ {rT}}'

Lin et. al. [49] showed that q(v) = Il(vp(v))/zil

Lemma 6.2.2 !49} For each v E V(T) \ {rT}, q(v) = Il(vp(v))/zil

Therefore, it is sufficient to present an O(n log n )-time algorithm to compute zi-
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Compute zi It is not hard to obtain the following inequations.

l(vp(v)) p x l(vp(v))
q(v) = 1 1* 1 ::::: 1 l(T) 1,v E V \ {rT} (Lemma 6.1.2),

p(l)

'" p x l(vp(v))
p ~ ~ 1 l(T) 1< p + n - 1.

vEV\{rT}

By combining Equation 6-2 and Lemma 6.2.1, we have the following result.

'" (() ~ I P x I(vp(v)) 1) < _
~ q v I l(T) _ n 1,

vEV\{rr}

which implies that

p x l(vp(v))o~ q(v) -I I(T) 1~ n -l,v E V \ {rT} (Equation 6-1).

In other words, zi is the largest feasible real number in

I -- P x l(vp(v)) p x l(vp(v))
Zl = {1(vp(v))jalaE [I l(T) 1,1 l(T) 1+n-1],vEV\{rT}}.
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(6-1)

(6-2)

The algorithm for the ratio search problem presented in Section 6.4 can be used to compute

zi. By using the linear time feasibility test (Lemma 6.1.3) and the result in Theorem 6.4.2,

zi can be computed in O(nlogn). Therefore, we have the following lemma.

Lemma 6.2.3 All q(v),v E V(T) \ {rT}, can be computed in O(nlogn) time.

6.2.2 The main idea and overall approach

Our approach for the solution of the max-min tree edge-partition model is to apply the

algorithm described in Section 6.1.2 parametrically, using I as the single parameter, to

compute Zl (l;(1)) without specifying the value of l;(l) a priori. Note that for a fixed value

of the parameter, the algorithm is executed in O(n) steps. At each step we possibly trim

the lengths of some edges of the cluster by an integer multiple of the parameter l, and

perform some additions and comparisons with the updated lengths of the edges. Imagine

that we start the algorithm without specifying a value of the parameter l. The parameter

is restricted to some interval which is known to contain the optimal value 1;(1)" (Initially,

we may start with the interval [O,I(T)].) As we go along, at each step of the algorithm we

update and shrink the size of the interval, ensuring that it includes the optimal value 1;(1)'
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The approaches in [37, 49] are also based on Megiddo's general parametric approach

[52]. The main difference between our approach and the two previous approaches [37, 49]

is described as follows. In the approaches in [37, 49], one feasibility test is needed at each

vertex. But we plan to find the edge-partitions at all jth-level spines in an optimal solution

by solving O(log mj) feasibility tests where mj is the number of vertices in lh-level spines,

j = 1"" ,T. The details of this solution are presented in Section 6.2.3. Basically, we

show that the edge-partitions at lh-level spines in an optimal solution can be computed in

time O(nlogn+ m j log2mj ). Therefore, based upon Lemma 6.1.1, i.e., T = O(logn), the

max-min CEP can be solved in O(nlog 2n) time since 2::.1=1 mj = n.

Theorem 6.2.4 The max-min CEP problem can be solved in O(n log 2n ) time.

6.2.3 Computing edge-partitions at alllh-level spines, 1 :::; j :::; T

We assume that, for any k E (j, T], the number of cuts at edges in kth-level spines are known,

and that the remainder of each (j + 1)th-level spine is known. In Figure 6.2, an example

is demonstrated. The bold paths are 2nd-level spines and the dashed parts represent the

remainders contributed from 3rd-level spines. We note that the remainder from each 3rd_

level spine is a I-degree polynomial of l;(l) in the form of T) - ~ x l;(l) where T) is a positive

real number and ~ is a nonnegative integer number, and that each remainder is less than

l;(l) .

rT __-tV~1_--'= ~-----' -k-_-'='--_i'--_V7

Vg

~......
V21 '72 ~ "2 X 1;(1), ,

Figure 6.2: 2nd-level spines and remainders of 3rd-level spines.

We first merge the remainders that are attached to the same vertex. For example, in

Figure 6.2, two remainders T)1 - ~1 X l;(l) and T)2 - ~2 X l;(l) from 3rd-level spines are attached

to vertex V20, then we remove the two remainders and attach V20 with a new remainder
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2::;=1 'f)s - 2::;=1 "'s X1;(1)· We note that now it is possible to have new remainders that are

::::: 1;(1)"
Let>. be the number of lh-level spines and mj be the total number of vertices on these

jth-level spines. For each jth-level spine, i.e., <I> : {vo, ... ,vt} (Vt is the root of <I» in Figure

6.3, we create a balanced binary tree structure over it. Before we present the balanced binary

tree structure over each lh-level spine <I> , more notations and definitions are introduced as

follows.

Tq,

a (j - l)th-level spine

Vo

\,
I

, ,
xi"

Vt

Figure 6.3: A balanced binary tree structure over a lh-level spine <I>.

The edge connecting Vi-1 and Vi is denoted by ei, i = 1, ... ,t. We define the remainder

Xi of each edge ei on <I> to be l(ei) - (q(vi-d - 1) x 1;(1)' i = 1,,·· ,t. Note that Vi is the

parent of Vi-1 in T and q(Vi-1) = ll(ei)/I;(1)l. Therefore, 0 < Xi :::; 1;(1). We continue with

the hypothesis that 0 < Xi < 1;(1). For each i, 1 :::; i < t, we denote by Yi the remainder

attached to vertex Vi (after merging remainders of (j + l)th-level spines). All Xi'S and yi's

are in the form of 'f) - '" x 1;(1) where 'f) is a positive real number and", is a nonnegative

integer number. Let Xi = 'f)i - "'i X 1;(1) and Yk = 'f)~ - "'~ x 1;(1) where i = 1,,·, ,t and

k = 1",· ,t - 1 (Yt is undefined).

Figure 6.3 demonstrates a balanced binary tree structure over a spine <I>, denoted by Tq"

where the vertices on <I> are leaves of Tq,. We denote by Tu the subtree of Tq, rooted at a

leaf or an internal node u of Tq,. Let V(Tu ) be the set of leaf vertices in Tu . For example, in

Figure 6.3, V(TV2 ) = {V2} and V(TU2 ) = {V3,V4}. The term Iu is defined to be the smallest

index of vertices contained in the subtree Tu of Tq" i.e., Iu ! = IU3 = 1 and IU2 = 3 in Figure

6.3.
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Preprocessing step
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In this step, we compute three sets of I-degree polynomials with unknown Z;(l)' i.e., Zr, Z;, Z~,

and sort elements in these sets respectively. The three sets are described below.

For each vertex Vi in V(Tu ), let z(u,i) = I:~=Iu Xk+ I:~~ju Yk and z'(u,i) = I:~=Iu Xk+

I:~=Iu Yk· For example, in Figure 6.3, z(u2,4) = X3 + Y3 + X4, Z'(U2, 4) = X3 + Y3 + X4 +

Y4, Z(V4' 4) = X4, and z'(v4,4) = X4 + Y4. Clearly, there are O(mj logmj) such values in

lh-level spines since each vertex belongs to O(1ogmj) rooted subtrees. All these z(',·) and

z'(',·) values are in the form of rJ - '" x 1;(1) where rJ is a positive real number and", is a

nonnegative integer number. Also, we have the following property about these values.

Lemma 6.2.5 For each vertex Vi in V(Tu ), z(u,i) < n x 1;(1) and z'(u,i) < n x 1;(1)'

Proof The reason is that z(u, i) (resp. z' (u, i)) is the sum of at most n remainders and

each remainder is less than 1;(1) by hypothesis. D

Let A be the set of constant parts of all these z(',·) I-degree polynomials. As we

know, each rJi in A is associated with a nonnegative integer "'i. According to Lemma 6.2.5,

"'i X 1;(1) < rJi < ("'i + n) x 1;(1) for each rJi E A. For each rJ E A, let q(rJ) be the smallest

positive integer s.t. rJ/q(rJ) is feasible. In other words, q(rJ) = IrJ/1;(1)l

Let z2 be the largest feasible real number in Z2 = {TJd IiITJi E A, Ii E ["'i + 1, "'i + n]}.

We obtain that q(rJ) = IrJ/z2l, for each rJ E A [49]. According to Theorem 6.4.2 and

Lemma 6.1.3, z2 can be computed in O(nlogn) since IAI = O(mjlogmj). Therefore, all

q(rJ) (rJ E A) can be computed in O(n log n) time.

Definition of Zr and Z;: For each vertex Vi in V(Tu ), we let zr(u, i) be the remainder

of z(u,i) and let z;(u,i) be Yi + zr(u,i), i.e., if z(u,i) = rJ - '" x 1;(1) then zr(u,i) =
z(u, i) - (q(rJ) - '" -1) x 1;(1)' Clearly, 0 < zr(u, i) ::; 1;(1)' We continue with the hypothesis

that 0 < zr(u, i) < /;(1)' We define Zr (resp. Z;) to be the set of these zrC .) (resp. z;C·))

I-degree polynomials with unknown 1;(1)'

Definitions of Z~: Let Vi be a vertex lying in a lh-level spine 1> : {vo,'" ,vt}. In the

balanced binary tree structure T<f>, there are O(1og mj) subtrees containing all the vertices

in path 7f(Vi+l,Vt-1), say Tul"" ,TUh (where lUI = i + 1 < IU2 < ... < IUh < t). For each

subtree Tus,l::; s::; h, let zl/(us,i) = I:~~i~ll(Xk+Yk) (see Figure 6.4). Clearly, these
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Figure 6.4: Zll (u" k), 1 s: s s: h.
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Zll(.,.) values are I-degree polynomials with unknown I;. Let z~(us,i) be the remainder

of Zll(us, i). Similar to the computation of zr(-, '), all these z~(-,·) I-degree polynomials

can be computed in O(nlogn) time. We define Z~ to be the set of these z~(·,·) I-degree

polynomials.

Sort elements in the sets Zr, Z;, Z~: Obviously, each of Zr, Z;, and Z~ is of size

O(mjlogmj). A comparison between two I-degree polynomials with unknown 1;(1) can

be resolved by solving one feasibility test. Under Valiant's comparison model [72], all the

zr(',') (resp. z;(-, '), z~(" .)) can be sorted in O(nlog 2mj) time by applying Megiddo's

parametric-searching technique [53].

Actually, this sorting step can be speeded up by applying the result of Cole [25]. In this

way, the sorting can be done in time O(nlogmj +mj log2mj ).

Finally, we have the following lemma.

Lemma 6.2.6 The computation and sorting of elements of Zr, z;, Z~, that is, the pre­

processing step for computing edge-partitions at all lh-level spines, can be done in time

O(nlogn + mj log2mj ), 1 s: j s: T.

Algorithm

Our algorithm to compute the edge-partitions at lh-Ievel spines in an optimal solution

consists of two steps.

The first step is to locate vertex-cuts on alllh-level spines in an optimal solution. The

second step is to compute the remainder of each jth-level spine.
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First step: computing vertex-cuts We explore a property (see Lemma 6.2.7) between

two consecutive vertex-cuts in an optimal solution. Based upon this property, given a

vertex-cut on a lh-level spine, we are able to locate the next vertex-cut efficiently, if it

exists.

<> :o---~V;-~"';L~-~:k~;--~~~V'
I

Yi-l Yi YI Yk Yk+l I
I

Figure 6.5: Lemma 6.2.7 shows a property of the next vertex-cut on vertex Vk and edge
ek+1 after a vertex-cut on vertex Vi-1 and edge ei'

Lemma 6.2.7 Refer to Figure 6.5. Assume that there is a vertex-cut on vertex Vi-1 and

edge ei in an optimal solution. If the next vertex-cut is on vertex Vk and edge ekH (i S; k S;

t - 1), then

12:~=i ~xs + YS)l = 12:~~~ (xs*+ Ys) + Xh l , where i S; l < k,
lp(l) lp(l)

and

12::=i ~xs + Ys) l > 12:::i
1

(xs*+ Ys) + Xk l
lp(l) lp(l)

Proof In the algorithm to compute Zl(l) described in Section 6.1.2, we know that a vertex­

cut happens when the sum of remainders of child edges is ~ l. Obviously, it is true for

l = l;(l)'

Therefore, the next vertex-cut after the vertex-cut on Vi-1 and ei will be on vertex Vk

and edge vk+ 1 (i S; k S; t - 1) if the condition

12::=i (l~es) + YS)l > 12:::i1 (l(es)*+ Ys) + l(ek)l

lp(l) lp(l)

is satisfied the first time, which is equivalent to the two conditions described in this lemma.

o

Lemma 6.2.7 says that we can find all vertex-cuts on a lh-level spine <I> one by one,

starting from Va (we can assume that there is a vertex-cut on Va and e1 since Va is a leaf
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vertex in T). However, this straightforward approach is inefficient and its running time is

O(mjn) (in the worst case, we need to solve O(mj) feasibility tests).

In order to improve the running time of computing vertex-cuts on alllh-level spines, we

propose a parallel approach that is described as follows. We first describe an algorithm to

compute the next vertex-cut for a vertex Vi in a lh-level spine <1> : {vo, ... ,vt} (0 ::::: i < t -1)

with the assumption that there is a vertex-cut on Vi and ei+l, and then present our parallel

approach to compute the next vertex-cuts for all vertices in lh-level spines.

Computing the next vertex-cut for a vertex Vi: refer to Figure 6.4. There are

o(log mj) subtrees of Tep containing all the vertices in path 7r(Vi+l, Vt-l), i.e., Tul' ... , TUh

(lUI = i + 1 < IU2 < ... < IUh < t). For each subtree Tus ' 1 ::::: s ::::: h, we locate the first

vertex Vk E V(TuJ s.t. the following condition is satisfied.

Cl: 1I:~=i+l*(Xa+Ya)l> 1I:~:;+dX:+Ya)+Xkl
lp(l) lp(l)

Note that we might not be able to find such a vertex in some subtrees. If such a vertex

does not exist for any subtree Tus ' 1 ::::: s ::::: h, then the next vertex-cut does not exist after

Vi on spine <1>. Otherwise, let TUS1 be the first subtree in which such a type of vertex, say

Vii, does exist. It is not difficult to see that the next vertex-cut after Vi will be on vertex

Vii and edge eil+1·

We next show an approach to locate the first vertex Vk E V(Tus ) (1 ::::: s ::::: h) s.t. Cl is

satisfied.

We depict important information of vertices in V(Tus )' 1 ::::: s ::::: h, using a two-dimensional

diagram (see Figure 6.6). For each Vk E V(Tus )' the horizontal coordinate of Vk in the two­

dimensional diagram corresponds to Zr (us, k) and the vertical coordinate of Vk corresponds

to z;(us, k). Note that these zr(us,·) and z;(us,·) values are I-degree polynomials and are

already sorted in the preprocessing step. We denote by I the region in the two-dimensional

diagram that contains all points whose horizontal coordinates are in [0,1;(1) - z~(us,i)]

and whose vertical coordinates are in (l;(1) - z~(us,i),()()). We denote by II the region in

the two-dimensional diagram that contains all points whose horizontal coordinates are in

(l;(1) - z~(us,i),()()) and whose vertical coordinates are in (21;(1) - z~(us,i),()()).

Lemma 6.2.8 Suppose that there is no vertex-cut in 7r(Vi+l, VIs-d. Then, there is a vertex­

cut in 7r(V Is' V 1
8
+1 -1) if and only if I UII contains at least one point. Also, if points exist in
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Z~(Us, k)

•

•
•

II

•

I
•

I
I
1---------

,
,
,
,. ,,

Z;-z:(us>i) ---------:.,
,
,
,'.I

,---------'-'----~3 zr(us, k)
a Z;-z:(u."i)

Figure 6.6: Check if there is a vertex-cut in Tus and locate it if exists.

I UTI, let il be the smallest index among them, then the first vertex-cut in 7f(vI." VIs+l~d

is on vertex Vi1 and edge ei1+1.

Proof We know that a vertex-cut happens after Vi if Cl is satisfied for some vertex Vk, i <
k < t. By assumption, there is no vertex-cut in 7f(Vi+1, VIs-1). That is,

r L:~=i+1 (xa + Ya)l = rL:~:~+1 (xa + Ya) + Xb
l

h .+ 1 < b < I
1* Z*' w ere ~ - s'
p(l) p(l)

Therefore, there is a vertex-cut in 7f(VIs' VI
S
+l-1) if and only if Cl is satisfied for some vertex

Vk E V(Tus )'

Note that zr(us, k) is the remainder of z(us, k) = L:~=Is Xa + L:~:~s Ya and z~(us, i) is

the remainder of z"(us, i) = L:~~~1 (xa + Ya). Assume that z(us, k) = zr(us, k) + K X Z;(l)

and z"(us, i) = z~(us, i) + K" X Z;(l) where K and K" are non-negative integers.

Since L:~:i+1 (xa + Ya) +Xk = z"(Us> i) + z(Us, k) = z~(Us, i) + zr(Us> k) + (K+ K") X Z;(l)'

r L:~:i+1(Xa+Ya)+Xkl_ rz~(us,i)+zr(us,k)l "
Z* - Z* + K + K ,
p(l) p(l)

and

rL:~=i+1*(Xa+ Ya)l
Zp(l)
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It is known that 0 < zr(us, k) < Z;(l) and 0 < z~(us, i) < Z;(l)" If zr(us, k) :<::::

Z;(l) - z~(us, i) then I(Z~(Us, i) + zr(us, k))jZ;(l)l = 1. To satisfy Gl, we need I(Z~(Us, i) +
z~(Us, k)) j Z;(1) l > 1, i.e., z~ (us, k) > Z;(l) - z~ (us, i). Hence, all points in the region I satisfy

Gl. Similarly, all points in the region II also satisfy Gl. 0

Using a priority search tree structure [51] to maintain the two-dimensional diagram

for subtree Tus ' we can check if there exists a vertex-cut and locate it if exists after

O(IV(TuJI) ~ O(logmj) comparisons between I-degree polynomials with unknown Z;(l)"

Note that one feasibility test needs to be solved for each comparison.

A priority search tree over II = V(TuJ is created as follows (Algorithm 2).

Algorithm 2 Create-PrioritySearchTree(II)

Input: a set II of points that are depicted in the two-dimensional diagram described above.
Output: the root of a priority search tree data structure over II.
begin

1: If II is empty, terminate the process and return "NULL".
2: The point u in II with the largest vertical coordinate becomes the root.
3: Let II = II \ {u} and if II is empty, then terminate the process and return the pointer

to u.
4: Let xm(II) be a value such that half of points in II have horizontal coordinates lower

that xm(II), and half have higher.
5: Recursively create a priority search tree on the lower half of II and let its root be the

left child of u.
6: Recursively create a priority search tree on the upper half of II and let its root be the

left child of u.

end

Note that the vertical and horizontal coordinates of points in II are I-degree polynomials

and are already sorted in the preprocessing step. Hence, we are able to create the priority

search tree in O(IIIllog IIII) time [51].

Computing the next vertex-cuts for vertices in lh-Ievel spines Since it is

inefficient to locate vertex-cuts one by one, in order to speed up the computation, we can

compute them in a parallel way. For each vertex v in a lh-Ievel spine, we need to locate

candidates for its next vertex-cut among o(log mj) subtrees. As shown above, a candidate

in a subtree (for v) can be computed in o (log mj) steps where each step is a comparison

between two I-degree polynomials with unknown Z;(l)"
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Therefore, the computation of all possible vertex-cuts can be done in o(log mj) parallel

steps by using O(mj log mj) processors (there are o (log mj) processors associated with each

vertex), where each step is a comparison between two I-degree polynomials with unknown

l;(l)' By applying Cole's idea [25], the computation can be done in time O(n log mj +
mj log 2mj ).

Second step: computing remainders of spines After locating vertex-cuts on all /h_
level spines in an optimal solution (the first step), we are able to compute the remainder of

each lh-level spine efficiently. For a lh-level spine <I> : {vo,'" ,vt}, assume that the last

vertex-cut is on vertex Vk and edge ek+ 1, 0 ::::: k ::::: t - 1 (k = 0 means that there is no vertex­

cut on <I». Then the remainder of spine <I> is the remainder of L~=k+l Xi + L~:k+l Yi. It is

trivial that the I-degree polynomial L~=k+l Xi + L;:k+1 Yi is less than n x l;(l)' We need

to compute the remainders of A I-degree polynomials (A is the number of lh-level spines).

Similar to the computation of zr(',') (in the preprocessing step), all these remainders can

be computed in O(n log n) time.

From the above discussion, the total effort (including the effort for the preprocessing

step) to compute the edge-partitions in /h-level spines in an optimal solution is O(n log n +
mj log 2mj ). It completes the proof of Theorem 6.2.4.

6.3 The min-max continuous edge-partition problem

Unfortunately, we cannot use the same approach to solve the min-max CEP problem as the

one for the max-min CEP problem (described in the previous section). The main difficulty

is caused by vertex-cuts in the min-max model.

Recall that in Step 2 of the feasibility test of a given positive value l for the max-min

model, a vertex-cut on Vi and ViP(Vi) is added if J..1 :::: l where J..1 is the sum of remainders

of edges ViVi(k) , 1 ::::: k ::::: t (Vi(k) is a child of Vi, see Figure 6.7(a)(b)). However, in Step

2 of the feasibility test of l for the min-max model, if J..1 > l, we need to find the largest

q(I ::::: q ::::: t) such that the sum of the q smallest remainders of edges ViVi(k)' 1 ::::: k ::::: t,

is ::::: l. Assume that the remainder of edge ViVi(k) is no more than the remainder of edge

ViVi(k+l) , 1 ::::: k ::::: t - 1. A vertex-cut on Vi and Vivi(k) is added, q + 1 ::::: k ::::: t, and the edge

ViP(Vi) is extended by the sum of remainders of edges ViVi(k) , 1 ::::: k ::::: q (see Figure 6.7(c)).
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Vi

(a)

P(Vi)

Vi(l) Vi(2)

(b)

P(Vi)

Vi(q+1)

(C)

Figure 6.7: Vertex-cuts in the max-min and min-max models. (a) current vertex Vi and its
children vi(I), ... , vi(t) (assume that the sum of remainders of edges ViVi(k) , 1 ::::: k ::::: t, is

2': I); (b) a vertex-cut on vertex Vi and edge ViP(Vi) in the max-min model; (c) vertex-cuts at
vertex Vi and edge ViVi(k) , q + 1 ::::: k ::::: t, in the max-min model, and the dashed part is the

extension of edge ViP(Vi) that is equal to the sum of remainders of edges ViVi(k) , 1::::: k ::::: q.

Therefore, in the max-min model, we are able to locate next vertex-cuts for all vertices

on a spine in a parallel way, but, we cannot do it in a parallel way for the min-max model

since the length of edge vp(v) is changed even if we have vertex-cuts on vertex V and edges

incident to it.

Main idea Our approach for the min-max problem is also to apply the algorithm described

in Section 6.1.3 parametrically, using I as the single parameter, to compute Z2(l;(2)) without

specifying the value of 1;(2) a priori.

From the feasibility test for the min-max problem in Section 6.1.3, we can see that

all current cluster vertices can be handled in a parallel way. In Section 6.3.1, we present

an algorithm to compute the edge-partitions at all current cluster vertices in an optimal

solution by solving logarithmic feasibility tests.

More notations are introduced as follows. For each v E V(T) \ {rT}, let q'(v) be the

smallest positive integer s.t. l(vp(v))jq'(v) is feasible in the min-max model. In other

words, q' (v) = Il (vp(v)) j 1;(2) l Similar to the computation of q(v), v E V (T) \ {rT }, we can

compute all q'(v),v E V(T) \ {rT}, in O(n log n) time.

6.3.1 Computing edge-partitions at all current cluster vertices

Let UI, ... , Uk be current cluster vertices. Let Vi(I), ... , Vi(n;l be the children of Ui, i

1 ... , k. Assume that the remainder of each edge UiVi(j) , 1 ::::: i ::::: k,l ::::: j ::::: ni, is known,

denoted by Xi(j) , which is a I-degree polynomial of unknown 1;(2)'
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The algorithm consists of four steps as follows.

The first step is to compare L7'=lXi(j),i = 1, ... ,k, with 1;(2)' which can be done by

solving O(log k) feasibility tests. Assume that L T.J:=l xi(j) ::::: 1;(2),1 < < k' (::::; k). Let

",ni k'· < kYi = 6j=1 xi(j)' < t _ .

The second step is to sort the elements in the set {Xi(j) : 1 ::::; i ::::; k', 1 ::::; j ::::; nd.

Similar to the sorting of elements in the sets Zr. Z;, Z~ (defined in Section 6.2.3), this step

can be done in time O(nlogL~~lni)' Without loss of any generality, we assume that

Xi(l) ::::; Xi(2) ::::; ... ::::; Xi(ni)' 1 ::::; i ::::; k'.

The third step is to compare L3~1 Xi(j), i = 1, ... , k', 1 ::::; qi ::::; ni, with 1;(2)' which

can be done by solving O(log L~~l ni) feasibility tests. Then, for each i,1 ::::; i ::::; k', in

O(n;) time, we can find the largest qi(1 ::::; qi ::::; ni) such that the sum of the qi smallest

remainders of edges Uivi(j), 1 ::::; j ::::; ni, is ::::; 1;(2)" In other words, there are vertex-cuts

on vertex Ui and edges UiVi(j) , qi + 1 ::::; j ::::; ni, i = 1, ... , k' in an optimal solution. Let

Yi = L3~1 Xi(j) , 1::::; i ::::; k'.

The last step is to compute the remainder of new edge UiP(Ui) since UiP(Ui) is extended

by Yi, 1 ::::; i ::::; k. In this step, we only need to compare Yi + l(uip(ui)) - (q'(Ui) - 1) x 1;(2)

with 1;(2),i = 1, ... ,k. Obviously, it can be done by solving O(logk) feasibility tests. For

each i, 1 ::::; i ::::; k, if Yi + I(Uip(Ui)) - (q' (Ui) ~ 1) x 1;(2) > 1;(2) then the remainder of new edge

UiP(Ui) is Yi + l(uip(ui)) - q'(Ui) x 1;(2)' and Yi + l(uip(ui)) - (q'(Ui) - 1) x 1;(2)' otherwise.

Time analysis Clearly, the time complexity to compute the edge-partitions at all

current cluster vertices in an optimal solution is O(nlogL~=l ni) = O(nlogL~=l 6T(Ui)) ~

o (n log n) (recall that 6T (Ui) is the degree of vertex Ui in T).

We denote by hT the height of the underlying tree T. Then, the algorithm described

above runs hT times. The total time cost is therefore O(nhT logn) (or O(n LVEV(T) 6T(V))),

Theorem 6.3.1 The continuous min-max tree edge-partitioning problem can be solved in

O(nhT logn) (or O(n LVEV(T) OT(V))) time, where hT is the height of the underlying tree

network and 6T(V) is the degree of vertex v.

6.4 An algorithm for the ratio search problem

In the ratio search problem, we are given a positive integer q, a set of k non-negative real

numbers D. = {bi , i = 1, ... , k}, a non-increasing function :F : R ----+ R, and a real number
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t. Each number bi in ,6, is associated with a nonnegative integer number 9i, 1 ~ i ~ k.

The problem is to find the largest real number, denoted b z*, in {bdai,i = 1"" ,k I ai E

[gi + 1,gi + q],bi E ,6,} such that F(z*) 2' t. Let a*,b* be numbers s.t. b* E ,6" a* is

an integer number in [g* + 1,g* + q] (g* is the value associated with b*), and z* = b* la*.

Without loss of any generality, we assume that F(O) 2' t.

Lin et. al. [49] proposed an algorithm for the ratio search problem with the uniform

value of gi = 0, i = 1" .. , k, which runs in time O(k + tF x (log k + log q)), where tF is the

time required to evaluate the function value F(z) for any real number z. In this section, we

present an approach that solves the ratio search problem with the same time complexity,

for non-uniform values of gi, i = 1, ... , k.

Notation ,6,': Let,6,' be the subset of,6, s.t. F(bi/(gi + q)) 2' t for any bi E ,6,'.

Clearly, b* E ,6,' since F(·) is a non-increasing function. If ,6,' is empty then z* does not

exist, and if ,6,' contains only one element then b* is determined. In the latter case, we can

compute z* by a binary search of the corresponding a* in [g* + 1, g* + q], which takes time

O(tF x logq). We assume that ,6,' contains at least two elements in the following.

For each bi E ,6,', we denote by a(bi ) the smallest integer number in [gi + 1, gi + q] with

F(bla(bi)) 2' t.

Notations ,6,~, ,6,~: Let,6,~ = {bila(bi) > gi + 1, bi E ,6,'} and let ,6,~ = ,6,' \ ,6,~.

Obviously, F(bd(gi + 1)) 2' t for any bi E ,6,~, but, F(bd(gi + 1)) < t for any bi E ,6,~.

We can identify the elements in ,6,~ and ,6,~ by sorting the elements in ,6,' and evaluating

values of F(·) for O(log 1,6,'1) elements in ,6,'.

Notation z~: Let z~ = maxbiEb.; bd(gi + 1).

It is trivial to see that z* 2' z~ since F(z:i) 2 t. In the following, we assume that z* > z:i.

The case when z* > z:i In this case, b* must be in ,6,~. We define kb(z) = LblzJ for each

b E ,6,~ where z is a parameter in (0,00). Let f(z) = LbEb.' kb(z). We observe that f(z) is
1

a step function with jumps, including the jump point at z*.

Notations a', z':

z' = (LbEb.~ b)la'.

Let a' be the smallest integer number s.t. F((LbEb.' b)la') 2' t. Let
1
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Proof Since F(bj /(gJ+1)) < t for any bj E.6.~ and F((L:b;El>~ bi)/a') 2': t, (L:b;El>~ bi)/a' <
bj/(gj + 1) for any bj E .6.~ (because F(·) is a non-increasing function). For any bj E .6.~,

(L bi ) x (gj + 1) < bj x a'.
b; El>~

Then,

(L bi ) x ( L gi + 1.6.~I) < ( L bj ) x a',
b;El>~ biEl>~ bjEl>~

which implies that a' > L:biEl>~ gi + 1.6.~I·

Let b' = maxbiEl>~ bi/(gi + q). Therefore,

b' x ( L gi + q x 1.6.~ I) 2': L bi.
~El>~ ~El>~

Since F(b') 2': t and F(·) is a non-increasing function, F((L:bEl>~ b)/(L:b;El>~ gi + q x

1.6.~I)) 2': t. Hence, a' :s: L:biEl>~ gi + q x 1.6.~1 because a' is the smallest integer number

s.t. F((L:bEl>' b)/a') 2': t. 0
1

Since there are at most (q -1) x 1.6.~1 candidate integer values for a' (Lemma 6.4.1), we

are able to compute a' in time O(k + t:;: x (log q + log k)) (note that 1.6.~ I :s: k).

For any b E .6.~, we can see that b/a(b) < (L:biEl>~ bi)/(a' -1) since F((L:biEl>~ bi)/(a'­

1)) < t and F(b/a(b)) 2': t. (Recall that a(b) is the smallest integer number in [g + 1,g + q]

with F(b/a(b)) 2': t where 9 is the value associated with b.)

Similarly, for any b E .6.~, z' < b/(a(b) -1) since F(z') 2': t and F(b/(a(b) -1)) < t (note

that a(b) > 1).

For any b E .6.~,

b/a(b) < ( L bi)/(a' - 1)
b; El>~

=} a(b) > b(a' - 1)/ L bi
b;El>~

=} a(b) > (b/z') - 1 (since z' = (L b)/a');
bEl>~

and

z' < b/(a(b) - 1)

=} a(b)«b/z')+1.
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Therefore, (biz') - 1 < a(b) < (biz') + 1 for any b E .6.~. We note that a(b) is an integer

and that there are at most two integers between (biz') - 1 and (biz') + 1 (not including

(biz') - 1, (biz') + 1), denoted by a~ and a~. It is not difficult to see that z* is in the set

{bla~, bla~lb E .6.D if z* > z2'

The finding can be made by using the prune-and-search technique. First, we compute

the median x of the numbers in {bla~, bla~lb E .6.D by the linear-time select algorithm in

[16]. If F(x) 2:: t we prune away all numbers smaller than x in this set; otherwise, we prune

away all numbers larger than x. The process is repeated on the remaining numbers. Note

that the size of this set is no more than 21.6.~ I ::; 2k. Therefore, the above finding of the

largest real number z3 in {bla~,bla~lbE.6.D such that F(z3) 2:: t requires O(k+tF x logk)

time.

Based upon the above discussion, an algorithm for the ratio search problem is presented

as follows (Algorithm 3).

Algorithm 3 Ratio-Search(q, F, t,.6.)
Input: an integer q > 0, a non-increasing function F, a real number t, a set .6. of k non­
negative real numbers, and each real number bi in .6. is associated with a nonnegative integer

gi, i = 1"" , k.
Output: the largest real number z in {bi/ailai E [gi + 1,gi +q], bi E.6.} such that F(z) 2: t.
begin

1: b" f- the largest number in {bd(gi + q)lbi E .6.} s.t. F(b") 2:: t.
2: .6.' f- the subset of .6. that contains all the numbers bi E .6. with bi/(gi + q) ::; b".
3: z2 f- the largest real number in {bi/(gi + l)lbi E .6.'} U {O} s.t. F(z2) 2:: t.
4: .6.~ f- the subset of .6.' that contains all the numbers bi E .6.' with bi/ (gi + 1) > z2'
5: a' f- the smallest integer number s. t. F( (I:bE6.~ b)Ia') 2:: t.
6: z' f- (I:bE6.' b) Ia'.

I

7: a~, a~ f- the two integers between (biz') - 1 and (biz') + 1, for each b E .6.~.

8: z3 f- the largest real number in {blat, bla~lb E .6.D such that F(z3) 2:: t.
9: return max{z2,z3}.

end

The time complexity of Algorithm 3 is analyzed as follows. Both Line 1 and Line 3 can

be done in time O(k + tF x log k) by the prune-and-search technique described above for

completing Line 8. It is easy to see that the steps in Line 2, Line 4, Line 6, and Line 7 can be

done in O(k) time. It is known that Line 5 can be completed in time O(k+tFX (logq+log k)).

Therefore, the ratio search problem can be solved in time O(k + tF x (log q + log k)).
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Theorem 6.4.2 The ratio search problem can be solved in time O(k + t;: x (log q + log k)).

6.5 Summary

In this chapter we study continuous tree p-edge-partition problems on a tree network. Ba­

sically, a continuous p-edge-partition of a tree T is to divide T into p subtrees by selecting

p - 1 cut points along the edges of the underlying tree. The objective is to minimize (max­

imize) the maximum (minimum) length of the subtrees. We propose an O(nlog 2n)-time

algorithm for the max-min problem and an O(nhT log n )-time algorithm for the min-max

problem where hT is the height of the underlying tree network.

Similar to the approaches developed in [37, 49], our approaches are also based on the

general parametric approach of Megiddo [52]. The main difference between our approach

and the two previous ones [37, 49] is that: In their approaches, one feasibility test is needed

at each vertex; However, in our approach for the max-min problem, we build a spine tree

decomposition structure [9] over the underlying tree and locate edge-partitions at all spines

at the same level by solving logarithmic feasibility tests, and in our approach for the min-max

problem, we locate the edge-partitions at all current cluster vertices by solving logarithmic

feasibility tests. In this way, we are able to solve the max-min CEP in sub-quadratic time

since the highest level is O(log n) in a spine tree decomposition structure, and we are able

to solve the min-max CEP in time O(nhT log n).

In [37], Halman and Tamir mentioned that their algorithms for the CEP problems can

be extended to yield polynomial algorithms of the same complexity for the CEP problems

in cactus networks, that is, O(n2 log(min{p,n})). We conjecture that our algorithms for

the CEP problems in tree networks can be extended to cactus networks.



Chapter 7

Constrained covering problems

tree networks

•In

In this chapter we consider a variant of the covering location problem called a constrained

covering problem (for short, CCP). This problem is defined on a network G with vertex set

V(G) and edge set E(G). The vertex set V(G) represents the set of demand points that

must be covered by a facility, as well as the set of potential facility locations. A facility

located at vertex u E V(G) incurs a non-negative open-facility cost c(u), and provides a

non-negative coverage radius of r(u). A demand point v is covered by a facility u if and

only if u =/=- v and d(u,v) :::: r(u). In other words, a demand point is covered by a facility if

it lies within the coverage radius of the facility and an established facility must be covered

by another established facility. The CCP seeks to minimize the sum of open-facility costs

required to cover all vertices in V (G).

We propose efficient algorithms for CCPs on path, extended star, and tree networks in

this chapter. Our results improve the previous results in [45, 44]. In particular, we provide

an O(nlogn)-time algorithm for path networks (the algorithm in [45] for path networks runs

in O(n2 ) time), an O(n1.5 logn)-time algorithm for extended-star networks (the algorithm

in [45] for extended-star networks runs in O(n 2 ) time), and an O(n 3 log n )-time algorithm

for tree networks (the algorithm in [44] for tree networks runs in O(n4 ) time).

Organization of the chapter Section 7.1 and Section 7.2 present our sub-quadratic

algorithms for the CCP on path networks and extended-star networks, respectively. Section

7.3 develops an O(n3 log n)-time algorithm for the CCP on tree networks. A brief conclusion

126
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is given in Section 7.4.

7.1 Path networks

In this section, we present a sub-quadratic algorithm for the CCP on a path network G.

The path network G has vertex set V(G) = {Vl,'" ,vn} and edge set E(G) = {ViVi+l,i =

1, ... , n - I} with vertex Vl designating the beginning of the path and vertex V n designating

the end of the path.

7.1.1 Recursive functions for computing an optimal solution

Lundayet al. [50] considered the CCP problem on a path network with uniform coverage

radius, that is, r(Vl) = r(Vi), i = 2, ... ,n, and proposed a dynamic programming algorithm

for it. The dynamic programming algorithm iteratively calculates two costs for each vertex

Vi E V(G): the protected cost Pc(Vi), and the unprotected cost Uc(Vi)' The protected cost

Pc(Vi) of Vi is the minimum cost to locate a facility at vertex Vi and cover vertices Vl through

Vi, with no facilities placed at vertices Vi+l, ... , Vn. The unprotected cost Uc(Vi) of Vi, is the

minimum cost to locate a facility at vertex Vi and cover vertices Vl through Vi-l, with no

facilities placed at vertices Vi+l, ... , Vn .

Later, Horne and Smith [45] generalized the algorithm of Lunday et al. [50] to solve

the CCP on path networks with non-uniform coverage radii. We will present the recursive

functions introduced in [45], which are used to compute the protected costs and unprotected

costs. Before that, more notations are needed.

The upper reach g(Vi) and the lower reach h(Vi) of vertex vi(l :s; i :s; n) are defined as

follows.

g(Vi) = maxi::;j::;n {j: d(vi,vj) :s; r(vi)};

h(Vi) = minl::;j::;i {j : d(vi, Vj) :s; r(vi)}.

In other words, the upper reach g(Vi) (resp. lower reach h(Vi)) indicates the largest (resp.

smallest) index of the vertex that is within the coverage radius of vertex Vi. The reach

functions g(Vi) and h(Vi), i = 1, ... ,n, are easily computable in O(n log n) time.

To compute the protected cost Pc (Vi), 1 :s; i :s; n, all vertices between Vl and Vi-l that

can cover Vi need to be identified. The indices of these vertices are identified in two separate
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sets GAl (Vi), GA2 (Vi) (see Figure 7.1(a)(b) for reference), defined as follows. Additionally,

a dummy vertex Va is defined with r(va) = g(va) = Pc(va) = 0 to initialize the algorithm.

GAI(Vi) = {j : 1 :::: j < h(Vi) :::: i :::: g(Vj)}

GBI(Vi) = {j : h(Vi) :::: j < i :::: g(Vj)}

r(Vi)

.~-

r(Vj)

(a) j E GAI(Vi)

.......... ~--
Vj Vi

.~-

The difference between GAl (Vi) and GB I(Vi) is that for a vertex Vj, 1 :::: j < i, that can

cover Vi. If Vi can cover Vj, then j E GBI(Vi) and j E GAI(Vi), otherwise. The subsets

GA2 (Vi),GB2 (vd, defined as follows, are identified for each vertex Vi, 1:::: i:::: n, in order to

calculate the unprotected costs.

GA2 (Vi) = {j : 0 :::: j < h(Vi) :::: g(Vj) + 1 :::: i}

GB2 (Vi) = {j : h(Vi) :::: j and g(Vj) < i}

Note that the union of GA2(Vi) and GB2 (Vi) contain the indices of all vertices Vj,j < i, that

do not cover Vi, but that can cover demand vertices Vj+l through Vi-l in conjunction with

Vi. For a vertex Vj,j < i :::: n, with g(Vj) < i and with h(Vi) :::: g(Vj) + 1, if Vi cannot cover

Vj, then j E GA2 (Vi) (see Figure 7.1(c)) and j E GB2 (Vi), otherwise (see Figure 7.1(d)).

The recursive functions to compute the protected cost Pc(Vi) and unprotected cost uc(vd

for vertex Vi, i = 1 ... , n, are presented as follows [45].

(7.1-1)
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(7.1-2)

The optimal solution is determined by the minimum protected cost for all vertices having

an upper reach equal to n.

However, the above recursive functions [45] cannot always produce an optimal solution.

A counter-example is shown in Figure 7.2. Numbers below edges indicate the length of

(r(v;),c(v;)) = (2,3) (4,3) (1,1) (2,2) (2,8)

~~QI---2--Q

Vertex VI V2 V3 V4 V5

GA l (-) 0 0 0 {2} 0

GB2 (·) 0 {I} {2} 0 {4}

GA2 (-) {O} {O} {I} 0 {2}

GB2 (·) 0 0 0 0 0

Pc(-) 00 6 4 8 16

uc(-) 3 3 4 8 14

Figure 7.2: A counter-example for the recursive functions in [45]

edges. According to Equations 7.1-1 and 7.1-2, {VI,V2,V4} is the computed solution, and

the cost is 8. But the optimal solution is {V2, V3, V4}, and the optimal cost is 6. In this

counter-example, the protected cost Pc(V4) is not computed correctly. It is easy to see that

GA I(V4) = {2} and GBI(V4) = 0. According to Equation 7.1-1, the protected cost Pc(V2) is

used to compute Pc(V4). But, the correct computation of Pc(V4) uses the unprotected cost

U c(V2) since V2 can be covered by V3, and the open-facility cost C(V3) of V3 is small.

From the above counter-example, we can see that to compute the protected cost Pc(Vi), 1 ::;

i ::; n, it is possible to use the unprotected cost uc(Vj),j E GAl (Vi), if Vj is covered by Vk,

located between Vj and Vi, and has a small open-facility cost. We redefine the four subsets

and two recursion functions in the following.

Definitions of GA~ (Vi), GBi (Vi), GA;(Vi), and GB~(Vi)'1 ::; i ::; n: In a solution e :
{ Vii' ... , Vik} (i l < ... < ik) of the CCP on path G, a facility Vij' 1 ::; j ::; k is called a

critical facility in e if h(Vi) < h(Vi,), j' = j + 1, ... , k, and otherwise called a non-critical
J J
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facility. Clearly, the purpose to open a non-critical facility Vi] is to cover some critical facility

Vi, in 8. All the vertices (except Vi,) that can be covered by the non-critical facility Vi
]] ]

are covered by Vi,.
]

For each i = 1, ... ,n, let

and

W~(Vi) = min {c(Vj) : h(vj) ::; i}.
'<J'5cn

That is, W~(Vi) (resp. W~(Vi)) is the smallest open-facility cost of vertices which can cover

Vi and whose indices are smaller (resp. larger) than i. It is possible that one of w~ (Vi) and

W~(Vi) does not exist, in which case we assume its value to be 00. Let

that is, W'(Vi) is the smallest open-facility cost of vertices that can cover Vi.

Observation 7.1.1 In an optimal solution, the open-facility cost of a non-critical facility

used to coveT' a critical facility Vi is equal to w' (Vi) .

In our algorithm, we will pre-compute the value of w'(Vi) for all i = 1, ... ,n, and hence

the focus is to locate critical facilities in an optimal solution.

The four subsets, GA~ (Vi), GB~ (Vi), GA~(Vi), GB~(Vi) for each vertex Vi, 1 ::; i ::; n, are

defined as follows.

GA~(Vi) = GAl (Vi)

GB~(Vi) = {j : h(Vj) < h(Vi) ::; j < i ::; g(Vj)} (Figure 7.3(a))

GA~(Vi) = {j : 0::; j < h(Vi) ::; g(Vj) + I} (Figure 7.3(b)(c))

GB~(Vi) = {j : h(vj) < h(Vi) ::; j < i} (Figure 7.3(d))

Similar to GAl (Vi), GB I (Vi), GA2(Vi), and GB2(Vi), we identify subsets GA~ (Vi), GB~ (Vi)

to compute the protected cost of Vi, and subsets GA~(Vi),GB&(Vi) to compute the unpro­

tected cost of Vi.

From the definitions of GA~(Vi),GB~(Vi),GA~(Vi),and GB&(Vi), 1 ::; i ::; n, we can see

that for any index j in GA~ (Vi) UGB~ (Vi) UGA~(Vi) UGB&(Vi), h(Vj) < h(Vi)' Therefore, if Vi

is a critical facility in an optimal solution, then Vj, j E GA~ (vi)UGB~ (vi)UGA~(Vi)UG B&(Vi),

is a candidate for a critical facility lying left of Vi in that optimal solution.
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~A·······~·······~··

·~Vj~

r(Vj) r(Vj)

(a) j E GB~ (Vi)

..~.

(7.1-4)

(7.1-3)

Recursive functions P~(-) and u~(-): Equations 7.1-3 and 7.1-4 are recursive functions

used to compute the new protected costs p~(Vi) and unprotected costs U~(Vi), 1:::; i :::; n.

I _. {m~njEGA~(Vi){p~(Vj),U~(Vj)+w~(Vj)}+C(Vi), }.
Pc(Vi) - mm mmjEGB~(Vi){uc(Vj)} + C(Vi), ,

U~(Vi) + w~ (Vi)

I ( .) _ . {minjEGA;(Vi) {p~(Vj), U~(Vj) + W~(Vj)}, } + ( .)
U c V t - mIn C V t .

minjEGB~(vi) {u~(Vj)}

In the computation of the protected cost P~(Vi)' 1 :::; i :::; n, current critical facility

Vi is covered either by a non-critical facility, in which case the protected cost p~(Vi) =

U~(Vi) + W~(Vi), or by a critical facility in GA~(Vi) U GB~(Vi)' The vertex in GA~(Vi) must

be covered either by a smaller indexed facility or by a non-critical facility lying between

Vj+I and Vi-I. Because the vertices in GB~(Vi) are covered by Vi, the unprotected costs for

these vertices are examined when computing p~(Vi)'

In the computation of the unprotected cost U~(Vi), 1 :::; i :::; n, since a vertex Vj in GA~(i)

is not covered by Vi, its protected cost is used if Vj is covered by a smaller indexed facility

or its unprotected cost is used if Vj is covered by a non-critical facility lying between Vj+l

and Vi-I. On the other hand, vertices in GB~ (Vi) are covered by Vi, and hence we use their

unprotected costs when computing U~(Vi).

The optimal cost is still determined by the minimum protected cost for all vertices having

an upper reach equal to n, that is, minI~i~n:g(vi)=n p~(Vi)'
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We next present another pair of recursions p~ (.) and u~ ('), which can be used to compute

an optimal solution and are simpler than Equations 7.1-3 and 7.1-4.

Recursive functions p~ (.) and u~ (.): We relax the constraint mentioned in the definition

of protected costs, that is, to compute the protected cost p~(Vi) of Vi, it is allowed that Vi

may be covered by Vj(j > i) with open-facility cost W'(Vi). Then, we redefine the four

subsets and two recursion functions as follows.

GA~(Vi) = GA1(Vi) = {j : 1 :::; j < h(Vi) :::; i :::; g(Vj)}

GB~(Vi) = GB1(Vi) = {j : h(Vi) :::; j < i :::; g(Vj)}

GA~(Vi) = GA;(Vi) = {j : 0:::; j < h(Vi) :::; g(Vj) + I}

GB~(Vi) = {j : h(Vi) :::; j < i}

(7.1-5)

(7.1-6)"( .) _ . {minjEGA~(Vi) {p~(Vj)}, } + ( .)
U c v, - mln c v, .

minjEGB~(vil {u~(Vj)}

It is not hard to verify that the pair of recursions will generate a solution that can

cover all vertices if the optimal cost is not infinite. We next show that p~(Vi) :::; p~ (Vi) and

U~(Vi) :::; U~(Vi), 1 :::; i :::; n (Lemma 7.1.2). Therefore, minl:Si:Sn;g(vi)=nP~(Vi) is the optimal

cost.

Proof We prove the lemma by induction. When i = 1, the lemma is trivially true since

p~(Vi) = OO,U~(Vi) = C(Vl) and p~(Vi) = c(vd + W'(Vl),U~(Vi) = c(vd. Assume that the

lemma is true for any i, 1 :::; i :::; j < n. Next, we prove that the lemma is true for i = j + 1.

For any k (k :::; j), P~(Vk) :::; U~(Vk)+W'(Vk), U~(Vk) :::; U~(Vk), and p~(Vk) :::; P~(Vk)' Then,

p~(Vk) :::; min {p~(Vk), u~(Vk) + w'(Vk)}' Since GA~(vj+d = GA;(Vj+l) , minkEGA~(VHd p~(Vk)

:::; minkEGA~(VHd {P~(Vk),U~(Vk) +W'(Vk)}:::; minkEGA~(VHd {P~(Vk),U~(Vk) +W;(Vk)}. Note

that GB~(Vj+l) <:;:: GB~(vj+d and U~(Vk) :::; U~(Vk), k :::; j. Hence, minkEGB~'(vJ+d U~(Vk) :::;

minkEGB~(vJ+l) U~(Vk)' Therefore, u~(Vj+l) :::; u~(Vj+l)'
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Similarly, we can prove that p~(Vj+I) < p~(Vj+I), which completes the proof of this

lemma. 0

7.1.2 An algorithm to compute p~(Vi)' u~(Vi)' i = 1, ... ,n

In this section, an O(n log n )-time algorithm is presented to compute p~ (Vi) and u~ (Vi), i =
1, ... ,no

Computing w'(vi),i = 1, ... ,n

We show that the values of W~(Vi), W~(Vi), and w'(vi),i = 1, ... ,n, can be computed in

O(n log n) time, which is sufficient to present our O(n log n)-time solution to compute all

w~ (o)'s. A balanced binary search tree (BST, for short) is constructed and dynamically

maintained during a sweep approach from VI to V n . The data structure is a list of visited

vertices sorted in their remaining coverage radii with respect to the current vertex (the

remaining coverage radius of Vj with respect to Vi (j < i) is r(vj) - d(Vi, Vj)). At each step

of the forward approach, the vertices in the data structure that cannot cover current vertex

Vi are removed. Each node in the BST stores the minimum open-facility cost of vertices

that are descendant of the node. We have the following properties of the balanced BST.

• An update operation, such as deleting a leaf vertex and inserting a leaf vertex, can be

performed in O(logn) time.

• The w~ (0) value of the current vertex is the minimum open-facility cost of vertices in

the current data structure, which is stored in the root of BST.

The algorithm to compute w~ (Vi), i = 1, ... ,n, is described as follows. We denote by ITb the

balanced BST.

1. Initially, IT only contains VI.

2. For each i, i = 2, ... ,n,

(a) remove all vertices that cannot cover Vi from ITb;

(b) let w~ (Vi) be the minimum open-facility cost of vertices in ITb; and

(c) insert Vi into ITb.

Clearly, each vertex in V(G) is inserted into and deleted from the BST at most once.

Therefore, the values of w~ (Vi), i = 1, ... ,n, can be computed in a total of 0 (n log n) time.
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Computing p~(Vi) and u~(vi),i = 1, ... ,n

In order to compute p~(Vi) and U~(Vi), we create a dynamic priority search tree data struc­

ture [51] to answer range queries such as GA~(Vi),GB~(Vi),GA~(Vi), and GB~(Vi),i =

1, ... , n. Actually, a balanced binary search tree structure is enough to dynamically main­

tain GB~ (Vi), since there is only one piece of information (i.e., the relative positions on the

path G) in the definition of GB~(Vi)' However, there are two pieces of information, includ­

ing the relative positions on the path and the corresponding g(·)-values, in the definitions

of GA~(Vi),GB~(Vi), and GA~(Vi)' To simplify the description of our algorithm, we use the

dynamic priority search tree to answer range queries GB~ (Vi), i = 1, ... , n.

Note that p~(vd = C(VI) + W'(VI) and U~(VI) = C(VI)'

g(. )-values

GA{(Vi) = {V3}

GB~'(Vi) = {V4,V7}
GA~(Vi) = {Vl,V2,V3}
GB~(Vi) = {V4,V5,V6,V7}

.,
V3 : •

______ _• Vl -;.~. _

'U4 .'. , ... '

V2 : 7.!6·
, ., .

Vs

,
-,-----------,

,
,
,

'"-------',------- Indices of vertices
h(Vi)

Figure 7.4: Two-dimensional diagram, all points lie above or on the dotted line since g(Vj) ~

j,l :; j :; n.

We use a two-dimensional diagram to depict important information about vertices in

V(G) (see Figure 7.4). For each Vi, 1 :; i :; n, the horizontal coordinate of Vi in the

two-dimensional diagram corresponds to indices of vertices, and the vertical coordinate of

Vk corresponds to the g(vi)-value. A priority search tree (PST, for short) data structure

[51] is constructed and dynamically maintained during a sweep approach from VI to Vn .

Each node v in the PST maintains the following two values: JLp(v) = minuEv' p~(u) and

JLu(v) = minuEv' u~(u) where V' is the set of vertices contained in the subtree rooted at

node v in the PST. We have the following properties of the PST.

• Inserting a vertex Uwith the values of p~(u) and u~(u) can be performed in logarithmic

time.
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• For any two-sided range query, all vertices within it are contained in logarithmic

subtrees.

The algorithm to compute p~(Vi) and U~(Vi), i = 2, ... , n, is described as follows. We

denote by TIp the dynamic PST.

1. Initially, TIp only contains vI.

2. For each i, i = 2, ... ,n,

(a) find the log ITIp] subtrees that contain all vertices in GA~(Vi),GBr(Vi), GA~(Vi),

and GB~(Vi) (they are two-sided range queries in the two-dimensional diagram),

respectively;

(b) let U~(1)(Vi) be the minimum value of /-lp(') stored at the roots of O(log ]TIpl) sub­

trees for GA~ (Vi) and u~(2) (Vi) be the minimum value of /-lu (-) stored at the roots of

O(log ITIpl) subtrees for GB~(Vi)' Then, u~(Vi) = min {«I) (Vi), U~(2) (Vi)} +c(Vi);

(c) compute p~(Vi) from U~(Vi) and the values stored at the roots of O(log ITIpl)

subtrees for GA~(Vi) and GB~'(Vi); and

(d) insert Vi with the values of p~(Vi) and U~(Vi) into TIp.

Clearly, each minimal query such as U~(Vi) or p~(Vi), can be answered in O(logn) time.

Therefore, O(n log n) time is required to compute the values of u~(Vi), p~(Vi), i = 1, ... ,n.

Computing an optimal solution

We already know that the optimal cost is equal to minl~i~n:g(Vi)=np~(Vi)' Thus, the optimal

cost is computable in O(nlogn) time. To locate facilities opened in an optimal solution, we

only need to remember the best previous critical facility and non-critical facility (if needed)

for the current critical facility Vi during the step to compute U~(Vi),p~(Vi),i = 2, ... ,n.

Obviously, it takes extra O(n) time and O(n) space to obtain such information for each

Vi, 2 ~ i ~ n.

Therefore, the constrained covering problem on a path network can be solved in O(n log n)

time.

Theorem 7.1.3 The constrained covering problem on a path network can be solved in

O(nlogn) time.
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7.2 Extended-star networks

An extended-star is a network in which three or more path networks are connected by a

single root vertex, which we label vn . In this section, two algorithms for the CCP on an

extended star network G are presented. One runs in O(nT log n) time (T is the number

branches in G) and the other runs in O(n1.5 logn) time.

Let Xl, ... X T be the branches of the root vertex Vn where each branch Xi contains the set

of vertices on the path from a leaf vertex Vl(i) to vertex Vni(i) (ni is the number of vertices

on the branch Xi). Clearly, Vni(i) is adjacent to Vn , i = 1, ... ,T.

For each vertex v E V(G), define the external coverage of vas ext(v) = r(v) - d(v,vn ).

This measure represents the amount of coverage that vertex v can provide to branches not

containing v.

The following property, which is described in [45], is easy to obtain.

Observation 7.2.1 In any optimal solution, there exists a vertex v E V(G) such that

d(v,vn ) :s r(v) and no facility is located at vertex v' E V(G) with ext(v') > ext(v).

A vertex that satisfies these conditions is referred as the external covering vertex. We have

the following cases regarding the external covering vertex.

• Case 1: Vn is the external covering vertex. In this case, vertices in a branch Xi are

covered either by Vn or by facilities in Xi, 1 :s i :S T .

• Case 2: v -I- Vn is the external covering vertex (clearly, ext(v) ::::: 0). Assume that v is

on a branch Xi, 1 :S i :S T. In this case, vertices in Xi (possibly except v) are covered

by facilities in Xi, and vertices in branch Xj, 1 :S j -I- i :S T are covered either by v or

by facilities in Xj.

Our strategy is to consider each vertex v E V (G) as an external covering vertex and then

compute the optimal cost under this constraint, denoted by T/*(v).

Note that some value of T/* (v) (v E V (G)) is undefined if ext(v) < 0, in which case, we

let the value T/*(v) be 00. It is trivial that the optimal cost is minvEv(G) T/*(v).

7.2.1 Computing 1]*(v), v E V(G)

In this section, we first introduce a pseudo vertex for each branch and show that the pro­

tected and unprotected costs of the pseudo vertices can be computed efficiently. Then, we

present two methods to efficiently compute costs T/* (v), v E V (G).
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Pseudo vertices We observe that the cost of each branch is only affected by the external

covering vertex v if the branch does not contain v, and hence a pseudo vertex v + (') isn i ~

introduced for each branch Xi to simulate an external covering vertex located outside Xi, 1 :::::

i ::::: T. The pseudo vertex vni(i) is appended after vertex Vni(i) (Recall that vni(i) is the vertex

of the branch Xi that is adjacent to v n ).

For each i, i = 1, ... , T, the open-facility cost c(v +(')) of v +(') is set to be zero, and then i ~ n i 'l

coverage radius of vni(i) and the distance d(Vni(i)' vni(i)) are not fixed. In the following, we

construct a new PST for branch Xi such that, using the PST, the values of u~(v + (')) andn i 'l

p~(v +(')) can be computed in O(logni) time for any given values of the coverage radiusn i 'l

r(vni(i)) of vni(i) and d(Vni(i)' vni(i))'

Computing u~(Vni(i)) and P~(Vni(i))'1 ::::: i ::::: T For all j,l ::::: j ::::: ni, we can

compute the P~(-) and u~(-) values of vertices Vi(i),"" Vni(i) in O(ni log ni) time, using the

dynamic PST described in Section 7.1. However, we cannot directly use the dynamic PST

to compute u~(vni(i)) and p~(vni(i)) since the upper reach values of vertices (Vi(i)' ... ,Vni(i))

on Xi might be incorrect without knowing the position of Vni (i)' In the following, we show

a simple method to fix the problem.

For a vertex Vj(i)(l ::::: j ::::: nt = ni + 1), we define its upper cover g~(Vj(i)) and lower

cover h~(Vj(i)) as follows.

g~(Vj(i)) = d(Vi(i)' Vj(i)) + r(Vj(i));

h~(Vj(i)) = max {a, d(Vi(i)' Vj(i)) - r(Vj(i))}'

Note the tight relation between the upper (resp. lower) cover and the upper (resp. lower)

reach of a vertex. Also, the g~(-) and h~(-) values of a vertex are not affected by the position

of vni(i)' We redefine GA~(vj(i))' GB~(Vj(i))'GA~(vj(i))' and GB~(Vj(i)) by upper cover and

lower cover as follows, 1 ::::: j ::::: ni- Let bj = h(Vj(i)) - 1 where h(Vj(i)) is the lower reach of

Vj(i) on the path Xi.

GA~(Vj(i)) = {k: d(Vi(i),Vk(i)) < h~(Vj(i)) ::::: d(Vi(i),Vj(i)) ::::: g~(Vk(i))}

GB~(Vj(i)) = {k: h~(Vj(i)) ::::: d(Vi(i),Vk(i)) < d(Vi(i),Vj(i)) ::::: g~(Vk(i))}

GA~(Vj(i)) = {k : d(Vi(i)' Vk(i)) ::::: d(Vi(i)' Vbj(i)) ::::: g~(Vk(i))}

GB~(Vj(i)) = {k: h~(Vj(i))::::: d(Vi(i),Vk(i)) < d(Vi(i),Vj(i))}

That is, we can determine whether a vertex Vk(i) is in GA~(Vj(i))'GB~(Vj(i))'GA~(Vj(i))'
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or GB~(vj(i)) (k < j), if we know information about Vk(i), such as

1. the position of vk(i) (i.e., d(Vi(i), Vk(i))) and

2. the upper cover 9~(Vk(i)) of Vk(i),

and information about Vj(i), such as

1. the position of Vj(i) (i.e., d(Vi(i),Vj(i)))'

2. the lower cover h~(Vj(i)) of Vj(i) , and

3. the lower reach h(Vj(i)) of Vj(i)'

Recall that in Section 7.1, to compute the p~(-) and u~(-) values of vertices on a path, a pri­

ority search tree structure is constructed and dynamically maintained during the sweep ap­

proach from one end of the path to the other. Each vertex is embedded in a two-dimensional

diagram where the horizontal coordinates correspond to indices of vertices and the vertical

coordinates correspond to the g(-)-values.

Here we put the vertices, Vi(i),'." Vni(i) , in a two-dimensional diagram where the hor­

izontal coordinates correspond to locations of vertices instead of indices and the vertical

coordinates correspond to the g~(-)-values instead of the g(.)-values. A new PST data struc­

ture [51] is then constructed over the set of points in the two-dimensional diagram. Similar

to the dynamic PST in Section 7.1, each node w in the new PST maintains two values:

/-Lp(w) = minuEv' p~(u) and /-Lu(w) = minuEv' u~(u) where Viis the set of vertices contained

in the subtree of the new PST rooted at node w.

It is easy to see that for any two-sided range query in the two-dimensional diagram, all

vertices within it are contained in logarithmic subtrees of the new PST.

For the vertex Vn;(i) , we can obtain its position, lower cover, and lower reach from given

values of d(Vni(i)' vn;(i)) and r(vn;(i))' Its position and lower cover can be computed in 0(1)

time and its lower reach can be computed in O(log ni) time [45]. Therefore, using the new

PST structure, we can compute u~ (vn ; (i)) and p~ (Vn ; (i)) in time O(log ni) for any given

values of d(Vni(i),Vn;(i)) and r(vn;(i)).

Lemma 7.2.2 For a branch Xi, 1 ::; i ::; T, after O(nilogni) preprocessing time, we can

compute u~(Vn;(i)) and p~(Vn;(i)) in time O(log ni) for any given values of d(Vn,(i), vn;(i))

and r(vn;(i)).



CHAPTER 7. CONSTRAINED COVERING PROBLEMS IN TREE NETWORKS 139

An O(nTlogn) approach

To meet the constraint of the CCP, the external covering vertex itself must be covered by

some other facility.

We consider the two cases described above.

Case 1 In this case, Vn is the external covering vertex. Only one branch, say Xi(l ::; i ::; T),

is needed to contribute one facility to cover Vn . The cost of branch Xi is then equal to

P~(Vn;(i)) with r(vn;(i)) = r(vn ) and with d(Vn;(i)' vn;(i)) = d(Vn;(i)' vn ). The cost of any

other branch Xj(l ::; j -I- i ::; T) is equal to u~(vnj(j)) with r(vnj(j)) = r(vn ) and with

d(vnj(j),Vnj(j)) = d(vnj(j),vn ). The total cost will be

C(Vn ) + p~(vn;(i)) + L u~(vnj(j))
j=1, ... ,7;]#i

C(Vn ) + P~(Vn;(i)) - u~(Vn;(i)) + L u~(vnj(j))'
j=1, ... ,7

Therefore, the distinguished branch Xi will be the branch that has the minimum value

of p~(v +(.)) - u~(v +(.)). Since each cost such as p~(vn+( .)) and u~(v +( .))(1 ::; j ::; T) cann i 't n i 't j J n j J

be computed in O(lognj) (Lemma 7.2.2), we can compute 1]*(vn ) in O(T log n) time.

Case 2 Assume that the external covering vertex, say Vj(i) , is located in branch Xi, 1 ::; i ::;

T,l ::; j ::; ni, Note that if ext(Vj(i)) < 0 then 1]*(Vj(i)) = 00. We assume that ext(Vj(i)) ? 0

and consider the following three cases.

• Case 2.1: Vj(i) is covered by Vn (if r(vn ) < d(Vj(i), vn ) then Case 2.1 does not exist);

• Case 2.2: Vj(i) is covered by some facility in Xi;

• Case 2.3: Vj(i) is covered by some facility in Xk(l ::; k -I- i ::; T).

Case 2.1: In this case, the cost of Xi is U~(Vj(i)) and the cost of Xt, 1 ::; t -I- i ::; T,

is u~ (Vni (t)) with r(vni (t)) = r(Vj(i)) and with d(Vn,(t), vni (t)) = d(vn,(t) , Vj(i))' Thus, the

total cost in Case 2.1 is

C(Vn) + U~(Vj(i)) + L u~(vni(t))·
t=1, ... ,7;t#i
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Case 2.2: In this case, the cost of Xi is P~(Vj(i)) and the cost of Xt, 1 ::; t of i ::; T, is

u~(vnt(t)) with r(vnt(t)) = r(Vj(i)) and with d(vnt(t) , Vnt(t)) = d(vnt(t), Vj(i))' The total cost

in Case 2.2 is

P~(Vj(i)) + L u~(vni(t))·
t=l, ... ,T;t,ii

Case 2.3: In this case, the cost of Xi is U~(Vj(i))' Suppose that branch Xk(l ::; k of i ::;

T) contributes a facility to cover Vj(i)' Then, the cost of Xk is P~(Vnt(k)) with r(vnt(k)) =

r(Vj(i)) and with d(Vnk(k),Vnt(k)) = d(Vnk(k),Vj(i))' For each branch Xt, 1 ::; t ::; T and t of
i, k, its cost is u~ (vni (t)) with r(vni(t)) = r(Vj(i)) and with d(vnt(t), vni(t)) = d(Vnt(t), Vj(i))'

The total cost in Case 2.3 is

U~(Vj(i)) + P~(Vnt(k)) + L u~(vni(t))
t=l, ... ,T;t,ii,k

Therefore, the distinguished branch Xk will be the branch (among Xl, ... ,Xi-I, Xi+l, ... ,XT)

that has the minimum value of p~(vnt(k)) - u~(vnt(k))'

From the above discussion, the cost of 7)*(Vj(i)) can be computed in O(Tlogn) since

each protected/unprotected cost can be computed in O(lognj) (Lemma 7.2.2). Therefore,

in O(nTlogn) time, we can compute the values of 7)*(v),v E V(G).

Theorem 7.2.3 The constrained covering problem on an extended-star network can be

solved in O(nT log n) time, where T is the number of branches in the extended-star network.

An O(n1.5 log n) approach

We call the above O(nTlog n) approach the first approach for CCP on an extended-star

network. Note that, in the worst case, T might be O(n). Next, we present another approach

which runs in O(n1.5 logn) time.

We separate the set of branches in G into two classes according to their sizes. If one

branch contains at least vn vertices, we call it a big branch, and the branch is called a

small branch, otherwise. Obviously, the number of big branches in G is no more than

vn. Using the PST constructed for each branch in the first approach, we can compute

the (protected and unprotected) costs of these big branches in O(vnlog n) time for a given

external covering vertex.
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In the following, we create a data structure to merge the information contained in all

small branches, which can answer a total cost (of these small branches) query in amortized

o(yin: log n) time, for any given external covering vertex.

We only consider Case 2 in which the external covering vertex vj(i)(l ::; j ::; ni) is located

in branch Xi(l ::; i ::; T).

For each branch Xk(l ::; k -I- i ::; T), we need to compute the values of p~(Vnt(k))' u~(Vnt(k))

with r(Vnt (k)) = r(Vj(i)) and with d(Vnk(k), Vnt (k)) = d(Vnk(k), Vj(i))' In the first approach,

we embed all vertices (Vi (k), ... , Vnk (k)) of a branch xd1 ::; k -I- i ::; T) in a two-dimensional

diagram (denoted by 7t, where the horizontal coordinates correspond to locations of ver­

tices and the vertical coordinates correspond to g~(-)-valuesof vertices) and then construct

a PST to compute p~(vnt(k))'u~(Vnt(k)) in O(lognk) time for any given values of r(vnt(k))

and d(VnkCk) , Vnt(k))'

Here we first show that there are at most nk (nk + 1) possible different pairs of values of

P~(Vnt(k)) and u~(Vnt(k)) as follows.

g~ (- )-values

I

I

1-- - - - - -~2_ - - ..; - -////
I

I
I
I.
I
I

I
I

I
I

I
I

Figure 7.5: The two-dimensional diagram for branch Xk, all points lie above or on the dotted

line since g~(Vt(k)) 2' d(Vi(k), Vt(k))' 1 ::; t ::; nk·

As demonstrated in Figure 7.5, we draw horizontal and vertical lines through nk points in

the two-dimensional diagram 7t. These lines partition 7t into at most nk (nk +1) rectangular

cells and we assume that each cell is only associated with its upper boundary and right
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boundary.

We know that, for given values of r(Vnt(k») and d(Vnk(k)' Vnt(k»)'

• GA~(vnt(k») contains all vertices whose horizontal coordinate is less than h~(vnt(k») =

max {O, d(Vl(k)' Vnt(k») - r(Vnt(k»)} and whose vertical coordinate is;:::: d(Vl(k)' Vnt(k»)'

• GBr(vnt(k») contains all vertices whose horizontal coordinate is at least h~(Vnt(k»)

and whose vertical coordinate is at least d(V1(k) ,Vnt(k»)'

• GA~(Vnt(k») contains all vertices whose horizontal coordinate is less than h~(vnt(k»)

and whose vertical coordinate is at least d(Vl(k)' Vb(k») (where vb+l(k) is covered by

Vnt(k) and Vb(k) cannot be covered by Vnt(k»)' and

• GB~(Vnt(k») contains all vertices whose horizontal coordinate is at least h~(vnt(k»)'

We can see that GA~(vnt(k»)'GBr(vnt(k»)' GA~(vnt(k»)' and GB~(vnt(k»)stay unchanged

when (h~(vnt(k»),d(Vl(k),Vnt(k»))lies in a cell since b is fixed for any point (h~(vnt(k»)'

d(v1(k) ,Vnt(k»)) in a cell. Therefore, for any given values of r(vnt(k») and d(Vnk(k)' Vnt(k»)

such that (h~(Vnt(k»),d(Vl(k),Vnt(k»))lies in a cell, their p~(vnt(k»)-values(resp. u~(vnt(k»)­

values) are equal, which implies that there are at most ndnk + 1) possible different pairs of

values of P~(Vnt(k»)'u~(Vnt(k»)'

In our approach, we pre-compute all these possible values of p~(Vnt(k»)' u~(Vnt(k») for

each small branch Xb 1 ::::: k ::::: T. Each pair of p~(vnt(k»),u~(vnt(k») values represents a

range of values of h~(Vnt(k») and a range of values of d(Vnk(k)' Vnt(k»)'

Let v be the external covering vertex. Recall that the pseudo vertex Vnt(k) is introduced

for branch Xk to simulate an external covering vertex outside Xk. To merge the information

contained in all small branches, we use distance d(Vnk(k)' Vnt(k») - d(Vnk(k)' vn) instead of

d(Vnk(k)' Vnt(k») for each small branch Xb 1 ::::: k ::::: T since when v is given, d(Vnk(k), Vnt(k»)­

d(Vnk(k)'Vn) = d(v,vn) for any k,l::::: k::::: T and Xk does not contain v. Furthermore,

if Xk does not contain v then h~(vnt(k») = max {O,d(Vl(k),Vnk (k») - ext(v)}. Note that

d(Vl(k)' Vnk(k») is known for each branch Xk.

Hence, we are able to say that for each small branch Xk, 1 ::::: k ::::: T (v is not on Xk),

each pair of p~(v), u~(v) values represents a range of values of ext(v) and a range of values

of d(v,vn), and each range of values of ext(v) corresponds to at most nk + 1 pairs of

p~(v), u~(v) values. It is easy to see that it costs o(nklog nk) time to compute all these
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nk (nk + 1) possible different pairs of p~(v) & u~ (v) values and their corresponding ranges

of ext(v) & d(v, vn ), 1 <::: k <::: T.

The following lemma (Lemma 7.2.4) shows that we are able to compute such values for

all small branches in 0 (n1.5 log n) time.

Lemma 7.2.4 Given a set of positive numbers ~ = {aI, ... ,aq } where each number is no

more than vn and "f:,{=l ai = n, let W(~) = "f:,{=l a;. Then W(~) <::: n1.5.

Proof Obviously, q ;:::: vn. We prove the lemma by induction. When q = vn, the lemma

is trivially true. Assume that the lemma is true for any q, vn <::: q <::: k. Next, we prove that

the lemma is true for q = k + 1.

If there are two numbers in ~, say ai and aj (i < j), such that ai + aj <::: vn then

the new set of positive numbers ~' = {al, ... , ai-I, ai+l, ... , aj-l, aj+l, ... aq , ai + aj} has

a larger value of W(~I)(> W(~)). Without loss of any generality, we assume that for any

two numbers ai and aj in ~, their sum is larger than vn.
If there is a number in~, say ai, equal to vn, then W(~) = "f:,{=l a; <::: (n-vn)1.5+a; <

n1.5 . Hence, we assume that any number in ~ is smaller than vn.
Without loss of any generality, assume that al is no less than any other number in ~.

Then,

W(~)

q

ai + [(vn - al) + (al + a2 - vn)]2 + La;
i=3

q

ai + (vn - aI)2 + 2(vn - aI)(al + a2 - vn) + (al + a2 - vn)2 + La;
i=3

< ai + 2(vn - al)(al + a2 - vn) + (vn - al)2 + (n - vn)1.5 (by assumption)

< (al + vn - aI)2 + (n - vn)1.5 (since a2 <::: al < vn)
< n1.5.

It completes the proof of Lemma 7.2.4. o

We denote by f l the set of indices of big branches and by f 2 the set of indices of small

branches.
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In our algorithm, the optimal costs TJ* (v) of external covering vertex candidates v (v -I- Vn

and ext(v) ;:::. 0) are queried in a non-decreasing order oftheir external coverage ext(v). Let v

be the current external covering vertex and Xi be the branch containing it. The computation

of TJ* (v) is described as follows.

Step 1: Get the values of /11 = p~(v) and /12 = u~ (v) on branch Xi (both of them are already

computed), and compute the value of /13 = u~(Vn;(i)) with ext(vn;(i)) = ext(v) and

with d(v +(')'vn) = d(v,vn) (it can be computed in logni time).n i 1,

Step 2: For all big branches Xt, t E f 1 \ {i}, compute the values of u~(vnt(t)) and p~(vnt(t))'

using the PST described in the first approach. Let /14 = 2:tEf\\{i} u~(vnt(t)). Find

the branch among them with minimum value /15 of p~(vnt(t)) - u~(vnt(t))·

Step 3: Do the following for small branches:

• If v is the first external covering vertex visited, a segment tree structure is con­

structed to maintain the possible values of u~ (.) and p~ (.) from all small branches

Xk,l ::::: k ::::: T with ext(v), which is described later. Search the structure with

the value of d(v, vn) to obtain the value of /16 = 2:kE12 u~ (vnt (k)) and the branch

with minimum value /17 of p~(vnt(k)) - u~(Vnt(k))'

• Otherwise, update the segment tree structure such that for each pair of u~ (.)

and p~ (.) values, the range of external coverage associated with the pair contains

ext(v). Search the structure with the value of d(v,vn) to obtain the value of

/16 = 2:kE12 u~(Vnt(k)) and the branch with minimum value /17 of P~(Vnt(k)) ­

u~(vnt(k))'

Step 4: TJ* (v) is the minimum value of the following three values:

• The value of TJ* (v) in Case 2.1 is c(vn) + /12 + /14 + /16 - /13 if Xi is a small branch,

and c(vn ) + /12 + /14 + /16, otherwise.

• The value of TJ* (v) in Case 2.2 is /11 + /14 + /16 - /13 if Xi is a small branch, and

/11 + /14 + /16, otherwise.

• The value of TJ*(v) in Case 2.3 is /12 + min {/15, /17} + /14 + /16 - /13 if Xi is a small

branch, and /12 + min {/15, /17} + /14 + /16, otherwise.
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A segment tree structure for small branches For a given value of ext(v), there are

at most nk + 1 possible pairs of values of u~ (.) and p~ (.) from a small branch Xk, 1 ::; k ::; T,

and therefore at most n pairs in total. Each pair of u~(·) and p~(-) values is associated with

an interval (a range of d(·,vn )) and two pairs from the same branch are associated with

disjoint intervals (note that each pair is associated with a range of external coverage and

distance to Vn of an external covering vertex). We create a segment tree [10] to maintain

the set of such pairs for current v.

We define a set of coordinates by the endpoints of the intervals. Any two adjacent

coordinates build an elementary interval. Every leaf corresponds to an elementary interval.

Inner nodes correspond to the union of the subtree intervals of the node. Each node u

contains a list that contain all pairs of u~ (.) and p~ (.) values, such that the interval associated

with each pair contains the interval of node u but not the interval of the parent node of u.

At each node, we maintain the sum of u~ (-) values and the minimum value of p~ (-) - u~ (.).

Using this segment tree, we can answer a query in step 3 in O(logn) time, and insert or

delete a pair of u~ (-) and p~ (-) values in O(log n) time.

When the value of ext(v) is moving forward, the set of pairs of u~ (.) and p~ (.) values

from some branch (say Xk) might change, in which case, we need to delete all old nk + 1

pairs and insert new nk + 1 pairs from Xk into the structure. Since each pair is inserted

and deleted at most once, the total number of inserting and deleting operations is O(n1.5 )

(Lemma 7.2.4).

Therefore, it costs O(n1.5 Iogn) time to complete step 3 for all possible external covering

vertices.

Since step 2 can be done in time 0 ( jn log n) for each external covering vertex, we have

the following theorem.

Theorem 7.2.5 The constrained covering problem on an extended-star network can be

solved in O(n1.5 Iogn) time.

7.3 Tree networks

Our algorithm for the CCP on a tree network T = (V(T),E(T)) is based on the dynamic

programming technique, which is similar to the method of Horne and Smith [44]. The main

difference is in the definition of a coverage matrix (refer to [44] for their definition of a

coverage matrix).
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A vertex is arbitrarily chosen to be the root vertex of the tree, denoted by rT. Let Tv

denote the subtree rooted at v and V(Tv) be the vertex set of Tv. For a vertex u in V(Tv ),

we define its external coverage with respect to v to be r(u) ~ d(u, v), denoted by extv(u).

For a vertex u' lying outside Tv (u' E V(T) \ V(Tv )), we define its internal coverage with

respect to v to be r(u') - d(u', v), denoted by intv(u').

In a solution to the CCP on T, we call a facility u E V(Tv) an external covering vertex

with respect to v if no facility is located at a vertex u' E V (Tv) with extv(u') > extv(u).

Similarly, a vertex u, which satisfies that u E V(T) \ V(Tv) and that no facility is located

at a vertex u' E V(T) \ V(Tv) with intv(u') > intv(u), is called an internal covering vertex

with respect to v.

Coverage matrix A coverage matrix M (v) is constructed for a rooted subtree Tv, v E

V(T).

The rows of M(v) represent external coverage provided by possible external covering

vertices in Tv. Only one distinguished row is used to represent the case where the external

coverage is negative, referred to as negative row and labeled as '-'. Let EC(v) be the set

of external coverage in M(v), i.e., EC(v) = {extv(u): u E V(Tv),extv(u)::::: O}. Note that

each external coverage is associated with an external covering vertex with respect to v.

The columns represent internal coverage provided by internal covering vertices in V (T) \

V(Tv ). Also, one column is used to represent the case where internal coverage are negative,

referred to as negative column and labeled as '-'. Let IC(v) be the set of internal coverage

in M(v), i.e., IC(v) = {intv(u) : u E V(T) \ V(Tv),intv(u) ::::: O}. Similar to EC(v), each

element in I C (v) is associated with an internal covering vertex with respect to v.

Rows (resp. columns) of a coverage matrix are sorted in a non-decreasing order of

external (resp. internal) coverages. Element M(v)[x, y] is the optimal cost to cover vertices

in Tv, using only facilities in Tv, given that the external coverage of the external covering

vertex with respect to v is x and the internal coverage of the internal covering vertex with

respect to v is y. M(v)[-, -] is undefined, since every vertex should be covered by some

facility in a solution.

Observation 7.3.1 (44) The optimal solution for the CCP on T is determined by the min­

imum cost of the negative column in the coverage matrix M (rT ).

Additionally, we add a balanced binary tree structure over each row (resp. each column)
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to find the minimum value of a sub-row or a sub-column efficiently.

7.3.1 An algorithm to compute coverage matrices M(v),v E V(T)

In this section, a dynamic programming algorithm is presented to compute the coverage

matrices in a depth-first order.

First, it is easy to see that the sets EC(v) and IC(v), v E V(T), can be computed and

sorted in O(n2 logn) time.

Let v be the current vertex and VI, ... , vk be the immediate children of v. We assume

that M(vI), ... , and M(Vk) are known.

Computing M (v) [-, .] We first examine the case where the external coverage provided by

an external covering vertex is negative, that is, the computation of elements in the negative

row of M (v). The following facts are trivial in this case:

• v cannot be a facility (otherwise, the external coverage of Tv cannot be negative),

• v is covered by some facility located at a vertex in V(T) \ V(Tv) since v can not cover

itself, and

• vertices in Tv; are not be covered by facilities located in TVj for any i, j with 1 ::::: i, j ::::: k

and i 1= j.

Therefore, for any y E I C (v),

k

M(v)[-,y] = L min M(Vi)[X,y - d(V,Vi)]'
i=1 xEEC(vil;x<d(v.vil

Note that M(Vi)[X, y - d(v, Vi)] = M(Vi)[X, -] if Y < d(v, Vi), and otherwise y - d(v, Vi) E

IC(vi),l ::::: i ::::: k. Using the binary search trees built for each column of coverage matrices,

it costs O(k logn) time to compute the value M(v)[-, y] for any y E IC(v). Thus, the values

of elements in the negative row of M (v) can be computed in O(nk log n) time.

Computing M(v)[r(v),·] In the case when the external covering vertex of Tv is v itself,

facilities in a subtree Tv; do not need to provide any covering service to vertices in Tvj , j 1= i.

Furthermore, if the internal coverage is negative (i.e., M(v)[r(v), -]), we need one subtree

Tv, to contribute one facility to cover v.
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M(v)[r(v), -]: We compute two values for each subtree Tvi , i = 1, ... , k. One value for

Tvi , denoted by cosh (TvJ, is the optimal cost to cover vertices in Tvi' using only facilities

in Tvi , given that the external coverage is no more than r(v) +d(V,Vi) (to make sure that v

is the external covering vertex of Tv) and the internal coverage is r(v) - d(v, Vi)' The other

value, denoted by cost2(TvJ, is the optimal cost to cover vertices in Tvi , using only facilities

in Tvi , given that the external coverage is in [d(v,vi),r(v) + d(V,Vi)] (to cover v) and the

internal coverage is r(v) - d(v, Vi)' Obviously, cost2(TvJ ~ costl (TvJ, i = 1, ... ,k.

If there is no need for a subtree TVi to provide one facility to cover v, then the cost of

TVi is cosh (Tvi )' Otherwise, its cost is cost2(TvJ. Since only one facility is needed to cover

v, the subtree with the smallest value of cost2(TvJ - costl(TvJ will contribute one facility

to cover v. Let TV1 be such a subtree, without loss of any generality. Then,

M(v)[r(v), -] = c(v) + cost2(Tv1 ) + L costl(Tvj ).
2ScjSck

M(v)[r(v),yJ,y E IC(v): When the internal coverage y is non-negative, let v(y) be the

corresponding internal covering vertex. Now, v is already covered by v(y). We only need to

compute one value, denoted by cost~ (TvJ, for each subtree Tvi , i = 1, ... ,k, which is similar

to costl (TvJ. The only difference is that the internal coverage is max {r(v), y} - d(v, Vi) for

Tvi , instead of r(v) - d(V,Vi)' M(v)[r(v),y] (y E IC(v)) is computed as follows.

k

M(v)[r(v), y] = c(v) +L cost~ (Tvi )·
i=l

Since costl(TvJ,cOSt2(TvJ, and cost~(TvJ can be computed in O(logn) time for each

i,l :s: i :s: k, each element in the row r(v) of matrix M (v) is computable in O(k log n) time.

Computing M(v)[x,·J, x E EC(v) and v is not the corresponding external covering

vertex Let v(x) be the corresponding external covering vertex of external coverage x.

Without loss of any generality, assume that v(x) lies in subtree Tv1 .

To compute M(v)[x, -J, we consider three subcases:

• v(x) is covered by v (i.e., r(v) ~ d(v,v(x)) and r(v) :s: x). In this case,

M(v)[x, -] = c(v) + M(Vl)[X + d(v, VI), r(v) - d(v, VI)]
k

+ L { min M(Vi)[X', X - d(v, Vi)]};
i=2 x'EEC(v;);x'Scx+d(v,Vi)
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• v(x) is covered by a facility in Tvl ' In this case, all vertices in TVl are covered by

facilities in Tvl ' Therefore,

M(v)[x, -] = M(VI)[X + d(v, VI),-]
k

+ L{ min M(Vi)[X',x-d(v,Vi)]};
i=2 x'EEC(Vi);X'::;x+d(v,Vi)

and

• v(x) is covered by a facility in Tvj,j of 1. In this case, all vertices in TVl \ {v(x)} are

covered by facilities in Tvl .

M(v)[x, -] = M(VI)[X + d(v, VI), d(v(x), vd]

+ min M(vj)[x',x - d(v,vj)]
x' EEC(vj );d(v(x ),v] )::;x'::;x+d(v,v])

min M(vj)[x', x - d(v, Vj)]
x'EEC(vj );x'::;x+d(v,vj)

k

+ L { min M(Vi)[X',X - d(V,Vi)]}'
i=2 x'EEC(Vi);X'::;x+d(v,Vi)

The distinguished subtree TVj is the subtree that has the minimum value of

min M(vj)[x',x - d(v,vj)]
x'EEC(vj );d(v(x),Vj ):Sx' :Sx+d(v,v])

min M(vj)[x', x - d(v, Vj)].
x'EEC(vj );x'::;x+d(v,vj)

It is not hard to see that M(v)[x, -] can be computed in O(klogn) time.

The method to compute values of M(v)[x, y], y E IC(v) is very similar to the computa­

tion of M(v)[x, -]. Its details are omitted here.

In summary, the value of each element in the coverage matrix M(v) can be computed

in O(k log n) time, where k is the number of children of v. Thus, the total cost to compute

an optimal solution is

L O(n2kv logn) = O(n3 logn),
vEV(T)

where kv is the number of children of V in the rooted tree T.

Theorem 7.3.2 The constrained covering problem on a tree network can be solved in O(n3 )

space and O(n 3 log n) time.
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7.4 Summary

In this chapter we have studied the constrained covering problems (CCPs) in a path network,

an extended-star network, and a tree network. For the first time, sub-quadratic algorithms

are proposed to solve the CCP on a path network and an extended star network. For the

CCP on a tree network, an O(n 3 log n) algorithm is presented which improves the previous

result of O(n4 ) by Horne and Smith [44]. The main data structures used in our algorithms

are binary search tree structures, segment search tree structures [10], and priority search

tree structures [51].

Possible future studies on this problem include the design of more efficient algorithms

for the CCP on a tree network, and the examination of the CCP on various other graph

topologies such as cactus networks, partial k-trees, etc. Another direction might be the

design of polynomial-time approximation algorithms for the CCP on general networks, since

the CCP on a general network is strongly NP-hard [45].
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Conclusion

In this thesis, we consider the algorithmic issues for the center and covering location opti­

mization problems where the setting is a network. The demand set consists of all points of

the network that require services and the supply set consists of all candidate locations of

facilities in the underlying network. The center location problems aim to establish an opti­

mal placement of facilities in the supply set in order to minimize the maximum (weighted)

distance from a demand point to its closest facility. The covering location problems seek

to establish the minimum number of facilities such that the maximum (weighted) distance

from a demand point to its closest facility is no more than a predefined non-negative value.

There is a tight relationship between the two problems. Generally, a solution for the cov­

ering location problem with a given value can be used to test the feasibility of the value in

the corresponding center location problem. Therefore, using the binary search technique or

the parametric-searching technique, one can easily obtain an efficient solution for the center

problem from an efficient solution for the corresponding covering problem.

Four cases of the center problem and the corresponding covering problem, where the

demand set and the supply set are either subsets of the vertex set or subsets of the point

set of the underlying network, are considered. Moreover, when the demand set is a subset

of the vertex set, its weighted version of the problem is also considered where each demand

vertex is associated with a non-negative weight.

We first studied center/covering location problems in general networks as well as special­

ized networks, such as tree networks, cactus networks, and partial k-tree networks (fixed k).

We then studied some variations of the network center/covering location problem, includ­

ing conditional extensive facility location problems, continuous p-edge-partition problems,

151
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and constrained covering problems. Here, we have only considered three variations in an

edge-weighted tree network.

The specific problems considered in this thesis are

The continuous p-center problem in general networks: Here demand points are

located at vertices of a general network G with n vertices and m edges, and centers can be

located anywhere in G. The objective is to locate a set of p centers such that the maximum

distance from demand points to their closest centers is minimized. Two cases of this problem

are considered: (i) unweighted, and (ii) weighted. We provide an O(mPnp / 2 log 2n)-time

algorithm for both cases. An O(mPnPlog na(n) )-time algorithm for the weighted case and

an O(mPnP- 1 log 2na(n))-time algorithm for the unweighted case were presented in [69],

where a(n) is the inverse Ackermann function [26]. Thus our algorithm is an improvement

over the existing result on the problem by a factor of almost O(nP/
2

).

For the general p-center problem in which the demand set contains all points of the

underlying network, a candidate set containing the optimal solution value is characterized

in Tamir's paper [68]. In spite of the nice structure, the size of this set is not polynomial even

for simple structures such as cactus networks. Until now, no efficient algorithm is known

for the problem in a general network. It is a challenge to design an efficient algorithm to

solve the problem even for a relatively small p.

Weighted p-center problems in trees: Here the underlying network is restricted to be

a tree and each demand point is associated with a non-negative weight. We only consider

the case when p is a fixed constant, and have considered the following two cases: (i) the

supply set is a subset of the vertex set, and (ii) the supply set is a subset of the point

set. An optimal algorithm is provided for both cases, which is a nontrivial generalization

of Megiddo's 'trimming' technique [54]. When p = 1, Megiddo [54] used the trimming

technique to solve the weighted I-center problems in linear time. The problem of generalizing

the trimming approach to solve the p-center problem for p > 1 has been open open for over

twenty years. This result partially resolves the long standing open problem.

Moreover, we introduce a simple parametric-pruning approach for the weighted I-center

problem, which is adapted to solve the weighted p-center problem on the real line in linear

time for any fixed value p.

Note that the running time of our algorithms for the p-center problems in a tree network

or the real line is exponential in p. One challenging task will be to design an o(f(p) ·n)-time
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algorithm for the problems where f(p) is a low-degree polynomial of p.
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Various p-center problems in tree-like networks: Here the center problems are stud­

ied in a tree-like network. We consider two cases: (i) a partial k-trees, and (ii) a cactus

network.

When the underlying network is a partial k-tree, we consider the weighted case only,

and have considered both discrete and continuous versions of the problem. For the dis­

crete version, we proposed an o (pnP log k n )-time algorithm. This result is better than the

O(p2n k+2) result of Granot and Skorin-Kapov [32] when p < k + 2. For the continuous

version, we devised the first polynomially bounded algorithm for fixed k, which runs in

O(p2kk+l n2k+3Iog n) time.

When the underlying network is a cactus network, we have considered several variations

of the problem for the first time. When p = 1, an O(n log n )-time algorithm is proposed

to solve the weighted continuous I-center problem. When p = 2, an O(nlog 3n)-time al­

gorithm is proposed for the weighted continuous 2-center problem. When p is a part of

the input, we have devised efficient algorithms for various p-center problems, using the

parametric-searching technique. In particular, we propose an O(nlog 2n)-time algorithm

for the weighted discrete p-center problem algorithm, O(n2 ) algorithms for the weighted

continuous p-center problem and the unweighted discrete p-center problem with a demand

set of infinite size, and an O(n2 log2 n) algorithm for the general p-center problem.

Many issues in a cactus network are still unresolved. For instance, it would be interesting

to find out whether there exists an optimal linear-time algorithm for the weighted I-center

problem. We conjecture that all the p-center problems can be solved in subquadratic time

by designing polylog parallel algorithms for the corresponding feasibility tests, and by using

Megiddo's results [53]. Furthermore, we suspect that an O(n) test for the general p-center

problem can be derived by properly modifying the test for V(G)jV(G)jp in [30]. This will

lead to the improved bound O(n2 ) for A(G)jA(G)jp in a cactus network.

The most challenging problem is to find more efficient algorithms to solve the p-center

problems in an edge-weighted partial k-tree of bounded treewidth.

Conditional extensive facility location problems in tree networks: Here the new

facility is not represented by a point, and a set of existing facilities are already located in

the underlying tree. The objective is to minimize the maximum weighted distance from the

demand points to the union of this new facility and the set of existing facilities. Two cases of
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the problem have been considered: (i) a path-shaped facility, and (ii) a tree-shaped facility.

We propose optimal linear-time algorithms for both cases, using the parametric-pruning

technique. These results improve the recent O(n log n) results of Tamir et al. [70].

For the case when the service cost fi (x) of a demand point Vi is a nondecreasing piecewise

linear function of the service distance x to the facility with a fixed number of breakpoints

(in our 'conditional' problems fi(X) has only one breakpoint), all the ideas presented to

solve the conditional extensive facility location problem in a tree network can be extended

to achieve an optimal algorithm for the new case in a tree network. Actually, our method

works even when the piecewise linearity assumption is relaxed to piecewise polynomiality

(e.g. quadratic, or cubic) of fixed degree.

Continuous tree p-edge-partition problems: Here the vertices in the underlying tree

network are unweighted. A continuous p-edge-partition of a tree is to divide it into p sub­

trees by selecting p - 1 cut points along the edges. We have considered two objective

functions: (i) maximize the minimum length of the p subtrees, and (ii) minimize the maxi­

mum length of the p subtrees. An O(n2 )-time algorithm for both objectives was presented

in [49]. We propose an O(nlog 2n)-time algorithm for the max-min objective, which is a

substantial improvement of the previous result. For the min-max objective, an O(nhT log n)­

time algorithm is proposed where hT is the height of the underlying tree network. When

hT = o(n/ log n), our result for the min-max problem is better. We conjecture that our

algorithms for the tree network can be extended to cactus networks.

Constrained covering problems in tree networks: Here open-facility costs and cov­

erage radii of vertices in the underlying tree networks are considered. A facility located at a

vertex u incurs a non-negative open-facility cost c(u), and provides a non-negative coverage

radius of r(u). A demand point is covered by a facility if the demand point lies within

the coverage radius of the facility, and an established facility must be covered by another

established facility. The objective is to minimize the sum of open-facility costs required to

cover all demand vertices.

We have studied the constrained covering problems in a path network, an extended star

network, and a tree network. In [45], O(n2 )-time algorithms for the problem in a path

network and an extended star network were presented, and in [44]' an O(n4 ) result for a

tree network was presented. We proposed the first sub-quadratic algorithms to solve the

problem in a path network and an extended star network. In particular, our algorithm for
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a path network runs in time O(nlogn) and our algorithm for an extended-star network

runs in time O(n1.5 logn). For the problem in a tree network, we proposed an O(n3 logn)

algorithm. The main data structures used in our algorithms are the binary search tree

structure, the segment search tree structure [10], and priority search tree structures [51].

Possible future studies on this problem include the design of more efficient algorithms for

the problem on a tree network, and the examination of the problem on various other graph

topologies such as cactus networks, partial k-trees, etc. Another direction might be the

design of polynomial-time approximation algorithms for the problem on general networks,

since the problem on a general network is strongly NP-hard [45].
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