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Abstract 

GaSb/GaAs and InAs/GaAs multiple quantum wells are grown by organometallic 

vapour phase epitaxy and characterized by x-ray diffraction, transmission electron 

microscopy and photoluminescence spectroscopy. Reflectance-difference spectroscopy 

is used to identify a characteristic signature of Sb on the GaAs (001) surface and to 

show that Sb has a strong tendency to segregate to the surface. The incorporation 

of Sb results in a graded GaAs-on-GaSb interface which is well described by a one- 

dimensional model with a segregation coefficient of - 0.95. Desorption of the surface 

Sb layer is enhanced by exposure to tertiarybutylarsine; the interface abruptness is 

dramatically increased by employing a flashoff sequence in which the accumulated 

Sb is desorbed prior to GaAs overgrowth. Atomic force microscope images show 

that the transition from planar GaSb growth on GaAs to island formation occurs for 

a submonolayer coverage under equilibrium conditions. If the layer is immediately 

capped by GaAs overgrowth, however, a monolayer of GaSb can be grown without 

dots forming. Low-temperature photoluminescence spectra of abrupt and graded 

GaSb/GaAs quantum wells are compared; the luminescence line is at a lower energy 

for the more abrupt structures. For InAs/GaAs quantum wells, the luminescence line 

is a t  a higher energy than for the GaSb/GaAs quantum wells. The experimentally 

determined transition energies are compared with calculations using the envelope 

function approximation. 
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Chapter 1 

Introduction 

Semiconductor quantum wells are a practical realization of the textbook example of 

a particle confined in a square potential. In a semiconductor quantum well, charge 

carriers (electrons or holes, or both) are confined in a thin layer of a semiconductor 

material bounded on both sides by barrier layers of a different material. The resulting 

quantized energy levels give the quantum well structure electronic and optical prop- 

erties which are fundamentally different from those of the constituent materials. Far 

from being confined to the academic interest in the basic properties of this model 

quantum mechanical system, the study of such structures has resulted in major ad- 

vances in technology, particularly the now widespread semiconductor quantum well 

laser. Research on semiconductor quantum wells dates back to  the initial proposal of 

a superlattice structure by Esaki and Tsu [I] in 1969, and there is now a large body of 

literature on the subject. Current research continues on a number of topics, including 

confinement in two and three dimensions (quantum wires and quantum dots, respec- 

tively), novel material combinations, ultrathin quantum well layers with thicknesses 

on the order of a single monolayer (ML), and new device applications. 

Quantum well structures may be fabricated from a wide variety of semiconducting 

materials, including group IV elemental semiconductors and 11-VI and 111-V com- 

pounds. For epitaxial growth of compound semiconductors, the two dominant tech- 

niques are organometallic vapour phase epitaxy (OMVPE) and molecular beam epi- 

taxy (MBE). This thesis deals with OMVPE-grown heterostructures consisting of 

ultrathin InAs or GaSb quantum wells in GaAs. The experiments involved both the 
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5.4 5.6 5.8 6.0 6.2 6.4 6.6 

Lattice Constant (A) 

Figure 1.1: Energy gap vs. lattice constant for common binary 111-V compounds and 

their alloys a t  T = 0 K. Data are from Ref. [2]. 

growth and the characterization of structural and optical properties of these het- 

erostructures. Fig. 1.1 shows two of the fundamental material properties, the band 

gap and lattice constant, for common binary 111-V compounds and their ternary al- 

loys. The band gaps of the binary endmembers and the bowing parameters used 

to  calculate the band gap of each ternary alloy as a function of its composition are 

taken from the compilation by Vurgaftman et al. [2]. The energy gap is categorized 

according to the region of the conduction band where the minimum occurs; for the 

materials discussed in this thesis, the conduction band minimum (CBM) and valence 

band maximum (VBM) are both in the I'-valley, i.e. a t  k = 0. A material in which 
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species A 

0 species B 

Figure 1.2: Conventional unit cell of the zincblende structure. 

the CBM and VBM are at the same value of k is referred to as a direct gap semi- 

conductor. In a direct gap semiconductor, photons with an energy equal to the band 

gap are easily absorbed and emitted, since there is no change in momentum between 

the CBM and VBM. In an indirect gap semiconductor, on the other hand, the CBM 

and VBM are a t  different values of k, and optical emission and absorption require the 

interaction of a phonon to conserve momentum. 

GaAs, InAs, and GaSb share the zincblende crystal structure illustrated in Fig. 1.2. 

In this structure, each of the two atomic species occupies a face-centred cubic (FCC) 
sublattice within the crystal. The vectors a, b, and c define the conventional unit 

cell; these vectors are mutually perpendicular and have the same length, which is 

the lattice constant, a. In units of a ,  the atomic coordinates within the unit cell of 
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1 1  1 species A are (0,0,0); (o,;,;); (;,0,;); and (;,;,0), while those of species B are (,,,,,); 
1 3 3  (a ,a ,a ) ;  ( f  ,a,:); and ( 2 , f , a ) .  

The lattice constant is a crucial parameter, as it must be sufficiently similar for 

the constituent materials, if a heterostructure is to be successfully grown. A lattice 

matched heterostructure is composed of materials having the same lattice constant. 

A strained-layer structure, on the other hand, is composed of materials whose bulk 

lattice constants differ. If the layer thickness is below a certain critical thickness, 

an epitaxially grown layer can accommodate strain elastically, adopting the lattice 

constant of the substrate in the lateral directions, while its lattice constant in the 

perpendicular direction changes according to the particular elasticity properties of 

the material. For highly strained epilayers, it becomes energetically favourable for the 

material to  form three-dimensional islands on the surface, if deposition is continued 

once the critical thickness is reached. This is referred to as the Stranski-Krastanov 

growth mode. For InAs and GaSb grown on GaAs, the bulk lattice constants of the 

substrate and epilayer differ by 7.2% and 7.8%, respectively, and the critical thickness 

is on the order of a single monolayer [3]. Quantum wells of these materials are thus 

limited to the ultrathin quantum well regime. 

A semiconductor heterostructure can be described in terms of the elementary 

quantum mechanical square potential well, using the envelope function approximation 

(EFA). This approximation extends the concept of the band structure of a perfect 

semiconductor crystal to a crystal perturbed by a spatially varying potential. In the 

EFA, the rapidly varying crystal potential is no longer explicitly considered, and the 

dynamics of the crystal is represented by electrons and holes with effective masses, 

which account for the effects of the crystal lattice. The wavefunction of an electron 

or hole consists of the product of a function with the periodicity of the lattice, and an 

envelope function. The envelope functions obey an equation which is similar in form to 

the Schrodinger equation, which allows the use of the solutions similar to those of the 

elementary square well problem to  determine the energy levels and envelope functions 

[4, 51. The confinement potentials for electrons and holes are given by the difference in 

the relative positions of the respective band edge energies at  the interfaces. Interfaces 

are classified according to the band alignment, as shown in Fig. 1.3. At a type-I 

interface, the conduction band edge is lower and the valence band edge is higher in 
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conduction 

band I I -1 
valence r 
band -t 

Type 1 Type IIA Type llB 
(staggered) (misaligned) 

Figure 1.3: Schematic representation of the different types of band lineup. 

the lower band gap material; in type-I quantum wells, such as those formed from 

InAs and GaAs, electrons and holes are both confined in the lower band gap material. 

At a type-IIA (staggered band lineup) interface, both the conduction band edge and 

the valence band edge are higher in energy in one material than in the other. Only 

one type of carrier is confined in a type-IIA quantum well; for example, the holes are 

confined in GaSb quantum wells while the electrons are localized in the GaAs barriers 

[6]. Misaligned band lineup or type-IIB interfaces are those in which the valence band 

edge of one material lies above the conduction band edge of the other material. There 

also exist occasional references in the literature to type-I11 heterostructures, formed 

by a semiconductor and a zero-gap semiconductor [4]. 

The remaining chapters of the thesis are organized as follows: Chapter 2 intro- 

duces the experimental methods that were used to grow and characterize the samples. 

For each experimental technique, the apparatus and procedures are described, and the 

theory necessary to interpret the data is summarized. Chapter 3 deals with surface 

studies of GaAs exposed to Sb; this topic is of importance in understanding the for- 

mation of the GaSb/GaAs interface. The chapter begins with a review of the known 

surface reconstructions of the GaAs (001) surface and their optical anisotropy. A 

number of previous studies of Sb on the GaAs (001) surface are also reviewed. The 

chapter concludes by discussing experimental results obtained by in situ monitoring, 

using reflectance-difference spectroscopy, of the GaAs surface exposed to trimethy- 

lantimony (TMSb). Chapter 4 deals with the interface quality of GaSb/GaAs and 

InAs/GaAs multiple quantum well (MQW) structures. The abruptness of the in- 

terfaces in these material systems is particularly affected by the surface segregation 
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of Sb and In, respectively. For each material system, a brief review of previously 

published work is included. The results of structural studies using x-ray diffraction 
and transmission electron microscopy are then presented. Chapter 5 discusses the 

electronic and optical properties of GaSb/GaAs and InAs/GaAs MQW structures. 

The chapter begins with a review of the relevant literature and continues with a dis- 

cussion of the EFA and calculations to predict the transition energy at  which optical 

emission occurs. The results of low-temperature photoluminescence measurements 

are then compared with the theoretical calculations. Finally, important conclusions 

drawn from this work are summarized in Chapter 6. 



Chapter 2 

Experimental met hods 

This chapter discusses the experimental techniques and instruments that were used to 

grow and characterize the MQW heterostructures, which are the subject of this thesis. 

For each experimental technique, an overview of the method is given, and the details of 

the apparatus are described. In the case of reflectance-difference spectroscopy (RDS) 
and x-ray diffraction (XRD), the theory required to interpret the data is discussed, 

and derivations of the principal formulae are outlined. A number of results from the 

literature are summarized, where they are relevant to the interpretation of the data 

from a particular type of experiment. 

2.1 Organometallic vapour phase epitaxy 

OMVPE is a crystal growth technique used to  deposit epitaxial films of compound 

semiconductors onto single-crystal substrates. The epitaxial film is formed from pre- 

cursor compounds, which include organometallic compounds in the vapour phase, and 

may also include hydrides (supplied as gases) and halogen-containing compounds. The 

precursors are carried in an inert carrier gas stream, and arrive at  the crystal surface 

by diffusion through a boundary layer of gas above the surface. The precursors decom- 

pose at  the heated surface, and the metal atoms are incorporated into the epitaxially 

growing film. 
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Figure 2.2: Schematic diagram of a bubbler designed for organometallic compounds, 

with flow and pressure control systems. 

the temperature of the substrate, the ambient pressure in the reactor chamber, the 

carrier gas flow and the molar rate at  which the precursors are introduced into the 

reactor chamber. The systems needed to ensure precise control over these parameters 

account for the considerable complexity of the apparatus. 

2.1.2 Organometallic precursors 

The organometallic precursors are stored in stainless steel bubblers, as shown in 

Fig. 2.2. With the exception of trimethylindium (TMIn) and CBr4,which are solid, 

they are liquid a t  the storage temperature (usually between -15 "C and 18 "C.) The 

rate of supply is controlled by a mass flow controller (MFC), which sets the mass flow 

rate of hydrogen into the bubbler. The hydrogen rises through the liquid as bubbles, 

and emerges saturated with the organometallic compound. The ratio of organometal- 
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Table 2.1: Properties of organometallic precursors. MP: melting point; BP: boiling 

point. 
Abbreviation Formula MP ("C) BP ("C) a b (K) 

TEGa C6H15Ga -82.5 143 9.172 2532 

TBAs CIHUAS -1 65 7.243 1509 

TMSb 

TMIn CaHaIn 88 135.8 10.520 3014 

lic molecules to those of hydrogen is then equal to the ratio of their partial pressures. 

The molar supply rate of the precursor, f,, is the product of this ratio and the molar 

rate of hydrogen flow: 

where F,,, is the hydrogen flow, expressed as a volume flow ( ~ m - ~ / m i n )  at  standard 

temperature and pressure (STP), no is the constant expressing the number of moles 

per cmP3 in an ideal gas at  STP, and PV(T) and PB are the precursor vapour pressure 

and the total pressure in the bubbler, respectively. The dependence of the vapour 

pressure on the temperature is given by the empirical relation 

where a and b are constants which are characteristic of a particular compound. The 

temperature is kept constant by placing the bubbler in a temperature-controlled bath 

of ethylene glycol/water solution, and the bubbler pressure is controlled by an elec- 

tronic pressure controller. The properties of the compounds used as precursors for 

the samples studied in this thesis are shown in Table 2.1. 

2.1.3 Reactor design 

A more detailed view of the OMVPE reactor is shown in Fig. 2.3. The group I11 

and group V precursors enter the reactor through separate lines, to  minimize any 

reactions between these precursors in the gas phase. They are mixed by a perforated 

mixing ring, and the gas mixture travels downwards toward the substrate surface. The 
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Figure 2.3: Diagram of the OMVPE reactor chamber (based on a figure by Wiersma 

171). 
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hydrodynamics of gas flow in the OMVPE reactor is complex. The ideal situation 

for achieving high quality, uniform layers with abrupt interfaces is a steady laminar 
flow, but this is difficult to achieve in practice. Recirculating gas currents can ap- 

pear above the sample due to thermal convection. Reactor flow dynamics have been 

investigated using computational methods [8] and gas flow visualization [9]. These 

studies indicated that a rotating susceptor can improve the flow conditions. While 

the OMVPE reactor used in this work has the capability for susceptor rotation, rota- 

tion was not employed because of the difficulties it introduces for in situ monitoring. 

A relatively low reactor pressure of 50 Torr was employed to minimize recirculating 

currents. Other reactor design considerations include avoiding abrupt changes in di- 

ameter, and obstacles in the path of the gas flow. The reactor used in this work 

employs a cylindrical inner liner tube to provide a constant cross-section for the gas 

flow. 

Heating of the substrate to the growth temperature is accomplished by an electrical 

resistance heater. The substrate is placed on a graphite susceptor which is heated from 

below. The thermal mass of the susceptor helps to stabilize the temperature. In order 

to  keep the temperature steady, the heater output is adjusted by feedback from an 

optical pyrometer, which measures the temperature of the underside of the susceptor. 

Achieving accurate temperature control of the substrate surface is, however, a difficult 

issue in OMVPE, due to the potential variability of the heat transfer rates between the 

susceptor, the substrate, and the surrounding environment. The practice employed in 

this study is to rely on calibration of the optical pyrometer reading to a measurement 

of the surface temperature, using a thermocouple. This calibration is performed as 

part of regular reactor cleaning and maintenance procedures. Nevertheless, all growth 

temperatures that are reported should be understood to  be subject to some variability. 

Routine adjustments to the pyrometer calibration are typically less than 5 "C, but 

adjustments as great as 10-20 "C are occasionally necessary after susceptor cleaning. 

2.1.4 Decomposition of the precursors 

Near the substrate surface, the gas flow is horizontal, with the flow velocity approach- 

ing zero at  the surface itself. The precursor molecules therefore arrive at  the surface by 
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Figure 2.4: Examples of the two decomposition reactions: P-hydride elimination and 

homolytic fission. 

diffusion through a stagnant boundary layer. As the molecules are heated to  the tem- 

perature of the substrate, they undergo pyrolysis, decomposing into their constituent 

metal atoms and organic radicals. The different types of pyrolysis reactions which can 

occur are discussed in detail by Stringfellow [lo]. Two of these reactions are shown 

in the diagrams in Fig. 2.4. The compound triethylgallium (TEGa) decomposes by a 

reaction known as P-hydride elimination, in which each ethyl group leaves behind a 

hydrogen atom bonded to  the Ga, forming ethylene. The trimethyl compounds, on 

the other hand, dissociate by homolytic fission, in which each methyl radical in turn 

simply breaks its bond with the metal atom. The exact decomposition mechanism 

of tertiarybutylarsine (TBAs) is uncertain; a number of candidate reaction sequences 

involving P-hydride elimination have been proposed [lo]. 
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Figure 2.5: Illustration of step flow growth: atoms are adsorbed on the surface, then 

migrate to step edges. 

2.1.5 Epitaxial growth 

The metal atoms produced in the boundary layer by the pyrolysis reactions are sub- 

sequently adsorbed onto the surface of the growing crystal. The adsorbed atoms are 

mobile and can migrate across the sample surface until they are incorporated into the 

crystal structure. In practice, no macroscopic crystal surface is atomically flat over 

its entire area; there are always atomic terraces bounded by step edges. Under typical 

OMVPE conditions, adsorbed atoms are preferentially incorporated at step edges, as 

shown in Fig. 2.5. A step edge will therefore propagate across the surface until it 

merges with another step or reaches the edge of the sample - this is referred to as 

step flow growth. 

Epitaxial growth is fundamentally driven by thermodynamics a t  the solid/vapour 

interface. The system strives to reduce the difference in chemical potentials 

where pv and p, are the chemical potentials of the vapour and solid, respectively [lo]. 

However, other factors are also involved, chiefly the kinetics of surface diffusion and 

surface reactions, and the hydrodynamics of mass transport to  the growing surface. 

Studies of the growth rate as a function of growth temperature have revealed three 

growth regimes [lo]: at low temperatures, the growth rate is limited by kinetics and 
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Figure 2.6: Schematic plot of the growth rate as a function of inverse temperature, 

showing three growth regimes and the factors limiting the growth rate in each case. 

increases with temperature; the decomposition of the group I11 precursor is thought 

to  be the rate limiting step. At higher temperatures, roughly 550 "C-750 "C, mass 

transport (diffusion of the reactants through the boundary layer) is the limiting factor. 

In this growth regime, which is the one almost always used for OMVPE in practice, 

the growth rate is only weakly temperature-dependent and depends nearly linearly 

on the group I11 flow rate. At higher temperatures, the growth rate decreases with 

increased temperature, which may be due either to thermal desorption of the group 

I11 element from the surface or to  depletion of the reactants from the gas stream. The 

three growth regimes are shown schematically in Fig. 2.6. Since OMVPE is typically 

performed with an oversupply of the group V precursor or precursors, the group I11 

flow is the one which controls the growth rate. The oversupply of group V is necessary 

to prevent the desorption of the more volatile group V element(s) from the surface, 

and it also enhances step flow growth. For many common compounds, (e.g. GaAs), 

the ratio of the molar supply rate of group V to that of group I11 (the "V-I11 ratio") 

can be chosen in a wide range, whereas for certain compounds, high quality epilayers 
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can only be grown in a limited range. For example, successful growth of antimonide 

compounds requires a V-I11 ratio close to unity [lo]. 

2.2 Reflect ance-difference spectroscopy 

In order to  effectively study processes occurring during crystal growth, in situ char- 

acterization of the semiconductor surface is desirable. Due to the relatively high pres- 

sure of the OMVPE environment, electron diffraction techniques cannot be applied. 

Instead, an optical characterization method is required. Optical data are typically 

dominated by the contribution from the bulk crystal, which overwhelms any signal 

arising from the surface. RDS overcomes this difficulty by measuring the difference 

in the reflectance of light polarized along two orthogonal crystal axes. Since the bulk 

reflectance is isotropic for cubic crystals, the RDS signal is primarily sensitive to the 

lower-symmetry crystal surface. The apparatus used in this work is a custom-built 

system based on the setup described by Aspnes [ll]. 

2.2.1 The RDS apparatus 

A diagram of the RDS apparatus is shown in Fig. 2.7. A xenon arc lamp is used as 

a white light source. Spherical and planar mirrors are used to focus and direct the 

beam. The beam is first linearly polarized by using a Rochon prism. The polarized 

beam, which has equal components of polarization along the [I101 and [i10] axes, re- 

flects from the sample and is then directed through a photoelastic modulator (PEM) 

oriented parallel to the direction of polarization. The PEM consists of an optical 

wave plate, the retardation of which is periodically modulated by applying piezo- 

electric strain. The rate of the modulation is 50 kHz, which avoids coupling of the 

measurement to  any mechanical vibration modes. For spectroscopic measurements, 

the PEM control circuitry is adjusted for each wavelength, A,  so that the retardation 

oscillates between X/2 and -X/2. The beam then passes through an analyzer con- 

sisting of a second Rochon prism with its axis of polarization a t  45 " to the original 

polarization direction. The beam is dispersed through a grating spectrometer and 

detected by a photomultiplier tube. A lock-in amplifier, with its reference frequency 
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Figure 2.7: Diagram of the RDS apparatus 
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determined by the PEM modulation, extracts the component of the signal desired. 

The signal includes harmonics at integer multiples of the modulation frequency, w ;  as 
shown in the derivation in section 2.2.2, the 2w component is directly proportional 

to the real part of the reflectance anisotropy, whereas the w component depends on 

both the real and imaginary parts. In the present work, only the 2w component of 

the reflectance-difference (RD) signal was measured. 

RD spectra are typically collected in the range 1.5-5 eV, which requires roughly 

two minutes. In order to obtain spectroscopic information about processes occurring 

on a shorter time scale, time-resolved RDS was employed. Time-resolved RDS runs 

involve a periodically repeated OMVPE sequence, with the RD transient collected as 

a function of time, for a single wavelength, during each period. The data collection 

is synchronized to a reference time point in the OMVPE sequence. The spectra 

can then be constructed from the RD transients for each wavelength point. For 

this type of experiment to provide useful data, the periodic sequence must produce 

identical surface conditions each time the sequence is repeated. This was verified by 

monitoring a single wavelength during several repetitions of the OMVPE sequence, 

before collecting the time-resolved RDS data. 

2.2.2 Optical response of the RDS system 

In this work, the reflectance-difference signal is defined as the real part of the complex 

reflectance anisotro~v 

where rllo and T i l o  are the complex reflectances of light polarized along the [I101 and 

[I101 axes, respectively. The analysis which follows, however, involves the measured 

intensities, so it is helpful to relate the above quantity to the reflectance intensity 

By expanding these two expressions in terms of ~ 1 1 0 ,  T i lo ,  and 

conjugates, and using the fact that (Ar)2 << r2 for the [001] 

their respective complex 

surfaces of interest, one 



CHAPTER 2. EXPERIMENTAL METHODS 

obtains 
AR Ar - = 2- 
R r (2.6) 

In order to analyze the optical response of the RD apparatus, it is convenient to make 

use of the Jones Matrix Calculus [12]. The polarized light is represented by a Jones 

vector, denoted here as Ej, and each optical element is represented by a 2 x 2 Jones 

matrix. The coordinate system is chosen so that the components of the Jones vectors 

correspond to the 

components along 

[I101 and [I101 crystal axes. The initial polarized beam has equal 

each of these directions, and is thus given by 

where EO is proportional to the amplitude of the electric field. Applying the Jones 

matrix for reflection, one obtains the Jones vector for the beam reflected from the 

sample: 

The Jones matrix for a retarder with phase shift 4 is given by [12] 

In the case of the PEM, the phase shift is modulated so that $(t) = .rr sin wt.  The 

PEM is at 45" to the crystal axes, so the Jones matrix for the PEM is J ~ M  J where 

J is the rotation matrix 

and the beam emerging from the PEM is given by 

r110 cos + irilo sin E2 = J ~ M  JE1 = EO && rile cos + irllo sin 

The analyzer is a polarizing prism oriented along [110]; applying its Jones matrix, one 

obtains 
rllo cos + + irilo sin q) 

(2.12) 
0 
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The photomultiplier current is proportional to the intensity IE3I2; 

@(t> 
1~31' = E: (Ir11012 COs2 - + ri1012 sin 2 4 3  

2 2 

Using the appropriate half-angle f o rmu l~ ,  this simplifies to 

The trigonometric functions can be expanded in Bessel function series: 

sin @(t) = 2 C J2,+l(n) sin ( (2m + 1) wt) 

The RDS system measures the 2w term - the lock-in amplifier is set to use 100 

kHz (twice the modulation frequency) as its reference frequency. The photomultiplier 

current may be expressed as I (t) = I. + A I  (wt) + A I  (2wt) + . From the above 

expression for IE3I2, the relation between the 2w component of the time-varying 

current, and the real part of the reflectance anisotropy is 

A I (2wt) 
= 2 J2 (n) 

10 (2.16) 
A r  

= 2 J2 (n) - cos 2wt 
r 

In practice, the photomultiplier tube current must first be amplified and converted 

into a voltage before being measured by the lock-in amplifier. A simple home-built 

preamplifier is used for this purpose. The preamplifier does not have a flat frequency 

response, so its attenuation a t  100 kHz must be taken into account to calculate A r l r  

from the measured AC and DC voltages. The attenuation was estimated by compar- 

ing the signal frorn the home-built preamplifier to the signal obtained with an EG&G 
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preamplifier, the bandwidth of which is well above 100 kHz according to the manufac- 

turer's specifications. The home-built preamplifier was found to attenuate by a factor 

of 3.5 a t  100 kHz, relative to the DC response. In normal use, the attenuating 

preamplifier is in fact beneficial since it filters out higher-frequency noise which was 

not effectively filtered when using the lock-in amplifier with the EG&G preamplifier. 

The RD signal, Ar l r ,  is thus related to the ratio of the AC and DC components of 

the voltage signal by 
Ar fi VAC VAC - % 3.5-- % 5- 
r  

(2.17) 
~ J Z ( T ) ~ D C  VDC 

with the factor accounting for the fact that VAC, as measured by the lock-in 

amplifier, is the root-mean-square (RMS) value (the approximate value of J2(7r) is 

0.4854). 

2.3 High resolution x-ray diffraction 

High resolution XRD is the principal technique used in this work to determine the 

structural properties of the samples investigated. The technique consists in measuring 

the diffracted intensity in a small angular range about one of the Bragg diffraction 

peaks of the substrate crystal. The so-called rocking curves obtained in this way 

contain information about the thicknesses and strains of the epilayers, and provide an 

indication of the degree of layer perfection. Even complicated heterostructures may 

be analyzed, with the help of computer simulations of the rocking curves. 

2.3.1 Generation of x-rays and beam conditioning 

In the discussion of the theory of diffraction from crystals, we will assume that the 

incident field is a plane wave. In practice, however, the laboratory x-ray source gener- 

ates a range of wavelengths and has a finite angular dispersion. The x-ray generator 

consists of a cathode ray tube with a metal target at the anode end. Electrons ac- 

celerate through the applied potential, then strike the target. The rapid deceleration 

of the electrons produces bremsstrahlung radiation in the x-ray region. Part of this 

radiation is absorbed by the target, through excitation of atoms from their ground 
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Figure 2.8: X-ray source spectrum in the region of the Cu Kal emission line, which 

is used for the diffraction experiments. 

state into higher-lying levels. Transitions from these excited states result in sharp x- 

ray emission lines, which are superimposed on the broad bremsstrahlung background 

(see Fig. 2.8). 

In order to obtain high quality rocking curves, it is necessary to use a beam con- 

ditioner to collimate the beam and make it monochromatic. The beam conditioner 

itself consists of one or more diffracting crystals, together with angular-limiting aper- 

tures. The measured rocking curve is in fact the correlation function of the rocking 

curves of the beam conditioner crystals and the specimen [13]. However, if the rocking 

curve widths of the beam conditioner crystals are much narrower than those of the 

specimen, the measured curve approaches the theoretical plane-wave rocking curve of 

the specimen. The availability of large, nearly defect-free crystals of silicon from the 
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electronics industry has allowed the design of beam conditioners with extremely nar- 

row rocking curve widths, so that the above condition can be met for any specimens 
of practical interest. 

2.3.2 Details of the x-ray diffractometer 

The apparatus used for high-resolution XRD is a Bede D3 triple-axis diffractometer. 

The instrument is illustrated schematically in Fig. 2.9. The x-ray source uses a copper 

target and is normally operated at  a voltage of 40 kV and a current of 30 mA. The 

beam conditioner consists of two silicon channel cut crystals, which are shown in detail 

in the inset. The beam conditioner crystals are positioned in the (220) diffraction 

condition (the notation for diffracting conditions is discussed in section 2.3.4.) Two 

settings of the beam conditioner are possible; the symmetrically cut (parallel to the 

diffracting planes) channels are used to obtain the highest possible resolution, with 

four reflections in each channel cut crystal. The asymmetrically cut channels are 

used to obtain higher intensity, with two reflections in each channel cut crystal. For 

the work reported in this thesis, the high intensity setting was used - this setting 

produces a higher signal-to-noise ratio with adequate resolution and is usually used 

unless the higher resolution is needed. 

The specimen is mounted to a plate by means of small pieces of wax, which are 

melted, then allowed to  solidify. This avoids placing any external stress on the spec- 

imen. The plate attaches magnetically to the sample holder on the diffractometer. 

In addition to  the vertical axis w,  the sample may be rotated about the horizontal 

axis #I in the plane of the sample surface, and displaced perpendicular to the sur- 

face ( z  axis). These adjustments allow the accurate orientation of the specimen in 

a diffracting condition. Additionally, the specimen can be displaced parallel to its 

surface (x and y axes), in order to sample different regions of the crystal. 

The detector is mounted on an arm, which can be rotated independently of the 

w axis. The detector consists of a scintillator crystal, which converts x-ray photons 

into optical photons, which are then detected by a photomultiplier tube. The detector 

arm has attachments for placing apertures in front of the detector, and also carries 

a third channel cut crystal, which can be moved into or out of the path of the x-ray 
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Figure 2.9: Schematic diagram of the high resolution x-ray diffractometer. The inset 

shows the two possible configurations of the beam conditioner channel cut crystals 

(CCC). 
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beam. The analyzer crystal serves to  limit the angular acceptance of the detector to a 

very narrow range, and is primarily used for reciprocal space mapping, which was not 

employed in this work. For the collection of rocking curve data, the analyzer crystal 

is moved out of the beam path, so that all of the diffracted intensity is detected, for 

any given specimen orientation. Apertures are usually placed in front of the detector, 

even for rocking curve collection, in order to reduce background noise from diffusely 

scattered x-rays. 

2.3.3 Diffraction of x-rays from a crystal 

For radiation with a wavelength of the order of the interatomic spacing in crystals, 

diffraction effects are expected. The response of a crystal to an incident x-ray wave 

field can be approached on two different levels; the kinematical and dynamical diffrac- 

tion theories. The kinematical theory assumes that the incident beam is the same 

throughout the crystal. This is, evidently, a poor assumption for thick specimens 

of nearly perfect crystals, such as those studied in this work, which diffract x-rays 

strongly. Nevertheless, the kinematic theory correctly predicts the positions of the 

diffraction peaks, and allows useful insight into the diffraction phenomenon. The 

dynamical theory, which treats the transfer of energy and momentum between the 

incident and diffracted beams in detail, is required to  correctly predict the intensity 

profile of rocking curves. However, since it involves numerical solution of systems of 

partial differential equations, it is difficult to obtain any physical insight from the 

dynamical theory. The dynamical diffraction theory is the basis of the computer sim- 

ulations discussed in Sect. 2.3.5, but its derivation is beyond the scope of this thesis. 

Instead, the kinematical diffraction theory is outlined. This will allow a discussion of 

the diffraction geometry of MQW structures. 

The simplest description of diffraction from a crystal is Bragg's law. Bragg's law 

can be derived by assuming that part of the incident wave reflects specularly from 

successive crystal planes, as shown in Fig. 2.10. It is then evident from the geometry 

that the reflected waves will be in phase when the path length difference AOB is an 

integer number of wavelengths, which is the case when 

nX = 2d sin 8 (2.18) 
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Figure 2.10: Diffraction of x-rays from parallel crystal planes. AOB is the path length 

difference (after Bowen and Tanner [13]). 

where n is an integer, X is the wavelength, d is the interplanar spacing and 8 is the 

incident, and reflected, angle. However, it is not clear from the derivation of Bragg's 

Law, why the incident angle should equal the angle of reflection. To show this, one 

must consider the scattering from individual atoms within the crystal. 

The scattering geometry for an incident x-ray beam scattered from two atoms is 

illustrated in Fig. 2.11. It is not necessary to consider scattering mechanisms in detail 

here, suffice it t o  state that the incident beam can be scattered in all directions, with 

some angular distribution f (8). The scattering is elastic, so that /kol = lkhl = l / X  

(note that this convention, adopted in this section because it is common in crystal- 

lography texts [13, 141, is different from the convention which will used for the wave 

vector in Chap. 5, i.e. Ik( = 27r/X). The observation point is sufficiently distant 

that the scattered beams from the two atoms may be considered parallel. The phase 

difference between the scattered beams is then given by 

exp{-2ri(kh - A r  - ko Ar))  = exp{-27riQ . Ar)  (2.19) 

where Q = kh - ko and Ar  is the separation between the two atoms. Thus, the 

scattered waves from two atoms in the plane normal to  the vector Q have the same 

phase. In general, the waves scattered from two atoms are in phase if the dot product 

Q . A r  is an integer. 
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Figure 2.11: Geometry of x-ray scattering from two atoms separated by a vector Ar 

(after Bowen and Tanner [13]). 

The phase difference obtained above is applicable to  the x-rays scattered from the 

atoms making up a crystal. The x-ray beam scattered in a particular direction from 

a crystal is the sum of the scattered waves from the individual atoms. Clearly, a 

significant intensity will result only when all such waves are in phase. In other words, 

if the origin is chosen to  correspond to  the position of an atom, then the dot product 

Q . rj must be an integer for any other atom j within the crystal. This can only 

occur when the arrangement is such that the atoms lie in planes which are normal 

to  the vector Q, and the plane spacing d is such that [Qld is an integer. These two 

conditions are equivalent to Bragg's law (2.18). 

2.3.4 The reciprocal space formulation 

The concepts of reciprocal space, and the reciprocal lattice, are very helpful in un- 

derstanding the geometry of diffraction. One can define vectors a*, b*, and c*, which 

are related to the real-space unit cell vectors a, b, and c by the following relations: 
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a * . a =  1, b * - b  = 1, c * . c  = 1, withal1 other dot productsof a*, b*, or c* and areal  

space unit cell vector being zero (a* . b = 0, etc.) The vectors a*, b*, and c* define 

the reciprocal lattice. The real-space unit cell vectors a, b, and c need not be the 

primitive unit cell vectors; the vectors used to define the reciprocal lattice depend on 

the choice of unit cell, but it can be shown that the reciprocal lattice itself is unique 

for a given real space lattice [14]. In the cubic, tetragonal and orthorhombic crystal 

systems, the reciprocal lattice unit cell vectors a*, b*, and c* are parallel to the corre- 

sponding real-space unit cell vectors, a, b, and c, respectively, but this is not true in 

general. The relationship between the reciprocal lattice and the diffraction geometry 

is particularly simple for a crystal which contains a single atom per unit cell. In that 

case, the atomic positions are given by rj = Uja + V,b + Wjc1 where Ujl V,, and Wj 

are integers, and the unit cells are indexed by j .  The reciprocal lattice vectors are 

given by dhkl = ha* + kb* + lc*, where h, k, 1 are integers. From the relations between 

the real-space and reciprocal unit cell vectors, it follows that 

which is an integer by definition. Diffraction will thus occur when Q = dhkl.  This 

relation can be represented graphically by means of the Ewald sphere construction. 

Since ko and kh are of length 1 / X ,  the set of all possible incident and scattered beam 

vectors defines a sphere of radius 1 / X .  A two-dimensional section of this sphere is 

depicted in Fig. 2.12. The origin of the reciprocal lattice is a t  the point 0 on the 

surface of the sphere. Rotation of the crystal in real space corresponds to rotation 

of the Ewald sphere about the point 0. Diffraction occurs when the Ewald sphere 

intersects a reciprocal lattice point (other than the origin); i.e. when the vector Q 

coincides with a reciprocal lattice vector. 

The integers h, k, 1 are referred to as the indices of the reflection (the term reflection 

for a diffraction condition arises from the concept of reflecting planes in Bragg's law). 

If h, k and 1 have no common factor, they correspond to the Miller indices of the 

reflecting planes [14], and the reflection is the lowest order diffraction from that set of 

planes. Higher order diffraction conditions from the same set of planes have indices of 

reflection given by nh, nk, nl, where n is the diffraction order occurring in Bragg's Law 

(2.18). One also encounters the condition for diffraction written so as to incorporate 
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section of Ewald sphere 

Figure 2.12: The Ewald sphere construction (after Bowen and Tanner [13]). 

the diffraction order into the plane spacing: 

where dhkl is the magnitude of the reciprocal lattice vector dhkl. 

For crystals containing more than one atom per unit cell, the description of the 

diffraction geometry is similar, but the waves scattered from all the atoms within 

the unit cell must be taken into account. The positions of atoms in the unit cell are 

specified by xm = uma + vmb + wmc, where the index m runs over atoms within a 

single unit cell. The scattering amplitude from the unit cell is the sum of the waves 

scattered by the individual atoms: 

where f,(8) are the scattering factors of the individual atoms, which depend on 

the type of atom and the scattering angle (Fhkl and fm(8) are actually ratios of the 

scattering amplitudes to that of a single electron a t  the origin). Fhkl is known as the 
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structure factor of the unit cell. The amplitude of the total scattered beam from the 

crystal, qhkl ,  is obtained by summing the amplitudes from all unit cells: 

If the structure factor vanishes for a given reflection, because the sum of the waves 

from atoms within the unit cell is zero, then diffraction will not occur. These re- 

flections are referred to as forbidden reflections. For example, for crystals with the 

diamond structure, reflections with indices (0,0, k) are forbidden except for values 

of Ic which are multiples of 4. For the 111-V semiconductors having the zincblende 

structure (see Fig. 1.2), (0,0, k) reflections with odd k are forbidden, Ic = 4,8, . . . 
reflections are strong and k = 2,6 , .  . . reflections are weak, appearing only because 

of the small difference in the atomic scattering factors for the two elements, which 

results in incomplete cancellation of the waves. 

2.3.5 Diffraction from periodic structures 

The interference of x-rays provides a method to make accurate measurements of the 

structural properties of ultrathin layers [15]. Periodic structures, i.e. MQWs and 

superlattices, give rise to a characteristic diffraction pattern. This pattern consists 

of "satellite" peaks, whose spacing in reciprocal space corresponds to the real-space 

period of the structure. The pattern of satellite peaks is repeated at  each reciprocal 

lattice point of the bulk crystal, as shown schematically in Fig. 2.13 - since the 

spatial period of the structure is greater than the lattice constant, the satellite peaks 

are more closely spaced in reciprocal space than the bulk reciprocal lattice points. 

The orientation of the satellite peak pattern is determined by the interface plane of 

the heterostructure, in this case (001). By scanning the sample axis w ,  while moving 

the detector axis through twice the angular distance, a radial line is mapped out in 

reciprocal space. If the detector acceptance is only limited by a slit, as is the usual 

practice for rocking curve measurements, the line in reciprocal space is broadened into 

a wide path, with the detector integrating over a range of scattering angles. 

Figure 2.14 shows a simulated rocking curve around the (004) reflection. The 

curve was computed by the Bede RADS software package, using dynamical diffrac- 
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Figure 2.13: Diffraction from a periodic structure in a planar section of reciprocal 

space. 

tion theory. The structural model for the computation consists of a 12-period MQW 

structure with 1 ML thick InAs quantum wells and 108 .& thick GaAs barrier layers. 

The satellite peaks (labelled SL, with the subscript denoting the diffraction order) ap- 

pear to  either side of the substrate diffraction peak. The spacing of the satellite peaks 

is determined by the MQW period. The weaker fringes appearing between the satel- 

lite peaks result are known as Pendellosung fringes, and their spacing is determined 

by the total thickness of the MQW structure [15]. The position in reciprocal space 

of the zeroth-order satellite SLo is determined by the average perpendicular lattice 

constant of the MQW structure: 

For structures consisting of binary compounds, the lattice constants of the well and 
(b) barrier materials, a and a,  , are known - they can be computed from (5.16). 

Therefore, the thicknesses of the well and barrier layers, Lw and Lb, can be determined 

from the position of the SLo peak and the spacing of the satellite peaks, in the 

experimental rocking curve. For thick layers, kinematical theory is adequate for this 

purpose, but for heterostructures whose total thickness is less than 1000 .&, the SLo 

peak position predicted by kinematical theory diverges from the experimental values 
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Figure 2.14: Example of a (004) rocking curve from a 12x MQW structure (simu- 

lated). 

due to interference effects [13]. Dynamical diffraction theory correctly predicts the 

position of the peak for both thick and thin layers. Using the RADS software the layer 

thicknesses can be easily determined by adjusting the model input parameters until 

the positions of the peaks in the simulated curve match those in the experimental 

data. 

If one or both of the materials in the MQW structure are alloys, then the perpen- 

dicular lattice parameters depend on the respective alloy compositions of the layers. 

The layer compositions are typically not accurately known a priori. The thicknesses 

and compositions of the layers cannot be determined unambiguously from the satellite 

peak positions in a MQW rocking curve; only the MQW period and the average strain 

are constrained. The intensities of the satellite peak positions can be used to place 

constraints on the alloy compositions, but the dependence of the intensities on the 

structural parameters is quite weak. Some examples of rocking curves of MQW struc- 

tures with the same average strain, but different layer compositions and thicknesses, 

are discussed in section 4.1.1. 
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2.4 Atomic force microscopy 

Atomic force microscopy is a scanning probe technique used to map the surface topog- 

raphy of a sample. In the work presented in this thesis, it is used to study the critical 

thickness of strained GaSb layers, by checking for the presence of three-dimensional 

(3D) dots or islands on the surface. The vertical resolution of the atomic force mi- 

croscope (AFM) is on the order of angstroms, while the lateral resolution depends on 

the type and condition of the probe tip. 

The instrument used for AFM measurements is a Park Scientific Instruments Au- 

toprobe CP. A schematic diagram of the apparatus is shown in Fig. 2.15. The can- 

tilever and nanometre-scale tip are formed from crystalline silicon. The cantilever is 

thin enough that the interatomic forces between the tip and the sample surface cause 

a measurable deflection of the cantilever. The deflection is measured by a laser beam, 

which reflects from the top side of the cantilever. An array of two photodiodes detects 

the laser beam, with the difference in signal between diode A and diode B depending 

on the deflection angle. The AFM is operated in feedback mode, in which the sample 

is moved vertically to keep the cantilever deflection constant, as the tip scans across 

the surface. Thus, there is no need to calibrate the photodiode difference signal to the 

vertical deflection, as the topographic height is measured by the vertical component 

of the sample motion. Both the vertical movement and the lateral scanning motions 

are performed by the piezoelectric scanner, which is mounted under the sample stage. 

The interatomic force, as a function of the distance between the sample and the 

probe tip, is illustrated schematically in Fig. 2.16. For larger distances, attractive 

Van der Waals forces are dominant, whereas at closer range the repulsive electrostatic 

force dominates. Note that the crossover from attractive to repulsive net force is used 

to define the zero point of the tip-sample distance, which would be difficult to define 

precisely otherwise. The AFM may be operated in either regime. Operation with 

a net repulsive force is referred to as contact-mode AFM, while operation with an 

attractive force is called non-contact mode AFM. 
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Figure 2.15: Schematic diagram of the atomic force microscope. 
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Figure 2.16: Schematic graph of the interatomic force as a function of the distance 

between the sample and the probe tip. 

2.5 Photoluminescence spectroscopy 

In order to study the electronic energy levels of ultrathin quantum well structures, 

the optical emission arising from transitions between energy levels is analyzed spec- 

troscopically. The luminescence from a material excited by absorption of photons 

of a higher energy than the emitted photons is known as photoluminescence (PL). 
The process involves three steps: The material is excited by absorption of photons 

from an external source, creating electron-hole pairs. The excited electron-hole pairs 

then thermalize, i.e., they relax toward a quasi-thermal-equilibrium distribution. The 

electron-hole pairs recombine emitting photons, typically before reaching the quasi- 

equilibrium distribution. Since the distribution functions for electrons and holes are 

exponentially decaying, the PL emission is dominated by the lowest-energy available 

transitions [4]. In PL spectroscopy, the optical emission is analyzed spectroscopically, 

in order to determine the transition energies. The photoluminescence experiments 

to collect the data presented in Chap. 5 were performed at Simon Fraser Univer- 

sity (SFU) by James Stotz and Thomas Meyer. A brief overview of the technique 
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Figure 2.17: Schematic diagram of the Fourier transform photoluminescence spec- 

troscopy setup, after Ref. [17]. 

is presented here. For a more detailed presentation of the apparatus and typical 

procedures, see Ref. [16]. 

The sample is contained in a Janis Varitemp dewar, and can be cooled to the 

temperature of superfluid liquid He. The dewar has optical windows to allow the 

optical excitation of the sample, and the collection of emitted light. The exciting 

beam is produced by a multiline continuous-wave argon ion laser. The excitation 

power density can be varied between 0.1 mWcmP2 and 10 WcmP2. The emitted 

luminescence is analyzed by a Bomem DA8 Fourier transform spectrometer. The 

spectrometer, shown schematically in Fig. 2.17, consists of a Michelson interferometer. 

By scanning one arm of the interferometer, the Fourier transform of the emission 

spectrum is collected. The spectrum in the energy domain is obtained by computing 

the inverse Fourier transform of the data using a fast Fourier transform algorithm. 
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2.6 Transmission electron microscopy 

A number of images obtained by transmission electron microscopy (TEM) of cross- 

sectioned MQW samples are presented in Chap. 4; the experimental work was per- 

formed by Victoria Fink a t  SFU. The TEM specimens were prepared by cleaving the 

wafer into 1-2 mm wide strips, which were then epoxy bonded to form a "sandwich" 

with the epitaxial layers in the centre. The sandwich was then mechanically thinned 

to 15 pm and further thinned by argon ion milling at  an angle of 10" to the surface 

a t  liquid nitrogen temperature. This preparation procedure results in a wedge shape, 

which ensures that a part of the sample is thin enough for electrons to penetrate it. 

The electron microscope is a Hitachi 8000 with an accelerating voltage of 200 kV. 

The images were obtained in the bright-field mode with the specimen in the (004) 

diffracting condition. In bright-field imaging, electrons that are scattered by the sam- 

ple are stopped by the objective aperture, and the image is formed by focusing the 

unscattered direct beam electrons onto a screen or a photographic film. The image 

contrast is determined by the amount of scattering; regions where few electrons are 

scattered appear bright, while those where more electrons are scattered appear darker. 

In crystalline specimens oriented so that the incident beam satisfies a diffraction con- 

dition, the contrast is primarily influenced by the local strain field. In interpreting the 

images, particularly where ultrathin layers are concerned, the thickness of the TEM 

specimen (which is considerably thicker than a single atomic layer) should be kept in 

mind. It is in general not possible to determine a detailed compositional profile from 

the image contrast. 



Chapter 3 

Surface studies 

A crucial role in epitaxial growth is played by the surface reconstruction - it deter- 

mines the kinetic factors for adsorption, desorption and surface diffusion, and provides 

the template for nucleation [18]. At a crystal surface, the translational symmetry of 

the perfect crystal is broken. In general, the lattice spacing at  the surface, in either 

the perpendicular or lateral direction, need not be the same as that of the bulk. On 

semiconductor surfaces, the atoms typically rearrange to lower the surface energy. 

This can occur, for example, by the formation of dimers, which reduces the density of 

dangling bonds a t  the surface. The rearrangement of atoms a t  the surface is termed a 

surface reconstruction. Semiconductor surface reconstructions tend to exhibit lateral 

periodicities which are multiples of the bulk periodicity at  the surface. A simple way 

of classifying surface reconstructions is to use Wood's notation [19]; the reconstruction 

is denoted by (n x m),  where n and m are the factors by which the periodicity of the 

surface differs from that of the bulk structure in two crystallographic directions. If 

a centred mesh is chosen to represent the surface structure, the notation c (n  x m)  is 

used. 

3.1 Surface reconstructions and optical anisotropy 

Although the atomic positions in the bulk of cubic semiconductors are symmetric 

with respect to the 90" rotation between the [I101 and [i10] axes, this is not the case 

for the surface; the reconstructed surface may possess a lower symmetry in both the 
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atomic positions and the orientation of dimer bonds. This results in optical anisotropy, 

which is detected by RDS measurements. Spectroscopic features may arise either from 

transitions between electronic states involving only surface dimers and bonds, or from 

modification of bulk states by the surface. 

The theory of the optical response to surface features is not presently well enough 

developed, to permit a determination of an unknown surface reconstruction from RDS 

data. However, a catalogue of RD spectra has been established, representing the 

various surface reconstructions observed for some common materials. The correspon- 

dence between the spectra and the surface periodicity was established by performing 

RDS simultaneously with elecron diffraction techniques in ultra high vacuum [20] and 

with grazing incidence x-ray scattering (GIXS) in the OMVPE environment [21, 221. 

Fig. 3.1 shows the RD spectra observed for three reconstructions of GaAs (001). 

Under typical OMVPE conditions, the As-terminated reconstuctions, c(4 x 4) and 

(2 x 4), are commonly observed, whereas the (4 x 2) Ga-terminated reconstruction is 

rare. References occur in the literature to a disordered variant of the c(4 x 4) surface, 

which is given the name d(4 x 4). However, the work of Kamiya et al. [22] provided 

direct evidence of the long-range order occurring in the OMVPE environment; the 

RD spectra which had been previously given the c(4 x 4) and d(4 x 4) nomenclatures 

were shown to correspond to c(4 x 4) or tetragonally distorted c(4 x 4) long-range 

order, depending on the exact conditions. Also, there is more than one surface struc- 

ture with (2 x 4) periodicity; two such structures that occur in OMVPE are termed 

the P2(2 x 4) and a ( 2  x 4) reconstructions. The RD spectrum of the latter, less 

As-rich structure is distinguished from the former mainly by a downward shift of the 

entire spectrum [23]. From here on in this thesis, the GaAs (001) RD spectra will be 

categorized simply as either c(4 x 4) or (2 x 4), since the distinctions of tetragonal 

distortion and degree of long-range order are difficult to make reliably based on RDS 

data alone. It is worth noting that RDS is in fact primarily sensitive to short-range 

rather than long-range order; spectroscopic features are also observed for surfaces on 

which the long-range order is disrupted, such as the growing GaAs surface 1211. 

The physical origins of the features in the RD spectra of GaAs(001) reconstructions 

have been discussed in a number of articles. In particular, the negative feature at  

1.9 eV (at 500 "C; the spectral position has a temperature dependence which follows 
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Figure 3.1: RD spectra of the (2 x 4) (585 "C), c(4 x 4) (473 "C), and (4 x 2) (592 "C) 

reconstructions, after Kamiya et al. [20] 
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that of the GaAs band gap) which appears in RD spectra of Ga-terminated (4 x 2) and 

(4 x 6) reconstructions is identified with optical transitions between occupied gallium 
dimer and unoccupied dangling-bond bands [20, 241. The positive feature centered at 

2.6 eV in the (2 x 4) RD spectrum was originally attributed to transitions between 

surface states involving As dimers oriented along [ T l O ]  [24]. However, this point has 

been controversial, with some authors claiming that the feature arises primarily due to 

the perturbation of bulk states by the surface termination [25, 261, while others found 

evidence for a dimer-related origin [27-291, or the coexistence of nearly degenerate 

bulk-related and pure surface transitions [30]. Recent measurements using electron 

energy loss spectroscopy, however, found direct experimental evidence for surface 

transitions a t  2.6 eV, distinct from the El bulk critical point a t  2.9 eV [31]. The 

2.6 eV feature is positive for the (2 x 4) reconstructions, which are characterized 

by As dimers oriented along [IlO]. The c(4 x 4) reconstruction, on the other hand, 

consists of $ ML of As dimers oriented along [I101 above a full ML of As, and shows 

a negative RD feature at 2.6 eV [20]. 

Pristovsek et al. discuss the time dependence of the 2.65 eV RD signal during 

transitions between different GaAs (001) surface reconstructions [23]. Intermediate 

surfaces often consist of differently reconstructed domains, and the RD signal is the 

sum of the signals from each domain. In this case, the RD signal is proportional to 

a characteristic arsenic coverage O, which is a weighted average of the coverages of 

each domain. If the reaction rate follows a simple power law, the time dependence of 

the surface coverage is given by 

where k is the rate constant and n is the reaction order. For arsenic desorption under 

OMVPE conditions, both zeroth order (linear time dependence) and first order (expo- 

nential) reaction rates have been observed, depending on the temperature. The zeroth 

order reaction rate was attributed to  desorption via an intermediate state occurring 

a t  step edges, whereas a first-order rate is the expected form for As dimer desorption 

directly from surface terraces [23]. Six distinct processes were identified, correspond- 

ing to transitions between different surface reconstructions. From the temperature 

dependence of these reaction rates, activation energies for the different processes were 
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calculated, ranging from 2.36-2.8 eV. 

Despite the usefulness of RDS as a surface characterization tool, it is important 

to keep in mind that the spectra may include bulk-related components. Optical 

anisotropy can arise in otherwise isotropic cubic semiconductors through the linear 

electro-optic (LEO) effect, which couples an electric field to the indices of refrac- 

tion of the material. Also, during heteroepitaxial growth, oscillations resulting from 

Fabry-Perot interference can sometimes be observed. A growing epilayer will exhibit 

periodic oscillations in the intensity of reflected light at a given wavelength, A,  as the 

interference between the reflections from the top and bottom of the epilayer becomes 

alternately constructive and destructive - one period of oscillation corresponds to 

growth of a thickness A/n, where n is the refractive index. The Fabry-Perot oscilla- 

tions also appear in the RD signal, due to the interference between the anisotropic 

reflection a t  the surface and the reflection from the buried interface. The oscillations 

show a damped sinusoidal behaviour as a function of time, since the incident light 

is strongly absorbed by the epilayer. A model calculation based on the interference 

between reflections from thin anisotropic surface and interface layers was found to 

be in good agreement with experiments [32]. It is interesting to note that, while the 

Fabry-Perot effect results in intensity oscillations in the average reflectivity, it can 

cause the RD signal to oscillate from positive to negative. The oscillations have found 

a practical application in the in situ measurement of epilayer growth rates [33]. 

Surface studies of Sb-covered GaAs 

The heteroepitaxial growth of antimonide layers involves exposure of the substrate 

to a source of Sb atoms. In order to better understand the bonding and atomic 

configuration at the GaSb/GaAs (001) interface, it is therefore of interest to  study 

the interaction of Sb with the GaAs (001) surface. A number of previous experi- 

mental [34-431 and theoretical [44-461 studies have detailed the surface structures 

formed by depositing Sb onto clean (2 x 4) reconstructed GaAs (001) surfaces. Sb 

layers deposited at room temperature were annealed to  successively higher tempera- 

tures and probed by reflection high-energy electron diffraction (RHEED) and x-ray 

photoelectron spectroscopy (XPS) [35], x-ray standing wave (XSW) experiments [36], 
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and scanning tunnelling microscopy (STM) [37]. In order of increasing annealing 

temperature, (1 x 4), (1 x 3), and (2 x 4) phases were observed. Core-level photo- 

electron spectra demonstrated that the GaAs surface remains As-terminated for the 

two lower-temperature phases, with bonds forming between the Sb and the termi- 

nating As atoms, but Sb replaces the top-level As atoms to form an Sb-terminated 

(2 x 4) reconstruction in the range 440 "C-560 "C [35]. Above 560 "C, the Sb desorbs 

leaving a Ga-terminated (4 x 2) surface [37]. The replacement of top-level As atoms 

by Sb is perhaps surprising in view of the large substitution energy for Sb into As 

sites in GaAs, 2.17 eV [47]. Maeda et al. suggested that the replacement occurs as a 

result of As evaporation, which leaves Ga dangling bonds to which the Sb atoms can 

attach 1351. A number of structural models for the Sb-terminated (2 x 4) reconstruc- 

tion have been proposed, containing between one and three Sb dimers per unit cell 

[35, 37, 38, 441. Pseudopotential calculations indicated that the three-dimer model 

should be energetically unfavourable [44]. STM measurements, on the other hand, 

showed that the (2 x 4) surface is terminated by three dimers, of which two-thirds are 

Sb dimers and one third As dimers, resulting in an Sb coverage of 0.5 ML [41]. 

Esser et al. annealed a room-temperature deposited Sb overlayer, and performed 

simultaneous low-energy electron diffraction (LEED) and RDS measurements 1381. 

In contrast to  the studies mentioned previously [35-371, the LEED pattern showed 

a (1 x 1) symmetry at low temperatures, which changed to a (3 x 8) pattern upon 

annealing to  450 "C, and a (2 x 4) pattern once the temperature reached 500 "C. The 

RD spectrum of the Sb-stabilized (2 x 4) surface appeared similar to the clean GaAs 

(2 x 4) spectrum, with the exception of a strong negative feature at 2.2 eV, suggesting 

the presence of Ga dimers in the former surface [38]. The negative 2.2 eV feature 

was also observed in the RD spectrum of the (3 x 8) surface at 450 "C, along with 

positive features at 2.7 eV and 4.1 eV. When Sb is deposited a t  higher temperatures, 

the surface structure formed is different from those observed when annealing a room 

temperature-deposited Sb film. Exposure of the clean (2 x 4) GaAs surface to an 

Sb flux at 470 "C-490 "C was observed by RHEED, STM and XPS to  result in a 

(2 x 8) superstructure, containing about 1 ML Sb coverage [41, 421. Cooling and then 

re-heating this surface to  460 "C in vacuum returned the surface to  the Sb-terminated 

(2 x 4) structure [41]. 
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Exchange reactions can play a significant role in interface formation; they involve 

the interchange of an atom in the crystal with a different species from the vapour 

phase. For 111-V compounds, which are typically grown with a group V overpressure, 

anion exchange reactions are of particular importance. Based on the relative bond 

stabilities of the group I11 elements to Sb, As and P, one might expect P to replace 

As preferentially, and As to replace Sb. However, the experiments by Maeda et  al. 

[35] found that Sb can replace As in the top monolayer of GaAs, as was discussed 

above. On GaSb, on the other hand, exposure to an As2 flux results in strong As- 

for-Sb exchange, forming 3D clusters [48]. Several experiments have confirmed that 

As rapidly displaces P, whereas P exchanges slowly for As under typical OMVPE 

conditions [49-511. Wang et al. point out that the relative bond strengths cannot be 

used to determine whether a given exchange reaction will occur or not, but rather 

the change in the Gibbs free energy determines the extent to which exchange occurs 

[52]. Their thermodynamic model predicts that either weak-for-strong or strong-for- 

weak bond exchange can occur, with the equilibrium point depending strongly on 

the exposing flux, as well as on other factors such as misfit strain, surface structure, 

surface energy and surface segregation. 

3.3 RDS of Sb on the GaAs (001) surface 

In this section, the results of our experiments on the exposure of GaAs (001) to Sb 

in the OMVPE environment are reported. The organometallic precursor compound 

TMSb is used as the source of Sb atoms. RDS was used to characterize the surface 

under static conditions and during GaAs growth. This technique was used to  obtain 

both spectroscopic and time-dependence data, allowing an evaluation of the kinetics 

of the surface under exposure to the two group V precursors, TMSb and TBAs. 

3.3.1 Stabilized RD spectra 

In order to obtain conventional RD spectra, it is necessary to prepare a stable surface, 

because of the time required for collecting the data and moving the spectrometer 

through the desired wavelength range. One way to ensure that the surface is stable 
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is to monitor the RD signal at a fixed wavelength. In most cases, we use 476 nm 

(2.6 eV), which corresponds to the negative peak in the GaAs c(4 x 4) spectrum, 

as the default monitoring wavelength for GaAs-based structures. Following a change 

in the precursor flows to the reaction chamber, the RD signal typically exhibits a 

transient response, which evolves to a stable level over a certain period of time. Fig. 3.2 

shows RD transients obtained in this way, when the GaAs (001) surface is exposed 

to  TMSb at different temperatures. At each temperature, a clean GaAs surface was 

first prepared by holding the sample under a constant TBAs supply until a stable 

signal was obtained. At t = 0, the TBAs flow was interrupted, and a t  t = 2 s, TMSb 

was introduced using a molar flow rate of 3 x mollmin. The interruption (or 

"purge") between the two precursors is a commmon practice in OMVPE growth - 

the purge serves to  minimize diffusive mixing of the two precursor compounds in the 

gas stream. The initial change in the RD signal during the two second purge is due 

to desorption of As from the surface. 

Under TMSb flow, the RD signal changes and eventually stabilizes. The rate 

of stabilization is strongly temperature-dependent, with faster stabilization at higher 

temperatures. At 460 "C and 500 "C, the signal rises under TMSb exposure. At 540 "C 

and 580 "C, the signal rises initially, then decreases to a level which is higher than the 

TBAs-stabilized level. At 620 "C and 660 "C, there is a short initial rise, associated 

with the 2 s purge, but the signal decreases as soon as TMSb is introduced. The 

stable level under TMSb is the same as under TBAs at 620 "C, and slightly lower at 

660 "C. The rise-and-fall behaviour of the signal suggests that two different processes 

with different rates are present. These are likely to be the desorption of As from the 

surface, and a rate related to either the adsorption of Sb, or Sb-for-As exchange in the 

top monolayer. The rate at which Sb can adsorb may also be limited by the cracking 

rate of TMSb, which is incompletely dissociated at 500 "C [lo]. 

Once a stabilized surface was obtained under TMSb at each temperature, an RD 

spectrum was recorded. The TMSb exposure was followed by growth of a GaAs buffer 

layer, after which the temperature was raised by 40 "C. The surface was then held 

under TBAs until the signal stabilized to re-establish a clean GaAs surface, and an 

RD spectrum of the clean surface was collected. This procedure ensured that the 

starting surface at each temperature was essentially free of residual Sb. The TBAs- 
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Figure 3.2: RD transients at  476 nm (2.6 eV) showing the different stabilization rates 

under TMSb a t  different temperatures. 
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stabilized and TMSb-stabilized spectra are shown in Fig. 3.3. The major features 

of the RD spectrum of the TMSb-exposed GaAs(001) surface are a negative peak 

at 1.7-1.9 eV, a positive peak at 3.7-3.9 eV, and a local maximum at  2.4-2.5 eV, 

with the exact positions depending on the temperature. The spectral positions of 

these features coincide approximately with the positions of features observed for the 

various reconstructions of Sb-free GaAs ( O O l ) ,  which were discussed in section 3.1. 

However, the overall line shape of the RD spectrum of the TMSb-exposed surface is 

different from those of any of the Sb-free GaAs reconstructions. The TMSb-exposed 

RD spectrum at  460•‹C shows a strong resemblance to the previously reported RD 

spectrum obtained by annealing a room-temperature deposited Sb film to  450 "C [38] 

- the surface of that film was reported to have a (3 x 8) symmetry, as discussed in 

section 3.2. 

The greatest change with temperature occurs in the local maximum at  N 2.4 eV. 

This feature is positive a t  460 "C and 500 "C, but it decreases in magnitude with 

increasing temperature and becomes negative overall at 540 "C and above. The 3.9 eV 

peak shows only a slight decrease in magnitude with increasing temperature over 

the range 460-660 "C. The difference between the spectra under TBAs and TMSb 

is roughly constant at this energy, since the magnitude of the 3.9 eV peak in the 

c(4 x 4) spectrum also decreases with rising temperature. The peak in the spectrum 

under TMSb, however, shows a slight shift from 3.9 to 3.7 eV with rising temperature, 

whereas this is not observed for the c(4 x 4) spectrum. The simultaneous occurrence of 

both a 1.7 eV negative feature and a 2.4 eV positive feature is unusual, considering that 

this does not occur for Sb-free Ga- or As-terminated GaAs (001). The negative peak at 

1.9 eV becomes stronger with rising temperature between 460 "C and 540 "C, but stays 

roughly constant for higher temperatures. The assignment of this peak to transitions 

involving Ga dimers [24] suggests that the surface becomes richer in Ga dimers with 

increasing temperature in the range 460-540 "C, due to desorption of top-layer As 

from the surface. At higher temperatures, the RD spectra start to resemble the Ga- 

terminated (4 x 2) spectrum shown in Fig. 3.1, but with a strong positive anisotropy 

at 3.9 eV. No spectrum resembling the one reported for the (2 x 4) Sb-terminated 

surface [38] is observed in this experiment, even at the higher temperatures. This 

most likely reflects suppressed Sb desorption under a TMSb flux, compared to the 
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Figure 3.3: RD spectra of the GaAs(001) surface, stabilized under TMSb (solid lii 

and TBAs (dash-dotted lines) at different temperatures. 
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Figure 3.4: RD spectra of the stabilized TMSb-exposed surface, and the surface after 

approximately 300 s under hydrogen (carrier gas) only, at 500 "C. The inset shows 

the time dependence of the 2.6 eV signal. 

ultra-high vacuum (UHV) environment employed in the former study. 

Fig. 3.4 shows the change that occurs in the RD spectrum when the stable surface 

obtained under TMSb exposure is subsequently held under hydrogen (carrier gas) 

only, at 500 "C. The inset shows the evolution in time of the RD signal a t  2.6 eV. The 

signal initially increases, then starts to decrease slowly after reaching a maximum. 

The signal did not reach a stable level even after 300 s, but the rate of change is slow 

enough that the RD spectrum may be considered representative of the surface, even 

though the surface continued to evolve as the spectrum was recorded. The slow rate of 

change of the Sb-exposed surface under hydrogen contrasts with the behaviour of the 

clean c(4 x 4) surface a t  the same temperature. As is evident from the time-resolved 
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Figure 3.5: Room-temperature RD spectra of the GaAs and TMSb-exposed GaAs 

surfaces, in both the as-grown state and after oxidation by exposure to air for approx- 

imately one minute. 

data discussed in detail in section 3.3.2 below, the c(4 x 4) reconstruction changes 

to a (2 x 4) reconstruction within 2 s when the TBAs supply is interrupted. The 

much slower evolution of the Sb-exposed surface is consistent with the lower vapour 

pressure of Sb, which leads to a slower desorption rate for Sb than for As. 

Following the high temperature TMSb-exposure sequences, the samples were al- 

lowed to  cool to  room temperature. Fig. 3.5 shows a comparison of the room tempera- 

ture RD spectra of TMSb-exposed and clean GaAs. RD spectra were also collected for 

these same samples, after oxidation of the surface by exposure to  air for approximately 

60 s. The as-grown RD spectra exhibit the same features as the high-temperature 

c(4 x 4) and TMSb-exposed spectra (with the spectral position of the features blue 

shifted by approximately 0.3 eV due to  the change in the band gap energy with tem- 

perature). The RD spectra of the oxidized surfaces, on the other hand, show only a 

weak positive anisotropy in the upper half of the spectra. There is little difference 
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between the spectra of the Sb-free and TMSb-exposed samples after oxidation, which 

indicates that the remaining anisotropy in these spectra is of a bulk origin. On the 

other hand, the fact that the 1.9 eV and 2.6-2.8 eV peaks are present only in the 

as-grown spectra clearly supports the surface-related nature of these features. For 

the clean GaAs c(4 x 4) surface, the RD signal at  4 eV is only slightly higher than 

for the oxidized surface - indeed this feature, which is close to the Eh bulk critical 

point, has been attributed to transitions between bulk states modified by the surface 

termination [28]. However, the positive feature centred at  3.9 eV in the spectrum of 

the TMSb-exposed surface is significantly stronger than the weak positive anisotropy 

of the oxidized spectra, pointing to a surface-related origin of this feature. It is inter- 

esting to note that a strong positive feature also appears near the same energy in the 

(001) RD spectra of bulk GaSb, and GaAsSb epilayers on InP [53]. 

3.3.2 Time-resolved RDS 

The conventional RD spectra discussed in the previous section were limited to stable or 

very slowly evolving surfaces. On the other hand, time-resolved RDS data can be used 

to provide "snapshots" of rapidly changing surfaces. The basic method of collecting 

time-resolved RDS data was described in section 2.2. To obtain the results reported in 

this section, 30 period OMVPE sequences were employed, in order to obtain spectra 

from 1.6-4.5 eV with a resolution of 0.1 eV. The data points at  1.6 and 1.7 eV were, 

however, discarded due to a poor signal-to-noise ratio (a result of the low level of 

light transmission in this energy range, combined with the short integrating time 

used for time-resolved RDS). The RD signal was collected with a temporal resolution 

of 0.25 s. GaAs (001) surfaces were exposed to a sequence consisting of alternate 

exposure to TBAs and TMSb for 20 s each. Hydrogen interrupts lasting 2 s were 

employed to separate the TBAs and TMSb exposure. The sequence was repeated at 

500 "C, 520 "C, 540 "C, and 560 "C. It should be noted that unlike the procedure 

described in section 3.3.1, the OMVPE sequence used for time-resolved RDS does 

not ensure a clean GaAs starting surface at  the start of TMSb exposure. Therefore, 

the evolution in time of the surface will be somewhat different from that which was 

discussed previously. 
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Fig. 3.6 shows the RD spectra at 540•‹C, at various time points in the sequence. 

The reference time point, t = 0, is 2 s before the end of TBAs exposure. The 

GaAs c(4 x 4) spectrum observed during annealing under TBAs, before the start of 

the alternating TMSb/TBAs exposure sequence, is shown for comparison. The RD 

spectra are fairly similar a t  all four temperatures, so only one set of spectra is plotted 

here. The rates of change, however, show a dependence on the temperature, and 

this is shown in Fig. 3.7. In this figure, the RD transients a t  2.4 eV are shown, i.e., 

the spectral position of the peak in the TMSb-exposed spectrum is used rather than 

the default monitoring position of 2.6 eV. For the 540•‹C transient, the time points 

corresponding to the spectra in Fig. 3.6 are indicated, as are the periods of TBAs 

and TMSb exposure. The interruptions under carrier hydrogen flow are indicated 

by shaded areas. The switching times have been shifted to correspond to the arrival 

of gases at the sample surface, which occurs -- 0.8 s after the valve operation. It 

is interesting to note the similarity of the time and temperature dependence of the 

curves in Fig. 3.7 with similar data obtained under alternate pH3 and AsH3 exposure 

[49l. 
Near the end of the TBAs exposure step in the TBAs/TMSb sequence, at t = 0.5 s 

(Fig. 3.6), the RD spectrum shows a strong positive feature centered at 3.9 eV, similar 

to the feature in the stabilized TMSb-exposed surface, and a broad, weakly negative 

feature around 2.5 eV, which is intermediate between the positive feature seen in the 

TMSb-stabilized surface and the strongly negative feature of the c(4 x 4) surface. 

This points to the presence of residual Sb on the surface, which is consistent with 

a slow desorption rate of Sb, as was observed in section 3.3.1. The residual Sb is 

present because of the relatively short length (20 s) of the TBAs exposure. During 

the interrupt under carrier H2 flow, a weak positive peak appears around 2.5 eV 

(Fig. 3.6, t = 4 s), suggesting a change of the surface to a less As-rich, more (2 x 4)- 

like character. This change is also apparent in the RD transients (Fig. 3.7) as a 2 s 

long step-like feature. The positive feature associated with the interrupt disappears 

when TMSb reaches the surface at t = 5 s. This accounts for the notch at 5.5 s 

in the RD transients. From 5.5 s to 27 s, the positive feature associated with the 

TMSb-stabilized surface increases in magnitude. This increase occurs more rapidly 

at higher temperatures. No significant change in the 2.4 eV signal occurs during the 
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Figure 3.6: RD spectra of the GaAs(001) surface at different time points in the 

TBAs/TMSb exposure sequence, at 540•‹C. The last spectrum was obtained during 

the initial anneal under TBAs and corresponds to the clean, Sb-free GaAs surface. 
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Figure 3.7: RD transients at 2.4 eV, during one period of the TBAs/TMSb expo- 

sure sequence. Shaded areas indicate Ha interrupts. The times corresponding to the 

spectra shown in Fig. 3.6 are indicated on curve (b). 
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interrupt which follows the TMSb exposure. When TBAs reaches the surface, the RD 

spectrum changes rapidly (between t = 27 s and t = 28 s). The spectrum at t = 28 s 

is almost identical to the spectrum near the end of the 20 s TBAs exposure, with only 

a weak positive peak at 2.4 eV. The rate of change from the TBAs-exposed surface 

to the TMSb-exposed surface is clearly slower than the reverse process. 

3.3.3 Temperature dependence of reaction rates 

A semilog plot (not shown) confirmed that the rising portions of the curves in Fig. 3.7 

are exponential in form. As discussed in section 3.1, an exponential time dependence 

of the RD signal is expected for a first-order reaction, and a rate constant can be 

calculated straightforwardly from a least-squares fit to the curve. In the present case, 

the RD signal may depend on both the Sb and As coverages, so the situation is more 

complicated than for As desorption from the clean GaAs surface. Nevertheless, the 

temperature dependence of the reaction rate offers some insight. An Arrhenius plot 

of the observed rate under TMSb exposure is shown in Fig. 3.8. The data show good 

agreement with the expected linear relationship. From the Arrhenius equation, 

we obtain an activation energy EA of 2.04 f 0.3 eV for this reaction rate. 

The GaAs (001) surface has been studied previously under pH3 and AsH3 expo- 

sure, using the time dependence of the RD signal. These experiments found that the 

activation energy for the exchange reaction under pH3 exposure was 1.64 eV 1491. 

This is lower than the desorption energies of As from GaAs observed using RDS 

under various OMVPE conditions in the absence of a group V source, 2.36-2.8 eV 

[23], which indicates that the exposure to pH3 results in an enhancement of the As 

desorption from the surface. The activation energy observed under TMSb exposure, 

2.04 eV, is also somewhat lower than the As desorption energies, suggesting that a 

similar mechanism operates. The higher activation energy under TMSb, compared 

to phosphine, is consistent with the weaker tendency for Sb-for-As exchange than 

for P-for-As exchange, which was mentioned in section 3.2. The falling portions of 

the curves (during TBAs exposure) in Fig. 3.7 could not be assigned an activation 
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Figure 3.9: RD signal a t  3.8 eV during the TMSb/TBAs exposure sequence. The 

"slow decay" process is circled. 

energy, since the curves do not show a clear exponential or linear time dependence. 

The apparent rate of change in this case may be affected by the time resolution of the 

lock-in amplifier used to collect the data. 

In order to calculate reaction rates for the TBAs exposure process, a new sequence 

was employed. During the run, the RD signal was collected at 3.8 eV, the position of 

the high-energy positive peak in the TMSb-exposed spectrum. The sequence involved 

exposing the GaAs surface to TMSb for 3 s at temperatures from 460 "C to  660 "C in 

steps of 40 "C. At each temperature, following TMSb exposure, the surface was held 

under TBAs until the RD signal stabilized, in order to desorb the Sb. Subsequently, 

the temperature was raised and a GaAs buffer layer was grown to ensure a consistent, 

clean starting surface, before repeating the cycle. The 3.8 eV RD transient from this 

sequence is shown in Fig. 3.9. At the five highest temperatures, the transient shows 
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an initial sharp increase immediately after the TMSb is introduced, followed by a fast 

decay as TBAs exposure is started. At 460 "C, on the other hand, the initial sharp 
increase is followed by a slower rise and decay. At 500 "C and 540 "C, a slower rise and 

decay follow the initial spike (the "slow decay" is indicated by dotted circles). It is not 

clear exactly what processes are responsible for this behaviour. One possibility is that 

the fast decay is related to an As-for-Sb exchange reaction, whereas the subsequent 

slow process is related to Sb desorption from the surface. The initial fast decay 

is probably due to the same process responsible for the fast decay observed in the 

2.4 eV transients from the time-resolved RDS data set (Fig. 3.7). Plotting the 3.8 eV 

data for each temperature on a semilogarithmic scale (semilog plots are not shown) 

revealed that the fast decay portions of the transient are exponential, except at 460 "C, 

where the initial part of the transient does not show the rapidly falling behaviour. 

Rate constants were obtained for the temperatures from 500 "C to 660 "C by fitting 

exponential functions to the data. The values obtained for this process are shown as 

an Arrhenius plot in Fig. 3.10. An activation energy of 530 f 60 meV is obtained 

from the slope of the linear fit. This agrees, within error bounds, with an activation 

energy reported for As-for-Sb exchange on GaSb (001) surfaces, 380 f 80 meV, which 

was observed by real time line-of-sight mass spectrometry [48]. 

3.3.4 Sb on the growing GaAs(001) surface 

So far, we have discussed the effect of TBAs and TMSb exposure on the static 

GaAs(001) surface. In this section, we shall present data obtained by similar methods 

on a growing GaAs surface. To investigate the effect of TMSb exposure on growing 

GaAs, 30 period OMVPE sequences were employed, in order to obtain time-resolved 

RDS data by the method described in section 2.2. For these growth runs, the precur- 

sor flows were 5.3 x mol/min (TEGa) and 3.1 x mol/min (TBAs, TMSb). 

The substrates were annealed under TBAs and a 100 nm GaAs buffer layer grown 

prior to the start of the MQW sequence - this is a typical procedure which is em- 

ployed to remove surface oxide from the substrates and ensure a good quality crystal 

surface. For the MQW portion, the switching sequence employed was as follows: 2 s 

purge (Hz carrier gas only), 3 s TMSb, 0.5 s purge, 40 s GaAs (with TEGa switched 
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Figure 3.10: Arrhenius plot of the fast decay process under TBAs. 

on 0.2 s before TBAs). 

RD spectra obtained from the TMSb/GaAs growth sequence at 500•‹C are shown 

in Fig. 3.11 (a). The spectra are labelled with the time measured from the reference 

time point, 2 s before the end of the GaAs barrier layer growth. The "clean GaAs" 

spectrum observed during GaAs growth, with no Sb present, is shown for comparison. 

The RD transient at 2.4 eV, during the first part of the growth cycle, is shown in 

Fig. 3.11 (b). The time points corresponding to  the spectra are indicated by dashed 

lines. The switching sequence is indicated above the transient (the times are shifted 

by 0.8 s, to indicate the arrival of precursors at the surface). 

The RD spectrum observed near the end of the GaAs barrier growth is shown with 

the label t = 2.0 s. During the initial purge step, the RD spectrum evolves to a shape 

which is similar to the spectrum of the GaAs (2 x 4) reconstruction, with a positive 

feature a t  2.6 eV. Under TMSb exposure, the 2.6 eV peak of the (2 x 4) spectrum first 

decreases (t = 5.8 s), then a broader positive feature centered at 2.4 eV appears, and 

increases in magnitude until the end of the TMSb exposure (t = 8 s). At this point, 
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Figure 3.11: (a) RD spectra of the GaAs(001) surface at  different time points in 
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the MQW growth sequence. The "clean GaAs" spectrum is observed during GaAs 

growth with no Sb present. (b) 2.4 eV transient and gas switching sequence, with 

times corresponding to  the spectra in (a) indicated by dashed lines. 
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the RD spectrum is similar to the TMSb-stabilized spectrum discussed in section 3.3. 

During growth of the GaAs barrier, following the TMSb exposure, the positive 2.4 eV 

feature disappears within 8 s, but the 3.9 eV feature decreases less rapidly. At the 

end of the barrier growth, the spectrum remains different from that which is observed 

for clean growing GaAs, which suggests that a floating surface layer of Sb is present 

on top of the growing barrier layer, modifying the surface configuration during the 

entire MQW growth sequence. This will be verified in Chap. 4. 

In the 2.4 eV transient shown in Fig. 3.11 (b), a peak is observed during the initial 

purge. The signal initially drops after TMSb exposure begins, then begins to rise 

after 1 s. The signal continues to rise when TMSb is interrupted after 3 s exposure, 

then decreases gradually when TBAs is introduced. The initial peak is due to the 

appearance of the (2 x 4)-like spectrum, whereas the rise in the signal during TMSb 

exposure is due to the appearance of the (3 x 8)-like spectrum. The observation that 

the 2.6 eV feature first decreases, followed by the appearance of a broader 2.4 eV 

feature, suggests that these features are of a different origin. The transients at 2.4 eV 

for all four temperatures are compared in Fig. 3.12. 

The incorporation of Sb into the finished MQW samples is strongly temperature 

dependent, as shown in Fig. 3.13. Although the Sb-related RD spectrum is observed 

at all four temperatures studied, the amount of Sb incorporated in the sample grown 

at 560•‹C is too low to produce detectable satellite peaks in the XRD pattern. The 

540•‹C sample contains 0.3 ML Sb per period, whereas the 520•‹C and 500•‹C samples 

both contain 1.0 ML Sb per period (the method of determining the Sb incorporation 

from XRD data is discussed in more detail in Chap. 4. On the other hand, the RDS 

data indicate Sb on the surface at all four temperatures. The lack of Sb incorporation 

observed at 560 "C therefore indicates that virtually all of the deposited Sb remains on 

the surface during GaAs growth. In other words, the Sb approaches ideal surfactant 

behaviour as the temperature increases. 

Following the completion of the final GaAs layer of the MQW growth sequences, 

the samples were held under TBAs at  the growth temperature, in order to study the 

evolution of the surface. The RD signal was collected at 2.6 eV. Fig. 3.14 shows the 

RD transients obtained during the post-growth anneal. Following the interruption of 

growth, the transients show an immediate small drop, followed by a gradual linear 
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Figure 3.12: RD transients (2.4 eV) during one period of the 30x MQW growth 

sequence. Shaded areas indicate interrupts (carrier H2 flow only). (a) 560•‹C (b) 540•‹C 

(c) 520•‹C (d) 500•‹C. 
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Figure 3.13: (004) XRD rocking curves for 30 period MQW samples grown at different 

temperatures. 
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Figure 3.14: RD transients (2.6 eV) under TBAs exposure, at the end of MQW 
growth. Horizontal lines indicate the zero point of the RDS signal at each temperature. 
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decrease lasting 30-60 s, after which the signal recovers to the level associated with 

the clean c(4 x 4) surface. In contrast, the transient obtained for clean GaAs with 

no TMSb exposure recovers almost immediately to the c(4 x 4) level - the clean 

GaAs transient at  520 "C is shown as a dashed line next to the corresponding MQW 

transient in Fig. 3.14. The slower recovery observed for the MQW sample must be a 

consequence of the floating layer of Sb which is present on the surface. On the other 

hand, the fact that the signal eventually reaches the same level as for clean GaAs 

suggests that the Sb desorbs effectively under TBAs exposure. This differs from the 

behaviour observed under hydrogen carrier gas only, which was discussed in section 

3.3.1. In that case, the adsorbed Sb is still present after 300 s. 

The initially linear time dependence of the RD signal during Sb desorption under 

TBAs exposure indicates a zeroth-order reaction. Semilogarithmic plots (not shown) 

of the RD transients at each temperature confirmed that the signal subsequently 

behaves exponentially, indicating that a first-order reaction becomes dominant. The 

time constant for the exponential part of the curves was found to be approximately 

24 s, and was not dependent on temperature, indicating a non-activated process, or 

one with a very small activation energy. This process may be the adsorption of As to 

form the second layer of As dimers of the c(4 x 4) reconstruction (which is associated 

with the strongly negative RD signal at 2.6 eV). The slope of the linear portions 

of the curves, on the other hand, is temperature dependent. An Arrhenius plot of 

the rate of change of the RD transient is shown in Fig. 3.15. For a zeroth order 

reaction, the rate of change of the RD transient is proportional to the reaction rate k, 

but the unknown constant of proportionality does not affect the determination of the 

activation energy from the slope of the Arrhenius plot [23]. The points do not lie on a 

straight line, perhaps indicating that more than one temperature dependence regime 

exists. A straight line (not shown) fitted to the three highest-temperature points gives 

an activation energy of approximately 650 meV, although such a fit is not particularly 

convincing. Activation energies observed in previous work for desorption of Sb under 

UHV conditions [43] are higher, 1.1 eV and 2.5 eV. The presence of a floating layer of 

Sb on the surface appears to inhibit the reconstruction of the surface into the c(4 x 4) 

structure. The mechanism by which this occurs is unclear at  this point, but the 

results presented in the next chapter show that this effect persists until the surface 
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Figure 3.15: Arrhenius plot of the zeroth-order rate of change of RD transients during 

Sb desorption under TBAs. 
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Sb coverage is quite low, on the order of 0.01 ML. 



Chapter 4 

Structural quality of quantum wells 

The issue of structural quality takes on a particular significance for quantum wells 

with thicknesses on the order of a monolayer. Even subtle structural imperfections 

can have a major effect on the electronic and optical properties of these structures. In 

this chapter, we will discuss the growth and characterization of MQW heterostructures 

containing strained, ultrathin GaSb and InAs quantum well layers, separated by GaAs 

barriers. There are two main issues to contend with: one is the abruptness of the 

quantum wells, and the other is the relief of built-up strain in the epilayer by a 

morphological transition from two-dimensional growth to three-dimensional island 

formation, which occurs when the layer exceeds a certain critical thickness. 

The growth of a semiconductor quantum well requires the epitaxial deposition of 

the quantum well material on a dissimilar substrate, followed by epitaxial overgrowth 

of the quantum well layer by a capping layer of the barrier material. The growth of 

such embedded layers poses fundamental problems. An epitaxial film may grow via 

different growth modes: layer-by-layer (Frank-Van der Merwe), islanding (Volmer- 

Weber), or layer-by-layer growth followed by islanding (Stranski-Krastanov). The 

stable state of a deposited film is determined by the free energies of the surface and 

interface, and wetting of the underlying material can only be energetically favoured 

for one of the two materials [54, 551. Thus, if the quantum well layer wets the 

surface (either Frank-Van der Merwe or Stranski-Krastanov growth), then immediate 

islanding of the capping layer is thermodynamically preferred. Kinetic factors can 

prevent the formation of such islands. In some material systems, islanding can be 
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prevented by using a sufficiently high growth rate for the capping layer [54]. Another 

strategy is to intentionally deposit a surfactant material on the quantum well surface 

before growing the barrier layer. The surfactant segregates to the surface during 

barrier layer growth, and lowers the surface free energy, inhibiting islanding of the film 

[55]. In some cases, a fraction of the atoms from the quantum well layer itself segregate 

to the surface, effectively acting as a surfactant. However, the partial incorporation of 

these atoms from the surface typically leads to a quantum well whose upper interface 

with the barrier material is diffuse, i.e., there is an undesirable intermediate layer with 

a graded composition [54, 561. 

The interface abruptness in heterostructures can also be affected by exchange re- 

actions (which were discussed in section 3.3), by the intermixing of reactants, and by 

bulk diffusion. In OMVPE, reactant intermixing is minimized by appropriate design 

of the reactor chamber and source switching system, as discussed in chapter 2. A 

typical procedure to avoid intermixing by diffusion in the vapour phase is to intro- 

duce a growth interruption to separate the source chemicals in the gas stream. For 

interfaces a t  which the group V element does not change, the growth interruption 

can be effected while continuing to stabilize the surface under a supply of the group 

V precursor. However, where the group V element changes at  the interface, an in- 

terruption in the group V supply is required - thus, the need to separate the two 

group V precursors in the gas stream must be balanced against potential effects on 

the surface of the growth interruption, such as evaporation of the group V element. 

Booker e t  al. studied in detail the effects of various OMVPE switching sequences on 

the interface quality in InAs/GaSb heterostructures, using cross-sectional TEM and 

Raman spectroscopy [57]. They found that a switching sequence similar to atomic 

layer epitaxy (ALE), in which only one species is switched into the reactor at  any one 

time during formation of the interface, produced the optimum results. Chaldyshev e t  

al. studied the broadening by bulk diffusion of monolayer and submonolayer GaSb 

insertions in low-temperature-grown GaAs (LT-GaAs) [58]. They found that the dif- 

fusion of Sb in GaAs is strongly enhanced in LT-GaAs, compared with conventionally 

grown (stoichiometric) GaAs. For conventionally grown GaAs, however, the diffusion 

coefficient for interdiffusion of As and Sb is given approximately by [58, 591 
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At the temperatures used for OMVPE growth in this thesis (500 "C-560 "C), the con- 

tribution of bulk diffusion to the interface broadening of GaSb/GaAs heterostructures 
should accordingly be negligible. Diffusive effects are not considered in the models 

employed in this chapter. 

The accurate measurement of compositional profiles at broadened interfaces poses 

a difficult challenge, particularly when the broadening occurs over the scale of a few 

ML. A number of authors [54, 601 have reported the use of high resolution XRD 

rocking curves to measure interfacial broadening. These reports, however, relied on 

fitting the experimental rocking curves to theoretically computed simulations, making 

the interpretation dependent on the particular structural models employed. XRD has 

also been used to infer the presence of interfacial broadening indirectly, by detecting 

the presence of additional strain related to the intermixed layer [51]. Another indirect 

method to infer compositional profiles has been reported, using the PL transition 

energy of InAs monolayers embedded into GaAsIAlGaAs quantum wells [56, 611. 

RDS measurements have been used to study InAs quantum wells in GaAs and GaAs 

quantum wells in InAs; the RD transients showed that In tends to segregate to the 

GaAs surface, but Ga does not segregate during InAs overgrowth [62, 631. In the 

case of the GaSb/GaAs system, the results reported in section 3.3.4 suggested that 

strong segregation effects were present, but it was not possible to relate the RD signal 

directly to the concentration of Sb, so no compositional profile could be inferred. 

XSW measurements have been used in combination with high-resolution XRD to 

determine the structural quality of GaAs/InAs/GaAs interfaces [6446]; the XSW 

parameters are related to the atomic positions, but the uncertainty in the segregation 

coefficient determined from these experiments is quite large [66]. Cross-sectional STM 

provides a direct way to measure the composition on a monolayer-by-monolayer scale 

and thus construct a detailed compositional profile. It is a difficult technique, requiring 

cleaving of the sample in vacuum and a time-consuming search for the region of interest 

on the cleaved specimen-only a few research groups have the capability to perform 

these experiments. Using cross-sectional STM, Steinshnider et al. measured the 

graded compositional profiles in InGaSbIInAs superlattice samples grown by MBE 
[67]. They found that the profiles were well described by a simple one-dimensional 

segregation model, based on the partitioning of segregated atoms between the growing 
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crystal and a surface floating layer. 

GaSb/GaAs quantum wells 

There have been few previously published reports of GaSb quantum wells in GaAs. 

Chidley et al. [68] published a cross-sectional transmission electron microscope image, 

and PL spectra from layers grown by OMVPE. A more detailed study, which included 

characterization of MQW structures by high resolution XRD, was performed on M B E  

grown layers by Ledentsov et al. [6, 691. PL and calorimetric absorption spectroscopy 

(CAS) of the MBE-grown samples revealed a transition energy much closer to that 

of the bulk GaAs material than predicted by the envelope function approximation. 

GaSb quantum wells up to 11 thick were reported to be planar and coherent. Other 

reports on this material system include the diffusion study in LT-GaAs referred to  

above [58] and studies focusing on anion intermixing during MBE growth [60, 701. A 

number of publications have focused on the properties of self-assembled quantum dots 

formed by depositing GaSb on GaAs in the Stranski-Krastanow growth mode. The 

critical thickness for the transition to three-dimensional (3D) growth was studied by 

in-situ stress measurements, and was reported to be in the range 0.7-1.0 ML for MBE 

growth [3], in contrast to earlier claims of much larger critical thicknesses. Published 

estimates of the critical thickness include 2.5 ML [71] for MBEgrown layers, and less 

than 2 ML [72], 2.5 ML [73], and between 3.5 and 4 ML [74], for OMVPE-grown 

layers. 

In this work, the growth of GaSb/GaAs MQW structures was initially investigated 

using a "TMSb-GaAs" sequence. While the GaAs barrier layers are grown using con- 

ventional OMVPE, the quantum well step in this sequence is similar to the ALE 

method [62], although the temperatures employed are considerably higher than typi- 

cal ALE temperatures. To form the quantum well, the GaAs surface is first exposed to 

the antimony precursor (TMSb), followed by a hydrogen purge and a short group I11 

(TEGa) exposure. The advantage of this method is that the GaSb epilayer thickness 

is limited by the amount of Sb that can be adsorbed onto the surface, so 3D islanding 

does not occur. However, we found that more than half of the deposited Sb segregates 

to the surface and is incorporated as an impurity in the GaAs barrier layers, rather 
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than forming an abrupt GaSb layer. On the other hand, these structures allowed a 

detailed investigation of the process of Sb segregation in GaAs. These results are 

presented in section 4.1.2. Growth of MQW structures using a conventional OMVPE 

sequence, consisting of growth steps for both GaAs and GaSb, is discussed in section 

4.1.3. With the conventional growth sequence, the GaSb growth time must be accu- 

rately controlled to avoid exceeding the critical thickness. A number of the samples 

produced using this method showed clear evidence of three-dimensional (3D) GaSb 

island growth. Whereas the TMSb-GaAs and conventional sequences both resulted 

in long-range interface grading, the abruptness of the GaAs-on-GaSb interface was 

significantly improved by employing a "flashoff" sequence in which the surface layer 

of Sb is removed prior to GaAs overgrowth. The GaSb layer is initially capped by a 

thin GaAs layer. The floating layer of Sb, which forms as a result of the segregation 

process, is then allowed to desorb under a flux of TBAs. This procedure is discussed 

in detail in section 4.1.4. 

4.1.1 Antimony segregation 

In order to quantify the effects of Sb segregation on the structural properties of MQW 

samples, we will make use of a simple one-dimensional segregation model [67]. The 

model assumes that of the initially deposited amount of Sb, a certain fraction remains 

in the initial position, while the remainder segregates to  the surface when GaAs 

overgrowth starts. As growth of the GaAs barrier layer continues, the Sb is partitioned 

between the floating layer on the surface, and the solid GaAs layer. Each added 

monolayer of GaAs incorporates a fraction 1 - CT of the Sb floating layer, while the 

remainder, CT, is expelled to the surface. The quantity CT is known as the segregation 

coefficient. Clearly, the incorporation of Sb into the growing barrier layer gradually 

depletes the floating layer, as long as no additional Sb is added. This results in a 

graded impurity profile in the barrier layer. There is also the possibility of a vapour 

background that contributes to the impurity profile - this effect is taken into account 

by adding a constant source term. The amount of Sb, J,, in the floating layer after 

the deposition of n ML of GaAs, is given by the recursion relation 



CHAPTER 4. STRUCTURAL QUALITY OF QUANTUM WELLS 73 

where x, is the constant source term representing the vapour background effect. The 

initial amount of Sb in the floating layer, or segregation seed, is to = xi, - xo. Here, 

xi, is the amount of Sb deposited initially, and xo is the amount incorporated in the 

first ML of each period, i.e. the nominal quantum well position. The mole fraction of 

Sb in the nth ML of the barrier layer is given by 

Substituting the expression for the floating layer (4.2) yields 

It will be useful to calculated the total Sb incorporation in each period of the MQW 

structure. Clearly, both the nominal quantum well layer and the Sb incorporated in 

the overlying barrier layer must be taken into account to determine this amount. The 

total incorporated Sb per period, XT, is therefore obtained by summing the values of 

x, in the quantum well layer (n = 0) and the N ML making up the barrier layer: 

with x,(n > 1) given by (4.4). Thus, one can express the total Sb incorporation 

per period as a function of the barrier thickness, N. This function can be fitted 

to the experimentally determined Sb incorporation for samples with different barrier 

thicknesses in order to determine xi,, xo, and a. 

Fig. 4.1 shows four different Sb concentration profiles. For each profile, the total 

amount of Sb is equivalent to one ML of GaSb. Profile (a) is a single GaSb ML covered 

by pure GaAs. Profile (b) consists of a 4 ML thick layer of G ~ A s ~ . ~ ~ s ~ ~ . ~ ~ ,  covered 

by pure GaAs. Profiles (c) and (d) were computed using the segregation model. In 

each case, 0.25 ML is assumed to remain in the nominal quantum well position, while 

0.75 ML initially segregates to the surface. For curve (c), the Sb incorporation into 

the barrier layer is described by a segregation coefficient a = 0.75, while for curve 

(d) it is given by a = 0.95. To simplify the computation of simulated XRD rocking 

curves, the segregation profiles were approximated by averaging the Sb content so as 

to  obtain seven layers with a constant Sb mole fraction. 
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Figure 4.1: Models of the Sb concentration profile, each with a total content of 1 ML 

Sb per period. (a) 1 ML GaSb layer; pure GaAs barrier layer. (b) 4 ML thick 

GaAso.75Sbo.25 layer; pure GaAs barrier layer. (c) Stepwise constant approximation 

of structure resulting from segregation with a = 0.75 and xo = 0.25. (d) Stepwise 

constant approximation of structure resulting from segregation with a = 0.95 and 

xo = 0.25. 
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The Sb concentration profiles from Fig. 4.1 were used to define four MQW layer 

structures with 12 periods each, and the predicted rocking curves of these structures 
were calculated using the RADS program. The results are shown in Fig. 4.2. The 

rocking curves predicted for profiles (a)-(c) are, for practical purposes, indistinguish- 

able. For profile (d), on the other hand, the intensity of the satellite peaks decays 

more rapidly to either side of the substrate peak. Thus, we can expect that fitting 

of the experimental satellite peak intensities using dynamical diffraction simulations 

will only be useful in identifying very strong segregation. However, the satellite peak 

positions provide an accurate way to determine the total Sb incorporation per period, 

regardless of the detailed concentration profile. 

4.1.2 The TMSb-GaAs growth sequence 

The growth conditions used for the TMSb-GaAs sequence were similar to those used 

for the RDS study discussed in section 3.3.4. The substrate temperature was 500 "C 

and the precursor flows were 5.3 x mol/min (TEGa) and 3.1 x mol/min 

(TBAs, TMSb). The substrates were annealed under TBAs and a 100 nm GaAs buffer 

layer was grown prior to the start of the MQW sequence. The switching sequence 

employed for the MQW was as follows: 2 s purge (Ha carrier gas only), 6 s TMSb, 0.5 

s purge, GaAs growth for various times (with TEGa switched on 0.2 s before TBAs). 

This sequence was repeated twelve times in order to obtain 12x MQW samples. The 

RD signal was collected at  2.6 eV during growth, and the samples were characterized 

by cross-sectional TEM imaging and high-resolution XRD. 

Fig. 4.3 shows a cross-sectional TEM image of a sample with 215 A (76 ML) thick 

barrier layers. The interfaces are planar and the periodicity of the MQW is consistent 

throughout the structure, demonstrating the reproducibility of the growth cycle. The 

MQW period measured from the TEM image agrees with that calculated from the 

growth rate, and with XRD measurements. The upper interfaces of the quantum wells 

appear somewhat less abrupt than the lower interfaces; the TEM contrast, however, 

cannot be directly related to the Sb concentration, so no quantitative analysis of the 

interfacial grading was possible from the TEM image. 

For each sample, the amount of incorporated Sb per period was obtained by fitting 
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Figure 4.2: Calculated rocking curves of 12-period MQW structures, using the Sb 

concentration profiles shown in Fig. 4.1. Note the reduced satellite peak intensities 

for (d). 
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Figure 4.3: Cross section of a MQW sample, imaged by bright field TEM; g = (004) 
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Figure 4.4: Plot of the amount of Sb incorporated per period as a function of the 

barrier layer thickness. The dashed lines are fits to  (4.5). The unit of Sb incorporation 

is equivalent to  one ML of GaSb per period. 

the experimental XRD rocking curves using the RADS program. The resulting values 

are plotted as a function of the barrier layer thickness in Fig. 4.4. In order to compare 

the results conveniently with the curve predicted by equation 4.5, the barrier thickness 

is expressed as the number of GaAs MLs and the Sb incorporation is expressed as 

a fractional ML coverage. The calculated curve for the incorporated Sb is shown as 

a dashed line and is a good fit to the data, with the exception of the sample with 

76 ML barriers. This discrepancy is most likely a result of imperfect reproducibility 

of the growth conditions from run to run. The fitting parameters used for the plotted 

curve are a = 0.95, x, = 0.001, xi, = 0.89, and xo = 0.22. Due to the small number 

of data points, there are some uncertainties in the values determined by this method. 

The segregation coefficient is within the range 0.93-0.97. xo is poorly constrained, 

because the XRD signal becomes weak for samples with thin barrier layers. An upper 

limit of 0.3 can be placed on xo. x, determines the asymptotic slope for large barrier 
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Figure 4.5: (004) XRD Rocking curve (solid line) and envelopes of the satellite peak 

intensities for simulated curves calculated with a graded interface model, using dy- 

namical diffraction theory. The segregation seed xi, - xo is (a) 0.0, (b) 0.3, (c) 0.7, 

and (d) 0.95. 

thicknesses, for which there are few data points, but an upper limit of 0.002 can be 

placed on this parameter based on the available data. The value determined for xi, 

depends to some extent on x,, but it can be placed in the range 0.8-1.0. 

The experimental rocking curve for the sample with 330 A(117 ML) barriers is 

shown in Fig. 4.5 as a solid line. The dashed lines show the envelopes of the simulated 

satellite peak intensities for different values of the segregation seed (xi, - xo). The 

segregation coefficient a was taken to be 0.95 for all four simulations. The zero 

segregation seed case (a) is equivalent to a GaSb/GaAs model with no grading. In 

this case, the simulated peak intensities are significantly higher than those in the 

experimental rocking curve. For a segregation seed of 0.3 (b), the peak intensities 

decrease, but they are still higher than the experimental peaks. The peak intensities 
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to the left of the substrate peak fit the experimental curve well for xi, - xo = 0.7 (c), 

but the satellite peaks to  the right of the substrate peak are closer to curve (d), with a 
segregation seed equal to 0.95. The satellite peak intensities are thus consistent with 

long-range grading of the interfaces, with a high segregation coefficient, and only a 

small fraction of the total Sb (0.05-0.3) incorporated in the nominal quantum well 

positions. It is interesting to compare our results with those of a previous study of 

Sb segregation in GaInSb/InAs superlattices grown by MBE [67]. The segregation 

coefficients reported in that work were considerably lower, in the range 0.64.7. The 

segregation seeds (xi, - xo in our notation) were in the range 0.5-0.7, similar to 

our value. The different growth technique and conditions, as well as the different 

materials involved, are factors that may contribute to the difference in the segregation 

coefficient. 

In order to study the desorption of residual Sb, the 12-period MQW samples were 

held under TBAs for 300 s following the completion of the final GaAs layer. Fig. 4.6 

shows the RD transients at  2.6 eV during post-growth TBAs exposure, for three of 

the seven samples. The curves, which are similar to those discussed in section 3.3.4, 

show a linear region followed by a drop to the level observed for c(4 x 4) reconstructed 

GaAs. As the barrier thickness decreases, the linear region lasts for longer times. In 

order to quantify this relationship, the length of the linear region, or desorption time, 

is defined as the interval between the end of the MQW growth sequence and the break 

point where the curve first departs from the linear slope. This break point is indicated 

by the dashed lines in Fig. 4.6. 

The increase in the desorption time with decreasing barrier thickness suggests 

that the Sb floating layer desorbs at  a consistent rate under TBAs exposure. The 

samples with the thinnest barriers have the most Sb remaining as a floating layer 

at  the end of MQW growth, since less of the initially deposited Sb is incorporated 

into the final barrier layer in these samples. Keeping in mind the uncertainties in 

the fitting parameters, the segregation model allows an estimate of the amount of Sb 

remaining in the floating layer as a function of the barrier thickness. This is given by 

where N is, again, the barrier thickness in ML. In Fig. 4.7, the desorption time is 
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Figure 4.6: RD time dependence during TBAs exposure following growth of 12x 

MQW structures with (a) 15 ML barriers (b) 11 ML barriers (c) 6 ML barriers. The 

dashed lines show the break point used to define the length of the plateau region. 
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Figure 4.7: Plot of the desorption time, calculated using the segregation model, as a 

function of the amount of Sb in the floating layer at the end of barrier growth. The 

dashed line is a least-squares fit to a logarithmic function 

plotted as a function of the estimated amount of Sb remaining in the floating layer at 

the end of barrier growth; this floating layer coverage is calculated from the barrier 

thickness using Eq. (4.6). The data are consistent with a floating layer which desorbs 

exponentially with time when exposed to a constant TBAs flow, if one assumes that 

the end of the plateau corresponds to a threshold Sb concentration at which the 

c(4 x 4) reconstruction starts to reappear. This can be expressed in the form 

where t p  is the desorption time, IN  is the amount of Sb a t  the end of barrier growth, tth 
is the threshold value and T is a time constant. A least-squares fit to this logarithmic 

function (shown as a dashed line in Fig. 4.7) yields a time constant of 33 s and 

a threshold value Jth = 0.01, although it should be noted that the exact values are 

dependent on the parameters used to  describe the segregation profile; these parameters 
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are, as discussed above, subject to some uncertainty. To obtain a good fit to the RDS 

desorption time data, it is necessary to include a nonzero background incorporation 
term x, in Eq. (4.6). The best fit is obtained for x, = 0.001. 

4.1.3 The conventional growth sequence 

Structures grown with a conventional OMVPE growth sequence were also analyzed, 

using the techniques introduced in the previous section. These samples were grown 

at 520 "C with precursor flows of 5.24 x mol/min (TEGa), 3.08 x mol/min 

(TMSb) and 6.15 x mol/min (TBAs). The substrates were annealed under TBAs 

and a GaAs buffer layer grown prior to the start of the MQW sequence. The switching 

sequence employed was as follows: 2 s purge (Hz); 3 s TMSb; GaSb for various times 

up to 2 s; GaAs barrier layer of varying thickness, with TEGa flow started 0.5 s before 

TBAs. The sequence was repeated in order to  obtain 12x MQW samples, which were 

characterized by cross-sectional TEM imaging and high-resolution XRD. A series of 

samples with different barrier thicknesses was grown with a GaSb deposition time of 

2 s, to study the trend in the Sb incorporation; these samples were found to contain 

GaSb islands. Based on the measured GaAs growth rate and assuming that the 

growth rate in ML/s depends only on the TEGa flow rate, the nominal amount of 

GaSb deposited is N 2 ML. A few samples were also grown with a smaller amount of 

GaSb deposition, up to N 1 ML, and in these samples the critical thickness for island 

formation was not exceeded (see Sect. 5.5). 

The cross-sectional bright-field TEM image in Fig. 4.8 was obtained in the (004) 

diffraction condition for a sample with 2 s GaSb deposition time and 173 A(61 ML) 

barrier layers. The darker GaSb layers consist of continuous, planar wetting layers 

and thicker 3D islands. The islands are rather indistinct, which suggests that there is 

considerable intermixing of GaAs and GaSb within the islands. Fig. 4.9 shows an (004) 

rocking curve of the same sample. The simulated curve was calculated based on 0.86 

ML of GaSb per period. This coverage corresponds to the amount of Sb in the wetting 

layers; it has been established in previous work that the wetting layers are responsible 

for the strain which results in the rocking curve pattern [75, 761. No signal attributable 

to  the 3D islands is observed, because the volume of the islands is small compared with 



CHAPTER 4. STRUCTURAL QIJALITY OF QUA!\iTUkf WELLS 84 

Fig~u-c 4.8: Cross-sectional TEM iinngc of a &IIQ\\~ structure grow11 with thc coiivcn- 

tioilal growth scqucilcc, she\\ ing 3D islands (thiclter tlarlt aieas). 

the GaAs irlat>rix (iiot,c: this is also true of the planar wetting layers; the scattering 

of x-rays takes place prinrarily witliin t,lle GaAs laycrs. Tlic rchtivc displacenle~it 

of the lattice of t,lle GaAs layers separat,ed by starairled wc.t,ting layers is nr1ia.t gives 

rise to tlic iiiterfcrencc that produces tlie otwxvcd x-ray diff'ract,ion pat,t,crn). Tlie 

cxpcri~ncntal sat,cllitc pcalt intensities arc closer to tlic ideal GaSb/GaAs siniulatioil 

t,ti:ui i l l  tlie case of the sainples grown with thc ThlISb-GaAs scqucnce (scc Fig. 4.5). 

This suggests tallat t,he sainples grown witah t,he conventional OMVPE scquciicc haw 

a iiiorc abrupt GaAs-oil-GaSb iiitcrfacc. 

The interfacial grading was quant,ifiecl using the series of samples with 2 s GaSb 

dcpositioii aiitl cliffcrciit barrier thic1;ncsscs. Fig. 4.10 siiows t,hc cxpcrirr~ci~tal val- 

ues of the Sh iiicorporat,ioii, obt,ainecl by fit,t,irig the XR.D rocliiiig curvcs for four 

tliff'erent values of the barrier t,llicltness. The curve is calculat,ed using (4.5), with 

0 = 0.95, 2 ,  = 0.001, xi,, = 0.52 i ~ n d  = 0.52. Due to tJllc small nu~nber  of data 

poiritJs, tlic first two ~xiraliiet~crs were assuriied to be the same as ill thc case of tlic 

ThlISb-GaAs sequence, rather tlian fitting t,heni independently. A reasonable fit to 

t,he da ta  is ohtainetl ill this way Tlie initially deposited arrioliilt, xi,,; is close to the 



CHAPTER 4. STRUCTURAL QUALITY OF QUANTUM WELLS 

Simulation 
-Data 

o (arcsec) 

Figure 4.9: Measured and simulated (004) rocking curves of a MQW grown with the 

conventional growth sequence. 
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Figure 4.10: Sb incorporation as a function of barrier thickness, for MQW structures 

grown with the conventional growth sequence. 
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value observed for the TMSb-GaAs samples (0.89). In the samples grown with the 

conventional sequence, the total amount of GaSb deposited is higher, but xi, does 

not account for the portion which is incorporated as islands, since this parameter is 

calculated based on the strain measured by the XRD rocking curves; this strain arises 

primarily from the planar wetting layers [75, 761. The amount incorporated in the 

nominal quantum well position, xo, appears to be higher for the conventional growth 

samples than for the TMSb-GaAs samples (0.52 as opposed to 0.22), although the 

uncertainty in this parameter is considerable. It is worth noting that even though the 

critical thickness was exceeded, only about half a monolayer is incorporated in the 

nominal quantum well position. It appears, therefore, that obtaining a full monolayer 

coverage is not possible by the conventional growth method, a t  least under the growth 

conditions used. Samples grown a t  four temperatures between 500 "C and 560 "C, 

with GaSb deposition below the critical thickness, showed only small changes in the 

Sb incorporation as a function of temperature. 

- 
- 

Segregation model 
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4.1.4 The flashoff growth sequence 

The study of Sb desorption (described in section 3.3.4) led to a proposal to  grow 

GaSb quantum well structures with a Sb desorption step after each quantum well, 

in order to  improve the interface abruptness. The concept is similar to  the flashoff 

procedure described by Brandt et al. [54] for InAs/GaAs heterointerfaces grown by 

MBE. In their work, the InAs was deposited at  420 "C and covered by a thin (3 ML) 

GaAs cap at  the same temperature. The samples were then heated to 540 "C to  allow 

the surface layer of In to desorb before continuing GaAs growth; the procedure was 

shown to result in very abrupt interfaces. Kaspi and Evans [77] proposed a chemical 

flashoff, in which Sb desorbs under an As2 flux, to  improve the abruptness of the 

GaAs-on-GaAsSb interface. In this thesis, the flashoff concept is adapted to  OMVPE 

using a sequence in which the surface Sb layer desorbs under a TBAs flux. 

For samples grown using the flashoff sequence, a buffer layer of 1000 A GaAs was 

first grown at  560 "C. The temperature was then reduced to 500 "C, and an additional 

buffer layer of 200 A GaAs was grown; the MQW portion of the growth sequence 

followed, at  a constant temperature of 500 "C. After a 2 s purge under hydrogen, the 

GaSb quantum well step consisted of 6 s TMSb exposure followed by GaSb growth 

(for various times). The GaSb layer deposition was immediately followed by growth 

of a 4 ML GaAs capping layer. The sample was then held under TBAs for 200 s to 

desorb the Sb floating layer. After the desorption step, GaAs was grown to complete 

the barrier layer. The sequence was repeated six times to obtain 6 x  MQW samples; 

the smaller number of periods compared to samples discussed in previous sections was 

chosen because of the long time required to complete each cycle with the flashoff step. 

The precursor flows were 5.24 x mol/min for TEGa and 3.08 x mol/min for 

TMSb. For TBAs, a flow of 4.59 x lop5 mol/min was used for the desorption step and 

barrier layer growth and a lower flow of 3.06 x mol/min was used for the 4 ML 
capping layer in an attempt to minimize As-for-Sb exchange at  the GaSb surface. 

The RD signal was monitored during the growth sequences to verify that the Sb 

is completely desorbed; the 2.6 eV transient is shown in Fig. 4.11. The strong upward 

spikes correspond to the GaSb quantum well growth steps, beginning with the 6 s 

TMSb exposure. During the 200 s TBAs exposures, the RD transient shows the 
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Figure 4.11: RD transients at 2.6 eV, showing the flashoff step under TBAs. 
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Figure 4.12: Sb incorporation for three samples with different barrier thicknesses 

expected behaviour (see section 3.3.4); a linear region is followed by the recovery to 

the c(4 x 4) surface reconstruction. The barrier growth steps are characterized by a 

flat RD time response at the level corresponding to growth of Sb-free GaAs at  the 

same temperature and V:III ratio. 

To further verify that the Sb desorption procedure is successful in reducing incor- 

poration of Sb into the barrier layers, three samples with different barrier thicknesses 

were grown. Fig. 4.12 shows the net Sb incorporation per period determined from the 

XRD rocking curves for these three samples. The Sb incorporation does not show any 

increasing trend as the barrier thickness is increased, in contrast to the trend observed 

in section 4.1.1. This implies that at  least beyond the lowest thickness investigated, 

70 A, Sb incorporation in the barrier layers is negligible. Furthermore, based on the 

observation that a TBAs exposure creates a GaAs layer at  the surface of GaAsSb 

[53], it is reasonable to expect that some of the Sb originally present in the capping 

layer is removed during the purge step as well. This would result in the region of 



CHAPTER 4. STRUCTURAL QUALITY OF QUANTUM WELLS 

-.- 

0.0 0.5 1 .O 1.5 2.0 2.5 3.0 

GaSb growth time (s) 

Figure 4.13: Sb incorporation as a function of growth time. 

impure GaAs being even thinner than the cap layer thickness. If the segregation seed 

is assumed to be comparable to those observed in section 4.1.1, the segregation model 

predicts that the amount of Sb incorporated in the 4 ML GaAs capping layer should 

be less than 0.1 ML. However, it was not possible to confirm this experimentally. 

Fig. 4.13 shows the apparent Sb incorporation (i.e., not including any Sb which 

might be incorporated as 3D islands) as a function of the GaSb growth time. The 

Sb incorporation was calculated by fitting the XRD rocking curves using dynamical 

diffraction theory; Fig. 4.14 shows the measured and simulated rocking curves for the 

sample which is circled in Fig. 4.13. The simulated curve (dashed line) was calculated 

assuming a MQW structure consisting of GaSb quantum wells and pure GaAs barrier 

layers. The experimental satellite peak intensities match those of the simulated curves 

for all samples in the study. This is further evidence of the improved abruptness of 

the GaSb quantum well layers in these samples. The Sb incorporation shows a nearly 

linear increase with growth time up to  1.6 s, which is consistent with the formation 
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Figure 4.14: Measured and simulated (004) rocking curves of a GaSb/GaAs MQW 

grown with the flashoff sequence. 

of a coherently strained, planar layer. The slope of the linear increase corresponds to 

a growth rate of 0.54 ML/s. 

For growth times greater than 1.6 s, no further increase occurs in the average MQW 

strain measured by XRD, and in fact the samples with 2.2 s and 2.5 s GaSb growth 

time show a slightly lower strain. The most likely explanation is that the end of the 

linear increase marks the transition to 3D growth; in that case, the additional GaSb 

would be incorporated within 3D islands, which do not contribute to the measured 

strain. Previous reports on multilayer quantum dot stacks [75, 761 indicate that the 

strain measured by XRD rocking curves arises primarily from the planar wetting 

layers. The slightly lower values of the apparent Sb incorporation for 2.2 s and 2.5 s 

growth time may be a result of mass transfer from the wetting layers to the 3D 

islands during growth. From our results, the critical thickness for the transition from 

two-dimensional (2D) to 3D growth is approximately one monolayer. A number of 
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authors have previously reported considerably larger values of the critical thickness 

for GaSb layers on GaAs. Although the critical thickness may vary depending on 

growth conditions, the higher estimates of its value were based on either the nominal 

amount of deposited GaSb [71, 73, 74, 78-82], or the total Sb incorporation measured 

by XRD in multilayer samples [6]. The results reported in section 4.1.2 indicated 

that a considerable amount, around 0.75 ML, of the deposited Sb segregates to  the 

surface when a GaAs capping layer is grown. It is likely that that much of this excess 

Sb is present as a physisorbed adsorbate layer, rather than being chemically bonded 

to form a GaSb epilayer. In situ stress measurements [3], which are sensitive to  the 

actual epilayer thickness, found critical thicknesses in the range 0.7-1.0 ML for both 

GaSb and InAs on GaAs, which agrees with our observation. 

A number of samples with a single GaSb surface layer were grown using the same 

GaSb growth conditions as the samples grown with the flashoff sequence. Fig. 4.15 (a) 

shows the surface topography of the samples with a single GaSb layer grown for 0.4 s, 

0.7 s, and 1.9 s. No 3D features are observed for the 0.4 s sample, whereas for 0.7 s and 

1.9 s, GaSb dots are formed. This apparent inconsistency with the critical thickness 

observed for the MQW samples can be explained by assuming that for samples with 

small GaSb coverages, the dot nucleation and growth occurs as the sample cools down. 

Quantum dot growth by dewetting, during cooldown, has been observed recently for 

InAs dots on GaAs [83]. A cross sectional TEM image (not shown) of the sample with 

GaSb grown for 1.3 s showed no evidence of 3D growth, whereas the planar wetting 

layers were clearly visible. It is worth considering the possibility that the GaSb 

dots are altered during the TBAs exposure. An As-for-Sb exchange process could 

result in dots with a more As-rich composition and redistribution of the material on 

the surface (see Sect. 4.1.5). If nucleation of the GaAs capping layer is inhibited 

on top of the GaSb dots, such an exchange might alter the dots significantly while 

preserving the buried wetting layer. The presence or absence of 3D dots in these 

samples is discussed further in Sect. 5.5 where photoluminescence results are reported. 

The effects of growing capping layers on GaSb dots need further investigation before 

definitive conclusions can be drawn. 

From the dot volume measured by AFM, a rough estimate of the amount of GaSb 

contained within the dots is obtained. It is equivalent to  an average thickness of 
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Figure 4.15: (a) AFNI in~ages of single ~lncappccl GaSI) layer samples; (b)  AFM images 

of thc surface of M Q W  samples. The GaSb growth time is indicatccl above each image. 
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0.3 ML for the sample with 0.7 s GaSb growth, and 1.1 ML for the 1.9 s sample. The 

inferred growth rate of 0.6-0.7 ML/s agrees to a first approximation with the growth 

rate of 0.54 ML/s which was obtained for the wetting layers, as discussed above. A 

slightly higher growth rate for the dots is consistent with some mass transfer from the 

wetting layers into the dots. 

In Fig. 4.15 (b), AFM images of the MQW samples are shown. The topmost GaSb 

layer in these samples is covered by 200 A GaAs. On the GaAs surface monolayer- 

high steps are evident. The RMS roughness is constant, with a value of 1.6 A, for 

samples with GaSb growth times ranging from 0.4 s to 1.9 s. For longer GaSb growth 

times, the monolayer steps become more closely spaced, with the RMS roughness 

increasing to 3.4 A for 2.8 s GaSb growth. The XRD rocking curves do not appear 

to be affected by the roughening, which is unsurprising considering that the surface 

has relatively large flat terraces for even the longest growth time studied, 2.8 s. The 

roughening of the GaAs surface is expected for structures containing 3D islands. This 

would be consistent with the proposal that dots are formed on samples with GaSb 

growth times longer than 1.6 s, and that these dots are altered into a more As-rich 

composition during the purge under TBAs. 

4.1.5 Effect of TBAs on GaSb islands 

In the previous section, it was proposed that exposure to TBAs during the flashoff se- 

quence could result in significant alteration of the GaSb 3D islands, but the data from 

the flashoff samples presented only limited evidence in support of this proposed mech- 

anism. An experiment was performed involving two samples with GaSb islands on the 

surface, and the results of this experiment show that significant morphological change 

of the islands can occur under TBAs exposure. The samples were grown at  520 "C. 
For the GaSb growth step lasting 8 s, a (TEGa) flow of 2.79 x lop6 mol/min and a 

(TMSb) flow of 1.23 x mol/min were used. The first sample was cooled to room 

temperature under hydrogen immediately following GaSb growth, whereas the second 

sample was held under a flow of TBAs for 300 s after the GaSb growth step, then 

cooled to room temperature. AFM images of the two samples are shown in Fig. 4.16. 

The islands on the sample cooled immediately to room temperature have an average 
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Figure 4.16: (a) AFM i~iiagc. of GnSh islarids coolcd to r o o ~ i ~  ten~perut,lire imnlcdiatcly 

after growth; (b) AFM image of GaSb islands grown liridcr idelltical coritlitious and 

11c.ld unc1c.r TBAs for 300 s before cooling. 

lieiglit of npproxilimtcly 100 A, wliercas the saniplc cxposccl to a lorig TBAs p u l p  

lias a rrmrplrology consistilig of irregularly sliapc~l. flat-topped mesas with a ~ioarly 

uniform lieight of around 10 A. Thc  composition of the surface lnycr in the TBAs- 

csposcd sa~rlple coulcl riot be verified. hut the observed riiorpliology would probably 

not be stable if the mesas consisted of pure Gash ,  due to the large lattice rnismatcli 

of GaSb 011 GaAs. This suggests that  significant As-for-St) cxckiange occurred during 

the TBAs exposure, rcsulting in mesas with a more As-rich compositioi~ 

4.2 InAs/GaAs quantum wells 

Qinr~tllrrl well structures consis t i~~g of ultrathin lnycrs of 111.4s in a GaAs matrix haw 

l m n  fabricated by OMVPE [G3, 6G, 841 i~11d tlie related tecli~iiquos of ALE [62, 65, 

831 nncl flow rate mocl~ilatio~i cpitnxy (FME) [%I. This type of structure has also 

bcm fabricated by MBE [54, 871 arrcl its variant; migration enhanced epitaxy (MEE) 

[SS, S9]. These techniques are capable, in principle, of producing heterost,ructurcs 

with atomically abrupt interfaces. The  abruptr~ess of the structt~rcs can, however, be 

affected by the particular growth conditions used and the sequence ill which so lwe 
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materials are introduced. Indium has a tendency to segregate upward when GaAs is 

grown over the InAs layer [62,90]. This has been shown to result in a graded interface 

above the InAs layer [56]. The structural quality of OMVPE-grown ultrathin InAs 

monolayers has been studied in detail in previous works [63, 661; the purpose of 

including the InAs/GaAs system in this thesis is to provide a direct comparison with 

the GaSb/GaAs system, using the same experimental techniques. 

A series of InAs/GaAs MQW samples with different barrier thicknesses was pro- 

duced using a conventional OMVPE sequence. The samples were grown at 550 "C 

with precursor flows of 7.86 x mol/min (TEGa), 1.98 x lop6 mol/min (TMIn), 

and 1.98 x mol/min (TBAs). The substrates were annealed under TBAs and 

a GaAs buffer layer grown prior to t,he start of the MQW sequence. The switching 

sequence employed was as follows: 20 s interrupt under TBAs; 3 s InAs growth; 20 s 

interrupt under TBAs; GaAs barrier layer of varying thickness. The sequence was 

repeated in order to obtain 12x MQW samples. The samples were characterized by 

high-resolution XRD; Fig. 4.17 shows an (004) rocking curve of the sample with the 

thickest barriers. The simulated curve was calculated based on a pure InAs/GaAs 

model with 0.7 ML InAs coverage per period and 32 ML GaAs barrier layers. The 

experimental satellite peak intensities are close to the ideal values on the left side of 

the substrate peak, although they are slightly lower on the right side. As was dis- 

cussed for the case of Sb segregation in section 4.1.1, long range segregation of In can 

be excluded based on the strength of the satellite peaks. To obtain a more detailed 

picture of the compositional profile, the incorporation of In as a function of the barrier 

thickness was investigated. 

Fig. 4.18 shows the experimental values of the In incorporation obtained by fitting 

the XRD rocking curves for different values of the barrier thickness between 4 ML 

and 32 ML; no increasing trend is evident in the In incorporation. This implies that 

essentially all of the In floating layer arising from surface segregation is incorporated 

within the first four ML of GaAs overgrowth. The curves were calculated using the 

segregation model introduced in section 4.1.1. They correspond to  two possible sets 

of segregation parameters that could give rise to the observed data: curve (a) was 

computed using a = 0.2, xo = 0.21, while curve (b) was computed using a = 0.4, xo = 

0.41. For both curves, the initial InAs coverage xi, is 0.72 and the background 
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Figure 4.17: (004) XRD Rocking curve of a 12x InAs/GaAs MQW structure. The 

simulated curve is calculated assuming a pure InAs/GaAs model with 0.7 ML InAs 

coverage per period. 
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Figure 4.18: Indium incorporation as a function of barrier thickness. The curves are 

calculated using the one-dimensional segregation model, with 0.72 ML initial InAs 

deposition and (a) a = 0.2, xo = 0.21; (b) a = 0.4, xo = 0.41. 
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incorporation x, is assumed to be zero. Evidently, it is not possible to determine 

the segregation parameters by fitting the available data. The nearly constant In 
incorporation in the range 4-32 ML is, however, indicative of much shorter range In 

segregation than that observed for Sb in GaAs. Previously reported measurements 

using the XSW technique [64, 661 determined that the In segregation coefficient in 

GaAs is in the range 0.2-0.3, which is consistent with the data reported in this work. 



Chapter 5 

Electronic states and optical 

properties 

Ultrathin quantum wells in highly strained material systems have been predicted to 

exhibit novel properties, most notably a strong enhancement of the oscillator strength 

[91]. This has led to considerable interest in characterizing the electronic and optical 

properties of these structures. For type-I InAs monolayers in GaAs, several authors 

have reported efficient excitonic luminescence [92-941, and extremely narrow lumines- 

cence line widths have been observed from submonolayer wells in the same material 

system [87, 95, 961. InAs monolayers were also reported to support stimulated emis- 

sion [97], and efficient lasing was demonstrated from both single monolayers [98] and 

short period InAs/GaAs superlattices [99]. Relatively little has been reported on ul- 

trathin type-I1 quantum wells. Ledentsov et al. reported PL and CAS experiments 

on GaSb/GaAs ultrathin quantum wells. Their results showed that a strong radiative 

transition occurs in these structures. The transition was attributed to the partial spa- 

tial overlap of the hole and electron wave functions, these being separately localized 

in the quantum well and barrier layers, respectively [6]. 

The electronic and optical properties of quantum wells can be strongly influenced 

by the degree of abruptness of the interfaces. There have been numerous reports 

of intermixing-induced interfacial layers resulting in a shift of the PL peak energy 

[loo-1031. PL has also proved useful in studying transitions at type-I1 interfaces, 

which are particularly strongly dependent on the abruptness of the interface, since 
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these transitions occur between electrons and holes localized on opposite sides of the 

interface [104]. The effects of intermixing can be expected to be especially noticeable 
for ultrathin quantum wells, since such quantum wells can be considerably broadened 

by the intermixing process, as detailed in the previous two chapters. 

The envelope function approximation (EFA) has become a widely used method 

to describe the band structure of semiconductor heterostructures, including quantum 

wells, due to the relative simplicity of the calculations involved [105]. The applicability 

of calculations based on the EFA to monolayer-scale films has been questioned on the 

grounds that it is a macroscopic model which averages the electron potential over the 

unit cell [91, 1061. However, for InAs monolayers in GaAs, the heavy and light hole 

excitonic transition energies predicted by EFA calculations are in good agreement 

both with experiments [96, 107-1111 and with the energies predicted by tight binding 

calculations [106, 1081. Similarly, for both the type-I InAs/InP system [112, 1131 and 

the type-I1 GaAs/InP system [114, 1151, in which planar quantum wells up to a few 

monolayers thick can be grown, the dependence of transition energies on quantum well 

thickness has been found to agree with EFA predictions. Theoretical work by Burt 

[116-1181 provides some insight into why the EFA succeeds in producing accurate 

predictions for heterostructures with abrupt boundaries, including those with layer 

thicknesses as thin as a monolayer. Thus, it is interesting to compare the PL transition 

energies observed for the samples in the present study to a simple EFA model. 

The chapter is organized as follows: Sect. 5.1 introduces the EFA which allows 

the band structure approach to be extended to a crystalline solid in the presence of a 

perturbing potential. The calculation of band offsets including the effects of strain is 

presented in Sect. 5.2. The envelope function approximation is applied to quantum 

well heterostructures to obtain the quantized energy levels and the corresponding 

wave functions, in Sect. 5.3; the optical transitions between these energy levels are 

discussed in Sect. 5.4. Finally, the results of low-temperature PL measurements are 

presented and compared to the EFA predictions in Sect. 5.5. 
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5.1 The envelope function approximat ion 

The EFA starts from the one-electron picture, in which the electronic states of the 

crystal are approximated by single particle states. In the presence of a perturbing 

potential Vp(r) ,  we can write the Schrodinger equation for an electron in the solid: 

where Ho is the hamiltonian of the unperturbed crystal 

with V,(r) being the periodic crystal potential and mo the electron mass. The solutions 

of ( 5 . 1 )  may be expanded in terms of Bloch functions $,k(r) = unk(r)eik", which are 

the eigenfunctions of the unperturbed crystal hamiltonian Ho: 

Q ( r )  = C ankunk(r)eik.' 

The Bloch functions are represented in the reduced-zone scheme, in which k is re- 

stricted to the first Brillouin zone and n is an index indicating the band. In the EFA, 

the lattice-periodic functions unk(r) are approximated by the zone-centre functions 

uno ( r ) .  The wave function expansion can then be written as 

where &k(r) = unO(r)eik.'. The functions uno(r) are normalized so as to ensure that 

the following orthonormality relation is satisfied: 

By rewriting the Schrijdinger equation ( 5 . 1 ) ,  using the wavefunction expansion 

(5.4), and applying the orthonormality condition (5.5), one obtains the following 

equation: 

C {(4nn*IHd bW) + ( 4 n k l v p l $ n / k ( ) }  = Eank 
nlkl 

(5 .6)  
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The matrix element (&kJ HO lqbnlkl) is evaluated using the k . p theory [105], which 

is an approximate description of the bulk band structure using the expansion (5.4). 
One obtains the expression 

(~nklH0l&k1)  = H:;?(k)6kk1 (5.7) 

where H:;?(k) is the so-called k .p  matrix element between bands n and nt.  The second 

matrix element, (4nk(Vp($n'kl) can be expanded as a Fourier series in 

lattice vectors q [105]: 

the reciprocal 

(5.8) 

where vp(k - kt - q) is the Fourier transform of V,(r). The perturbing potential is 

assumed to  be slowly-varying, which means that the Fourier transform is dominated 

by wave vectors near 0. Since k and kt are restricted to the first Brillouin zone, this 

means that only the q = 0 term contributes significantly to (5.8), and the matrix 

element can be written as 

Using (5.9) and (5.7), the result (5.6) can be rewritten as follows: 

This is the multiband envelope function equation in k-space. To convert it into a real 

space equation, its Fourier transform is taken, making the substitution k -+ (-ihV) 

in the k . p matrix element and introducing the envelope functions defined by 

The real space envelope function equation thus obtained is 

C {~:;?(-i h ~ )  + vp(r)6nnt) Fnl (r) = EFn(r) 
n' 

The advantage of the envelope function formulation is that the periodic crystal po- 

tential and the periodic parts of the Bloch functions have been eliminated, and the 
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electronic states are now described in terms of the slowly-varying envelope functions 

F, (r) and external potential V,(r). The effects of the crystal structure are represented 
by the k p hamiltonian HEi?( - ih~) .  

Depending on the degree of accuracy required, the number of bands included in 

calculations using (5.12) is restricted. In many cases, it is sufficient to consider only 

the conduction and valence bands. For energies sufficiently close to the conduction 

band edge, the coupling between the conduction band and the valence bands can also 

be neglected, and (5.12) reduces to the single-band equation 

where mz is the conduction band effective mass, and Ec is the energy of the conduc- 

tion band edge. This equation has the same form as the single-electron Schrodinger 

equation, with the free electron mass replaced by the effective mass, and the envelope 

function Fc(r) taking the place of the wave function. The Ec term shifts the energy 

reference level to the conduction band edge. 

Two of the valence bands, the light hole and heavy hole bands, are strongly coupled 

near k = 0, so a single-band effective mass equation like (5.13) cannot be used. 

Instead, the multiband effective mass equation can be simplified to a 2 x 2 matrix 

equation, with the k . p hamiltonian given by [I051 

where 

with kt = ,/-, q5 = arctan(k,/k,), and L* denoting the complex conjugate 

of L. The light and heavy hole band curvature is characterized by three Luttinger 

parameters 71, 7 2 ,  and 73. E: is the energy of the valence band edge with zero strain, 
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and the parameters p(e)  and q (e )  are strain dependent shifts of the band edge energy, 

which will be calculated in the section 5.2. Note that for kt = 0, L = L* = 0. In this 
case, the envelope function equations for the light and heavy hole bands are decoupled. 

The split-off hole band is not strongly coupled to the other valence bands a t  k = 0, 

and can be treated in the same way as the conduction band, with its own effective 

mass. The effective masses and Luttinger parameters can be calculated within the 

envelope function approximation, but to obtain accurate values it is necessary to 

include the effects of higher energy bands, using perturbation theory [105]. A simpler 

approach is to  use experimental values, which have been measured for the common 

bulk semiconductor materials, using cyclotron resonance, magnetophonon resonance 

[119], and other techniques [2]. 

The equations describing the dynamics within the EFA are formally derived under 

the assumption that the external potential varies slowly on the scale of the lattice. One 

should note that the potential is assumed to be external, i.e. arising from an applied 

field. The description of heterostructures by an envelope function theory requires 

the additional assumption that the EFA formalism can be applied, even when the 

material properties change, often abruptly, as a function of position. The validity 

of this additional assumption cannot be addressed within the formal derivation of 

the EFA equations [105], and it has been the subject of debate. However, for many 

quantum well structures, predictions using the EFA have been found to be in excellent 

agreement with experiment. Theoretical considerations [I161 have shown that the 

EFA can be expected to yield accurate results, provided that the envelope functions 

are sufficiently slowly varying on the scale of the lattice. The calculated envelope 

functions for InAs and GaSb quantum wells in GaAs are evaluated in section 5.3. 

5.2 Strains and band offsets 

In order to apply the EFA to  quantum well heterostructures, the relative positions of 

the band edges in the constituent materials must be specified. The numerical values 

of the band offsets are not, in fact, easy to determine, and in some cases controversies 

have even surfaced about the type of alignment (e.g. for GaAsSb/GaAs interfaces 

[120-1241). The earliest attempts to  determine band offsets relied on simple empirical 
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rules. The electron affinity rule assigns a conduction band offset AE, = x1 - x2, 
where XI, ~2 are the electron affinities of the respective materials. The common anion 

rule, on the other hand, assumes a valence band offset of zero for compounds with 

the same anion, while the offsets for compounds with different anions are obtained 

from Schottky barrier values. These rules are not strictly applicable and provide 

only a rough estimate of the band offsets [125]. A number of theoretical methods 

have been proposed to calculate the band offsets; the model-solid theory [126] has 

been found to agree well with experiments [125] and will be used in this section to 

calculate band offsets for InAs and GaSb on GaAs. Experimentally, band offsets can 

be determined by fitting the quantum well transition energies observed by absorption, 

photoluminescence or excitation spectroscopies. The accuracy of these methods is 

affected by the well width determination, and possible inadequacies of the envelope 

function calculations employed, particularly with regard to nonparabolic bands and 

thin well layers [125]. Band offset measurements of quantum wells have also been 

reported using capacitance-voltage [127, 1281, and deep level transient spectroscopy 

measurements [128]. 

Using the model-solid theory [126], the band offsets can be calculated taking into 

account the layer strains. The strains are evaluated within the macroscopic elasticity 

theory (MET). The applicability of the MET to films of single monolayer thickness 

was questioned based on analysis of high-resolution lattice images [54], but subse- 

quent work using XSW and x-ray absorption fine structure (XAFS) measurements 

[I291 showed that the bond lengths in single monolayer InAs insertions in GaAs are 

consistent with the predictions of MET. Since the substrates are considerably thicker 

than the total thickness of the epilayers, the strain introduced into the substrate is 

negligible, and its lattice constant is just that of the bulk material. The in-plane 

lattice constant of the epilayers, a T  conforms to that of the substrate, and the lattice 

constant ay in the direction normal to  the surface is given by 

where a$ is the bulk (unstrained) lattice constant of the epilayer material and asub 

is the lattice constant of the substrate. The constant Dhkl depends on the elastic 

constants ell, c12, and c44 of the epilayer material, and the interface orientation. For 
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the (001) orientation, it is given by 

The fractional volume change of the stained layer, AR/R, is given by 

where, for strain along ( O O l ) ,  the strain components are given by 

The approach of the model-solid theory is to relate the band edges of different 

materials to a fixed energy level. The method combines a calculation of the band 

structures of the individual bulk semiconductors using density-functional theory, with 

a model of the solid as a superposition of neutral atoms. Since the density-functional 

calculations do not reproduce the correct energy gap, and do not take into account 

spin-orbit effects, the average valence band level is calculated, and the experimentally 

measured band gap and spin-orbit splitting are added a posteriori. The details of 

the density-functional calculations will not be discussed here; we shall simply use the 

results for the average energy level E,,,,, as tabulated by Van de Walle [126]. 

For unstrained material, the valence band and conduction band edge energies, EE 

and E:, are given by 

where Eg is the band gap energy and the usual convention of assigning 113 of the 

spin-orbit splitting A. to the heavy and light hole bands is employed. For strained 

material, the shifting of the bands due to the volume change must be taken into 

account. This is expressed by 
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where a, and a, are the hydrostatic deformation potentials for the valence and con- 

duction bands, respectively. Additionally, the strain induces a splitting of the light 

and heavy hole bands, so that these are no longer degenerate at  k = 0. It is convenient 

to define a parameter 

~ E o o ~  = 2b(% - EX,) (5.22) 

where b is the shear deformation potential for strain with tetragonal symmetry. For 

material strained along the [OOl] direction, the heavy hole, light hole and conduction 

band edges, Ehh,Elh and E, are given by [I051 

where E: is the conduction band edge for unstrained material, given by(5.20). 

The absolute band edge energy levels in (5.23) do not carry any physical meaning, 

taken by themselves [126]. However, the relative levels of these quantities in different 

semiconductors determine the band offsets. These are illustrated for the case of un- 

strained and coherently strained InAs and GaSb quantum wells in GaAs in Fig. 5.1. 

All experimental parameters for bulk GaAs, InAs and GaSb are summarized in Table 

5.1. The model-solid theory predicts a strongly type-I1 band lineup for coherently 

strained GaSb layers in GaAs, whereas the band lineup for InAs/GaAs is type-I. 

5.3 Electronic states in quantum wells 

The envelope function theory is extended to the description of heterostructures by 

letting the band edge energies and the effective masses (or Luttinger parameters) 

become functions of the position vector r .  For structures with planar interfaces, such 

as the quantum well structures we will consider, these quantities are functions of the z 

coordinate only. For simplicity, we shall consider cases in which the external potential 

V,(r) is zero. 
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Figure 5.1: Band edge energies in unstrained and coherently strained GaSb and InAs 

quantum wells in GaAs, according to the model solid theory 
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5.3.1 Conduction band states 

The single-band effective mass equation for the conduction band, with a z-dependent 

band edge energy and effective mass, is 

However, the z-dependence of the effective mass gives rise to an ambiguity in the 

kinetic energy operator, since l/mE(z) and V2 do not commute. It is not possible to 

define a unique "correct" form of this operator, but the ordering - h 2 v  (l/mE(z)V) 

is hermit ian [105], which satisfies a requirement of conventional quant um mechan- 

ics. Using separation of variables, (5.24) can be simplified to an ordinary differential 
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Table 5.1: Bulk material parameters used in the model solid theory and EFA calcu- 

lations. Values are taken from [2] with the exception of EV,,, which is given by [126]. 

(Note: The sign of a, has been reversed to agree with the notation of [126], which is 

adopted in this work.) 

Parameter GaAs InAs GaSb 

equation in z. The envelope function may be written as a product 

where the factor Gc(x, y) is proportional to  exp(i(k,x + h y ) .  The z-dependent func- 

tion Hc(z) then satisfies 

-h2 d 1 d 
2 dz r n ~  (z) dz 

+ &(z) + " -1 Hc(z) = EHc(z) (5.26) 
2% (4 

which can then solved for any specified values of k, and k,. Here, we will be interested 

in the solutions at  k, = ky = 0. 

For a simple quantum well structure, consisting of a layer of thickness L, of well 

material W, bounded by thick layers of barrier material B, the band edge energy 
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Ec(z) can be expressed as 

The z-dependent band edge energy thus forms an effective potential well. Note that 

this confinement potential does not arise from an electric field, and therefore does 

not satisfy Poisson's equation, as an external electrostatic potential would. Relations 

similar to (5.27) apply to the effective mass mz. 

Since Ec and m: are constant in the well and in the barriers, (5.26) reduces to a 

Helmholtz equation within each region, and we can immediately write down the form 

of the solutions. For bound states, the energy eigenvalue will be lower than Ec(z), 

leading to an exponentially decaying solutions in the barriers, whereas the solution in 

the well is oscillatory: 

where n = J ~ ~ I ( ~ ) ( E , B  - E)/h2 and k = J 2 m l ( W ) ( ~  - E,W)/h2. 

To complete the solution, boundary conditions must be imposed at  the interfaces, 

z = f L/2 (we have already implicitly imposed boundary conditions a t  z = f m in 

retaining only the exponentially decaying functions in the barrier). At both interfaces, 

the envelope function Hc(z) must be continuous from one side to the other. Boundary 

conditions for Hf(z)  are obtained by integrating (5.26) across the interfaces. At 

z = L/2, one obtains 

with a similar condition holding at  z = -L/2. As E -t 0, the right-hand side of (5.29) 

becomes zero, so the boundary condition is 
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Since the effective mass is different on either side of the interface, this boundary 

condition differs from the one employed in the standard quantum mechanics problem, 
in which the first derivative of the wave function is continuous across the boundary. 

The application of the boundary conditions is simplified by noting that Hc(z) must 

be either even or odd (because Ec(z) is even). For even solutions, then, A = D and 

B = 0. Applying the two boundary conditions at z = L/2, one obtains 

Similarly, for odd solutions A = -D and C = 0, and one obtains 

Equations (5.31) and (5.32) have no analytic solution, so the energy eigenvalues E are 

calculated by solving these equations numerically. There is always at  least one bound 

state solution, for any values of L, E: and Ey [105]. The lowest-energy bound state 

is an even solution. 

5.3.2 Valence band states 

For the light and heavy hole bands, the envelope function equation (5.12), with the 

k p hamiltonian given by (5.14), can be solved using boundary conditions similar to 

those applied to the conduction band. To obtain the energy eigenvalues for arbitrary 

k, and k,, a system of eight equations must be solved. However, for the purpose 

of predicting the transition energy observed in PL measurements, we only need to 

find the energy eigenvalues for k, = k, = 0. In this case, the light and heavy hole 

equations are decoupled, and we can proceed with separation of variables, exactly as 

in the case of the conduction band. From the definitions of P and Q (5.15), effective 

masses along the k, direction can be defined for the two bands, 
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Figure 5.2: Probability density (squared envelope function) for the lowest energy 

bound states in the heavy hole (HH) and conduction band (CB) of 1ML thick InAs 

and GaSb quantum wells in GaAs. Dotted lines show the quantum well boundaries. 

and the eigenvalues for each band can be obtained by solving equations analogous to 

(5.31) and (5.32). 

The squared absolute values of the envelope functions (i.e., the probability densi- 

ties for the electrons and holes, respectively) were computed for the lowest (n = 1) 

bound states in 1 ML thick quantum wells of InAs and GaSb in GaAs. These func- 

tions are shown in Fig. 5.2. The heavy holes are clearly much more strongly confined, 

due to their heavier effective mass. The stronger confinement of the heavy hole in 

GaSb quantum wells, compared to InAs quantum wells, is due to the larger valence 

band offset. Since the GaSb layer forms a barrier in the conduction band, there is no 

bound state for electrons in the GaSb quantum well. In all cases there is considerable 

penetration of the envelope function into the barrier layers. The uncertainty in the 

position, defined by 

is 42 A for the conduction band, and 10 A for the heavy hole band in InAs quantum 
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wells, and 5.5 A for the heavy hole band in GaSb quantum wells. The width of the 

corresponding k-space function can be estimated using AxAk z 1; for InAs quantum 

wells, this width is approximately 5% of the first Brillouin zone for electrons and 20% 

for heavy holes. For heavy holes in GaSb quantum wells, Alc extends over roughly 30% 

of the first Brillouin zone. For the heavy hole solutions, then, one can expect that 

the k = 0 approximations, which are used in the envelope function approximation 

in calculating the cell-periodic functions unk(r) and the effective masses, may be 

somewhat inaccurate. However, the envelope functions are slowly-varying in the sense 

that Alc does not exceed the width of the first Brillouin zone. 

5.3.3 Multiple quantum wells 

For multiple quantum well and superlattice structures, the boundary conditions dis- 

cussed in section 5.3.1 are applied at  each interface. Using numerical techniques, the 

energy eigenvalues can be calculated for structures with an arbitrary number of wells. 

However, a simpler method is to estimate the effects of multiple wells by applying 

periodic boundary conditions. This is the same approach that is employed in the 

well-known Kronig-Penney model [130], but the solution is modified by taking into 

account the different effective masses in each material. The discrete energy levels 

of the single quantum well become broadened into minibands in a superlattice, with 

dispersion relations Ej(lc,). The conduction band dispersion relation in a superlattice 

with periodic boundary conditions is given by [I251 

where r = lcbmL/lcwmi. Lb and L, are the thicknesses of the barrier and well layers, 

respectively, L = Lb + L, is the superlattice period, and lcb and k, are given by 

J 2 m * ( ~  - Ec)/fi2, using the barrier and well parameters, respectively. For energies 

lower than the barrier band edge, the dispersion relation is expressed in real quantities 

by defining ~b = d 2 m * ( ~ ~  - E)/fi2, to obtain 

with r = tcbm;LU/&mi. The energy levels of the top and bottom of the miniband 

are obtained by setting cos(lc,L) = ~ l ,  respectively. As the barrier layer thickness 
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becomes large, the top and bottom of a miniband converge to the single quantum well 

bound state solution, if the energy is lower than the barrier band edge. 

5.4 Optical transitions in quantum wells 

The experimental technique used in this thesis to study transitions between the quan- 

tum well states is PL spectroscopy. As was noted in Chap. 2, the PL emission is dom- 

inated by the lowest-energy available transitions. For the type-I InAsIGaAs quantum 

well, the lowest-energy emission occurs from recombination of heavy holes and elec- 

trons in the lowest bound levels in the quantum well (for a 1 ML thick InAs layer there 

is, in fact, only a single bound level for each type of carrier). For type-I1 quantum 

wells, only one type of carrier is localized in the well layer; in GaSbIGaAs quantum 

wells the holes are confined by the GaSb layer, whereas the electrons are located in 

the GaAs barriers. A radiative transition is made possible by the spatial overlap of 

the electron and hole wave functions. This type of transition is sometimes referred 

to as "spatially indirect", although the transition rate is proportional to  the integral 

over all space of the product of the electron and hole wavefunctions (i.e., the joint 

probability for the electron and hole to be a t  the same position) as is the case for 

all radiative transitions. For type-I quantum wells, the overlap of the conduction 

and valence band envelope functions is larger than in the bulk case, resulting in an 

enhanced transition rate and strong optical emission. Due to the spatial separation 

of the hole and electron envelope functions in a type-I1 quantum well, the overlap 

integral is reduced in comparison to a type-I quantum well, and the optical emission 

is weaker. 

The discussion of the envelope function theory started from the one-electron pic- 

ture. The optical spectra of semiconductors, however, exhibit features that can only 

be explained by considering the interactions between electrons. A simplification of the 

complex many-body problem is to  consider only the Coulomb attraction between an 

electron and a hole, which causes their motions to be correlated. The bound states of 

the electron-hole pair are known as excitons. The exciton motion can be treated in a 

manner analogous to that of the hydrogen atom; the well-known quantum mechanical 

results can therefore be used, replacing the proton and electron masses by the effective 
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masses of the hole and electron and including the zero-frequency dielectric constant, 

E ,  of the the semiconductor where appropriate. In a bulk semiconductor, the exciton 

energy levels En are given by [4] 

where Eg is the band gap, R* is the Rydberg constant defined by 

where p is the reduced mass. The energy levels of a two-particle system can also be 

calculated easily in two dimensions; in this case the exciton binding energy is 4R*, 

i.e., four times greater than in the three dimensional case [5]. 

For quantum wells of finite thickness, the Schrodinger equation including both the 

confinement potentials and the Coulomb interaction must be solved. For a strained 

quantum well, the valence band is non-degenerate at  k = 0, so heavy-hole and light- 

hole exciton systems are formed; their reduced masses are given by [131] 

where + and - represent heavy and light holes, respectively, m,* is the electron ef- 

fective mass, and mo is the free electron mass. The exciton binding energy has been 

found to be intermediate between the 2D and 3D limits for type-I quantum wells; 

a maximum binding energy occurs for a certain quantum well thickness, where the 

envelope functions are most strongly localized [131]. For type-I1 quantum wells, a 

variational calculation [I321 found exciton binding energies to be reduced, compared 

with the bulk case. The variational method was applied to ultrathin GaSb/GaAs 

quantum wells [6] and indicated that in these structures the s-type exciton should 

be unstable. However, a numerical solution of the Schrodinger equation taking into 

account the Coulomb correlation, finite barrier heights, and image charge effects in- 

dicated that the variational method is unsatisfactory; the more detailed calculation 

showed that in type-I1 quantum wells the excitonic binding energy may be larger than 

the bulk value, although less so than in type-I systems [133]. 

At a type-I1 interface, a blue shift of the transition energy with the excitation power 

density (EPD) is expected due to the effect of charge separation, which increases as the 



CHAPTER 5. ELECTRONIC STATES AND OPTICAL PROPERTIES 117 

carrier population increases. This effect has been modelled by a triangular potential 

well, resulting in a shift which is proportional to 0 l I 3 ,  where D is the EPD [6, 1341. 

However, there are other effects of similar magnitude that can contribute to the shift 

of the type-I1 transition energy, including band distortion and many-body Coulomb 

effects (which both produce a red shift) and state filling (which produces a blue shift); 

the energy shift therefore shows a more complicated dependence on the EPD than 

a simple 113 power law 1135-1371. The energy shift may be additionally affected by 

imperfections (e.g. grading) of the interface; experimentally, nearly logarithmic shifts 

have been observed in some cases for type-I1 quantum wells 1134, 1381. 

5.5 Photoluminescence results 

Low temperature (2 K) PL measurements were performed on the GaSb/GaAs MQW 

samples grown by the flashoff sequence, discussed in Sect. 4.1.4, as well as a small 

number of samples grown without using any flashoff steps. For the flashoff samples, 

the power density of the exciting laser beam was varied between 0.05 mW/cm2 and 

10 W/cm2; values of the EPD were estimated from the laser output power and the 

laser spot diameter. The samples grown without flashoff steps, for which PL spectra 

are available, were grown using a variety of different growth conditions, and the Sb 

concentration profile was not studied for all of these conditions. Based on the results 

presented in Chap. 4, however, it is reasonable to  assume that the quantum wells 

in the non-flashoff samples are considerably less abrupt than in the flashoff samples. 

PL spectroscopy was also performed on InAs/GaAs MQW and single quantum well 

(SQW) samples, grown using a conventional OMVPE growth sequence at  550 "C and 

600 "C. The PL measurements were performed using a Si avalanche photodiode (APD) 

as the detector, except where otherwise noted. 

5.5.1 GaSb/GaAs quantum wells 

The PL spectra shown in Fig. 5.3 were obtained from MQW samples grown using 

OMVPE sequences without any flashoff steps. The nominal amount of GaSb deposi- 

tion for these samples was approximately 1 ML or lower, based on the known GaAs 
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Figure 5.3: PL spectra of GaSb/GaAs MQW samples grown using OMVPE sequences 

without any flashoff steps. 
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growth rate. The spectra show a strong quantum well-related luminescence line well 

below the GaAs band gap energy, with no evidence of luminescence related to 3D 

islands (only the spectral region of the quantum well lines is shown in the figure). 

The spectra were obtained using the Si APD detector which has a weak response in 

the spectral range where 3D islands emit, but the 3D luminescence line should be de- 

tectable if islands were present, as will be explained in more detail below. Spectra (a) 

and (c) were obtained with an EPD of 20 mW/cm2, while spectrum (b) was obtained 

with an EPD of 500 mW/cm2. The samples corresponding to spectra (a) and (c) 

were grown in a horizontal quartz reactor, which was in use in the OMVPE system 

until September, 2000. These samples were grown at  500 "C with precursor flows of 

9.9 x lo6 mol/min (TEGa) and 2.9 x lo5 mol/min (TMSb and TBAs). The quantum 

wells in the sample corresponding to spectrum (c) were formed by 10 s exposure to 

TMSb followed by 0.2 s TEGa, while those in the sample corresponding to spectrum 

(a) were formed with an additional 1 s of GaSb growth after the TMSb exposure. 

Spectrum (b) was obtained from a sample grown in the vertical OMVPE reactor, 

described in Chap. 2, which was also used to grow all other samples described in this 

thesis. This sample was grown at  520 "C using a lower GaSb growth rate; the TEGa 

flows were 2.8 x lo6 mol/min for the GaSb layers and 5.2 x lo6 for the GaAs barriers. 

The TBAs flow was 2.5 x lo5 mol/min and the TMSb flow was 1.2 x lo5 mol/min. 

The GaSb growth time was 2 s, with no TMSb exposure preceding the growth step. 

This sample showed a considerably broader PL line width, with a full width at  half- 

maximum (FWHM) of - 55 meV, compared to - 25 meV for spectra (a) and (c). The 

amount of Sb incorporated per period was determined from XRD data as described 

in Chap. 4, and is noted above each spectrum in Fig. 5.3. The quantum well-related 

transition energy decreases with increasing Sb content, as expected. In addition to 

the main quantum well-related feature, the sample with the lowest Sb incorporation 

- spectrum (c) - exhibits a sharp line at  1.49 eV, which arises from the carbon 

donor-acceptor pair band in bulk GaAs. This feature is also present in the other two 

spectra, but much weaker. Spectrum (a) has a shoulder - 30 meV below the main 

quantum well peak. The shoulder may be attributable to a carbon impurity related 

transition whose energy is shifted by the confinement due to the quantum well, as has 

been suggested previously for InAs/GaAs quantum wells [107]. The energy difference 
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Figure 5.4: PL spectra of a GaSb/GaAs MQW sample with 3D islands, grown using 

the conventional growth sequence. 

between the shoulder and the main peak is, however, also close to the energy of the 

longitudinal optical (LO) phonon a t  the r point in GaAs, 35.3 meV [139]. 

With a nominal GaSb deposition of - 2 ML, 3D islands were observed, as shown 

in the TEM image in Fig. 4.8 in the previous chapter. PL spectra from this sample 

are shown in Fig. 5.4. The spectrum shown as a solid curve was obtained with a Ge 

detector in order to collect luminescence at wavelengths longer than the cutoff wave- 

length of the Si APD; the spectrum collected with the Si APD is shown as a dashed 

curve. The spectrum shows two PL lines - the lower energy line, labelled "3DV, 
is a t  an energy comparable to luminescence from GaSb 3D islands (quantum dots) 

reported previously by a number of authors [71, 73, 140, 1411, which was attributed 

to  transitions between heavy holes confined in the GaSb quantum dots and electrons 
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in the GaAs barrier layers [140]. The higher energy line, labelled "WL" is due to 

the planar wetting layers. The 3D line has a large FWHM of 110 meV, similar to  

that observed previously and attributed to the distribution of dot sizes [140]. With 

a FWHM of 60 meV, the WL line is also broader than the lines observed for the 

samples without 3D islands in Fig. 5.3. The 3D luminescence is detected (although 

weakly) even with the Si APD, which means that those samples which do not show 

this luminescence line probably contain only planar wetting layers. 

Fig. 5.5 shows PL spectra of GaSb/GaAs MQW samples grown with the flashoff 

sequence, with GaSb growth times up to the critical deposition time of 1.6 s (see 

section 4.1.4), a t  three different values of the EPD. The spectra in the lowest panel 

are labelled with the GaSb incorporation per period determined from XRD data. At 

the lowest EPD, the FWHM for the sample with 0.93 ML of GaSb per period is 

75 meV, while the four other samples have sharper peaks, with a FWHM of around 

50 meV. The peaks are asymmetric, with wider tails on the low-energy side. At 

the highest EPD, there is a greater spread in the line width; the FWHM increases 

from 15 meV for the sample with 0.28 ML of GaSb per period, to 68 meV for the 

sample with 0.93 ML of GaSb per period. The three samples with the lowest GaSb 

incorporation show a shoulder approximately 30 meV below the energy of the main 

peak, as was also noted for one of the spectra shown in Fig. 5.3. 

Fig. 5.6 shows the blue shift in the energy of the main PL peak with increasing 

EPD. For convenient comparison the samples with various amounts of Sb incorpora- 

tion are plotted together by subtracting the transition energy a t  the lowest EPD for 

each sample. The samples show a similar magnitude of the blue shift of the transition 

energy, except for the sample with the lowest Sb incorporation (0.28 ML/period), 

which shows a considerably weaker shift than the other samples. The energy shift 

appears closer to a logarithmic dependence than a 0 '13  power law, as shown by the 

calculated curves. This is in contrast to the results reported by Ledentsov et al. for 

GaSb/GaAs quantum wells [6] and the wetting layer PL from GaSb/GaAs quantum 

dot samples [140], both of which showed a 0 '13  dependence. Those reports used 

EPDs up to 250 W/cm2, considerably higher than the strongest EPD used in this 

work. The determination of the transition energy at the lowest EPD in the present 

work is also subject to uncertainty because of the large PL linewidth and the poor 
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Figure 5.5: PL spectra a t  three different excitation power densities of GaSb/GaAs 

MQW samples with: 0.28 (A), 0.46 (B), 0.60 (C), 0.78 (D), 0.93 (E) MLIperiod Sb 
incorporation. 
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Figure 5.6: PL peak energy shift with excitation power density for various GaSb/GaAs 

MQW samples. 
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Figure 5.7: PL spectra of GaSb/GaAs MQW samples grown using the flashoff se- 

quence, with GaSb deposition times greater than 1.6 s; 500 mW/cm2 excitation power 

density. Spectra are labelled with the GaSb deposition time. WL: wetting layer re- 

lated line; 3D?: shoulder possibly related to 3D GaSb islands. 

signal-tenoise ratio. 

The PL spectra of the GaSb/GaAs MQW samples grown using the flashoff se- 

quence, with GaSb growth times exceeding the critical deposition time of 1.6 s, are 

shown in Fig. 5.7. These spectra were obtained with an EPD of 500 W/cm2. The 

spectra do not show the expected luminescence line associated with 3D islands (the 

spectra were obtained with a Si APD used as the detector, but the 3D line should still 

be detectable, as was discussed above). The sample with the longest GaSb growth 

time (2.8 s) shows a weak shoulder (labelled "3D") approximately 100 meV below the 

wetting layer peak (labelled "WL"); the shoulder may be attributable t o  3D islands. 
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If that is the case, the islands are either considerably thinner or more strongly inter- 

mixed with the surrounding GaAs than those observed in the sample grown without 

flashoff steps, since the 3D transition energy is closer to the wetting layer transition 

energy. The PL spectra thus suggest that the 3D islands are altered during the 200 s 

growth interruptions under TBAs employed in the flashoff sequence, possibly as a 

result of an As-for-Sb exchange process. Non-radiative recombination at  dislocations 

within the dots might also explain the lack of a dot-related luminescence line, but this 

would be difficult to reconcile with the strong dot-related line observed for samples 

grown using a conventional OMVPE sequence. 

Fig. 5.8 shows the PL transition energies as a function of Sb coverage for MQW 

samples grown with both the flashoff sequence and a conventional OMVPE sequence 

(AE represents the difference of the PL transition energy and the GaAs band gap). 

For samples with 3D islands, the energy of the wetting layer line is plotted. The plot- 

ted transition energies are obtained from the peak energy at  an EPD of 500 mW/cm2, 

since this was the only value for which a spectrum was available for a number of the 

samples. The two exceptions are the spectra from Fig. 5.3, obtained at 20 mW/cm2 

(i.e. the outer two of the points labelled "B"). The plotted experimental transition 

energies are therefore somewhat higher - roughly 15 meV, from Fig. 5.6 - than the 

zero-carrier value because of the blue shift of the luminescence line with increasing 

EPD. The curves are calculated using the EFA; since the thickness of the barrier layers 

is large enough (200 A) that inter-well coupling effects are negligible, the single quan- 

tum well energy levels are plotted. For curve (a), the band offsets for the GaSb/GaAs 

interface are obtained from the model-solid theory (see Sect. 5.2) with the width of 

the quantum well scaled according to the Sb coverage (3.25 A corresponds to  1 ML 

GaSb). Curve (b) is calculated in the same way, using a different set of band offsets 

obtained from previously published experimental work. In that work, the band lineup 

was determined by fitting the observed PL transitions in GaAsl-,Sb,/GaAs quantum 

wells [123]. In both cases, the predicted band lineup is type-11, with the conduction 

band lying higher in GaSb than in GaAs. The transition is accordingly assumed to  

take place between electrons at  the conduction band edge in the GaAs barrier layers 

and the confined heavy hole state in the GaSb quantum well; excitonic effects are not 

included in the calculation. The transition energies observed for the samples grown 
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Figure 5.8: PL transition energy (measured from the GaAs band gap) as a function 

of Sb coverage. The curves are calculated using band offsets from model solid theory 

(MST) [I261 or an empirical fitting scheme (EMP) [123]. Symbols represent (A) 

Conventional growth samples without 3D islands - see Fig. 5.3; (B) Wetting layer 

PL from conventional growth samples with 3D islands - see Fig. 5.4; (C) Flashoff 

samples with GaSb growth times up to 1.6 s - see Fig. 5.5; (D) Wetting layer PL 

from flashoff samples with GaSb growth times above 1.6 s - see Fig. 5.7. Inset: 

Calculated dependence of the transition energy on well width for broadened wells 

with Sb content equivalent to 1 ML GaSb. 
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with the flashoff sequence are considerably lower than either curve (a) and curve (b). 

Transitions observed for the samples grown without any flashoff steps are at a higher 

energy than those observed for the flashoff samples. 

In order to examine the possible influence of As-Sb intermixing on the transition 

energies, a simple model consisting of an intermixed quantum well layer of uniform 

composition with GaAs barriers was considered. The inset to Fig. 5.8 shows the 

dependence of the transition energy on the width L, of a GaAsl-,Sb, quantum well 

whose composition x depends inversely on L, so that the total Sb content is kept 

equal to  that of 1 ML of GaSb. The dashed curve is calculated using the band offsets 

from the model solid theory, in which the large bowing parameter of GaAsl-,Sb,, 

1.2 eV, is assigned entirely to the conduction band [126]; with these band offsets, the 

transition energy is predicted to increase as the width increases. The solid curve, on 

the other hand, uses band offsets obtained from the previously mentioned empirical 

fitting study [123]; in that work, 90% of the bowing was attributed to the valence 

band. Using the empirical band offsets, a minimum occurs in the transition energy 

where the well is broadened by a factor of approximately 2.5. If the empirically 

determined band offsets are correct, a relatively small amount of As-Sb intermixing 

could explain the data for the samples grown by the flashoff technique. Curve (c) in 

Fig. 5.8 shows the calculated dependence of the transition energy on Sb incorporation 

assuming a GaAso,5Sbo.5 well, with the band offsets taken from Ref. [123]. The higher- 

lying transition energies observed for the samples grown with the conventional growth 

sequence can be explained within the effective mass approximation, if a greater degree 

of broadening is assumed - using the empirical band offsets, the transition energy 

for a quantum well broadened by a factor of - 9 equals the transition energy for 

1 ML GaSb, as shown in the inset. Evidently, the predictions of the effective mass 

approximation are strongly dependent on the compositional profile of Sb within the 

structure and on the proportion of the GaAsl-,Sb, band gap bowing assigned to the 

valence band; neither of these is known with sufficient accuracy to  attempt a more 

detailed comparison of theory and experiment. 

The experimental dependence of the transition energies on quantum well thickness 

reported by Ledentsov et al. [6] was even closer to the GaAs band gap than that 

obtained for the conventional growth samples in the present work. The authors also 
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Figure 5.9: PL transition energy for - 1 ML GaSb quantum wells as a function of 

barrier thickness. The shaded areas represent transitions between bands as calculated 

using the Kronig-Penney model (see text). 

report coherent GaSb quantum well layers up to 11 A thick, in contrast to the critical 

thickness of approximately 1 ML (3.25 A) reported in this work (see section 4.1.4), 

suggesting that their thickness measurements from high-resolution XRD data reflect 

the total Sb incorporation in structures with strongly graded layers. 

In order to study the effect of interwell coupling on the transition energy, the 

flashoff growth sequence was used to grow MQW samples with -- 1 ML GaSb layers 

and varying barrier thickness. These samples were grown with a 2000 A GaAs cap 

layer above the MQW structure. The experimental PL peak energies are shown in 

Fig. 5.9. The shaded areas represent the range of possible transitions involving the 

lowest-energy minibands calculated using the modified Kronig-Penney (KP) model, 

with the differing effective masses taken into account as discussed in Sect. 5.3.3. 
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For simplicity, 1 ML wide quantum wells were assumed and the valence band offset 

was adjusted to match the experimental transition energy for the sample with the 

thickest barrier layers. For the band labelled "HH1 - eGaA,", only the heavy hole 

confinement is included in the calculation, and the electrons are assumed to be at 

the GaAs conduction band edge. Due to the strong hole confinement the miniband 

converges to the single quantum well (SQW) level by about 50 A. AS the barrier 

thickness becomes small, however, the conduction band should also form a miniband 

with energy levels above the GaAs conduction band edge, due to the potential barriers 

associated with the GaSb layers. This effect is taken into account in the band labelled 

"HHI - CBI". In a 6x MQW, the SQW energy level is split into 6 discrete energy 

levels rather than a continuous band, but the KP model should provide a reasonable 

estimate of the spread of the discrete levels. The calculation including the electron 

miniband predicts that the lowest allowed transition energy should increase as the 

barrier thickness decreases, down to about 10 A where the hole confinement begins to 

dominate. The experimental data are not in agreement with this prediction; the trend 

appears closer to the curve taking into account only the heavy hole confinement. The 

sample with 130 A barrier layers was found from XRD measurements to have a slightly 

lower Sb incorporation than the samples with thicker barriers, which can account for 

the higher observed transition energy (the reason for the lower Sb incorporation was 

not determined). The data may be explained by transitions between the heavy hole 

miniband and electrons at the conduction band edge in the GaAs capping layer, since 

this is the lowest accessible energy level for the electrons. 

5.5.2 InAs/GaAs quantum wells 

Fig. 5.10 shows the photoluminescence spectra of three 12x InAs/GaAs MQW sam- 

ples grown at 550" C, with an EPD of 100 mW/cm2. The PL line widths are con- 

siderably smaller than those of the samples with GaSb quantum wells, ranging from 

6 meV for the sample with 1.29 ML InAs per period to 10 meV for the sample with 

0.55 ML InAs per period. The line width decreases with the amount of InAs incorpo- 

ration, in contrast to the GaSb/GaAs case. This trend also contradicts that observed 

previously for submonolayer InAs quantum wells in GaAs; an increase of the FWHM 
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Figure 5.10: PL spectra of InAs/GaAs MQW samples, 100 mW/cm2 excitation power 

density. The spectra are labelled with the In incorporation per period. The carbon 

donor-acceptor pair luminescence line is labelled CGaAs. 
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Figure 5.11: PL peak energy as a function of well width for InAs quantum wells. 

from 0.7 meV for 0.3 ML InAs coverage to 7 meV for 1 ML InAs coverage was re- 

ported, and this was explained using a model of layer width fluctuations [96]. That 

work, however, investigated single quantum wells; in the MQW samples considered 

in the present work, fluctuations in the layer parameters from one period t o  the next 

may contribute additionally to  the line width. The transition energies for InAs/GaAs 

quantum wells are closer to  the GaAs bandgap than those observed for GaSb/GaAs 

quantum wells, which is a consequence of the smaller valence band offset of InAs on 

GaAs; the heavy hole binding energy increases significantly more than the electron 

binding energy for a given band offset, because of the larger effective mass of the 

heavy hole. 

Fig. 5.11 shows the dependence of the PL peak energy on the In incorporation for 

InAs quantum well samples (AE represents the difference of the PL transition energy 

and the GaAs band gap). Experimental data are shown for a number of SQW, 6 x ,  and 
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12x MQW samples, grown using conventional OMVPE sequences at  either 550 "C 

or 600 "C. The barrier thicknesses in all of these samples are greater than 100 A, so 
coupling effects are negligible. The In incorporation in the SQW samples was taken 

to  be the same as that observed in MQW samples in which the InAs layer was grown 

for the same length of time; dynamical diffraction simulations of the rocking curves 

obtained from the SQW samples are consistent with this assumption. The curves 

are calculated using the EFA with the model solid theory band offsets for InAs on 

GaAs, with the well width scaled according to the In incorporation. In contrast to 

the type-I1 transitions in GaSb/GaAs quantum wells, the type-I transition energies 

calculated for InAs/GaAs quantum wells take into account the confinement of both 

the heavy holes and the electrons. For the dashed curve, the excitonic effect is not 

included. The solid line takes into account the exciton binding energy; the well width 

dependence of this energy is approximated by a linear interpolation between the bulk 

value of 4.2 meV in GaAs and 12.9 meV [91] for a 1 ML InAs quantum well. The solid 

curve fits the data reasonably well. In the case of InAs ultrathin quantum wells, the 

EFA and the model solid theory band offsets thus predict with reasonable accuracy 

the energy of the transition between the lowest bound electron and heavy hole states, 

as has also been reported previously [96, 109, 1101. The scatter in the data may result 

from inaccuracies in determining the well thickness and different degrees of structural 

imperfection, such as intermixing a t  the GaAs/InAs interface and layer roughness. 



Chapter 6 

Conclusions 

The RDS signature of Sb-exposed GaAs, the effects of Sb surface segregation in GaAs, 

the 2D to  3D growth mode transition in strained GaSb layers, and the photolumines- 

cence spectra of ultrathin GaSb/GaAs and InAs/GaAs quantum wells were investi- 

gated. 

RDS data show that exposure of the GaAs(001) surface to TMSb under OMVPE 

conditions alters the surface reconstruction. The effect of small Sb concentrations 

appears to be a reduction of the As dimer concentration on both (2 x 4) and c(4 x 4) 

reconstructed surfaces. For larger Sb concentrations, characteristic positive features 

centered at 2.4 eV and 3.9 eV, which are definitely surface-related and may be due to  

transitions involving Sb dimers, appear in the RD spectra. During burial of the Sb- 

exposed surface with GaAs, Sb-related features persist in the RD spectrum, indicating 

the presence of a floating layer of Sb on the growing surface. The Sb surface layer 

desorbs under TBAs exposure, its concentration diminishing exponentially with a 

time constant of approximately 30 s under the conditions investigated. 

GaAs overgrowth on GaSb layers leads to  the formation of a floating layer of Sb 

on the surface, a fraction of which incorporates into the growing layer. This results 

in a graded, broadened quantum well if GaAs growth is continuous. XRD was used 

to study the partial incorporation of the floating layer Sb into the barrier layers of 

MQW structures. Dynamical diffraction simulations of XRD rocking curves and the 

dependence of the total Sb incorporation on barrier thickness are consistent with a 

high segregation coefficient, a = O.%f 0.02. A small fraction (in the range 0.05-0.3) of 



CHAPTER 6. CONCLUSIONS 134 

the Sb deposited during TMSb exposure is incorporated within the first monolayer of 

each period, or nominal quantum well position. The incorporation of Sb as an impurity 

during GaAs growth is well described by a one-dimensional segregation model, and 

forms graded GaAsl-,Sb, barrier layers in the MQW structures. Cross-sectional 

TEM images showed that the interfaces are planar and that the layer parameters are 

consistent throughout the MQW structures. 

The use of a flashoff growth sequence in which the GaSb layer is capped with a 

4 ML GaAs layer, followed by a growth interruption under a supply of TBAs, effec- 

tively desorbs the Sb floating layer. Subsequent GaAs growth shows no evidence of Sb 

incorporation, within the limits of sensitivity of the high-resolution x-ray diffraction 

technique. The x-ray diffraction patterns of multiple quantum well structures grown 

using the flashoff sequence are in good agreement with the theoretical prediction for an 

ideal GaSb/GaAs heterostructure, demonstrating that the layer interfaces are abrupt 

and smooth. The growth of GaSb on GaAs occurs in the Stranski-Krastanov mode, 

with wetting of the substrate occurring for the first deposited monolayer. The tran- 

sition to three-dimensional dot growth is energetically favourable for submonolayer 

GaSb coverage, above a value in the range 0.34.5 ML, but is kinetically limited. 

When capped immediately by GaAs, planar GaSb coverages of up to 1 ML were 

obtained. 

Photoluminescence spectra of GaSb/GaAs MQW structures show a strong peak 

with a spectral position consistent with a type-I1 transition between heavy holes con- 

fined by the GaSb quantum well layers and electrons located in the surrounding GaAs 

matrix. Predictions of the transition energy using the EFA are strongly dependent on 

the extent of broadening of the quantum wells and on assumptions made about the 

band offsets. The data are, however, in reasonable agreement with calculated values 

assuming that the quantum wells grown by the flashoff sequence are slightly broadened 

by As-Sb intermixing and using previously published band offset estimates. Samples 

grown without growth interruptions exhibit a transition closer to  the GaAs band gap 

than those grown with the flashoff sequence; this is qualitatively consistent with ef- 

fective mass calculations for more strongly intermixed quantum wells. InAs/GaAs 

quantum wells show a strong type-I luminescence with a transition energy that agrees 

with calculations using the EFA as long as excitonic effects are taken into account. 
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