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ABSTRACT 

Extraction of information from tables published on the Web is made less 

complicated because of easy identification of the text inside a table cell. In this thesis, 

we propose, and have implemented, a scheme which not only understands the contents 

in a statistical table, but is also able to convert them into a multidimensional database 

which can then be fed into an off-the-shelf system for querying and data integration. By 

carefully interpreting the intention of the table author via the visual cues embedded into 

the HTML text, and the layout design of multidimensional database modelling 

techniques, our system can successfully classify the keywords into semantically distinct 

dimension hierarchies, without any domain-specific knowledge, or machine learning. 

Experiments on a set of real-life statistical tables have confirmed the validity of this 

approach. Experiments on a set of real-life statistical tables have confirmed the validity 

of this approach. 
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CHAPTER 1 INTRODUCTION 

Information extraction (IE) is about attaching words and numbers (values) in a 

document to some semantic labels (attributes), and storing the derived attribute-value 

pairs in a database [CM2004]. The document may be in the form of free text, or semi- 

structured data. Among various forms of the semi-structured data, table is very popular 

in IE research. Mining information from tables poses many interesting research 

problems due to the combined consideration of both language and layout [HN2000]. 

Lately, tables on web pages have become the object of choice for table mining 

researchers because of the ease in extracting text out of a cell. The focus of this thesis 

is on a special type of web table - statistical table that is regularly published by all levels 

of governments and publicly funded agencies in many countries. 

In this chapter, we discuss about the current and our approach to table 

processing, and in particular, statistical table processing. 

1.1 Table and Table Processing 

A table, according to the Oxford English ~ictionary', is: "An arrangement of 

numbers, words, or items of any kind, in a definite and compact form, so as to exhibit 

some set of facts and relations in a distinct and comprehensive way, for convenience of 

study, reference or calculation". It can also be defined in spatial terms, i.e., as a two 

dimensional cell assembly for presenting information. These definitions are sometimes 

too general for any meaningful table understanding. In VH20021, some tables are 

1 J. A. Simpson (Editor) and Edmund S. Weiner, Oxford English Dictionary, Oxford University 
Press, 2nd edition, 1989. 
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considered to be "non-genuine", because it is merely a mechanism for grouping contents 

into clusters for easy viewing, in contrast to "genuine" table which contains relational 

data, in the same sense as a table in a relational database. Figure 1.1 and 1.2 give 

examples of both table types. In Figure 1 .l , tables are used to layout information on a 

web page in an organized way. In fact, one would not even notice the use of table 

because its borders and lines are made invisible. While in Figure 1.2, a "genuine" table 

is shown. 

Simon Fraser University - Zhejlang Unlversity Dual 
Degree Program 

Read hlcre . . .  
Mrwe Plebs. .. 

October 1,1005 

Non-Genuine Tables 

Figure 1.1 - Examples of Non-Genuine Tables in Department of 
Computing Science web site of SFU 

htt~://www.cs.sf~.ca, April 2005 



SDAO COMPOSITE 

Figure 1.2 - Example of Genuine Table 

In [DHQ1995], a table is defined so that it is just a "genuine" table. Other 

definitions put emphasis on the utility of a table. For example, a table is considered as 

one of the visualizations people use to search and compare data [ZBC2003]. It provides 

an indexing scheme which allows the reader to associate quickly row and column 

headers with cells located in the body of the table [ZBC2003]. Interestingly, a table is 

sometimes called "a database designed for the human eye" [PMWC2003]. 

Automated table processing, or simply table processing, has been included as 

part of the document analysis. Many documents contain tables, which are distinctly 

different in layout from free texts. Traditionally, a table understanding task can be 

considered as a sequence of two sub-tasks: table detection and table recognition 

([HKLW2002]). Table detection is about locating tables in a document; while table 



recognition is about identifying various components of a table, such as headers and cells 

in the table body. 

The main application of document analysis is information storage and retrieval, or 

otherwise generally known as knowledge management. For example, it is desirable to 

classify documents by their contents, and store similar documents in a cluster for search 

purposes. Recently, tables are also analyzed as documents by themselves. A higher 

level of table analysis, which normally involves interpretation of the table representation, 

is necessary for the applications involving summarization, table translation, table content 

delivery on mobile devices or speech interface ([Hurst2001], [HKLW2000], [WH2002]). 

The input form in which a table is presented for programmatic processing is a 

vital factor not only in the techniques that are applied, but also in the kind of likely 

outcome. In the recent past, many researches focused on the extraction of low-level 

geometric information from scanned raster images of paper tables. Image processing 

techniques accounted for much of the success in detecting tables and recognizing 

various components of the detected tables. Since mid go's, tables in electronic form 

have become prevalent, as part of the mega-trend of publishing documents on the Web. 

Since the physical representation of a web table is now available as a character string 

prior to its rendering, the emphasis of (automated) table processing of a web table 

should be on extracting more meaning from the HTML text. However, with a few 

exceptions ([YL2002], [YZ2001 I), most of the researches on table processing has yet to 

take advantage of the visual cues embedded in the HTML tags in order to understand 

the table contents more thoroughly. Indeed, quite a few recent articles still stick to 

analysis of tables in free text. 

Processing of unrestricted web tables is a difficult research problem for several 

seasons. First of all, a table embedded into a document is often not a self-contained 
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semantic unit, because the context, within which the table contents are interpreted, may 

lie outside the table grid. Secondly, given the diversity of how table can be defined, as 

indicated in the first paragraph of this section, one should not be surprised to find that 

tables in general do not share many similar characteristics because of the difference in 

contents, complexity of information embedded in the table, or choice of content layout by 

table authors. Thirdly, there are simply too many variations in which the same data may 

be presented in a web page. An example of the Common Data Set is cited in 

[TYM2004]. The Common Data Set (CDS) initiative is an effort to promote 

interoperability among the universities for publishing their own education-related data. 

However, "the tables that appear on the university web sites differ greatly in terms of 

HTML formatting, lexical variants of labels, extra or missing portions in those tables, etc." 

[TYM2004]. Nonetheless, many researchers have been quite successful in extracting 

information from the table, by restricting to a certain kind of tables. One common 

approach is to process tables that are in the same domain of application, e.g., used car 

advertisements, with the a priori knowledge of the domain. Machine learning can also 

be a viable approach, if the tables share similar structures. 

1.2 Statistical Table 

In this thesis, we focus on a special kind of web tables: web statistical tables that 

are regularly published by all levels of governments and publicly funded agencies in 

many countries. For example, Statistical Canada publishes many statistical tables on 

the census data; these tables cover information in different area such as population and 

demography, economy, crime, and etc.. . These tables are different from tables that have 

been analyzed in the literature. They are meant to elucidate a massive amount of 

information in succinct way. The data are numeric in nature. They are mostly self- 



contained, i.e., they are meant to be understood in isolation. Indeed, many tables are 

even downloadable as spreadsheets. 

As mentioned above, data in statistical table are numeric in nature. Therefore, 

tables, that exhibit the structure of row and column headers as well as numerical data 

value in their corresponding data cell, are the ones that our research is interested in. 

There are other types of table published on the web which contain valuable data as well 

although they are not the focus in our research. In Chapter 5.2, we briefly discuss about 

them. 

Statistical tables are important, if only one considers the huge amount of financial 

and human resources behind the efforts to procure them. Indeed, they are collectively 

one of prime information sources for decision makers in both public and private sectors. 

Consequently, most countries put out these tables on their governmental websites. 

Although the web is a much more user-friendly communication medium than print, it is 

still very difficult to search for specific information over a huge number of seemingly 

repetitive tables over the web. Moreover, due to the limited real estate on the screen, it 

is impossible to consider all aspects of the statistical data on one web page. A case in 

point is the census data published on the website of Statistics Denmark. A typical table 

has a title similar to this one: Number of persons and course participants by area, 

educational area, highest education previously completed, age, national origin, sex and 

time [SD]. The quantity "number of persons" can be qualified by values in 9 attributes, 

two of which have each more than 200 different values. 

In practice, most agencies make the decision on the choice of the partial view(s) 

of the statistical dataset for display. While the selected tables usually present interesting 

and noteworthy trends, they do not always meet the specific needs of the reader, either 

in content or the style of visualization. Statistics Denmark does allow the reader to 
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submit hidher query on the web, but only tables with three dimensions are shown. 

Consequently, the entire statistical database must be segmented to fit into thousands of 

small tables! According to [ASSP2001], for complex analytical queries that typically 

require large amounts of data and processing, live access does not offer the level of 

interactivity, convenience, or processing efficiency that some users require. For these 

users, a highly preferable way to retrieve information from statistical tables is to build a 

system that is capable of developing a database schema for each statistical table, and 

populating the schema with data from the table, and then finally store the data in an off- 

the-shelf database system for ad hoc querying. The aim is to automate the entire 

process, transform web table as input into a database, together with its metadata, ready 

to be fed into the database system. Since statistical tables cover many different subject 

matters, the traditional ontology-based approach may not work. This thesis addresses 

the issues involved in building such a system. 

1.3 Table Processing - Current Approaches 

Up until now, one of the primary objectives of most work on IE from web tables 

(e.g., [CTT2000], [ELT2004], [LNI 9991, [SLN2002], [Pinto2002], [YL2002], [YTT2001]) is 

to accurately identify the attribute-value pairs contained in the table. An attribute may be 

column or row headers or combination of both; and the associated value, which is the 

content in the cell, that is associated column-wise and/or row-wise with the headers. 

There may be more than two keywords in an attribute. Take as an example as part of 

the statistical table described in [PMWC2003] (see Table 1 .I), a typical attribute-value 

pair is [AreaPlanted-1997-Acres-Corp-Artichokes, 93001. If one throws in the table 

caption as well - as is done in [Pinto20021 because it does contain relevant information, 

there may be even more keywords. While most work have reported good results in 

correctly identifying attribute-value pairs contained inside a table, it does pose problems 
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for the information retrieval system which must search these keywords to locate an 

answer to a given query. There are two problems in this regard. First, these attribute- 

pairs are not in a format that can be readily handled by a database system. The 

question answering system, QuASM [Pinto2002], for example, considers each attribute- 

value pair as a document for searching. The second problem is about the keywords 

contained in attribute, i.e., the metadata. It was reported in [PMWC2003] that the 

amount and quality of the metadata contained in the attribute were extremely important 

to the success of the system; but unfortunately, QuASM tended to "extract too much 

metadata". 

[ Beans, Lima I 2,700 1 3,000 1 3,200 1 2,500 1 2,000 ( 2,900 ] 

Corp 

Artichokes 
Asparagus 

Beans, Snap 1 90,260 1 94,700 ( 98,700 1 82,660 1 87,800 1 90,600 
Broccoli 1 1 30.800 1 134.300 1 137.400 1 130.800 1 134.300 1 1 37.300 

Acres 

Area Planted 
1997 1 1998 [ 1999 

Area Harvested 

Table 1.1 - A Portion of the Statistical Table Shown in [PMWC2003] 

1997 ( 1998 

9,300 
79,530 

1.4 Table as Multidimensional Object 

1999 

A new approach to solve these problems is introduced in this thesis. Instead of 

9,700 
77,730 

"too much metadata", in our view, the problem is due to the lack of classification of the 

keywords in an attribute, which in turn makes it difficult to do any linguistic processing by 

the querying system. Our solution is the restoration of the table contents as a 

9,800 
79,590 

multidimensional object. Although some researchers have commented on the 

9,700 
74,430 

9,300 
74,030 

multidimensional nature of table, none has proposed a concrete way for the restoration. 

9,800 
75,890 

We conjecture that by reasoning of the layout of a well-designed statistical table, we can 

classify the keywords inside an attribute into semantically distinct groups, without 

resorting to any ontological knowledge. Below, we will attempt to show how we, as 



human beings, discover the table as a multidimensional object. Later on, we will show 

how a program may mimic the reasoning of a human reader against the spatial layout 

and embedded visual cues in the statistical table. 

We use Table 1.1 as the example. A human reader will have no trouble 

recognizing the column and row indexing structure, especially with the one-word row 

('Acres') separating the column heading and the table body. The word 'Acres' in that 

row is seen as the unit for the value for the numeric data because the word 'Acres' 

spans over all numeric values in the table. The words, 'Corp' and 'Artichokes', should be 

put together as a group because 'Corp' is a label for all values in the first column. In 

addition, they are semantically distinct from column headers. The repetition of the 

strings '1 997', '1 998'' and '1 999' in the area of column heading, indicates a comparison 

is being made along the direction of these three words, and therefore they should form a 

group that is semantically distinct from the other two column headers, that is, 'Area 

Planted' and 'Area Harvested'. In total, three semantically distinct groups have been 

identified, which are mutually orthogonal, so that the numeric values inside the data cell 

may be viewed as a 3-dimensional cube, as shown in Figure 1 .l. 

Figure 1.3 - The Multidimensional View of Table 1 



In general, a dimension is often modelled as a hierarchy, with each node as an 

aggregate of entities immediately below them, or a node denotes a specialization of its 

parent. For example, 'Asparagus' is a specialization of 'Corp'. A dimension hierarchy is 

made up by the user, as part of the semantic analysis in data modelling. In the database 

terminology, the dimension hierarchies, together with the cube-like arrangement of data 

items is called OLAP (OnLine Analytic Processing) data model [C1993]. The connection 

between table generation and OLAP data model is first made in PW19981. It is pointed 

out also in [S1997] that statistical databases are very similar to the OLAP databases, 

because they share similar modelling methodology, and cater to applications that are 

analytic in nature. 

The approach of extracting data from table data according to an OLAP, or OLAP 

like multidimensional data model, offers many significant advantages over the single 

dimensional model, i.e., the list of attribute-pairs. Clearly, with additional semantic 

information, the performance of a question answering system can only improve. 

Secondly, many querying systems are designed to query OLAP databases. MDX [MI is 

an example. More importantly, the OLAP data model greatly facilitates integration of 

similar tables. In a statistical database, data may be viewed from many dimensions, as 

is explained in the beginning of this paper. One way to reduce the number of 

dimensions in statistical tables is to 'slice' the cube along a dimension, that is, use a 

single value for the dimension and publish individual slices corresponding to each value 

for that dimension. For instance, in Figure 1.4, suppose for now the agricultural 

database used to produce Table 1 . l ,  contains an additional dimension, say State. A 

'slice' along the dimension "State" is a 3D table consisting of data pertaining to a 

particular state. Thus the original 4D OLAP database may be recovered by integrating 



the 3D tables for all states. In this way, queries may be posed about the 4D database 

that could not be answered by considering only the published web tables. 

Figure 1.4 - Dimensions in an OLAP Database 

1.5 A New Approach to Statistical Table Processing 

Traditionally, table processing terminates when the table components are 

recognized. In this thesis, we begin with table component recognition, to be followed by 

two extra steps: the derivation of multidimensional model and linguistic processing. The 

derivation of multidimensional model means that our approach, based on human 

heuristics, transforms the original table into a multidimensional data cube, similar to 

OLAP data cube. And then linguistics processing is applied to the semantically related 

component in the multidimensional model. These will be discussed in more details in 

Chapter 3. 

Another major feature of our approach is that it does not rely on any domain 

specific knowledge. In fact, the first two phases of our table processing, i.e., recognition 

of table components and derivation of the multidimensional table, depend entirely on 

heuristics regarding the spatial layout of the table. The basic rationale for our heuristics 

is that the table has been designed to make the reader comprehending with ease the 

deeply nested metadata. As a consequence, visual cues, such as indentation, font 

sizes, font style, and background and foreground colours are extensively employed to 
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delineate different types of headers, data cell, summary rows and columns and so on. 

Thanks to the HTML tags inside the text, our table processing system will pick up these 

visual cues, which allow the system to capture the essence of the visual image of the 

table as if the table is viewed by a human reader. These heuristics are applied in order 

to 'recover' the multidimensional structure of the original statistical database, or at least 

the relevant part of the database. In this regard, it is analogous to the reasoning behind 

David Waltz's approach to the understanding line drawings of 3 dimensional blocks 

[W1975]. Waltz's algorithm essentially traces the line segments that are thought to 

belong one single block, in a way that a normal human reader may do in the same 

situation. Of course, the line drawings are simple in comparison to web statistical tables. 

Perhaps due to this reason, the web statistical tables are adorned with visual cues for 

human visualization. Indeed, if the 3 dimensional blocks were uniquely coloured, it 

would be almost trivial for a program to recognize them. 

1.6 Organization of the Thesis 

The rest of this thesis is organized as follows. Chapter 2 is about modelling of 

statistical tables and the intermediate forms in which the table may be represented. We 

identify four forms in which a table may be represented: the input form (in HTML text), 

the component form (according to a component model), the multidimensional data form 

(according to a multidimensional data model), and database form (according to some 

off-the-shelf database system). The component and multidimensional data models are 

described in detail. A description of how a table may be queried in its final stage is also 

included. In chapter 3, we show how a table may be transformed into a component form 

and then into a multidimensional form. Then, a system called Web Table Miner is 

described in chapter 4 and experiment data are presented. In Chapter 5, we describe 

related work. And finally, chapter 6 concludes this thesis. 

12 



CHAPTER 2 REPRESENTATION FORMS OF A TABLE 

In this chapter, we present an overview of the forms into which the table may be 

transformed, from the raw data to the ultimate query-able form: 

Figure 2.1 - Transformation of Table 

In what follows, we first introduce our component model, and then the 

multidimensional data model, which define respectively the component and 

multidimensional forms. Finally, we briefly introduce the subject of querying a 

multidimensional database on an off-the-shelf database system. 

HTML 
form 

2.1 Component Model 

--C 

Wang in his Ph.D. thesis w1996] defines a physical model of a table. The 

example and terms shown in Figure 2.2 are taken from Wang [WW1998], which in turn 

are based on the terminology from the Chicago Manual of Style [GI 9931. The other 

entities that are normally associated with a table, such as title, footnotes, or source of 

the table are not shown. 

Component 
fcxm 

IVh I ti- 
dimensional 

fa-m 
-- -+ 

Data base 
form 



Header 

Stub Separator 
Column Header 

Stub Boxhead Boxhead 
Nested Column Header Separator 

Figure 2.2 - Wang's Physical Model of a Table 

Area Planted 

While our component model is, in many respects, similar to the "standard" model, 

Area Harveste 

we choose to define our own, together with our own terminology. Wang's model is 

specified for the purpose of table generation, while our primary concern here is to 

Header 

understand a table that has already been generated. 

1967 1998 1959 1957 1998 1Y95 

9.300 9,700 9.800 9 300 9.700 9 800 

79,530 77,730 79,590 74.030 74.430 75.890 

130 800 134,300 137,400 130 800 134,300 137 300 

A HTML table has all of its contents confined to the table grid, except the caption, 

Beam 

-) 
L ~ m a  2,rJOO 2 900 

Snap 87 800 A 9Q.cjllO 

I 
Cell Body 

Nested Row Block 

which is the text associated with the <caption> tag. Table header and footer are 

respectively the top and bottom rows of the table grid. They are usually text strings 

associated with <thead> and <tfoot> tags, and take up the whole row as one single cell. 

As a pre-processing step, all single-cell rows from the top and the bottom of the table 

grid are stripped off. While the caption, table header and table footer may be candidates 

for interesting linguistic processing (see Chapter 3.5), our focus here is on the table 

core, which is made of three types of region: Upper Left Corner (ULC), Column Heading, 

and Table Body, as shown in Figure 2.3. The ULC and Column Heading share the 

same rows, and are horizontally separated from the Table Body by a line called Column 



Heading Divider. The Table Body consists of one or more Table Body Sections ( TBS's). 

A TBS, together with the ULC and Column Heading could be viewed a table by itself. To 

us, this is how we segment a table into smaller units. It represents a major departure 

from the Wang's model which includes blocks of data cells, and the component model 

defined in [LN2000], which defines nested tables. 

A TBS may be subdivided into three regions: TBS header, Row Heading and 

Data Cells. Row Headings of all TBS's, as well as ULC, are aligned vertically on a 

vertical line, which is called Row Heading Divider. 

Divider 

Table Body 

Upper Left 
Corner 

Row Heading 7 
Column Heading 

/- 
Table 

Data Cells 

i 

Elody Section Header 

Column 
- Heading 

Divider 

1 
Table Body 

Section 

I 
Figure 2.3 - Our Component Model for Table Layout 

As an example, consider the Table 1 .I in chapter 1, which is reproduced in Table 

2.1. The colouring scheme of the texts inside the cells and the shading pattern of the 

cells show the regions that the cells belong to: 

ULC 

Column Heading 

Row Heading 

Table Body Section Header 

Data Cells 
I Black 1 



Table 2.1 - Table 1.1 in Component Form 

2.2 Multidimensional Data Model 

Multidimensional Data Model is adapted from the Star Schema model for OLAP 

databases [SI 9971. It consists of three main components: dimension hierarchy, 

dimension relation and multidimensional dataset. Most tables embody only dimension 

hierarchies and multidimensional dataset. (Note that a relation in this thesis is meant to 

be a table in the sense of a relational DBMS.) 

A dimension hierarchy is a generalization hierarchy, in the object-oriented data 

modelling parlance. A node in the hierarchy is called a member of the hierarchy. All 

members in the hierarchy are related to each other through a set of parent-child 

relationships. There are two types of dimension hierarchies: concept hierarchy and 

measure hierarchy, the latter of which has a count of one. We first consider the concept 

dimensional hierarchy (Figure 2.4 (i) and (ii) are examples of concept hierarchies). Two 

types of member are found: concept and aggregate members. A concept member 

denotes a concept in the domain covered by the table. This concept is a specialization 

of the concept donated by its parent. For example, broccoli is a specialized form of corp. 

An aggregate member denotes a statistical view of all concept members under the same 

parent. For example, an aggregate member can be labelled as 'total' or 'median', 

associated with a well-known aggregation function. Or it can be a specially calculated 
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member, whose value may be computed by a formula. Usually, the formula is given as 

part of the header, such as "% change from 2000 to 2001". 

The measure hierarchy is distinguished from dimension hierarchies because the 

former is not semantically related to the domains covered by the table. It is about the 

quantity associated with the numeric value stored in the data cells of the table. Each 

member in the measure hierarchy has two parts: the label which denotes the semantic 

meaning of the quantity, and the unit in which the quantity is measured. The Area 

hierarchy in Figure 2.4 (iii) is an example of a measure hierarchy. The measure 

hierarchy does not have any aggregate members. 

Figure 2.4 - Table 1 in  Multidimensional Form 

A dimensional hierarchy contains only the names (or IDS) of the members. If 

extra information about the members is available, it is stored in a dimension relation. A 

dimensional relation may exist as an extension of a dimensional hierarchy. Each tuple in 

the relation contains information pertaining to a certain member of the corresponding 

dimensional hierarchy. For example, tuples in the dimension relation associated with 

Crop may contain descriptions of various crop items. The table from Statistic Canada is 

a real-life example (Table 2.1), where column header 'Type1 for the second column 



apparently contains values that are associated with the values in the first column 'Name'. 

Thus the dimension relation has two attributes: Name and Type. 

I I i ,--- --- , , . . , . 
British Columbia f I 1 3,907,738 1 3,724,500 1 4.9 1 1,643,969 1 
Tzeachten 13 683 1 575 1 18.8 1 3171 

Tzetzi Lake 11 5 -1 00.0 1 

. . . . . .  . - ...... ' . . . . . . . .  .- -2.". . --.I _--_I__J 

Source: stat~stics Canada's internet Site, hff~i//www12.statcan.ca~enalish/census0l/~roducts/standard/~o~dwell/, 
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Table 2.2 - A Table that Contains Dimensional Relation 
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Dimensional relations are in general not very visible in statistical tables. Space 

"---?---- 

Whistler 
?----- 

a , s s s i I I 2  I I DM I 
24.0 8,410 

White Rock / C I  18.250 1 17,2101 6.0 1 9,397 

limitation may be the primary reason. Important information about the member is usually 

shown as part of the text string labelling the member. Still, in tables associated with 

commercial applications, a member is sometimes associated with a hyperlink that points 

to another web page. For instance, a table that advertises used cars may contain the ID 



of the used car, the model, age, mileage and price. Clicking of the ID will lead to another 

web page giving more details about the used car [ETL2004]. 

The multidimensional dataset is an n-ary relation. Each tuple of the relation is in 

fact equivalent to an attribute-value pair, as we define it in the introductory chapter. All 

tuples however have a fixed length, n, which is calculated as follows. A tuple has an 

attribute from each concept dimension hierarchy and as many attributes as the leaf-level 

members of the measure hierarchy. See Figure 2.5 (iv) for an example of a partial 

multidimensional dataset. Only two out of a total of 30 tuples are shown. 

Are a 

Artichokes AsparagusBeans,Lima BeanqSnap Broccoli (Acres) (Acres) 

(9 Colp Htuarchy (iii) Area Hiearc@ - Measwe 

Year State 

/ I \  
Alaska Mchgan Utah 

I Asparagus 1 1997 1 79,530 1 7 4,O 30 I Michigan I 

Carp 

Artichokes 

Figure 2.5 - Multidimensional Form in 4 Dimensions 

2.3 Multidimensional Expression (MDX) & OLAP System 

One major attraction of the multidimensional data model is that it fits nicely with 

off-the-self database systems. The output, i.e., the dimension hierarchies and 

multidimensional dataset, can be input directly into an OLAP database. From there, 

tables in different formats may be generated using a standard query language, i.e., 

Year 

1997 

AreaPlarded 
(Acre$ 
9,300 

Are& mested 
(Acres) 
9,300 

State 

Michigan 



Multidimensional Expression, or MDX [MI. The language is very powerful, but its 

complexity prohibits us from giving even a simple introduction. However, we will show 

how the table in Table 1.1 may be generated its multidimensional form using the general 

concepts of MDX, as determined by the multidimensional data model. We use the data 

model shown in Figure 2.5 as the example, which is essentially Figure 2.4, augmented 

by an additional dimensional hierarchy, State. 

The first task in table generation is to determine which dimensions are chosen to 

be presented in the table, and additionally, which chosen dimensions are on the column 

axis and row axis respectively. For the slicer dimensions, i.e., those dimensions that are 

not chosen, values of the attributes for those dimensions in the multidimensional dataset 

are specified. In our example, we have the following categorization of dimension 

hierarchies: 

On the column axis: Year, Area 

On the row axis: Corp 

Slicer dimension: State, where State = 'Michigan' 

The next task is to configure the dimensions on both axes. For the column axis, 

we use the cross-join operation, which is the Cartesian product of two sets. The first set 

consists of members from the Area Hierarchy, i.e., [AreaPlanted] and [AreaHarvested]; 

the second set, [ I  9971, [ I  9981, and [ I  9991. For the row axis, we use the following 

specification: ([Corp], [Corp].descendants). There is an option of the cross-join, such as 

the empty columns/rows as a result of cross-join are suppressed. 

To populate the table cells, the first step is to select all tuples with value 

'Michigan' under the attribute [State]. The values under the attributes [AreaPlanted] and 

[AreaHarvested] in each tuple are chosen and entered into the corresponding cells in the 



table, as indicated by the values under the other two attributes, i.e., [Corp] and [Year]. 

The outcome is Table 1 .l, minus the 'Acres' row. 

Once the multidimensional database is derived, it is ready to be fed into an OLAP 

system for querying purposes. Most OLAP systems accept a star schema and a fact 

table as the input. The schema in our case consists of the dimension hierarchies and 

the relational schema for the multidimensional dataset, while the fact table is just the 

multidimensional dataset. 



CHAPTER 3 

In devising a strategy for restoration of multidimensional object from a table, we 

rely heavily on the presumption that the table designer is experienced in presenting 

statistical data to viewers on the Web. For example, various visual cues are deployed to 

highlight the neighbouring rows (or columns) that donate different things. The concepts 

in parent-child relationship are presented in the table either in the top-down order 

(vertically) or the left-right order (horizontally). Structurally, we presume that the table is 

generated by software that follows the similar principles of MDX. For example, a 

dimension hierarchy is not split into parts located in row and column heading regions 

respectively. Operations similar to cross-join are used to pair members from different 

dimensions. If the table designer does not deploy any clear layout structure or visual 

cues in the table, our presumption would be violated and our strategy would not be 

successful. Based on our observations on multiple statistical websites, such as 

Statistics Canada and Statistics Denmark, our presumption is believed to be valid. 

We begin processing a table by recognizing various components of the physical 

model for the given table, which is described in Chapter 3.1. This task is carried out by 

recognizing the column and row heading dividers. From the column and row headings, 

we deduce, in Chpater 3.2, the dimensional hierarchies that are embodied in the table. 

In Chapter 3.3, we show how Table Body Sections (TBS) are recognized. At this point, 

the hierarchies have already been derived, and they are subject to linguistic processing, 

which relies on domain-independent information for more in-depth analysis of non- 

concept hierarchies. Only temporal and measure dimensional hierarchies are 

processed, using generic knowledge bases about time, and about various types of 
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measurements. In Chapter 3.5, we show an instance of table integration. Finally, in 

Chapter 3.6, we show how to build a relational schema for the multidimensional dataset 

and to extract data from the table cells to populate the dataset. 

3.1 Recognizing Table Components 

To a human reader, the first attempt to recognize the contents of table is often to 

identify the two dividers or equivalently the ULC, so that data cells could be associated 

with its corresponding column and row headers. This too is the first task for our table 

recognizer. 

Detection of the Column (or Row) Heading Divider of a table in print medium is 

often quite straightforward, because the typesetter would use a thicker line to denote this 

divider. While HTML does have this provision, it is rarely used by table authors. 

Instead, the following rules seem to work with most statistical tables. If there is more 

than one Table Body Section (TBS) in the table body, the rule is to visually separate one 

TBS from the neighbouring ones, e.g., a blank line. It follows logically that there should 

be also a visually separation between the first TBS and the Column Heading. If there is 

only one TBS, the table is considerably simpler and the need to visually separate the 

TBS from the Column Heading is less pressing. Occasionally, colouring and/or shading 

may be applied to the same effect, but it cannot be counted on as a reliable rule. A 

more reliable one is about the predominantly numeric data within the table body of the 

TBS, in contrast to predominantly alphanumeric texts in the Column Heading. 

Let us state in more formal manner how to recognize the Column Heading 

Divider. The processing begins with the first two rows of the table, after the title of the 

table, if any, has been stripped off. If we can't find at least one of the following 

conditions is satisfied, the first row is abandoned, and the next pair of rows are 



considered, and so on. For every pair of rows being considered, the Column Heading 

Divider is said to be found between the two rows if one or more of the following 

conditions: 

The two rows are visually different, due to different shading pattern or 

background colour. 

The second row is either a blank row, or has significantly fewer cells than the first 

one. 

The two rows have the same number of cells, which are identified aligned, with 

the second row having significantly more cells with numeric data 

Recognizing the Row Heading Divider can be done either directly, i.e., by 

recognizing the Row Heading; or indirectly, i.e., by recognizing the Upper Left Corner 

(ULC). We begin with latter, because we have already recognized rows where the cells 

of ULC may reside. 

The easiest way to recognize ULC is to look for empty cells, starting from the 

very corner to the right side of the table. If there is at least one empty cell, the ULC will 

then be the collection of all these empty cells. If the first cell in that corner is not empty, 

then we need to investigate the text therein. The interesting point about this text is that it 

may be associated with either the column headers, or the row headers, or none at all. 

Generally the text is perceived by a human reader as a row header, but the table author 

may alter the reader's perception, by dressing up the appearance of the text in the ULC. 

In other words, with appropriate visual cues, the text could be made to appear to be part 

of the row heading, or unrelated to both the row and column heading. For example, the 

text in the ULC can be made visually different from texts in all other cells in the same 

row, or the text in the ULC is followed by a punctuation at the end of the text, such as ':' 

to indicate the texts in the remaining row are continuation of the text in the ULC. 

Another exception is when the text is aligned in a different way as a signal that it is not to 



be considered a row header. The table shown in Table 3.1 is an example. The ULC 

there spans three rows in the leftmost column and the text 'Ontario' appears in the top 

cell. This is a clear signal to the reader that this text is not intended to be part of row or 

column heading, and therefore should be included into table title. Incidentally, this table 

is one of a series of tables for all provinces and territories in Canada, and the text is just 

a value for the 'slicer' dimension. 

Irate per 1% change rate per % change 
'1 00,000 ffrom 2000 to 1 00,000 from 2000 to 
Lo~ulat ion I2001 ~ o ~ u l a t i o n  12001 I 

i Attempted murder 13.9 129.8 12.2 10.9 1 
Assaults (level 1 to 31 ) 1757.8 1-3.0 1385.6 14.1 1 
Sexual assault 171.5 1-1 2.8 131.2 6-7.0 I 
Other sexual offences 14.2 1-1 2.8 12.1 1-1 9.5 I 
Robbery 11 74.7 _ - - _  - 11 5.5 

1 
Other crimes of 

violence2 1 9 . 7  16.9 
r -moTi----- v.2--"-- ,Property crimes ---- 
I Breaking and e n K r 3 8 0 . 8  --1r -- --------- ----- -*-- 

Motor vehicle theft 1205.6 18.3 124.8 10.4 I 
Theft over $5,000 11 0.9 

7- 

1-8.9 18.0 11 1.4 
a Theft $5,000 and under1823.2 1-2.6 (1 83.6 15.5 1 

Possession of stolen 289.1 i 
goods 13.6 - - - - - --pz------ - 

Frauds $3 
r 

Other Criminal Code ,468.4 
1 

$offences 13.3 

Impaired driving 10.0 /** I 1250.5 
P - ----- 

** 
11.5 j 

70 .o- 
- --r-- 'T-l 

Other c.c traffic 64 2 1 



Drugs 
7 

1382.1 12.3 1206.5 1-2.4 1 
;Other federal statutes 11 41.2 1-6.8 130.2 -- 1-23.8 
Source: Statistics Canada, http:/hww.statcan.ca/english/Pgdb~ustic.htm, July 2003 

Table 3.1 - A Table where Text is Part of the 'Slicer' Dimension 

In summary, we assert that if the text in the (single) cell has the same 

appearance as other column headers in the same row, in terms of the font style, font 

size and alignment within the cell, then it is most likely a column header. Otherwise, 

other rules may be applied to determine the nature of the text, such as the ones just 

cited. 

Scenario 1: The Column Heading has only one single row 

A The leftmost cell of the row is empty -+ this is an empty ULC 

B The leftmost cell of the row is non-empty: the text contained therein is row 

header unless one of the following situations happens, in which case the text is 

a column header: 

i The cell and/or the text is visually different from all other cells in the row 

ii There is punctuation at the end of the text, such as ':' 

Scenario 2: Column Heading has two or more rows 

A The leftmost cell of the first row spans the entire Column Heading region: it is 

visually a single cell. 

i The cell is empty -+ this is an empty ULC 

ii The cell is not empty: the text contained therein is then the column label 

for the column of row headers in the Table Body. 

B The leftmost column of the Column Heading has more than one cell: 

i The top cell is empty: all of the cells in the column of the Column Heading 

are considered to be one cell and processed as in Scenario 2.A 

ii The top cell is not empty: the text is not likely connected to the Row or 

Column Heading regions, because of lack of spanning row-wise or 

column-wise. It is considered as part of the table header. 

By now, with decisions already made on the locations of ULC and Column 

Heading, the Row Heading Divider would have been determined as well. However, this 
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decision should be re-affirmed by the following rule: scanning the columns from left to 

right, we determine the Row Heading Divider if most of the texts contained in the cells in 

current column change to numeric values in the next column. 

3.2 Recognizing Dimension Hierarchies 

Column Heading and Row Heading are the main sources where information 

about the number of dimensions, the members inside a dimension hierarchy, and the 

child-parent relationships between the members in the same hierarchy are discovered. 

The first rule we make is that no hierarchy may span two heading regions, because it 

would be confusing to the human reader. 

We observe that the Column and Row Headings are asymmetric in design 

because of the layout of a web page. In short, the space of a web page is limited in 

width, but is quite expandable in length. The table author usually includes members of 

one to two small hierarchies that are short and has few members, into the Column 

Heading. A favourite dimension is the time dimension, with the purpose of showing 

trends along the timeline. Another dimension that is commonly located in the Column 

Heading is the measure hierarchy, because it makes less sense to label the data row by 

row. Consequently, we reason that the measurement unit for numeric values in the 

Table Body is found either in the Column Heading, or in the header of a Table Body 

Section. 

The recognition of dimension hierarchies in the two heading regions does have 

one thing in common: it is about how to extract headers when there is more than one 

row or column in the Column or Row Heading respectively. When two headers are 

present in the same column, or same row, we use essentially the same procedure to 



determine the relationship, if any, between the two. We first consider the Column 

Heading. 

3.2.1 Processing Column Heading 

When two column headers are found in the column, the following situation could 

happen, as shown in Figure 3.1: 

Figure 3.1 - Relative Cell Positioning in Two Neighbouring Rows 

(i) The column headers are drawn from two different dimensions. Usually, it 

does not make much sense to associate several members of one 

dimension with one single member from other hierarchy, except in the 

situation where the single member from the measure hierarchy. 

(ii) The column headers are drawn from one dimension hierarchy, but two 

neighbouring levels. 

(iii) Two sets of column headers are drawn from two different dimensions to 

form a Cartesian product of the two, as outcome of the cross-join 

operation of these two sets. This situation is commonly seen when data 

are presented for comparison purposes. Since empty columns or rows 

may be suppressed, for example, the column header (A2, C) may be 



eliminated because it is not applicable, we should not always look for 

exact replication of one set of column headers. 

These rules apply to the processing of row headers in the Row Heading, with the 

exception that the situation (i) no longer applies because members of the measure 

hierarchy seldom appear in the Row Heading region. The following procedure shows 

how the rules are actually applied. 

For every two consecutive rows starting the top of the Column Heading: 

o Is there a column-spanned cell in the top row? 

No. Is there a column spanned cell in the bottom row? 

0 Yes. For each spanned cell, the text is a measurement unit for 

all headers in the columns of the top row that are spanned by the 

cell, which are considered to be members of a hierarchy at the 

same level. For example, in Figure 3.1 (i), A is the bottom row is 

to be a measurement unit, while headers B, C, and D in the top 

row are members of a concept hierarchy. This conjecture can be 

confirmed by linguistic processing (see Chapter 4.3). 

No. All headers in the top row are members of a hierarchy. 

Headers in the same column but at different level are considered 

to be in parent-child relationship in the dimension hierarchy. 

Yes. Repeating sub-sequences of headers? 

No. All the headers are members of the same hierarchy, and at 

the same level; for example, B, C, and D in Figure 3.1 (ii). 

0 Yes. The headers in the sub-sequence are new members of a 

different hierarchy; for instance, 6, C, and D form repeating sub- 

sequence in Figure 3.1 (iii). 

3.2.2 Processing Row Heading Region in a Table Body Section 

The Row Heading Region consists of the non-numeric portion of all Table Body 

Sections (TBS) inside the Table Body. Here, we are concerned only with the Row 



Heading Region confined to a single TBS. In Chapter 3.3, we will consider how the 

results derived for each TBS may be integrated. 

Let us first suppose that there are two or more columns inside Row Heading 

region. Like the processing of rows in Column Heading, we always consider two 

neighbouring columns (if any) together, beginning from the first two leftmost columns, 

and moving one column to the left at a time. For a specific pair of columns, there are 

two possible situations. One situation is that the second column is there to provide more 

information about the row headers in the first column, as in the case of Table 2.2 cited 

above. As part of table processing, the dimension relation will be extracted from the 

table. For example, 'Vancouver' area belongs to Type 'C', where the Type is an attribute 

in the relation tuple of 'Vancouver'. The other situation is that the second column 

consists of row headers, as in the table in Table 3.2 and 3.3 below. Consequently, we 

may apply the same reasoning to these two columns as what we do to two neighbouring 

rows in the Row Heading region. 

I I Marital status 
Age GroupISex I Total 

r------------"------ 7 f  1 Never married / Now married / Widowed / Divorcedkeparated 
r.. ..-lllll_..... . 

2 1 . 8 1  5 8 . 1 1  

T-.ll'-"..- '...r ......-Î  

' 1 5 - 1 9  IMale  1 
2 3 i 1000 1 2 1 . 9  ......... "r.-" .- ",?- -- ........ " .. .- - - _^" . 

I / Female I 18.6 1 38.4 I - I 
I 

23.3 1 18.7 



Source: Census and Statistics Deparment of HKSAR, http://www.info.aov.hWcenstatd/enq, July 2003 

Table 3.2 - A Table whose second column consists of Row Headers 

Family situation 
I All Children in 

Number of parents I children low income' 
with earnings 

Children living in couple familiesg I 1 None 2.6 1 12.3 1 
1 one I 16.2 ( 

". 
1 Both I 
iTotal 7""- 

1 74.8 r 
Children l~ving in lone-parent familiesg 1 None I 4.0 / 

/ one 1 10.4 1 20.2 19.2 / 
I 1 Total I 14.4 1 39.4 

------ r-- -- Total ... 7 100.0 I 99.9 - i 
1. Children living below the low-income cut-off~ (see the explanation in the methodoloavJ. 

/ 2. All children under 18, except those living in the Yukon, Northwest Territories, Nunavut, on Indian reserves and in 
i institutions. I 
! 3. Children living in single-family households with no additional persons, e.g., grandparents, uncles and aunts, etc. 1 
1 . . . not applicable 

Source: Statistics Canada, http://www.statcan.ca, July 2003 
_ _ _ _ _ _ _ _ _ _ _ _ _ i  

Table 3.3 - Another Table whose second column consists of Row Headers 

Suppose now only a single column is present, which is more likely than not. For 

this case, it becomes necessary for the table author to signal as clearly as possible the 

type of relationship between the headers in two consecutive rows. We rely on visual 

cues such as indentation, column spanning, font type, font style, font size, font colour, 

and background colour to ascertain the relationship between different rows. If they are 

visually identical, then the headers with same visual cue represent members on the 

same level of the same hierarchy. Otherwise, they are either members at different levels 

of the same hierarchy, or members from different hierarchies. In the former case, the 

headers are copied to the same "conceptual" column; otherwise, they are copied to 



different "conceptual" columns (see Figure 3.2). After processing all rows in this 

manner, we end up with a number of conceptual columns. Then we can use the same 

procedure describe in Chapter 3.2.1 to derive the dimension hierarchies embedded in 

the Row Heading region. 

The rule of thumb is that the row headers sharing the same visual cue are 

considered to be at the same hierarchical level. Based on observation, the visualization 

cues used effectively are background colour, indentation, font style like bolded font, and 

font size. The following procedure shows how we determine the hierarchical relationship 

of the row headers based on these visual cues. Each call to this procedure finds all the 

rows in the same level. By recursively calling this procedure, hierarchical relationship 

can be determined. Figure 3.2 also illustrates this procedure. 

Iterate over the rows from first (start) row to last (end) row 

o If it is the start row? 

Yes. And remember the visualization cues of the start row. 

No. Check whether the background colour, indentation, font style and 

size are the same as start row 

Yes. Mark it as same level as the start row and examine next 

row. 

No. This is an unmarked row which is related to the previous 

marked row. Examine next row. 

For each marked row which relates to unmarked row(s), recursively apply this 

procedure to the unmarked rows. 



I Level 1 : A 
Level 2: B, F 

FI- Level 3: c 
Level 4: D, E 

Figure 3.2 - Determining Hierarchical Relationship and Building 
Conceptual Columns 

3.3 Recognizing Table Body Sections 

A Table Body section (TBS), coupled with the Column Heading region, could be 

a table by itself. Multiple TBS's are integrated into the table because they are too small 

to be meaningful if they are made individual tables and they are tightly related to each 

other by virtue of sharing the same Column Heading. In many instances where there 

are multiple TBS's, one is often seen as the summary, and the rest, the details, so that 

the reader may drill down from the summary to details, as shown in Table 3.4. 

A TBS header mainly serves as a divider between neighbouring sections. At 

times, other information may be included if it is applied only to the particular TBS. A 

common example is the measurement unit, as shown in Table 3.4. 

-.--. -- - -.------ 

," . - -. .- -.--. --I .-. -- - .--"-- 2001 2 1 C a n a d a 1  :$:," -ec 1 Ontario 1 
- . - . . . . . - . - -. . . . -. . - -. . - - . . . . - - - - . - - . . - - - -. . .- -. . - - - - . . . - - - -- - -. - - - 

Household characteristics 
1 " . - . . . . .. . .- ... - . .- . ." . - -. .- -. -. , -- ,. _1 

I 
_ _  _-._I____-...-_ ____-_-___C_-____..._____.____-_l_l __ . -  .-?-J 
Estimated number of households 11 1.767.180/ 897.1 9013.041.38014.379.4901 

Average number of persons per 
household 

1 2.571 2.581 2.391 2.681 
- I 

I 
" ., - " - 

Weekly expenditure detail2 
..- .. . . .. -. - .- . - . -- -" -. - .. - . . .... .. . . . ..-- . -. - *. -. . -- J 

$Total weekly food expenditure 1 123.761 108.761 118.471 125.901 



Meat I 17.341 17.1 51 17.321 18.261 

:Food purchased from restaurants ...-" 1 37.521 27.401 33.761 38.931 

iFood purchased from stores 
r-- - 

86.241 --- 81.361 84.71 / 8 y  
7-- 

While on trips overnight or longer -- 1 2.561 2.13/--r 1.931 

Fish and other marine products I 2.81 1 2.521 2.701 3.111 

I Locally and on day trips 

I Dairy products and eggs 1 12.681 1 1.861 13.281 12.551 ---- ---- .------- 

83.681 79.1 11 82.471 85.041 

Bakery and other cereal products 1 12.51 1 12.361 12.441 12.421 

Fruits and nuts 1 9.821 7.81 1 9.1 11 10.461 

Veaetables I 8.67 1 7.281 8.81 / 8.881 

i Condiments, spices and vineaar I 2.56 1 2.361 2.531 2.401 

Sugar and sugar preparations I 

- - - -- - - 
3.02j 3.061 2.741 2.881 

i- 
1 --- 

Coffee and tea 
?---- 

----I 1.411 ----- 1 . 04  1.401 1.361 

Fats and oils 1.031 1.351 0.971 9 
,-." ------ -)--- "" ---.. 1--11 -7- 

Other foods, materials and food 
!preparations 
' Non-alcoholic beverages 1 3.39 1 3.401 3.371 3.671 - .-... .--I--.I..--.-_." ..-.-.....'-..--..-I L-. I-- 

1. Excludes the Yukon, the Northwest Territories and Nunavut. 
. .. .-- .- -- ---- . - 

2. Average weekly expenditure data refer to all households. 
2 

I " " --.-- - 
Source: Statistics Canada, Income Statistics Division, Catalogue no. 62-554-XIE. 
, .- . .. - ... -. -- - - 
j~ast modified: Februaw 21. 2003. I 

1 

Source: Statistics Canada, htt~://ww.statcan.ca~ena/1sh/Padb/fami/27a.htm, July 2003 

Table 3.4 - An Example of Table with Multiple Table Body Sections 

The usual visual cues, such as font style and size, text alignment, and 

background colour, are the means by which the reader are able to differentiate one TBS 

from another. A blank line is often inserted as a readability enhancement. 

Consideration should be given to the possibility that one TBS may be visually 

distinguished from the rest because it is the summary section. In the case where all 

TBS's look alike, the following rules may be applied to recognize the summary section: 

The first section is the summary section, that is, if a summary section exists. 

The summary section has fewer rows. 

The text in the summary section contains some special words, such as 'total' 

Finally, row headings of all TBS's must be integrated. By now, the row heading 

of each TBS is in the form of one or more dimension hierarchies, including the measure 

hierarchy. The measure hierarchies of all TBS's will be merged together, but the 
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concept hierarchies must be carefully considered. Three different scenarios are 

considered: 

Scenario 1: One concept hierarchy per TBS: non-identical 

Some hierarchies are different from others: all hierarchies are merged together, 

such that the TBS headers (minus the measure, if any) become the members at the 

second level of the merged hierarchy. For example, the merged hierarchy of row 

headings of the two TBS's of Table 3.4 is shown in Figure 3.3: 

(name to be created) 

-lousehold ch~ractens:ics Weekly expenditure deta~l 

I 
Total weekly k~od 

expenditure 

Esmated Average s'sumt-er I I 
number of of persons per Food pi~rchased food purchased 

households Arm se hold frcm sestauraxs from stores 

Figure 3.3 - Merged Hierarchy from Row Headings 

Scenario 2: One concept hierarchy per TBS: identical 

This concept hierarchy will then be a hierarchy for the entire table, together with 

another hierarchy that is made of all TBS headers at the second level. For example, the 

Row Heading region under the label 'age, sex, racelidentity' would have the following 

hierarchies for Table 3.5, as illustrated in Figure 3.4: 



18 and over (Name to be created) 

years old years old and over Non- Non- 
18 and 19 20 and 24 25 years old Total Male Female White, Black, Hispanic 

......... Hispanic Hispanic 

Figure 3.4 - Two Hierarchies from Row Headings 

Tahle 8 - H ~ g h e s t  level of edrsal~on attamed by persons age 18 and over by age sex. and r a c e , e t h n ~ c l t y  

March 2001 
[b? tnumndd 

15 i;rarl CU mi 
2s b 11 bY* 
a:, m Y *.", 
3s m 18 PJR 
do a 11 )ran. 
M m 53 *a,< 
S b M  pan 
66 r w - d d  a 

Mia, n~.Hi.y"ni' 
18 ad uver ......................................... 

I d  and IS  p r l r  d d  , . . . . . . . . . . .  
Z* u I 4  yarn  111 ............................ 

Black. nr~+H&rmur 
I 6  and we# .................................. 

IS and 10 "ran d d  . . .  
a: 10 24 WCOI~  OW ................... ... ............... 

3omc ASS+ z;.:. Idrrbr, 2; dl.>. Of* 

31.161 SQ79 18,810 5.543 892 
1.176 31 1 0 . 
3.641 832 1.317 1 5  I3  

18,290 
8.2; 1;:;; 

6,151 819 
1.935 124 112 
1.911 !.Om 2.H.7 i l l  1% 
?.095 1 E O  d 7 7  IS6 
l.?141 2.318 d.171 I.S? 1% 
2.853 1.352 2.410 1 . W  182 

868 359 58s 311 35 
2.685 951 1.615 62 6 i  

It317 11.281 28.521 
8 . 9  

2,166 
1.585 43  . 
4.905 803 1.703 CU 7  

1'1,858 11.325 14.821 8 . 2  2 , l q ;  2.566 1.071 301)  
?.dfd I l 1 i  l A 7 Q  U7 I W  
2.782 1.563 3A55 %I 21 
5 . a ~  3131 6.528 2.535 615 
4,BCS 2045 r1.321 2 . a  632 
1.366 IEO 1 U b l  5% 133 
4.161 1.315 2.866 l.lB 322 

1.YOI l X 3  2x22 % 158 
231 r v - d 
910 141 114 4 14 

3.XJ 1.558 3 1  723 I6 
688 210 178 28 I8 

dl" :I 
318 I 11 

I . O ~  ~ E T  $83 sn 44 
BG6 2 3  291 I 31 
1 8  €0 88  42 5 
2 QO 119 114 8 

3.160 1 0 2  1.525 1 1  108 
m D n m  
767 115 90 4 2 

2225 OCl 1A1Z 161 IS 
410 163 255 :A I &  
402 169 265 48 18 

;;; 2; 3;; g ;; 
"ti 15: 'G g " 
116 5 5  7 1  29 3 

asn ihw rrr n w d  m Ihb t d a  *1 p a m l  v a a u a  t,ps a1 a g g t e g r m  Ovml m y  
m 5 M D  K 4 A a h d W b m n h y  

N 3 I E  lvWl  ndudn ohrr landhmru' ~ I W p s n o l  rhmn -ebb Ahhouqh a l e  
ah l w r  man i5 OX unph1.j yen.ns  sr rubpa lo relmr*lr xud. 8aqMmg raw SOLWE US Drp~rtnrrd d Canmasr 6u1eau d h e  %nrw Curln PoNUBan 

Surrly u.pMIY*dJvu l rh l lmb le -  ~ * ~ m d  Saptsmbrr 2002 1 

Source: US National Center for Education Statistics, http://nces.ed.gov/programs/digest~dO21tables/PDF/table9.pdf, 2003 

Table 3.5 - A Sample Statistical Table for Scenario 2 
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Total persons in households 1 55,2651233,6901 244,3301 754,90511 08,5151 --- -- " --P v- r- - 
Average number of persons in 

household i . - . - . . . . . . ..... . . . " .  ..... L ... . * ..-.. . L I 

source: Statistics - Canada, Census of Population. 2 
#Last modified: 2005-01 -1 8. ---- I 
Source: Statistics Canada, _hffp://www.statcan.ca/enulish/Pudb/fami/27a.htm, 2003 July 

Table 3.6 - A Table with TBS's Having More Than One Hierarchy 

3.4 Table Integration 

One of the main advantages of our approach, that is, recovery of the table as a 

multidimensional object, is the ability of integrating similar tables seamlessly. Here we 

consider one of the most obvious kinds of table integration: tables with drop-down 

boxes, as shown in Figure 3.5. 

In examining the HTML source of the example table, one may find a list of 

character strings associated with each drop-down box. The top drop-down box in the 

table of Figure 3.5 is associated with names of the country, provinces, and territories, 

while the one lower is associated with the two years 1996 and 2001. For each pair of 

strings from each list will correspond to a specific table for a specific region and a 

specific year. 

To integrate tables which are thus parameterized, new hierarchies are created, 

one for each drop-down box, in addition to the dimension hierarchies that are created as 

a result of the table processing described in the previous sections. 



Analysis Senes -- 
Custom services 

Gcoqraphy 

1996 Census 
" ......-,., "" " ".."-.-"..* 
2006 Census 

Age ( f  23) and Sex (3) for Population, for Canada, Provmces. Terntor~er, Census 
Metropohtan Areas 1 and Census Agglornerat~ons, 1996 and 2001 Censuses - 
100% Data 

i n  76 1cc 17 ??E 1 1  ~ 7 n  
Source: Statistics Canada, http://wwwl2.statcan.ca/english/censusOl/Products/standard/themeslDataProducts.cfm, 
December 2004 

Figure 3.5 - Table with Drop-Down Boxes 

3.5 Linguistic Processing 

Linguistic processing is about analyzing the texts having been identified as 

metadata, column and row headers, for refinements of the dimension hierarchies in the 

muitidimensional data model. However, its targets are very specific; concept hierarchies 

are not involved at all, except in a very general way. We have already mentioned one 

example: the task to ascertain a Table Body Section (TBS) as the summary section. 

The processing is quite straightforward: scanning for specific words such as 'total', 



'average' and 'median'. In general, linguistic processing techniques are applied to three 

groups of entities: aggregates, measurements and temporal entities. To this end, we 

have built pattern group for each group of entities. Reasoning is applied to headers in 

various hierarchies, aided by these pattern groups, during or after the formation of the 

dimension hierarchies. 

The measurement pattern group consists of words for units and corresponding 

symbols associated with measurements of all kinds of quantity commonly used in 

statistical tables, in terms of area, length, volume, money, time and so on. Special 

keywords and symbols such as "%", "thousand and "million" are also included. The 

main purpose for this measurement pattern group is ascertain the true value of the 

numeric data contained in the data cells, so that they can be subject to proper statistical 

functions, such as summation. For example, if the data value is 10.9 and the unit is 

found to be "million$", then it will be modified to read $10,900,000. More importantly, we 

can recognize a hierarchy to be a measurement hierarchy through linguistic processing. 

Consider Table 1.1 in the introductory chapter. By applying the heuristics as described 

in Chapter 3.2.1, the headers 'Area Planted' and 'Area Harvested' are found to be 

members of a hierarchy. 'Acres' is the lone member of another hierarchy. None of the 

two hierarchies are explicitly labelled as the measure hierarchy. When we match the 

members with words inside the measure pattern group, we can deduce that these are 

some measures related to area as a quantity. This deduction may be further 

strengthened by locating the header "Acres" as a unit of measurement for area. Thus 

we are able to merge these hitherto separate hierarchies together and make it the 

measure hierarchy. 

Processing temporal entities aims at identification of temporal entities, such as 

day, date, month, and year. Since many statistical tables have a temporal dimension, 



identification of this dimension is essential to cross-table processing. This information is 

useful also for question-answer information retrieval systems. For example, it can be 

used to answer temporal range queries such as the total crop in area harvested from 

1997 to 1999, in the context of Table 1 .I. 

Identification of aggregate members inside a dimension hierarchy is an important 

task. The most common aggregate function by far, is total. An aggregate pattern group 

contains all sorts of variations of the word. The aggregate member 'total' may be 

confirmed by adding the values associated with primary members at the same level of 

the dimension hierarchy. There are, however, other functions that are not so easily 

recognized, particularly those that are defined by a formula. Fortunately, these formulae 

are often defined as part of the header, which contains some special keywords such as 

total or median. 

There are other opportunities for linguistic processing that we are still looking 

into. The caption, header and footer are fertile grounds for additional semantic meaning. 

For example, the table's title "Individuals living in low income, by age, Canada, 1980, 

1990 and 2000"contains information about the names of the measures and the 

dimensions in the table. Obviously, natural language processing techniques are 

required to extract the useful information from the text. 

3.6 Building Multidimensional Database 

Once all dimension hierarchies have been derived, a relation for the 

multidimensional dataset is built and populated by data extracted from data region in 

each DBS. Structured as a relation in a relational database system, this dataset has a 

column for every hierarchy, plus a column for each leaf member in the measure 

hierarchy. Each row in the relation is generated by a data cell, which is associated with 



at least one member of each hierarchy, including the measure hierarchy. For this data 

cell, the name of the member associated with a concept hierarchy is entered as a row 

under the appropriate column, and the value of the data cell is entered under the 

appropriate member of the measure hierarchy in the same row, as shown in Figure 2.5 

(iv) as an example. In case where two members from the same hierarchy are 

associated with the cell, for instance, Corp and Asparagus, we may include both of them 

as the entry in row under the column of the relation. Alternatively, an ID is created for 

member at the lowest level, with a pointer connecting it to the appropriate hierarchy. An 

example is shown in Chapter 4.2.2.7. 



CHAPTER 4 SYSTEM DESIGN AND EXPERIMENTAL 
PERFORMANCE EVALUATION 

As a proof of concepts, a research prototype, called Web Table Miner, has been 

built to implement the essence of the table processing described in Chapter 3. A 

description of the system is presented in Chapter 4.1 and 4.2. We have run the system 

against a sample of 150 tables from Statistics Canada to provide some evidence on how 

our table processing algorithms work out against real life data. The experimental results 

are tabulated in Chapter 4.3. 

4.1 System Overview 

The Web Table Miner is a semi-automatic system which requires some 

interactions with the user to process a web table. Figure 4.1 illustrates the entire 

process of how the system works. Firstly, user submits the URL of the web page 

containing meaningful HTML tables and the Web Table Miner loads up the web page by 

using Microsoft IE browser as a COM component. With the help of the browser object 

(MS IE COM component), the web page is parsed. The parsed web page is then 

handled by the table recognizer to filter out uninteresting information and determine the 

table which potentially contains OLAP multidimensional data. With this semi-automatic 

system, user would be notified the potential multidimensional data table in the web page 

and decide which table(s) to process. Next, the multidimensional table miner takes over 

to process the selected tables and build an OLAP cube. The last step of the process is 

that the schema generator flattens the cube and produces the OLAP star schema 

representing the cube data. The output is in text format in which the dimensions, their 



hierarchies, and members of the OLAP data are printed. The measure of the data is 

also printed if the table parser is able to detect it. The flatten cube data is also outputted 

in comma separated format such that it can be easily read by spreadsheet program like 

Excel. The future direction of this system is to have the capability of multiple data table 

integration given that they are similar. Moreover, this system would be more useful if it 

is able to transfer the found data over to an OLAP server like Analysis Service of 

Microsoft. 

HTML Parser 
Parsed 

Table 
Recognizer 

rc 
I 

1' 

Dimensional 
Table Miner 

Schema 
Generator 

Star Schema 
OLAP Tables 

Figure 4.1 - System Overview (User Level) 

4.2 System Architecture 

In this section, we discuss about the internal structure of the system. We first 

describe the internal structure that represents the web table and then the overview of 

various components in the system. 



4.2.1 Internal Structure of Web Table 

7 
Table 

1 Integrator I 
Output Star 
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Figure 4.2 - Internal Architecture 

A HTML web document consists of markup language used to describe the page. 

HTML tags are used in order to do so. These tags are organized in a hierarchical format 

inside the document, as illustrated in Figure 4.3 and 4.4 below. 



Figure 4.3 - A Simple Web Page Containing Table 



Simple Table 

Figure 4.4 - Hierarchical Tag Tree of the Simple Web Page 

Our system is only interested in the web table which contains multidimensional 

data. After parsing the HTML page, we build up the table structure for each table found 

inside. The web table is mapped onto a grid. By doing so, each table cell in the table 

can be easily referred by its corresponding row and column indexes. It is common that a 

table cell spans multiple rows and columns. Such cell is represented by multiple grid 

cells internally. 

4.2.2 Components 

Internally, the Web Table Miner consists of seven major components, namely, 

the GUI, document manager, HTML parser, table recognizer, multidimensional table 

miner, table integrator and schema generator. The focus of our research lies primarily in 

the table recognizer and multidimensional table miner. 



4.2.2.1 GUI Manager 

GUI (Graphic User Interface) Manager - Provides an interaction layer between 

the user and the other components in the system. It provides view to the web page that 

the user submits. Essentially the view is a browser as our system takes advantage of 

the MS lnternet Explorer COM component which parses and renders the page. MS IE 

COM component also exposes a DOM (Document Object Model) for programmer to 

access or modify the loaded web page. Multiple views can be opened to view different 

web pages at the same time. Figure 4.5 below displays a screen shot of the system. 

1 t i le project Kim I 

Address: 

Canada 1'7E'Eq , ' -1 
United Kingdom -1 

al Sales 

There a n  1 data table$: 

Figure 4.5 - Screen Shot of Web Table Miner 

4.2.2.2 Document Manager 

Document Manager - Simply maintains information on all open web pages. 

Each web page is referred to as a document. Once a web page has been rendered by 

the lnternet Explorer object, a document is created in the system to hold information 



regarding the parsed web page, such as a reference to its DOM, reference to the table 

tree and user specified value (tables selected to be processed) applicable to the 

document. 

4.2.2.3 HTML Parser 

HTML Parser - Initiates the building of the table tree of a parsed web page. It 

searches through the HTML's tag tree via the DOM and builds up a tree of tables in the 

web page. In addition, it checks whether external or header cascading style sheet is 

used to format the web page. The reason is that style sheet contains information about 

the visualization of the web page and thus contains valuable information to our table 

mining algorithm. If so, it retrieves information possibly related to table formatting, such 

as font properties (type, style, weight and size), colour, text properties (indentation), 

etc.. . Figure 4.6 displays an example. 

4.2.2.4 Data Table Recognizer 

Data Table Recognizer - Processes each table in the table tree and determines 

whether it is a genuine data table which we are interested in. Identification of 

multidimensional statistical table is based on a couple of simple heuristics on table's 

structure and visualization cues. In short, we filter out non-data tables that contain only 

hyperlinks, forms or images. Another heuristic the recognizer based on is the fact that 

statistical table has a structure layout which the row and column header areas contain 

mostly texts and the remaining data area contains mostly numerical data. The Data 

Table Recognizer also builds a virtual grid which maps onto the web table for easy 

access to the web table. As mentioned earlier, we could access any cell of the table by 

using row and column indexes. Figure 4.7 displays an example of virtual grid. 



Canada I USA 198110 

<html> 
<head> 
<title>Simple Table</title> 
<style type="text/css"> 
table 
{ 
font-family: arial; 
color: red; 

1 
td. label 
{ 
text-align: center; 
font-style: italic; 
font-weight: bold; 

1 
</style> 
</head> 

Figure 4.6 - Simple Web Table Using CSS 



USA 

Figure 4.7 - A Statistical Table and Its Corresponding Virtual Grid 

4.2.2.5 Multidimensional Table Miner 

Multidimensional Table Miner - Regarded as the most important component of 

our system. As its name implies, it digs deep into the web table and searches for 

multiple dimensional data such as dimensions, measure and the data. The details of the 

methodology are discussed in chapter 3. Briefly, by understanding the layout and 

structure of the web table, the miner discovers the core components of a multiple 

dimensional data cube. 

4.2.2.6 Table lntegrator 

Table lntegrator - Integrates multiple web tables which contain similar data 

context. Data presented on web page are limited to two dimensions. As a result, data 

from cube needs to be sliced into multiple tables during presentation. This components 

aims to integrate these sliced tables together. This component is not yet completed and 

is a future research direction. 

4.2.2.7 Schema Generator 

Schema Generator - Converts the data cube and generates a star schema for 

the cube. Last but not least, a star schema for the web table is outputted on a comma 

separated value (csv) format file. The output contains dimension table for each 

51 



dimension discovered in the web table, and the fact table which contains the numerical 

values and measures, as shown in Figure 4.8. 

Time dimension table ~ o c a y  dimension table 

Place-key 1 Country 1 . . . I 

Figure 4.8 - Star Schema of OLAP Data Cube 
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4.3 Performance Assessment 

Having examined the hundreds of web tables from government agencies in many 

countries, we are confident that our approach will work for a very large majority of the 

statistical tables. Unfortunately, many tables are published in PDF format, which are 

raster images. Though we have looked into some commercially available conversion 

tools, we could not find any that are capable of converting tables in PDF format to ones 

in HTML format that are normally produced by most authoring tools. We have chosen 

the website of Statistics Canada as the source for our experimental data because most 

of the tables are in both HTML and PDF formats. Note that many example tables cited 

Canada 
USA 

United 
Kinadom 

. . . 

... 

. . . 



above that are taken from websites of governmental agencies of non-Canadian 

countries, and some of them are actually in print or PDF format. 

We work with a set of 150 randomly selected tables from Statistics Canada web 

site. We evaluate the performance of our system on how well it locates (i) dimension 

hierarchies, (ii) metadata components, (iii) measure hierarchy and measurement units, 

and (iv) data components. For (i) dimension, we are interested in how well the system 

locates all the dimension hierarchies in a table. Moreover, (ii) metadata components 

include row and column headers and the parent-child relationships of these headers 

within a dimension hierarchy, and name of dimension. When measuring the system's 

performance on metadata components recognition, we check how well we can recognize 

the parent-child relationships of the headers. It is difficult for our system to locate name 

of dimensions as the name does not usually appear in the table and the system does not 

contain any ontology or domain specific information except temporal information. Then, 

we evaluate the system's ability in locating the (iii) measure hierarchy and any 

measuring unit associated with the data. Lastly, the performance on retrieving the (iv) 

data components and relating them to their corresponding dimensions' members is 

evaluated. Take table given in Figure 4.7 as an example, the table has two dimension 

hierarchies: location and time. The location dimension contains metadata components 

of 'Canada', 'USA', and 'United Kingdom'. All three components lie on the same level of 

hierarchy. The time dimension contains members of '1 997' and '1 998'. 'Sales' is the 

measure of this table and its data has measure unit of '$ million'. Data '61300' is 

associated with the dimension's member '1 997' of time dimension and 'Canada' of 

location dimension. 

In order to measure the effectiveness of our system, we used three standard 

Information Retrieval (IR) and Information Extraction (IE) measures: Recall, Precision, 



and F-measure. Recall (R) is the percentage of the pieces of information for which the 

system extracted is correct. Therefore, recall represents how much information the 

system correctly extracted and identified. Precision (P) is another useful measure which 

represents the reliability of the system as it refers to the percentage of the correctly 

extracted pieces of information out of all available pieces of information. For both 

measures, R and P, the higher these values are (both measures have value from 0 to 1 

inclusive), the better our system is. These measures are defined as follows: 

R = (# correct recognized information) t (# information system proposed) 

P = (# correct recognized information) i (# information available in samples) 

The third measure, F-measure, is a weighted harmonic mean3 of P and R. F- 

measure is designed to combine P and R with an equal weight and provide a single 

measurement for measuring IR and IE system performance and combine. Similarly to P 

and R, F-measure lies between 0 and 1. By the same token, a high value would 

represent an effective system. The F-measure is defined below: 

Table 4.1 shows the performance evaluation of our Web Table Miner. As we can 

see, the system performs very well on recognizing dimension hierarchies and metadata 

components as it achieves 0.970 and 0.978 F-measure respectively. These are the 

indications that the system is accurate and reliable in these tasks. Since our system 

does not rely on domain knowledge, it fails to recognize nested dimension when the 

nested dimension in a table does not exhibit the repeated pattern as in Figure 3.1 (iii). 

3 According to htt~://mathworld.wolfarm.com/HarmonicMean.html, the harmonic mean H (x,, ..., 
x,,) of n numbers x, (where i =  1 ,  ..., n) is the number H defined by: 

1 1  



By the same token, our system could mistakenly treat measure dimension as ordinary 

dimension. Occasionally, the system fails to recognize the relationship between 

metadata components in the headers because they have the same visualization cue and 

thus are treated as same members in a hierarchy. The table in Figure 4.9 is an 

example. Both 'Canada' and 'British Columbia' headers share the same visual cues. 

Consequently, our system would not be able to determine Canada is the parent of 

'British Columbia' in the dimension hierarchy. In terms of data component correctness, 

our system does even better in extracting the data with correct association to the 

dimension hierarchy and members. It has a very high F-measure value of 0.995. The 

case in which the system fails to extracting data components correctly is when the 

table's structure is not expected by the system. 

Performance 
Indicators 

Measure 
Hierarchy & 

Measurement 
Units 

Total Number 
Available in 

Samples 
Total Number 

Dimension 
Hierarchy 

Metadata 
Components 

390 

Recall 1 0.967 1 0.986 1 0.792 

3560 

Proposed by 
System 

Total Number 
Recognized 

Correctly 

Precision 

Data 
Components 

Table 4.1 - Performance Evaluation of the Web Table Miner 

387 

377 

0.974 

However, clearly our system does not locate measure-related metadata as 

accurately as the other three components. The system occasionally fails to distinguish 

measure from ordinary dimensions due to our system's minimal linguistic processing and 

361 5 

351 0 

0.971 

181 

168 

0.928 



lack of domain knowledge. We hope that in the future, more sophisticated linguistic 

processing will significantly improve the system performance. From the gathered 

results, we notice that the system's accuracy (P = 0.928) in measure metadata 

recognition is higher than its reliability (R = 0.792). When a measuring unit exists, it is 

easier for our system to detect it than the measure of the underlying OLAP cube 

because of the unit's pattern can be recognized. Measure is not always explicitly stated 

in the web statistical table because it could be stated outside the table like in the caption 

when all the data of a table belong to one single measure. 

! Delta - South Rchmcnd j 12r.881 1 1 2 2 . ~ ~ 4 1  2.31 43,204 

I ~ E w d n e y  - Alouette 
---/ 

1 2 1.177 / T 1 1 . 6 4 2 / S . 8 / ~  
i Esqu~rnatt- Juan dc Fuca f: 1110.4[39-[ 45,790 

/ Kamloope. Thompson and Highland 
i V a  lkys 

Source: Statistics Canada's Internet Site, htt~://wwwl2.statcan.ca~en~lish/census0l/~roducts/standard~o~dwell/, 
December 2004 

Figure 4.9 - An Example in Which Visual Cues Fail to Work 

Since our experiment was done on datasets from Statistics Canada only, one 

may argue that our system may over-fit the tables generated by this particular agency. 

Although no actual experiment was done on other websites, we did observe that 

statistical tables, published by other agencies like Statistics Denmark, Census and 

Statistics Department of Hong Kong SAR, and U.S. Census Bureau, do have clear 

layout and rich visual cues in them similarly to what we have seen in Statistics Canada. 

There may be slight differences between tables from different sites because they may 
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have different conventions in generating tables. For instance, in table 3.5, there is a row 

inserted in between the column heading and the table body which does not have specific 

meaning to the data in the table. This row is simply used to index the table's columns. 

We may need to adjust our heuristics to take into account of slight syntactic difference in 

tables from different websites. In the case of table 3.5, we should discard the indexing 

purpose row in our table processing. Most importantly, statistical tables from other 

websites do have the characteristics of clear layout and rich visual cues despite minor 

differences. Therefore, we believe our approach would be successful when it is applied 

to other datasets as well. In fact, examining statistical tables from other websites is 

listed as one of our future directions in Chapter 6.2. 



CHAPTER 5 RELATED WORK 

5.1 Statistical Table, Multidimensional Object, and OLAP 

While this research is not about table generation per se, generation and 

understanding of tables is closely linked because there is little doubt that most, if not all, 

statistical tables are generated by some software systems, proprietary or otherwise, from 

statistical databases. Wang [WW1998] in his Ph.D. thesis presents a conceptual model 

of table for table generation, where a table is a map, with the unordered Cartesian 

product of hierarchies as its domain, and some universe of entries as its range. The 

number of hierarchies involved is the dimension of the table. Let's take Table 1.1 as the 

example. An attribute, according to Wang's model, is a member of the Cartesian 

product of three sets of labels: {AreaPlanted, AreaHarvested), {I 997, 1998, 1999}, and 

{Corp.Atrichokes, Corp.Asparagus, Corp.Beans-Lima, Corp.Beans-Snap, Corp.Broccoli}. 

Each label set corresponds to a dimension hierarchy, in our terminology, and the '.' that 

separate the two strings is indicative of a parent-child relationship inside a hierarchy. 

Our multidimensional data model can be similarly defined, but the range is the set of 

numeric data, which brings it closer to the OLAP data model. [S1997] remarks that 

OLAP and statistical databases serve the same purpose, statistical analysis, but its main 

emphasis is on comparing database modelling techniques between the two types of 

database. It is suggested in [GBLP1996] that a data cube, such as one shown in Figure 

1.3, can be conveniently depicted as a statistical table in a 2-dimensional medium, such 

as a paper or screen. Of course, MDX, the multidimensional query language does 

exactly the same task, with many powerful reporting features. 



To the best of our knowledge, there has not been any research reported in the 

literature on any scheme to recover the perceived multiple dimensionality of the data in a 

table, with one minor exception. As reported in [DHQ1995], a research project is 

described whose aim is to extract relevant information from tables embedded in some 

construction industry specifications in a plain text format. Beginning with a set of 

concept hierarchies describing terms commonly used in construction industry, the 

authors discuss how information, that could be used to generate a table, is stored in a 

relation, which is similar to the multidimensional dataset in our model back in Figure 2.4. 

This relation is defined as the canonical layout. The table processing begins with table 

detection. After a table has been successfully detected from the specification, it is 

processed in two steps. First, the "primary information", which is the locations of the 

column and row headers inside the concept hierarchies, is extracted by analysis of the 

table layout and keyword matching. With this information, the canonical form, and hence 

the relation, is 'reconstituted', by applying natural language processing techniques. It is 

unclear from the paper how the table layout is analyzed, nor how successfully their table 

processing techniques are when they are applied to real-life data. From we have learnt 

from the paper, the targeted tables are very simple ones, and the contents contained in 

these tables are domain-specific, i.e., building construction industry. Indeed, the 

concept hierarchies are available in advance to assist the information extraction task. 

5.2 Web Tables 

Tables posted on the web do not in general conform to the generic model shown 

in Figure 2.3, because of the special characteristics of Web as communications medium, 

in comparison to those of print medium. Some authors prefer to pack all related 

information together as a table, regardless of the row and column indexing principle of a 

table. The following example, shown in Table 5.1, taken from [CTT2000], is actually an 
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aggregation of two tables, according to the generic table model: a table with the first two 

lines and another table with the rest of the lines. 

Table 5.1 - A Table about Tour Packages 

As Web becomes more popular, not only on desktop, but also on handheld 

devices, tables are created to cater to busy viewers who just need some tidbit of 

information as it breaks out, such as headline news. Examples of these tables are 

online stock quotes and weather forecast (see Table 5.2). 

Table 5.2- A Table about Stock Quotation 

Last: 
56.45 

Solutions have been proposed to process these types of web table ([YL2002], 

[CTT2000]). It should be noted that our processing scheme as presented here is not 

able to understand these types of table properly. 

5.3 Recognition of Table Components 

Recognition of table components without any advanced knowledge of the table 

contents is in general very difficult. Most of the research papers on table understanding 

rely on some sort of ontologies to recognize the meanings of the headers and how they 
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are related to each other. The TANGO (Table ANalsysis for Generating Ontologies) 

system, which aims to generate ontologies from a statistical table ([ETL2004]), does rely 

on auxiliary information such as dictionaries, lexical data, and data frames (e.g. a data 

frame for country names) to understand tables published in CIA World Factbook. 

Nonetheless, there have been attempts to understand tables without any 

auxiliary information. In [YZ2001], it is proposed that objects inside a web page, which 

includes tables, may be compared for similarities solely on the basis of the visual cues 

associated with the example objects that have already been recognized by means of 

machine learning. For tables in plain texts, a variant of the Markov chain model is used 

to predict which type of row the next row in the table most likely is, based on the type of 

the current row [PMWC2003]. However, the parameters of the model are obtained by 

machine learning. Using a similar approach as ours, that is, reasoning against the 

spatial layout of the table, TlNTlN (Table INformation-based Text INquery) system is 

able to distinguish table captions from table data rows for tables ([PC1 997]), but their 

component recognition rules apply to only free texts, and they do not appear to work for 

complex tables for data analysis. 



CHAPTER 6 CONCLUSION AND FUTURE DIRECTIONS 

6.1 Major Contributions 

New approach to processing web tables: Table processing for unrestricted tables is a 

very difficult task. To be convinced, one needs only a glance to the diverse 

definitions of a table given in the beginning of this paper. Web as a 

communication medium for tables has both negative and positive implications for 

table processing. On one hand, the wide availability of authoring tools leads to 

greater variability of table formats, as the authors become more creative in 

publishing tables. The lack of grid-like regularity in cell assembly and the use of 

table for holding un-related pieces of information together within a grid have made 

understanding of web tables a harder problem than tables in plain text. On the 

other hand, the table author is more adept in employing all kinds of visual cues to 

get across to the reader how the table contents should be understood. This is 

particularly so for tables which contain complex information. The traditional 

techniques in table understanding, for example, natural languages, ontology, and 

machine learning, have not taken full advantages of the visual cues that are 

embedded in the HTML text, to deal with web tables. The approach we have 

presented is customized for complex tables published on the web. 

New component model of table: Most of the models in the published literature are 

about the kinds of components of which the table is made up, and their geometric 

layout. Wang's model is one of the most popular ones. These general-purpose 

models are not well-suited for web tables that are analytic in nature, that is, 

statistical tables, which tend to be narrow and long. As a result, the table body is 
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normally segmented into sections, which, though all related, are potentially smaller 

tables by themselves when they are coupled with the column headers. 

Restoration of table as a multidimensional object: Despite of several references to 

table as a multidimensional object, there has not been any serious attempt to 

interpret the table contents so as to establish the table as a multidimensional 

object. While the restoration is interesting on its own right, its practical significance 

is far greater. With row and column headers classified into multiple hierarchies, 

the keywords related to time and measure dimensions are easily identified, which 

greatly facilitates further processing to recognize those keywords. 

Querying of statistical tables via OLAP systems: The main advantage of procuring a 

table as a multidimensional object is the ability to feed the table contents to an off- 

the-shelf OLAP system. With the contents in the OLAP system, not only one may 

be to query the table via a standard multidimensional query language like MDX, 

but also to integrate related tables together. With querying, one may transform the 

table into a format that is more suitable for the user. 

6.2 Future Directions 

This research confirms the viability of developing techniques for understanding a 

restricted class of the web tables. Also, we have shown in Chapter 5 that while our 

techniques work well for statistical tables, it fails to cope with other popular web tables 

that are different in format. As an alternative to pursuit of a general purpose table 

understanding technique that are able to cope with all types of web table, one may 

develop a method that may properly classify web tables, and apply appropriate table 

processing table algorithms. For example, the Table 5.1 is actually an aggregate of two 

tables. If this table is properly decomposed into two tables, then the table contents would 

be understood. In fact, our processing algorithm would generate a 5-dimensional table 
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object (Tour-Code, Valid, Class/Extension, AdultIChild, Price), where Price is the 

measure dimension. 

The more immediate task for us is the re-writing of the current system into a 

more modular system, where individual rules are more easily modified without affecting 

other rules. More tables from more countries should be analyzed, in order to validate 

our theoretical framework for processing web statistical tables. 

There is obvious advantage in applying linguistic processing in order to assist the 

recognition of measure dimension. We observed that the caption of the table, which is 

often located on top of or underneath the table, contains information that may be helpful 

in finding the measure dimension of the table. 
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