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Abstract 

Application of solenoid valve actuators in internal combustion engines can facilitate oper- 

ations such as variable valve timing for improved efficiency and emission. Unfortunately, 

smooth solenoid valve landing is hard to achieve due to limited control authority, limited 

bandwidth, and time varying disturbances. The resultant valve impact causes unacceptable 

noise and component wear on the engine. To solve this "soft seating" problem, the controller 

is further divided into approach and landing sub-controllers. The landing controller causes 

the valve to follow a smooth trajectory for a low-impact landing in the last portion of the 

valve flight. Before armature landing starts, the approach controller complements the land- 

ing control by setting a consistent initial condition for the landing trajectory. This thesis 

focuses on developing a cycle-adaptive approach controller that utilizes information from 

the repetitive operations of the engine valve. Additionally, a novel way of using induced 

voltages to identify disturbance pressure magnitudes is introduced. 

keywords: cam-less engine, valve soft-seating control, nelder mead algorithm, iterative 

learning algorithm, electron~agnetic devices, solenoids 

subject terms: automatic control, control theory, valves, actuators 



"People are like stained-glass windows. 

They sparkle and shine when the sun is out, 

but when the darkness sets in, 

their true beauty is revealed only if there is a light from within.!" 

- Elisabeth Kubler-ROSS 
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Chapter 1 

Introduction 

Flexible control of engine valve operation is a key contributor to performance of a modern 

engine. The following three examples illustrates this point: 1. Replacing the camshaft, 

which fixes valve timing with respect to the crankshaft, allows engine operation to be o p  

timized according to load and performance requirements [5]. 2. If valves can be selectively 

controlled, the unneeded cylinders can be selectively shutdown for fuel economy [6]. 3. 

One effective way to run an engine is in homogeneous charge compression ignition ( H C C I )  

mode, which provides an efficient and cleaner combustion, requires full control of the engine 

valves to help maintain conditions suitable for auto-ignition [7]. 

To accomplish such flexible valve control (also known as Variable Valve Timing, V V T ) ,  

many camshaft phase or lift altering mechanisms have been employed by various automotive 

companies. A brief search on variable valve timing results range from Alfa Romeo's "Twin 

Spark" [8] to Honda's "VTEC" [9] to Yamaha's "Variable Cam Timing" valve-train [lo]. 

However, the most flexible valve-trains are the ones that eliminate the camshaft altogether. 

While there are a few actuators that qualify for camless engine operation, in this thesis our 

focus is on the electro-magnetic solenoid actuator, which is energy-efficient and powerful, 

but requires a sophisticated control strategy to avoid large valve landing impacts and to 

obtain "soft landing". 

To solve the soft seating problem more effectively, the research undertak~n in a Simon 

Fraser University - University of Alberta joint project is separated into an approach portion 

and a landing portion. The approach control takes place in the first part of the valve motion 

and attempts to deliver consistent final conditions which are the initial conditions for the 

second part of the control - the landing control. This thesis develops an approach control 
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scheme that uses the information from previous cycles to tune the feedforward control input 

such that the conditions a t  the beginning of the landing trajectory are kept constant. 

In this opening chapter, the motivation behind development of the electromagnetic valve 

actuator is discussed. The first subsection talks about the benefits of variable valve actuator 

and homogeneous charge ignition and compression (HCCI). Then the structure and p r o p  

erties of electromagnetic valve ( E M V )  actuator itself are discussed along with the control 

problem associated with it. The chapter ends with a problem statement, and describes the 

thesis organization and my contributions in the thesis. 

1.1 Benefit of Variable Valve Timing 

By changing the timing of the engine intake and exhaust valves a t  different operating con- 

ditions, the engine can be optimized to achieve various objectives. Below are some, but not 

all the variable valve timing operations: 

0 Increase maximum power at high speed: If closing of the intake valve is delayed under 

high engine loads, the significant air-fuel momentum in the intake means that  even 

after the piston starts moving up, fresh air continues entering the combustion chamber 

instead of being pushed out [ll]. The result is better compression and more power. 

0 Improve engine efficiency a t  low speed: When the engine is under partial load, the 

intake valve would be closed early to  reduce the suction force needed to  bring the air in 

(pumping loss) [12]. In addition, because less air needs to be compressed, the engine 

generates less heat, and thus, the thermal efficiency is improved. These efficiency 

improvements translate into less fuel consumption at low engine loads. 

0 Reduce pollution using Exhaust Gas Recirculation ( E G R ) :  Traditionally, in order to  

reduce nitrogen-oxide (NOx) emissions generated from engines operating a t  high tem- 

peratures, EGR valves are placed in the engine to reduce the combustion temperature 

by recycling the exhaust back into the intake valve [13]. Variable valve actuation can 

remove the need for additional valves by regulating the overlaps between intake and 

exhaust valve openings or by closing the exhaust valve early [14]. 

0 Deactivate unneeded cylinders: Switching a few cylinders off during low engine loads in 

a conventional camshaft driven engine requires additional machinery. If the valves can 
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be controlled individually, then cylinder deactivation would be as simple as sending 

different electrical signals. This results in a higher effective load on the remaining 

cylinders with the potential for increased engine efficiency [15]. 

For more strategies of VVT, see the review and analysis article [16]. Note the process of 

EGR can also be used to  raise gas mixture temperature and cause auto ignition, which has 

many advantages over conventional spark or compression ignition methods when controlled 

properly. 

1.1.1 Homogenous Charge Compression Ignition 

Homogeneous charge compression ignition ( H C C I )  is a form of controlled auto ignition. 

In this mode of combustion, a homogenous fuel-air mixture enters the cylinder, and the 

combustion takes place through compression only; no spark or fuel injection is required. The 

mixture combusts more uniformly and at lower temperatures, which means less nitrogen 

oxide pollutant and no need for expensive exhaust treatment. Also, the mixture is very 

diluted and required fuel can be as much as 20 percent less compared to  the baseline spark 

ignition engine [7]. 

Manipulating intake and exhaust valve timing not only raises the temperature of the 

gas but can also change the composition and motion of the gas mixture. For example, 

delaying the intake valve opening can increase the intake flow rate. These additional tuning 

capabilities are paramount for the HCCI operation to  succeed [7]. 

1.2 The Electromagnetic Valve (EMV) Actuator 

The requirements for the engine gas exchange valve for automotive application are stringent: 

short travel time (4ms), forces capable of overcoming engine blow-down pressure, energy 

efficiency, and heat resistance. The various actuators that are considered for camshaft 

replacement currently includes hydraulic [17], rotary motor [18], piezoelectric type actuators 

[19], and electromagnetic solenoid actuators [20]. 

Out of all these choices, the solenoid valve actuator utilized in this thesis stands out 

because it can exert a high non-contacting force over a short distance. The actuator is 

simple to  construct and withstands the engine generated pressure and heat. The electro- 

mechanical actuator discussed here is manufactured by Telefunken Microelectronic GmbH 
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and it will be referred to as TEMIC in the rest of this thesis. The actuator is composed of 

two springs, two solenoids, and a shaft connecting a metal armature to a valve (see Figure 

1.1). Both springs are always set in compression such that, in equilibrium, the armature sits 

in the middle. No hydraulic lash adjuster is present in the experimental test-bench. Two 

coils are used as electromagnets to  attract the armature to one of the two ends across the 

total travel distance of 8mm. 

To initiate the actuator for valve operation, only the closer coil is energized. As a result, 

the armature is attracted from its detent middle position to  the top of the actuator (next 

to the closer coil). Since the armature is connected to the valve, this initialization closes 

the valve. To open the valve from this position, the current in the closer coil is drained 

to zero, causing the closer coil to stop holding the armature and allowing the armature to  

be pulled (by the springs) toward the opener magnet at the bottom. The opener magnet 

is then energized to attract and hold the armature to keep the valve open. During a valve 

closing event, the opposite occurs, and the armature travels from its initial position next to 

the opener coil to the closer coil at the top of the actuator. 

1.2.1 Challenges 

The challenge of the EMV controller design includes closed-loop bandwidth, non-linearity, 

robustness, and energy efficiency requirements. In order to meet the engine speed require- 

ment of at least 4000 to 5000 RPM, springs are tensioned to  250N/mm so that the transition 

time is 4ms. For such short durations, bandwidth suffers from the significant delays needed 

to convert input voltage to magnetic force. Non-linearity exists because magnetic force 

is roughly inversely proportional to the square of the gap between the coil and armature. 

When the armature is far away, the pulling force is negligible; on the other hand, when 

the armature is close to the coil, the pulling can be undesirably large. Finally, to meet the 

robustness requirement, the valve controller must guard against variations of both engine 

combustion pressure and actuator parameters. 
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Figure 1.1: Cross sectional view of the elect~omagnetic valve actuator (left) and the c o w -  
sponding schematic (right). Adopted from [l] with permission of the author. 
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Approach Landing 
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Figure 1.2: 1llustr.ation of control regions for the approach and landing c,ontl.ol: set,ting a 
consistent iliit.ial conclitions for the EMV landing control. 

1.3 The Approach Controller for the EMV Actuator 

The ultimate goal of the controller is to ensure the armature gently lands a t  one elicl of 

the a c t ~ a t ~ o r .  An impact speed less the O.lm/s is considered a.n effec,tive guard against 

excessive ~nechmical wear and noise ([21]-!23]). To achieve this goal, our reseilrch groiip 

further dividcd the controller for TEMIC into two portions. The take-off/approach controller 

operates at the beginning and the middle of the armature flight to compensate for energy 

shortfalls d t ~ e  to disturbance and provides a good initial condition for the end controller. 

The end cont~l.oller subsequently takes over for the rest of the valve travel and facilitates a 

soft lancling. In Figure 1.2,  the position 2.55mm is the transition point bet,weeri the two 

controllers. 

The superscript 7; and f stancl for initial and finnl, while subscripts appr and law1 stand for 

approach and lanclilig trajectory. In [24], a lancling controller using flatness-based control 

;~ssuming desired initial conditions ud and iCl was successfully designecl. The appl,oach c,on- 

troller devclopecl in this thesis aims complement. 1241 and compensate for t,he rlisturbances 
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taking place between -4mm t,o 2.55n11n. The god is t,o regulate t,he velocity and current a t  

s t w t  of the landing control are within a specific window. 

The valve position velocity plot shown in Figure 1.2 i l l~~s t ra tes  this approach by showing 

the effects of approach control. s,yrnl)olized by the dotted line connect,ing the disturbed 

tra..ject.ory back to the nominal t,rajectory. 

Note that  due to  the symn~etry of the solenoid actuator, the control for valve opening 

and closing are almost identical with the exception that exhaust. valve opening encounters 

larger. pressure distur1~anr.r~ fmni t.he engine. Consequently, most of t,he simulation and 

experiment in this thesis will he performed on valve closing w i t h o ~ ~ t  loss of generality. 

1.3.1 Cycle Adaptive Control 

Normal engine operation requires valves t.o open or close a t  between 10 to 100Hz; thus the 

electroniagnetic actuator is a highly repetitive system. Therefore, the information from the 

previous valve events can be utilized as the basis for feedforward control in the current valve 

event. This thesis Focuses on the cycle adaptive fwdforward approach control of the EMV 

actuator. The use of feedforwarcl control compensates for the small magnetic force at large 

airgap, while cyclical ada.ptation t,a.kes advantage of the repetitive nature of the engine valve 

operation. Note that  the cont.roller assumes the disturbance is n~uch  slower than the valve 

travel time (i.e., the residuals horn previous iterations can be used for current iteration). In 

reality, this assumption is not. always t~.ue,  especially in the case of' engine misfires. For the 

feed-forwa.rd controllers that a.ccomnlodates drastic pressure variations between firings, see 

[25] on disturbance-estimator based EMV approach control. 
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1.4 Problem Statement 

This thesis develops approach controllers which regu1at.e the velocity and current at. posi- 
1 tion ,Co,ppr (clefinctl in Figure 1.2) to  set values suihhle to begin landing control. Under 

the assunlptior~ that the dist,urbance dynamic is rnr~ch slower than the actuator spring dy- 

namic, the approach controller must be robust enough to handle engine disturbancc~s and 

the parameters vxiations in the actuator. Different, control schemes will be investigated for 

comparison pul.pose. All controllers investigated will be validated in simulation; then cle- 

pending on the siinulation results, some will be portcd to the TEMIC experimenta,l actuator 

test bench a t  a supply voltage of 42 volts. 

1.5 Thesis Contributions 

The main contribution of the thesis comes from developing the cycle-adaptive controller for 

EMV actuator approach control, but some interesting disturbance estimation rclsults are 

a.lso presentecl briefly. 

A novel nlethod to estimate in-cylinder prcssure disturbances is proposecl using the 

inducecl volt.age from the release coil of the EMV actuator. The known induced voltage 

and the pressure value is used to  develop an inverse model. Verifying the inverse model 

o~l t~put  using ~ e a l  induced voltage data  shows a good rnatch with the act~ial rneas~irecl 

pressure value. 

0 A trajecto~.y tracking iterative learning c,ont,l.oller is implemented in sirndation for 

approach control purpose. Unlike the existing EMV learning controller [23] and [ 2 ] ,  

the controller presented here requires no 1ineariza.tion. The  simulation result shows 

convergellce can be achieved if  the supply voltage is sufficiently high. 

A terminal iterative learning controller, which requires no trajectory tracking, is cle- 

velopecl and tested in simulation and experinlent. A nullspace gradient projection 

method is shown to help steer the controller coefficient evolution. 

A direct search controller, which is based on solving a nonlinear programming problem 

using the Nvlder Mead algorithm, is presented. The controller requires no trajectory 

traclting, allows greater freedom in defining t,l~e cost function, and can be constrair~ed 
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against input and state saturation. The  experimental result shows effective regula- 

tion of velocity ancl cmrent against unltnown actuator parameters vnriat,ions, step 

clisturbances, and ramp disturbauces, a t  t.he end of the approach control trajectory. 

1.6 Thesis Organization 

Benefits of the VVT and HCCI opert~tion on an engine, and how a.n EMV actuator is used 

t.o facilitate VVT, were cliscussecl in this chapter. An explanation was given as to why the 

soft landing problem of the EMV must be resolved before it can be relied upon for VVT 

operation. F'urther, readers were introduced to the idea of dividing the control algorithm into 

approach and landing sub-controllers. Finally, the chapter presented the problem statement, 

clesciibed the thesis organization, and outlined the contribution of this thesis. 

A literature review is provided in the second chapter. A brief discussion of the existing 

control schemes is presented: linear quadratic regulator, sliding mode, hybrid system, and 

H, controllers. Emphasis is placed on feed-forward approach controllers such as iterative 

learning ancl extreme seeking algorithms. The third chapter presents a clesc,ript,iori of the 

EMV actuator model. In particular, emphasis is pla.ced on how eddy currents and magnetic 

flux saturation is accorninodated in the model. In addition, a pressure clisturbance model 

along with an induced voltage pressure identification scheme is discussed. 

In Chapter Four, three different solutions to the approach control problem are given: 

the nonlinear iterative learning controll~r,  the terminal iterative learning controller, and the 

Nelder Mead direct-search controller. B-spline interpolation is also mentioned because it is 

applied in some of the controllers. Chapter, Five describes the physical experimental setup, 

which includes the TEMIC actuator itself, the dSpace controller board, current. prottsction 

circuit, the power supply and power electronics that run the actuator, ancl the sensors that 

provide position, voltage, and current feed back. 

Experimental results are presented in Chapter Six. The data from the actual test bench 

are presented, which includes experimental results For the terminal iterative learning con- 

troller ancl the Nelder-Mead direct search controller. The results from the Nelder Mead 

algorithm can be further divided into three groups: setpoint changes, temperature-related 

disturbances, and simulated pressure clisturbances. The last chapter is a summary of what 

was accornplishecl and the important insights gained during the research work. The thesis 

coacludrs with possible directions for future investigations. 
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Literature Review 

In this chapter, developn~ents relevant to solving t,he EMV valve soft-seating problems are 

reviewed. The discussion starts with a review of t,he existil~g publications on the electro- 

magnetic valve actuator model. The various existing contxol schemes are then presented. 

Because this thesis focuses on cycle adaptive cont~ol ,  morc detailed explanation and obser- 

vations are provided for cycle a.dapt.ive strategies such as iterative and extremum seeking 

control. 

2.1 EMV Actuator Model Development 

The EMV actuator was proposed as early as the 70s [26] and 80s [27]. As computiug 

capabilities improved, model development followecl suit. In 1990, [28! investigated a solenoid 

actuator with two springs. However, the actuator in [28] requires permanent magnets, which 

will demagnetize a t  high temperature [29], and thus is uns~~itable for engine valve operation. 

The most difficult aspects of EMV actmtor rnocleling are the various nonlinear electre 

magnetic effects such as eddy currents, material saturat,ion, and fringing; hence, n111ch of 

the work focuses on t,his area. To account for these phel~onlena, t.he finite element method 

(FEM) is frequently applied [30, 311. However, due to the con~putational complexity of 

the FEM, some publications attempt to model and design better electromagnetic actuators 

with methods such as electric-equivalent-network [:32], reluctance network [33], and magnetic 

coupling network [34] . 

For EMV actuators in camless engine applimtions, the modeling effort by [35], [20], 

and [36] are significant. The authors in [35] presented an a r d y t i c  EMV model based on a 
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mass-spring oscillator system ancl a magnetic system that is divided into lii~ear and saturated 

regions. Tlieir subsequent work 1371 points out the specific difficulties involved with the EMV 

arnlatllre soft landing: inherent instability, low control authority, and liriiited bandwidth. 

[37] also tlcnionstrated that open-loop contr.ol is riot feasible, and showcnsc?tl n clriick EMV 

arrnatu1.e-release scheme using voltage revrrw polarity. Additionally, [3GJ cor~t~ai~ls a model of 

the EMV actuator with the switching power converter taking comnlancl from an autonmt~ive 

engine control unit (ECU). Also, [20] set out to determine the specifications rcquirecl for a 

sr~cccssfr~l EMV deployment in the engine, which includes the requirement for measurement 

sensors as well as the actuator itself. [20] stated that an actuator riiust be built to withstand 

-40•‹C I:o 1 W C  with a travel time of 3 - 3 ms and compatible with a 42 volt power supply. 

By analyzing the linearized plant a t  various operating points and finding the location of 

unstable poles, [20] concluded that  a minimum sensor sampling rate of 7.5 khz and sensor 

accuracy of 10 pm are necesswy. 

More rcmccntly, [.?I] presented a lump paran~et~er rnodel that incorporates lookup tables 

with FI<.\4 results for improved nloclel accuracy ancl conlputationd efficiency. Also in [3S], 

various iiirasuren~ent feedback schemes were investigated it was determined that the combi- 

nation of position and flux feedback were most suitable. In 1391, the authors used a hybrid 

system method to model the EMV actuator and convert the soft-seating problem int,o a 

valve profile r.eg~~lation problem. 

2.2 Existing Control and 0 bservat ion Schemes 

Since the nlilleriniunl, a t  least two dozen reports related to the valve sof't-seating con- 

troller have been published, covering varior~s control strategies such as sensorless [22]; linear 

quadratic rcgulator ( L Q R )  [40], sliding mode [41], control Lyapunov function (CLF)  [K?], 

and flatness-based control [24]. In  addition, cyclic adaptive controllers such as repetitive 

learning [,I:?], iterative lea,rning [2], and ext,reniun~ seeking [3] have been employed. The 

folloiving subsections provide brief explanations of thew works. 

2.2.1 Sensorless control 

The tcrrrl .'se.risorless control", was coined by the authors in [22] in 2000 to irlclicat,e an EMV 

controllc~, t , l i ~ t  llses only current measurement instead of the expensive position measurement 

selisor. I11 1221. they proposed soch a controller based on the following relat,ionship between 
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t.he elect.rical and mechanical s h t e  of the actuator: 

The  terms U,-,[ , i ,  v ,  d refer. to coil voltage, coil current, a.rmat.nre velocity, and a.rmature 

nirgap, while the rest of the terms are fixed coefficients. If the voltage is reduced to zero 

and the airgap is small, 1 >> kod, the ratio of current and current derivative corresponds to 

the ratio between velocity and posit.ion: 

If the control keeps the ratio $ i / z  constant, then the ratio of velocity and airgap is the 

same as the airgap reduces to zero. Subsequently, the armature velocity is reduced during 

hnding. Butznlann et al. reported an impressive result of average O.lm/s impact velocity 

over 5000 iterations under laboratory conditions and an average of 0.2-.0.3m/s in x t u a l  

engine operations. In 2003, the robustness of the sensorless control scheme is improved by 

Gunselmann and Melbert with t,lie addit,ion of' take-off and approach control schen~es [44]. 

For take-off, they pointed out the indaced voltage in the release coil can be used to  detect 

disturbances. In addition, during the middle of the arnlature swing (also known as the 

approach stage), the currcnt is allowed to increase freely until a specific current derivatii~e 

is detected, and thus compensates for the disturbance. 

Sensorless control strategies a.rc cost efficient and cotnp~~tational.ly efficient. The main 

issue with the two sensorless control approaches is that they are her~ristic rather than ana- 

lytic. While feedback methods are identified, the dehi ls  are lacking. For example, what is 

the current derivative value used to switch the approach control into Ov mode? What is the 

exact mechanism conlpensating for the take-off disturbance detected from induced voltage'? 

Are there nlathematical convergence analysis for landing velocity reduct,ion in finite tirne? 

2.2.2 Frequency-based linear control 

Another way to facilitate soft-landing control is to linearize the EMV actuator dynamics 

and utilize the existing linear control strategies. The authors in [43] applied frequency 

domain system identification to find a voltage to position tmnsfer fur~ction and then applied 

tt proportional derivative (PD) controller for stabilization. Trajectory tracking is a.chieved 

through cyclic adaption of the kedforwarcl input using repetitive learning control. They 
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reported satisfa.ctory impact velocities but slow transition time of 10ms: 

repetitive controller u f  f , j+l(k)  = Q ( ~ t j ~ j ( k )  + k p  . M e j ( k ) )  (2.4) 

where Gc(s) is the controller transfer function and u,~,;+I(k) is the feedforward input a t  

sampling moment k: of the iteration j + 1. ej(k) is the tracking error and the rest of the 

coefficients are controller gains. 

Subsequent papers by the same authors in 2002 and 2003 replaced P D  control with linear 

quadratic regulato~ (LQR) control [40] and includccl the mh:tnced plant moclel to reflect 

saturation in short air gaps [23]. The LQR uses the lines model described as: 

i ( t )  = A x ( t )  + Bu(t) .  and y( t )  = C'.c( t )  (2.5) 

The cost function weights the energy expenditure and the nwcl to reduce the states z ( t ) ,  

armature position, arid velocity, to zero: 

The solution for minimized J can be found in the following ( P  matrix is the solution to the 

algcbraic Riccati's ecluation[45]): 

LQR control input u( t )  = -R- ' BTP.z(t)  ( 2 . 7 )  

algebraic Riccati's equation ATp + PA - PRR-' B ~ P  + Q = 0 (2.8) 

Their controller in [23] improved the transition time to 5n1s, but the armature in~pact~s are 

listed with an average of 0.278m/s, which is still above O.l/nis. 

2.2.3 Operating point based linear control 

Another way to implement the linear controller is through ecpilibri~m-point-based lineariza- 

tion. In 2002, [46] separated the system into two subsvstenis based on far and close equi- 

librium points. After linearizing the system a t  the equilibrium points, both linear models 

have the same fornl: 
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The fm, model, which runs between l n m  to 8mn.1 airgap, is used to  cons t ,~ ,u~t  a flrls ini- 

tialization controller, a.n LQR controller with feedback gains that  penalize deviat,ioii From 

nominal catching current and overcome the low bandwidth problem. Another LQR c.on- 

troller IISPS the near. model to bring the syst,ern to the equilibrium point which req~~ires  

airgap and velocity to be zero. The results for the experiment in [/&I is a mean value of 

0.16m/s a t  an werage transition time of 3.42111s using a 200 volt power supply. 

2.2.4 Sliding mode sensorless control 

The aot,hor in [47] and [4l ]  presented a controller which uses sliding mode r~~et~l~oclology to 

estimate t.he unmeasured states and to following a landing trajectory. He utilized a sliding 

mode observer that uses only current measurement t o  estimate both position and velocity: 

Tlie values +, &, X are position, velocity, hnd flux estimates. sl m d  s;! are errors bet,ween 

measurements arid expected current values of the two coils. The slicling mode obsewer gains 

a.re the MI to h'i6, while the rest of the symbols are related t o  the EMV system model. To 

show convergence, (411 defined a positive definite Lyapunov function: 

The gains bi l l  to A/16 can be chosen such that 

A positive definite Lyapt~nov function wit,h a. negative definite derivative means t,hc error 

will converge to zero in finite time; therefore the sensorless observer in 1411 cui  cletennine 

the position and velocity variables with only current n~easurements. 

To track a desired trajectory, the sliding mode controller reformulates the system dy- 

namic eqr~atiori so that the tracking errors ( a t d  their derivatives) are the statme vari;l~l>les: 
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A sliclirig mode equilibrinrn manifold, a l ,  for t,tie uppel landing tra,jectory is defined as 

where the variables cl to cs are weighting coefficients. To prove convergence of the tracking 

error, the Lyapnnov function is again applied: 

1 ,  V u ( q )  1 -0, 01 
2 

(2.15) 

A sliding mode voltage controller, V,,, is preseritecl in the follo.~ving form that enahles a 

negative definite Lyapunov function time deriv A t '  ~ v e .  

V,, = -U,,sign(al) 

U, is chosen such that i/,,(al) < 0 (2.16) 

The experimental result in [41] shows a mixed range of impact velocities from 0.35m/s to 

0.05m/s a t  a slow valve opening/closing time of 20n1s. The inconsistency seems to be due 

to a lack of proper approach control (only tuned open-loop was used) against disturbances. 

For example, [41] stated spring pre-compression changes a fkr  several high frequency cycles, 

which can contribute to the inconsistency of the valve performance. 

2.2.5 Control Lyapunov function based control 

[48) and [42] present a feedback controller for the EMV actuator utilizing the control Lya- 

punov function. In  addition to soft-landing, the controller can perform variable valve lift 

(VVL), a technique beneficial to the HCCI operation [7 ] .  The ENV model of 1481 is formu- 

lated in the following manner: 
dz - 
d t  

= f (x)  + y(x),u 

where x is the state vector (position, velocity, and flux), t is time, and 21 is voltage input. 

The control utilizes Sontag's feedback [49]: 

The  variables L,V and L f V  are the Lie derivative of the control Lyapunov function V ( x ) :  

dV tLV 
( x )  = ( x )  and LqV(x) = - g ( x )  dx 
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This defines the control Lyapunov furiction (CLF) candidate as, 

where the mat,ris P is the solution to algebraic Riccati equation, 

with A and B as the linearized EI\W syst,ern matrices with the operating point at  the 

origin. At this point, [42] draws a parallel with LQR in which the m a t ~ i x  Q is defined 

as part of the cost function similar to  Eq. 2.6. Compared to the LQR, 1-12] showed that 

CLF perfornls bet,ter during transient conditiorls. Overall, the CLF controller results in 

0.1-0.21n/s landing impact and demonstrates armature levitation as close as Irnm away 

from the ca.tching coils. However, the power supply used in the experiments is a 200v power 

supply instead of a 42 volt power supply. 

2.2.6 Feedback linearization based control 

1501 lists a proportional integral (PI) controller over an exact-feedback linearized EMV 
actuator. model. The linearized system use magnetic forc,e as input: 

where Ad, B, K ,  I a1.e mass, damping constant, spring constant, and coil crlrrerlt. The 

magnetic force f, is determined by current and position x.  The linearized input f, = f, 

are chosen as 

where ( = x - .ud and B, I? are tuning variables. Because of the above control input, the 

close-loop tracking error dynamics is reduced to 

The rest is sirnply to choose il?l and B so that the differential equation above driws the 

error to zero. In [SO], a disturbance estimator and compensator is also prrscnted. However, 

no evidence of' the est,irnator actually being implemented is shown, and no impact velocity 

statistics from t,lw feedback-linearized PD controller me available. 
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2.2.7 Flatness based control 

The work in [I] and [24] presentes a f la tn~ss-  I h i l d  landing controller for the l.:MV a c t ~ ~ a t o r .  

To utilizc. the flatness property of the EhIV system, the authors first showecl that all the 

st,ates call be expressed as a function of the position nieas~~rernent and its first and second 

orde~ .  clelivatives. The input, V ,  can t11~1s Ix: w i t k n  as 

where A ( y ,  l;) and F(:y,i,) represents nlcc hmica.1 and magnetic forces, i, and y are the 

rnexrrretl posit,ion and current, and R, is t l~r '  coil resistance. The triple delivative term y(:3) 

in Eg. 2.24 can be replaced to achieve c lo sc~  loop linear error dynamics 

p = (3 )  - 1 - y d  c2y - I;,y - key wheue 6 = y - yd ( 2 . 25 )  

Substituting Eq. 2.25 into Eq. 2.24, the close loop error dynamics is 

Select,ing coefficients ko t o  k2 to  diminish t,he error over time achieves tracking and snlooth 

landing. Soon's result shows an average of O.lrn/s impact velocity using :i 12 volt power 

supply. 

The authors in [25] employed a similal flatness-based end controller. To improve ro- 

bustness. a disturbance estimator and n Lcctl-forward controller is used to compensate for 

the energy lost before the landing tra,ject,ory starts. The disturbance prvssu1.e is estirnatecl 

using a nonlinear observer and the work clotie by the disturbance over the dista.nce, 7 r 1 , , ,  is 

dete~.rnined to he: 

where 7 is the estimated initial pressuue. L is the armature position and cl to are curve 

fitting constants. To compensate for the work done by the disturbance, the catching coil 

delivers work, CVd(L),  in the following fashion: 

where ( L  - : E , ~ , . , ~ , )  is the air gap to the cat,r:hing coil. Note that this traject01.y is chosen to 

allow the force to be compensated after the almat,ure has swung pass the nliddle point. The 

magnetic co-energy equation is then applied t,o convert desired work into desired current to 

be ~~sec l  fo~.  feed-forward current control. 
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2.3  Existing Cycle Adaptive Control Schemes 

This thesis focuses on a cycle adaptive strategy to implement the EMV fwriforward con- 

troller (i.e., applying the error information from previous iterations to allow better decision 

making in the current iteration). Consequently, reviewing of controllers based on the same 

principle is of great importance. The author believes two puhlicat,ions a.re most significant: 

the iterative learning controllel. 121 arid the extremum seeking cont~.oller [3] : bot,h of which 

are published by the same rcsrarch group in University of Michigan. In  order to  gain more 

insight about these cycle-adaptive controllers, the author of this thesis has simulated both 

syst,erns using the available i~iiormation in [2] and [3]. Using t,l~cse simulation results, the 

effectiveness of the approack1c.s are analyzed. Due to its similarity with iterative learning 

corit.rol and the lack of detailed information, the repetitive learning controller in [43] is not 

sim~~latecl. 

2.3.1 Iterative learning control 

In [21, an LQR controller based on a system model linearized around an equilibrium point 

is used to  track a. desired smooth landing trajectory for the last 0.25n1m air gap. For the 

rest OF the trajectory (i.e. between Srnm to  0.25mm a,irgap), a Feedforward voltage ur tuned 

by an iterative learning controller (ILC) is used. In addition t o  h~cdforward voltage, input 

to the LQR controller, y,., is also tuned by ILC such that the trajectory tracking error is 

redwed as iteration increascs. 

In [2], the sampling index at  0.25 mm airgap is denoted as n ~ b .  The inputs cornputed 

From t,he ILC controller consist of I L ~  and y,. at different sample tiuie: 

The  ILC ou tp l~ t  is the measured t,riljectory after n f b :  for a total number of N samples. 

T 
7Lib  + 11 . . . Y [ ~ L , ~  + N ]  ] (2.30) 
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As a result, the ILC linear model in [2] contains different numbers of inputs arid o ~ ~ t p u t s  in 

contrast to the mainstream even - i r i pu t , / o~~ t l~~~ t  ILC iniplementations su~.veyerl by [5  11 and 

1.521. The mat.ris that relates input to ou tp l~ t  can be further divided into P', which converts 

the feedforward voltage into the posibioti a t  n j b ,  and Pyr, which is the convolution matrix 

of the LQR controller with respect to reference trajectory: 

The iterat,ive learning controller is essetitiall,~ an integrator. The weighted input and euor  

from iteration I; are added together to c o ~ ~ ~ p u t e  the input for iteration X: + 1: 

In case of 121, the weighting rnatricos are defined by S R ~ \ , R ~  and E = I\~L', where the 

orthonormal matrices, E and L; come from the singular value decon~position of the system 

matrix P in equation 2.31: 

R R E R " " ~ "  and L E R ~ ~ "  (2.33) 

where C is an  N x N diagonal matrix with diagonal entries, a0 > ai > 0. The ~vork in [2j 

demonstrates that by choosing the ILC diagonal weighting matrices S and E, with diagonal 

entries, s, = 1, P ,  = aOVi E [ O ,  1V - 11 and .s, = OVi E [ X ,  ]\/I - 11, the computecl i n p ~ ~ t  

becomes the product of the pseudo-inverse matrix of P and the desired trajectory, y ,~ ,  
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0.05 
0 20 40 60 0 20 40 60 

1 4.55- 

number of iteralions number of iterations 

Figure 2.1: Armature impact velocity and iteration time versus iterations under ILC control: 
sirnulation using a,vahble data from [2]. 
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ILC: lraleclory 

desired landing lrajeclory 

4 4 5 
time in seconds 

Figure 2.2: Evolution of armature landing trajectory under ILC control: tracking im1)roves 
as iteration increases. 
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Simula t ion  resul t  

The work in [2] reported the ability to maintain a soft landing impact velocity of 0.04 ni/s a t  

an average transition time of 3.9111s. The author's simulation resrdt shows impact velocity 

and time in Figure 2.1. Also, the evolution of the landing trajectory is available in Figure 

2.2.  One can see that the actual t,rajectory matches more closely wit,h the desired trajectory 

as the number of iterations increase. The simulated result affirms the result in [2], but it 

0 1'3'311es: also exposes the followin, '. .. 

The duration of the valvc travel changes, so the sample size of matrices change. The 

linear model becomes ir~a,clequate if the back pressure changes. 

Since armature bouncing is not inodeled, the ILC c,ontroller will have problenls dis- 

tinguishing what can be learned and what must be avoided. 

Because the coil magnets in the EMV system can only pull the armature, the braking 

is only achieved through spring forces. The desired trajectory in the ILC may cause 

a problem i f  it requires armature braking beyond what the spring can allow. This 

problem is compounded by the integrative nature of the ILC. 

The trajectory tracking only takes place a t  the last 0.25rnrn in the overall Smrn of 

armature travel. Perhaps better modeling of the system (as opposed to Eq. 2.31) can 

a.llow tracking over a longer distance a.nd can improve robustness. 

2.3.2 Extremum seeking control 

In 131, the extremunl seeking stl.ategy is used to tune one parameter of a nonlinear controller 

of the following form: 

where 21, .u, and 2 are total arrnatr~re travel, velocity, and airgap respectively, while the rest 

are controller parameters. Eq. 2.35 contains insight into the EMV system: the second term; 

s, ensures that large input are only applied a t  small airgap to ensure effective energy rlse 

and to combat the large inductance a t  the small airgap. The first term, s v ,  is a nonlinear 

damping gain to shape the force usage. Most importantly, the pi~rameter /3 shapes t,he 
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tl.ansition of the second twm from smdl  to large and is t,r~necl by t,he extrenlum seeking 

cycle-adaptive controller. 

To understand extremum seeking control, one must. untiel,stand t,he theorem of averaging 

[53] first. IF given a system of the form: 

where f ( t , x ,  E) is srnooth and periodic with a period T ,  then a is close to its average za,, 

The dynamics of the extremum seeking controller uses a sir~usoidal input excitatiou to take 

advantage of the averaxing theorem over a static nonlinearity, Q[.r t usin(wt)]. The dynamic 

of the parmleter, x, is designed to be 

d s  
- = Q[LG + as in (wt ) ]~~s in (u t )  (2.38) 
dt 

To convert Eq. 2.38 int,o the form of Eq. 2.36, define T - c ~ t  and ?(T) = ~ ( T / w )  

Applying the averaging theorem results in Eq. 2.37, 

The above result is significant because it implies that the extrein~lm of Q happens when 

the average of the variable s stops changing. Since the i,,. can only be stable if 9 < 0, 
d:r - 

then the equilibrium 2,,, is a.lso a local nlaximum of Q. To seek a minimum instead of a 

maximum, replace the integrat,or sign with -1. In the ca5e of the EMV actuator control in 

[31, the static nonlinearity, Q, is related to  the va.lve impact noise, S,,,,[k], detected by 

microphone. 

The discretized extreme seeking excitation input is added to ,O in Eq. 2.35: 

where AT is the sampling period, w = n / (AT)  and 4 = 7 i /2  
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Simulat ion result 

In Figure 2.3, the author's sinlulated extremum seeking controller produces a similar trend 

for impact velocity reduction as in [3]. Also; as described by [3], the methocl is simple to 

inlplement and the convergence speed is reasonable. However, one issue beconic-s obvious: 

tuning one vxiable is not enough to facilihte a landing speed of less than O.lrn/s. Eq. 

2.35 has four variables and changing only one does not provide enough flexibility. Further 

investigations on extremum seeking control reveal that multiple parameter tnning is available 

only on a linear plant and a t  a recl~~cecl corwergence rate, depending on the nr~nihcr of 

variables tuned (54). 

impact veloc~ty V.S. iteration 

--- exicitation a=0.01 

0.095 
0 20 40 60 80 100 

number of iterations 

Figure 2.3: Arnla.ture landing velocity versus iterations under extremum seeking control: 
simulation using available data  from [3]. 
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2.4 Summary 

In this chapter, the important publications on modeling and control of the electro-magnetic 

valve actuator were presented. The modeling section included modeling work for magnet,ic 

force generation and for applied valve control. The feedback control section included sen- 

sorless, various linearization-based, CLF based, sliding mode, and flatness-based controllers. 

Last: but not least, two cycle-adaptive controllers (iterative 1ea.rning and extremum seek- 

ing) were introduced, simulated, and analyzed for their pros and cons. Table 2.1 lists the 

publications covered in the chapter.. 

The approach controllers developed in this thesis complements the 1a.nding controllers in 

Ta.ble 
Contributor 

Ch. Gunselmann and J.  
Melbert [44] 
C. Tai and T. Tsao (231 
W. Hoffrnann and K .  
Peterson and A. G. Ste- 
fanopoulou [2] 
K. Peterson and A. L. 
Stefanopoulou [3] 
P. Eya.bi and G. Wash- 
ington [41] 
K .  S. Peterson and J .  
W. Grizzle and A. G. 
Stefanopoulou 1421 
S.K. Chung and C.R. 
Koch and A.F. Lynch 

P41 
R. R. ChIadny and C. 
R. Koch [25] 

1241 or [41] and are based on cycle aclaption similar to [23 and [3]. Since this thesis aims to 

improve upon the pe~formance of the existing cycle-adaptive controllers for approach control, 

2.1: Various EMV contr.01 
Approach control 
/cycle-adaphtion 
landing current level 
adaptation 
repetitive learning 
iterative learning 

extremum seeking 

tuned open-loop 

N.A. (extren~nni seek- 
ing is used in Peterson's 
thesis [48]) 
tuned open-loop 

estimated energy-based 
feedforward compensa- 
tion 

the issues identified (such as limitation on model, saturation: and parameter tuning) will be 

scli~mes 
Landing 

quotient observation 

frequency identified LQR 
equilibrium-linea.r.ized LQR, 

nonlinear feedback 

sliding mode tmcking: 

control Lyapunov function 

Hatncss-based tracking 

flatness-based tracking 

addressed in the following chapters based on the author's owii controllers. 



Chapter 3 

Actuator Model and Disturbance 

Estimation 

The model  used for simulating the ERN actuator, developed ljy Soon Chung From the 

University of Alberta [I], is presented in this section. In addition to the actuator model, 

thc tlist.urhance model, which depends only on position and initial clisturbnnce, is discussed. 

Lastly, a promising disturbance pressure estimation, based on induced voltage observations, 

is introduced and verified against various pressure data sets. 

3.1 TEMIC Actuator Model 

Ryan Chlancly and Soon Chung from the University of Alberta have developed the model for 

the TI<:MIC actuator. The work in Chlandy's master thesis [4] established the finite element 

rnoclel-based lookup table and verified it against experimental data  from thc >ITS actuator 

loadilig machine. In Chung's master thesis Illj he further sinlplifies, Chladny's nlodel into 

a lrirnp parameter model, which is suitable for control system development purpose. The 

nlodel discussed in this section is taken directly from Chung's thesis (11. 

3.1.1 Linear mechanical model 

The EhIV actuator is basically a mass-spring-damper system with a non-linear magnetic 

applied force. Therefore, the mass-spring-damper portion is easily writ,ten as a second order 
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linear differential equation: 

where x is the al.rnature position, F,,, is the magnetic force, and i,. is the coil current. The 

rest are coefficients defined as 

Spring constant K, = 250.981V/~mm 

Danlping constant R = 12.75Xs/.m 

Mass nz = 0.2Skg 

3.1.2 Current to  magnetic force model 

The model for magnetic force generation is muc,h more complicated. Not only is the magnetic 

force nonlinear (roughly proportional to  inverse distmce squared), the effect of magnetic flux 

saturation and eddy current must be accounted for. The following function characterizes 

the current, i,, to  magnetic flux, A(x, i,), relationship: 

where A, is the mcuimum saturated fliuc, and the function, f(s), is fitted to describe satu- 

ration and parameterized as the following: 

A ,  = 0.076Wb and Cl = 2 . 3 2 ~ - ~ r n r n / ~  

C2 = 4.04mm and C3 = 4 . 1 8 e - ~ ~ - '  

To determine the force through the availablc flux, co-energy an:~lysis is applied. First the 

flux is integrated with respect to the coil current, i,, t o  find the co-energy, I/VC(x, i,): 

The derivative of the co-elielgy with respect to distance is the magnetic Force. The final 

expression of the magnetic force is derived by substituting in the flux equation (Eq. 3.2): 

where ,f'(.z.) is derivative of f ( . c )  with respect to z. 
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3.1.3 Voltage-current Model 

The basic form of the voltage-current model is an RL circuit,. For a more accurate model 

of the valvetrain, the current, i, is separated into two pwts: coil current and ecldy current. 

The input, voltage contributes to the coil current i,, which generates flux X(x,i,), and 

eddy current, ie, which converts energy into heat. On top of the coil resistance, R,, the 

eddy current has its own dynamics which involves a second branch of resistance, R,(x, i,) , 
arid inductanc,e, L,(z:,i,). The expressions of the voltage-current model are given in the 

following: 

d 
= R,i + -X(x, i,) 

d t  

,irf ( X I  
- - f ' ( z )  

[Uc - Rc[ic -+ l C j !  - - 
Xsf (x) f (x) 2'11 

3.1.4 Complete EMV model 

By combining all the models described in section 3.1.1 to 3.1.3, the conlplete model from 

the input voltage to the output position measrlrement can be assemblecl: 

Unfortnnately, R,(s,i,) and L,(x,iC) are highly con~plex clue t,o their dependence on the 

position and current state. In the rest of the thesis, the eddy current is treated a s  a 

clisturba.nce rather than as part of the system dynamic. 
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3.1.5 Challenges for control 

The complete model captures the three niajor cliffic~dties associated with the effective control 

of the EMV act,i~ator. 

I. The actuator can only act in one direction (i.e., it contains no braking capability). 

So once the velocity is too high, there is 110 way to slow down the actuator with the 

catching coil. 

2. The magnitude of nlagnetic force is strongly dependent on position. It. is roughly 

inversely proportional to the armature-valve gap distance squared. So i f  the a m a t . ~ ~ r e  

is far awa,y from the catching coil, the systern suffers from low control authority. Figrue 

3.1 illustrates the force curve with respect t,o distance. 

3. Before changing the magnitude of the p~dling force in the actuator, the current in 

the coils nlust be changed. Unfortunately, the combination of stiff spring and system 

inductance in t,he EMV means that the current rise time is significant. To rnillce 

matters worse, the system contains a phenomenon in which the closer t,he arn~at.nre 

is to the catching coil, the harder it is to raise the current. Figure 3.2 illustrates this 

problem. It is a plot of the current derivative (Eq. 3.13) with respect to position while 

voltage and current are held const,ant. The n~ultiple lines shows that the increasing 

armature velocity. results in a slower ir~~rc>irsc in the current near t,he end of the valve 

flight. 
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spring force and magnetic force vs position 

Fmaa under increasing 

current from 6 to 18 A 

v~ 0 5  1 1 5  2  2.5 3 3.5 4 
position in meters 10.' 

Figtlre 3.1: Force exerted from closer/upper electromagnet versus armature position. The  
fi-,rc:e input drops off sharply with distmce. (Simulated using Eq. 3.5) 
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dVdl with respect lo position and velocity 
(fixed current at 10A and inpul voltage at 2hol l )  

3.5 r 

I ,  
-4 -3 -2 -1 0 1 2 3 4  

position in meters 1 o - ~  

Figure 3.2: Time derivative of coil current versus armature position. The ability to raise 
current using the same voltage reduces as air gap distance clecreascs. 
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3.1.6 Pressure disturbance model 

The n~ajor  disturbance to the EMV actuator c ,oni t~ from the engine back pressure. Diwing 

an exhallst valve opening, the actuat,or works against the pressure force inside the combus- 

tion chamber. According t,o the pressure experiment data gatheredl(see Figure 3.3), t,he 

disturbance pressure during the actuator's opening operation can be approximated reason- 

ably by a model that depends only on position and initial pressllre magnitude. The evidence 

of this is in Figure 3.4, in which all six normalized force-versus-position trajectories falls 

onto one single curve. From this curve, the disturbance model is determined: 

The parameterj Aa,,, is the initial gauge back prt-ssllre va111e in atmosphere air pressure 

(bar),  while pm, g,,, and r.,, are curve fitting coefficierlts. By knowing A,,,,, one can reason- 

ably predict the subsequent force by using the armature position. This approach simplifies 

the disturbance estimation process. 

 his srt of data is fi I-st referred to by Quong's c e o p  report j5.l). However, the actual experimental work 
1s done by Melretles Benz in Gelmany befo~e Quong's wad<. 
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Measured Cylinder Pressure for 0 to Full load 
I 

0 1 2 3 4 5 6 7 8 
position in meters 10-' 

Figure 3.3: Engine cylinder back pressure versus armature position with back pressure 
varying fro111 0 to 6 bars. 
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J 

- 1 0 1 2 3 4 5 6 7 8  
position In meters 

Figure 3.4: Normalized engine cylinder back pressure versus armature position with hack 
pressure varying from 0 to 6 bars. All normalized pressure v.s. position trajectories fall 
onto the same curve with the exception of zero curve, which can't be normalized. 
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Release Coil Vollage 
2 0 r = ,  

0 0 5  1 1 5  2 2 5  3 3 5  4 4 5  
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Figure 3.5: Release coil voltage v.s. time curves during the armature flight under 0 to 6 
bars of engine back pressure. 

3.2 Estimating Pressure Disturbance Via Release Coil Volt- 

age Measurement 

Determining the disturbance pressure can be xhievecl through processing the measured 

position (e.g., [55] and [56]). However, estimating pressure using position measi~ren~ents can 

be difficult because posit,ion change is largely determined by spring force. An alternative 

would be to use release coil induced voltage as the input measurement.. In 2003, Gunselmann 

and Melbert [44] observed tha.t. the release coil, when switched to open, will have an induced 

voltage at the beginning of t,he armature movement. They stated that the iriduced voltage 

is caused by the fast flux decrease in the release coil as the coil currerit is driven down to 

zero quickly by the power t,ransistors. However, [44] does not provide the details on how 

pressure can be cleterminecl fl.orn induced voltage. 

The experimental data  (Figure 3.5) available to the author shows similarity with the 

induced voltage data from [4 11. Therefore, an attempt is made to estimate pressure data  

using the induced release coil voltage with inverse model identification. 
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3.2.1 Pressure estimation though inverse model identification 

In the EMV actuator, rnotion of the coil causes an induced voltage. Since the cylinder 

pressure changes the motion, a different induced voltage can be detected. Cylinder pressure 

is the cause of induced voltage; thus, the pl.essure is the input, and the voltage is the 

output. Using the release coil voltage measurement t.o determine the initial disturbance 

pressure requires the opposite. During the identification procedure, seven sets of pressure 

and induced volta.ge experimental data  (shown in Fignre 3.6)  are used as inputs and outputs 

of the inverse model. The data sets represent zero to six times of the atmospheric prclssure 

(0 to 6 bazs). These seven data sets are separated into working arid validation sets. The 

working set is used to identify the inverse model. Then t,he induced voltage data  from the 

validation set is fed into the inverse model to test whether t,he output from the identified 

model matches with the actual values. 

System identification using Matlab is applied to deteunine an inverse model that can 

take the coil voltage as the input and produce a pressure est,imate as the output. The 

working da.ta used in identification are taken from the experimental data  with a. 3 bar 

pressure input. In Figure 3.6, the data starts from lrns to the time that the voltage reaches 

its most negative point. The reason for starting a t  lms  is that all the coil voltages follows 

the same path (seen in Figure 3.5) before lms. The input/uutput data sets terminate not 

a t  a set time, but a t  a clistance 0.3nlnl away from the release coil. 

The experimental data  set can be fitted to various models (frequency-based, state-space, 

polynomial, etc) in the Matlab model identification toolbox. The process model, P2, is 

chosen here because it provides best match between actual and model outputs. P2 stands 

for a second order transfer function with no dead time. I\/latlal~ identifies the P2 model from 

the working da ta  as 

Tpl = 3278.9 and Tp2 - 0.004446 

Testing the identified inverse model on the validatior~ data  produces excellent results. 

Figure 3.8 shows the model output for the verification dtlta sets (the induced voltage and 

pressure pairs for bar 0, 1, 2, 4, 5, and 6). Note the jagged edges of the experimental data 

3.8 are simply measurement noises. Also note that the pressure values listed are 1 bar above 



CHAPTER 3. A CTTJATOR MODEL AND DISTURBANCE ESTIiVIATION 

Apphed Pressure 

I 
0 50 100 150 200 

time in 16 micro seconds 
Induced Voltage 

-40 
0 50 100 150 200 

time in 16 microsecondds 

Figure 3.6: The input (release coil voltage) and output (known cylinder pressure) data sets 
for identifying and validating the inverse model used for pressure disturbance estirnatior~. 
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Figure 3.7: Arnlature position and induced voltage versus time. Inverse model illput is 
available before t,he armature takes flight. 
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the disturbance because the a tn iosphe~ i~  pressure. For example, at zero bar disturbance, 

the measurement reads 1 bar due to atniospheric pressure. The estinmted pressure data  

hot11 the inverse niodel are wi th in  0.025 bar of t h e  ac tua l  pressure.  

Wide the process model produces the s~nallest prediction error, various other models 

wit,h different orders have been tested. These resultant models can be examined through 

their impulse or frequency response, locilt.ion of poles and zeros, correlation analysis of the 

residuals, and measured and modeled output. comparison. In terms of the prediction errors, 

all the model errors are within 0.05 b a ~  for all 6 validation data sets. 

For example, auto-regressive model with exogenous input (ARX) model such as the 

following was tested: 

where A(q),  B(q) ,  and C(q) are polynon~i;tl functions of the delay operator q-'. The output, 

input, and error parameters are y ( t ) ,  .~i(t)? and e ( t )  respectively. Closely related models 

to the ARX include box-jenkins, output E ~ ~ o T . ,  and autoregressive moving average with 

tlsogenous input ( A  RMAX) models. 

Finally, various orders of state space model were tested out as well: 

where A, B, C, D,  K a.re fixed matrices to be d(-tcrmined by the identification procedures. 

Once the disturbance pressure value at the beginning of the valve flight is available, it 

can be fed into the disturbance model in Eq. 3.16 as the initial disturbmce value, Abn, For 

the rest of the valve flight, the controller can utilize this disturbance pressure estimate to 

compensate for any energy shortfa.11. 
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Figure 3.8: Actual arid inverse nlotlel (Eq. 3.17) estimated engine Imck pressure from 0-6 
bar. The smooth lines a1.e estimated, while the jagged lines a1.e ac:tual measured values. All 
estimation errors are less then 0.025 bars. 
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The following are the advantages of using an iclentifiec-l inverse model: 

E a r l y  de t ec t ion  Using the inverse model, pressure data  is a.va.ilable even as the armature 

is taking off. This is best illustrated in Figure 3.7, where the dip in the voltagw are 

compared to position measurements. In contr.ast, the position-based method requires 

some position measurements to pass through in order to converge. 

Robus tnes s  against  measu remen t  noise With i n p ~ ~ t  changing from -10 volt to -40 volt,s, 

the induced voltage's signal magnitude is much higher than any potential noise in 

voltage measurement. The same can not be sa.id about the armature position mea- 

surement, where high signal to noise mtio conic's a t  a steep cost. 

C o m p u t a t i o n a l  Simplicity Compared to filtering the position measurement for pressure 

estimation, the conlputation required for a model like Eq. 3.17 is small. 

However, the practicality of this algorithm depends on how representative the validation 

results are. If the inverse model holds for most of t,he service life of the actuator in the 

engine environment, then there is no problem. However, i f  moclel identification must Ix 

performed often because the model coefficient changes quickly over time, then this method 

is not nearly as useful. Since no more experimental data is available a t  the time of this 

writing, the author is not uncertain how well inverse model identifica.tion will work in the 

actua.1 valve operation. However, given all the advantages stated above, this method dvscwes 

further investigation. 

3.3 Summary 

In this chapter, the analytical EMV actuator model used for controller design and sin1ula.tion 

in this thesis was introdrlced. The moclel includes equations for electrical, mechanical, and 

pressure disturbance. T h e  electrical system moclel also includes nonlinear effects of eddy 

current and flux saturation. The pressure disturbance rnoclel uses the position dependence 

of the pressure forces to simplify the analytical equat,ion. Lastly, in addition to the system 

model, a disturbance estimation method using inverse moclel identification was introduced 

and tested in this chapter with satisfactory results. 



Chapter 4 

Control Methodologies 

To effectively tackle the electron~echanical valve soft-seating problem, t,he controller is cli- 

viclecl into two sections: the approach controller is responsible from arniiiture takeoff a t  

-4mm to the controller transition point, z&,, a t  2.55mm.  For the rest of trajectory, the 

landing controller is active (see Figure 1.2). The approach controller regulates the end con- 

ditions so that the landing controller can start landing trajectory t,racking tinder consistent 
f initial conditions. Specifically, the approach controller regulates the velocity, vnw, and 

f current, ism,, to a window around the desired values a t  the end of the approach control. 

In t,tiis thesis, the author attempts to facilitate effective approach contl.ol using cycle- 

adapt,ive feed-Forward controllers that utilizes the information from previous valve events. 

In this chapter, three cycle-adaptive approach controllers are proposed, which includes two 

iterative learning controllers (Nonlinear ILC and Terminal ILC) and one Nelder Mead direct 

search controller. The simulated performance of the t,hree controlIers a1.e discr~ssed at the 

end of this chapter, and depending on the sin~ulated performance, some of the controllers 

were tested on experimental test-bench. 

4.1 Nonlinear Iterative Learning Control (Nonlinear ILC) 

This section begins by adapting Peterson and Stefanopoulou's itera.tive learning control 

paper '2) from landing control to approach control. (A short overview of the paper 121 is 

available in the Chapter 2 ) .  To enable tracking over a longer distance, ant1 thus improve 

ripon t,he work in [ 2 ] ,  a nonlinear iterative learning n~ethodology is applied that requires no 

operating point-based linea.rization. Also, in the process changing from landing control to 
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approach control, the robr~stucss of the iterative learning algorithm improves because it, no 

longer suffers from the a,rnlature bouncing problem. 

Iterative learning control is originally developed as a 1inea.r n~ethodology. In [2]. Peterson 

and Stefanopoulou linearized the system based on an operating point in order to adopt ILC 

to the high non1inea.r ElLIV system. As a result of the operating point based linearization, 

controller tracking is only clone in the last 0.3rnrn of the valve flight. The Nonlinear ILC 

method developed in this section attempts to alleviate this problem by using the convergence 

result derived by Sun and \\;,zng 1571. 

The Nonlinear ILC developed in this section will track a. trajectory between lnlm to 
f xapp, at 2.55mm (recall that the armature travels between -41nn-I to 4nln1). The reason for 

choosing this starting poilit at l m m  is that the control authority is very small before lnim 

(see Figure 3.1). Idedly, tracking a longer tra.jectory (1.55mrn as opposed to 0.3mm) would 

allow more time for control and t,hus a better result. 

4.1.1 Convergence Analysis 

The work in [57] outlines a convergence proof for iterative learning control of a continuous 

nonlinear system with discrcte observation of the form: 

where h is the sampling period and j is the sample number. The controller is of the fo~nl :  

where u is the control input between l m m  to xjand, k is the iteration number, e is the 

tracking error, (f, is the learning gain, 1 is the relative degree of the system, and dl; is the 

maximum bound for how input affects output derivative. 

For the tracking error to c:onverge, t.he learning gain 4 nlllst be selected such that 

d 
di ( j h )  = sup - L ~ - ~ G ( Z ~ ( ~ I I ) ; ~ L ( ~ ) )  [ iiu I 



CHAPTER. 4. C'ONTR OL ~\~J!~THODOLOG'~ES 

The assumptions listed in [57] are: 

1. The system is slowly varying. 

2. The system is Lipschitz. 

3. The trajec,torv is realizable. 

4. The sampling period must be small with respect to the Lipschitz constants (see Eq. 

29 of [57]). 

5. The error to initial condition is bounded. 

4.1.2 Computing desired trajectory to track 

Due to the severe non-linearity of the system as explained in the previous chapter, the 

undisturbed trajectory can not be used as the clesired trajectory; otherwise, the controller 

will in~mediately saturate the input voltage. A better idea. is to interpolate the disturbed 

trajectory with the undisturbed trajectory in the posit,ion velocity plot to generate a new 

trajectory, Vd(z). 

where & is the dist~irbed trajectory and V,, is the undisturbed trajectory in the veloc.ity- 

position domain. The function tanh goes between 1 and -1 and Eq. 4.6 interpolates vL(z )  

between V,, to V, lines. Other interpolation methods are possible but Eq. 4.6 contains t,wo 

adjustment parameters a: and 0 that determine at which section and how quic,kly the lines 

V,, and V, merge. Figure 4.1 illustrates such a trajectory. The interpolated line starts From 

the disturbed line and merges into the undistlirbecl line. Because the Nonlinear ILC requires 

both the desired velocity and position with respect to time, :rd( t )  is con~puted by integrating 

vd(x). 

4.1.3 Simulation Results 

To test the performance of the Nonlinear ILC controller, a pressure disturbance of 0.2 bar 

is applied t,o the sirnulatecl system. The goal of the controller is to ensure the end velocity, 
f u,,., stays around 2.9m/s by tracking the desired trajectory. The success in trajectory 

tracking can be seen from the error convergence plot in Figure 4.2 a.nd trajectory evolution 
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Figure 4.1: Interpolating between clisturbecl and undisturbed armature trajectory to provide 
a desired trajectory for the Nonlinear ILC controller. 
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plot 4.3. Unfortunately, successful t,rajectory tracking does not gnarant,ee the end velocity 

condition. We contrast the t,etrninal velocity error in Figure 4.4 wit,h the t,rackiiig error norm 

in Figore 4.2. While the tra.jectory tracking error has converged, the terminal velocity error 

doesn't settle to  zero. In  addition, tracking is achieved with a high cost of input voltage 

(more than 100 V).  The evolution of input voltage and current. trajectory can be seen in 

Figure 4.5 and Figure 4.6. If the voltage input is limited to 42 V as in the real system, 

saturation will cause steady state errors in brajectory tracking and in tel.minal velocity (see 

Figure 4.4). 

4.1.4 Discussion 

The Nonlinear ILC as investigated in this section is not s~iit~able for the approach control 

proldem for the following reasons: 

1. The further away from the catching coil the armature is, the harder it is to control its 

movement. The  simulation shows that the clistance of l m m  to 2.55mm is still too far 

away for tracking. It 's nearly impossible to find a. realizable trajectory. This negates 

the fact the controller needs no operating point, based-linearization. 

2. The goal of the approach controller is not about tra.clting a specific trajectory, but 

rather about maintaining the armature within a velocity window at the feedback ac- 

tivation point, rc:,,.. As long as the tern~inal velocity ,t&,,,. differs from the desired 

velocity va, regardless of how well the ILC tracks the desired trajectory, the perfor- 

mance is still unacceptable. 

3. ILC can not control the current at the feedback activation point, zifpp,, explicitly. If 
f the current, inppr,  is too high or too low, control difficulty will arise for the landing 

controller because the control bandwidth problem under small airgap discussed in 

Chapter 3. 

In conclusion, the nonlinear ILC approach controller is imprac.tical for implementation 

in the actual system due to its tendency to saturat,e the input and its inability to  directly 

control the end current and velocity. 
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Figure 4.2: Armature position and velocity t rxking  eIror. norm versus it,erations ~ ~ n d e r  t8he 
Non1inea.r ILC controller. 
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Figure 4.4: ,u&,,. versus iterations under the Nonlinear ILC contro.ller. The controller fails 
t o  eliminate error under rt42V input constraint, h ~ t .  even with a $100 v input power supply, 
a small steady state error remains. 
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Figure 4.5: Input  coil voltage evolution from the Norllirlear ILC controller. As the iteration 
increases, the voltage i n p ~ ~ t  ca.lculated from the nonlinear ILC  controller^ swings wildly and 
excccds the +42V input constraint. 
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Figure 4.6: I n p r ~ t  coil current evolut,ion Fi.on1 the  Nonlinear ILC controller. As the iteration 
increases, the current resulted From the  nonlinear ILC controller swings wildly. 
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4.2 Terminal Iterative Learning Control (Terminal ILC) 

Unlike the non1inea.r iterative learning control, which strives to tmck a trajectory (i.e., 

position and velocity), the terminal iterative learning cont,rc)l focuses only on the two end 
f states: current, i,,,,,., and velocity, .U&pr, a t  the end of a.ppronch control. In addition, B- 

spline interpolation is employed in Terminal ILC to reduce number of parameters needed 

t,o define an input profile during a valve event. Lastly, feedback linearization is applied to 

simplify the prediction of the state and enable the n~onotonic convergence of the algorithm. 

4.2.1 Existing literature on Terminal ILC 

The Terminal ILC work done in this thesis follows the sen~i-c,onductor wafter processing 

work of Xu et al. [55], and the wheeled robot trajectory planning work of Oriolo e t  al. [59]. 

Xu's terminal ILC work is motivated by the problem of rapid t.ermina1 processing chernica.1 

vapor deposition (RTPCVD). I t  is a process where only the terrnirlal output tracking error 

is available instead of t,he whole output trajectory. In his work, Terminal ILC learns from 

the terminal tracking error of the previous trials to adjust the current input interpolating 

coefficients. Oriolo's paper for wheeled robot tra,jectory planning uses the same idea for 

learning from terminal error. On t,op of that,  the paper int~oduccs the idea of "nullspace 

projection" that  allows changing input parameters based on performance or the robustness- 

related cost function. 

4.2.2 Feedback linearization 

The convergence of Terminal ILC requires a linear plant that does not depend on the 

operating point. One way to accomplish this is to use feedback linearization to actively 

compensate for the system nonlinearity. For the sake of simplification, the eddy current 

model is not used in feedback linearization. The remaining nlodel has the magnetic force 

as the only non-linear portion. To linearize the model in section 3.1 through feedback, the 

time derivative of the magnetic Force is chosen to be the new linearized input. 
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Voltage feedback l inearizat ion 

The rcla.tionship between the magnetic Force derivative and the input volt:tge can bc derived 

from taking derivative of the magnetic force equation (Eq. 3.5): 

d dz d d di,. 
F g C  = - .  - (Frncq(~>G))  + -(Frnag(z,ic)) . - d t  d z  d i ,  d t  

By doing some algebra on Eq. 4.9, the desired input voltage, Udes, can be compr~tecl given 

the linearized input and the three states (current, velocity, and positmion). The relntionship 

between t,he voltage input and the new feedback-linearized input, dFmag/dt, is st,a.tecl by 

the next two equations: 

T,;r, , = (Unew - G ( x ,  i)") + iR 
fl(s)i 

C u r r e n t  feedback l inearizat ion 

Instead of voltage control, one can a.lso use current control to realize the rnag~~ct,ic force 

derivative required. To do so; the relationship between magnetic force and c~urrent is in- 

verted. The nlagnetic force is computed based on current and position: 

The above equation (same as Eq. 4.9) can be used to derive current analytically in terms 

of nlagnetic force derivative (the linearized input U,,,) and measured position. 

where is the Lambert W function, and ides is the current needed to realize the nlagnetic 

force I.',, ,,,. The W-l function is an inverse function of we1". (i.e., Given an expiession of 

we1", WI function returns 211). 
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The linearized EMV model after e s x t  feedhack 1ineal.ization is provided below: 

Limi ta t ions  of feedback l inearizat ion 

The feedback linearization equation for t,he ENV system (eq 4.10) will fa,il i f  the current is 

zero (current in the denominator). Thc~,efore, feedback linearization can only be used when 

currcmt is above a certain threshold. The bigger problem with the feedback linearization 

is the system constraints. The static. linear inequality constraints (i.e., the f 4 2  V input 

voltage constraint and 0 to 35 A current constraint), after feedback linearization, become 

dynamic nonlinear constraints. The upper and lower bounds of the linearized control are 

provided below: 

Rearranging the inequality to obtain a relation on U,,,, provides the following dynamic 

const1 sint on C,,,,,: 

4.2.3 Predicting the states at the end of approach control 

Ternlinal ILC requires a predicted final stat,e parameterized by the input coefficients [60]. 

Determining the final sta,te involves incorporat,ing the 13-spline interpolation and integrating 

the linear state transition equation. 

B-spl ine in te rpola t ion  

Interpolating the inputs via basis function reduces the number of coefficients to calculate. 

B-spline basis function is selected becallsca of it.s ability to  represent complex curves with 

a low degree of polynonlial functions while maintaining a smooth second order deriva.tive. 



CHAPTER 4. CONTROL IMETHODOLOGI%;S 53 

In  ncldition., B-spline's local property and its convex-hull bounding box property [Gl] are 

beneficial features for the controller parameterization. 

To use B-spline, the entire input profile is divided into 8 ~~ni form sections, and each 

wrt.ion is represented by ;I second order polynomial. The selection of 8 sections comes from 

the trade-off between the clegrws O F  freedom in specifying current profile and the real-time 

const,raiuts in the irnplement,ation hardware. The interpolatmion Function for each section is: 

The star in the time variable t* signifies the normalization for the time duration to 1. cjs 

are the control coefficients to be determined by the Terminal ILC algorithm. Bccause the 

coefficients, cjs, are shared between adjacent polynomials as req~uirecl by the B-spline, only 

ten coefficients are needed to interpolate the entire input trajectory. Consequently, the 

vector of input coefficient is defined by: 

(4.18) 

If' the cLF,,,,,/dt profile is not fixed to zero a t  the start ,  feedback linearization will clemarld 

a voltage tha.t exceeds the 42 volt bound. To prevent this, the  first t,wo coeficient,s, cl and 

cz are fixed to zero to force the input profile to start  from zero. Thus, the Terminal ILC 

needs to compute only eight out of ten coefficients. 

I n t eg ra t ing  for final value 

After feedback linearization, the linear differential model arid its sollltion is of the form: 

The solution can be Fui.ther sin~plified because U,,,, is pal,anieterized on the B-spline ba- 

sis. The predicted terminal value is a linear combination of initid conclitions a,nd input 

coefficients. 
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T is defined as the total t,inle required for the armature to travel to the end of the 

approach contl.ol. Even though different control inputs will ~.c!sl~lt. in different Ts, the period 

T from the previous iteratioil is assumecl to be roughly the same as the current one. The 

rationale is that the EMV system is dominated by the spring force and (to a lesser extent) 

pressure, and neither of those values are assurnecl to change much between consecutive 

iterations. The time a t  the end of the first-out-of-eight B-spline sections is defined to be 

A T  = T/8. To determine the matrices, K,(T) and I;V,(T), one can start  by computing the 

states a t  time, A T ,  and define two intermediate matrices, V(AT)  and CV(AT): 

The equation, (P(-r/(AT)), is defined in Eq. 4.17. The pledicted value a t  time, t = 2AT, is 

almost the same: 

One can see that a pattern is formed. By integrating arid shifting the forced response matrix, 

W(AT) ,  the terminal state a t  the end, 5AT,  can be expressed as the following: 

The terminal state prediction equation is thus 
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4.2.4 Convergence 

Fu~~clnmcntally, terrninal ILC is an integrator for the past terminal errors. The algorithm 

updates the control coefficient through the following update law: 

where sr~bscript h. is the iteration index, L is the learning gain, and X d  - Xl, denotrs the 

termilia1 error from iteration k .  The convergence of the algorithm is based on the evolution of 

t,lw errol,. If from one iteration to the nest iteration the error decreases, then eventually the 

terniinal error reduces to zero. The followi~ig error dynamic equatiorls show that under ideal 

conclitions t,he error will reduce monotonically provided that the learning gain is sdrcted 

such t,liat the eigenvalue of matrix, ( I  - W r , ( T ) L ) ,  is less tha.n unity. In t,his thesis, the 

learning matrix, L j  is computed as the pseudo-inverse of W,(T). 

Ek+l = Xd - Xk+l (T )  

= X d  - V n ( T ) X ( 0 )  - M7TL(T)C~+l 

= X d  - V n ( T ) X ( 0 )  - kVn(T) (CI, + L E ~ )  

= ( X ,  - V,, ( t )X(O) - I.V".(T)Ck) - M/,,(T) LEI: 

= ( X d  - X,+(T))  - K ( T )  LEI,  

= E I :  - Wn ( T )  L E ~  

%+I ' ( I  - W n ( T ) L k k  (4.31) 

Becnrw terminal ILC is a linear methodology, its search direct,ion does not exclude the 

area outside the dynamic constraints. So in manipuhting UTJ:, , ,  into achieving the terminal 

constmint, the EMV control coefficient often violates the voltage saturation (i .e . ,  Eq 4.16) 

bound or t.he current saturation bound. Nest, an attempt is made to alleviate this problem 

by applying t,he nullspace gradient projection method cleveloped by Oriolo [62]. 

Nullspace Grad ien t  P ro j ec t ion  

The nutin goal of nullspace gradient projection is to steer the coefficients away from the 

consttxiiits while allowing ILC to continue reducing the terminal error. In this met hod, 

the nullspace rnatrix, I - (wAw,), is used for projection of the correction coefficient. The 

original terminal ILC controller (Eq. 4.30) is nlodified to: 
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where W,; = W T ( W ~ C ) - '  atit1 H, is a cost function in which we penalize the control for 

reaching close t o  the boundary and cr is a scalar step size in the gradient direction. For 

esariiple, in order to limit the input voltage with 3~42 volts, we can select t,he cost function 

as 

where the n~at~rix,  Q,  and the scab variable, p, shifts the cost f~~nct ion  weights to either 

the terminal errors or the const,raiuts. The nullspace projection, in theory, does not alter 

the error convergence: 

Since we know that the matris Wi is pseudo-inverse of the W,, matrix, the term W ,  - 

W,,~V:W goes to  zero: 

Unfortunately, there are a few r~ndesirahle aspects to the nullspace gradient projection 

method. First of all, the derivative of the cost function, V H c ,  is not known ahead of time. 

Computing numerical derivatives will significantly lengthen the convergence time. Secondly, 

the step size needed for descent must be found by trial and error. Oriolo recommended 

performing a line search via the Arrnijo's rule ([63]) but doing so also introduces long delays 

caused by the necessary funct~iorial evaluations. Most importantly, the projection of cost 

f~.~nction gradient onto the null-space of input nlatrix W, severely restricts the amount of 

adjustment possible to  the coutrol coefficient. 
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4.2.5 Simulation results 

The si~nulation for terrni~ial it,erative learning control revc7als that despite being prone t,o 

saturat.ion, it is capable of reducing terminal error very quickly (usually under 50 it.erat.ions). 

When the initial condit,ion is suit,able, Terminal ILC can cmverge without saturation. In 

Figure 4.7, the pressure disturbance is set to be a t  0.25 bar and the conditions a t  the end of 

approach control are initidly riot at the desired values. At the 50t,h jteration, the Terminal 

ILC controller is activated, and it takes less than 20 iterations for the Terminal ILC controller 

to regulate the telmiiid st,ates back to the setpoint. Adcling measurement noise into the 

system does not change. the result (see Figure 4.8). Outpr~t  h.om the controller, in this case, 

produces a reasonable voltage a i d  current profile (see Figl~re 4.9). In addition, the voltage 

constraint can be visualized in the linearized input dF,,,,,/dt domain. Figure 4.10 shows 

that the simple It42 input voltage constraint can no longel he presented as a straight line 

in the domain of magnetic force time derivative. The significance of Figr~re 4.10 is that. 

h d b a c k  linearization complicates the handling of constraints. 

In Figure 4.11 and 4.12, a different set of initial controller coefficient are used, arid this 

time the controller must overcome a 0.25 bar pressure drop. While the convergence occurs 

as shown in Figure 4.11, the generat,ed controller output results in input voltage saturation 

(42 V) and current saturation (35 A) in Figure 4.12. Logica.lly, the pressure drop shoulcl 

cause the controller to lower the voltage. However, the simple feedback linearized int,egrator 

structure of the Terminal ILC can riot incorporate any important insight. 

Attempts to use nullspace gradient projection to cornplenlent the Terminal ILC causes 

changes of the controller output. Despite the significant difference in the controller output 

compared with the simple Terminal ILC output (Figure 4.13), voltage and current saturation 

still occurrs (Figure 4.14). Even though coefficient nloven~ent is reduced by the nullspace 

gradient projection shown in Figure 4.13, it still exceeds t.he system voltage and current 

constraints. 

4.2.6 Discussion of Terminal ILC approach controller 

Unfortunately, the attfempt to avoid saturation by applying nullspace gradient projection 

did riot yield any imp~,oven~ent for this system. While there is still no effective way t,o bor~ncl 

the input coefficients, t,erminal itemtive learning control has demonstrated rapid setpoint 

regulation For many cilscs (with or without sa.turation). It  is possible to try the simulation 
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f f Figure 4.7: Simulated u,, and i,,,, versus iterations under Terminal ILC control. The 
controllel is activated a t  50th iteration and operates under no measurement noise. 

cases that. does not end in saturation in an act,ual experiment, especially for snmlle~. error sig- 

nals. Finally, the Termind ILC dgolithm is not cornputationally intensive (a simple lookup 

table can be prepared for computing the leau~ing gain) and is thus suitable fol. realtirne op- 

erations. Therefore, Terminal ILC was tested out in the test bench (without t,he nullspace 

correction, because the sinlulation result with nullspace correction is not favorable), and the 

results can be found in the experimental section of this thesis. 
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Current 

l o  7 

f f Figure 4.8: Simulated vap,,. and i,,,,. versus iterations under Terminal ILC control. The 
controller is act,ivated a t  50th iteration and operates under measnreuient noise. 
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Figure 4.9: Coil current, input voltage, magnetic forc,e honi silnulation for Figure 4.8. 
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Input Bound for the linearized EMV system (1.5 Bar Pressure) 

ILC Control 
Lower Bound , 

/ 

-3 u. 
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time in seconds x I o - ~  

Figure 4.10: An illustration of feedback-linearization complicating the handling of con- 
straints. The 1 4 2  V input voltage limitation in terms of the linearized input $. 
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Figure 4.11: An illustration of Terminal ILC controller converging against input saturation 
f and measurement noise. Simulated v,,,,. autl i:,,. versus iterations under Ternlird ILC 

control. 
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Figure 4.12: Current, voltage, rnagnct ic force From Figure 4.11's simulation. 
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Figure 4.13: Terminal ILC controller output with a.nd w i t h o ~ ~ t  nullspace gradient projection. 
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Figure 4.14: Current, voltage, magnetic force profile from a converged Terminal ILC con- 
troller with null-space gradient projection. The null-spacc c o ~ w ~ t i o n  faiIs to reduce input 
and state saturation in any meaningful amount. 
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4.3 Nelder Mead Simplex Algorithm 

A different way to solve the EMV approach control problem is to  apply the 110111inear 

programmir~g 1-nethoc1ology. A general nonlinear proglamrning problem is of the Fornl: 

minirnize F(x) with respect to  x 

subject to g,(z) = 0 For i=l, ... ml, rnl > 0 

subject to  hj(x) >= 0 for j=ml+l,  ... m, m > ml 

In the case of ENIV control, the cost function, F ( s ) ,  is a quadratic function of the t e ~ n ~ i n a l  

errors weighted by scalar factors, a and P:  

The voltage and current limitations contribute to the inequality constraints, h,(z). The 

upper bound coefficient, c,,,b, interpolates the current profile produced under constant max- 

imum voltage; clb interpolates the lowest current profile that  still provides e n o ~ ~ g h  energy 

for landing: 

Thc Nelcler Mead Simplex Method (a.k.a docvnhill simplex) belongs to a branch of non- 

linear programming algorithms called direct search, meaning that  i t  does not need any 

derivative information such ns gradient or hessian. By considering the rank of the objective 

values associated with a group of vertices, it determines the descent direction and step size. 

As it. lowers the cost function, the entire group of vertices (simplex) moves and contracts, 

and eventually converges to a local minimum. To further understand the Nelcler Mead 

algorithm, refer to 1641. 

Other derivative-free rnethocls can be used for optimization (for example, patt,ern search, 

Rosenbrock's method, Powell's method, etc). For a detailed discussion, see the survey pilper 

[65]) by Lewis, Torczon, and Trosset. Nelcler Mead is selected here because it is easy to 

understand and cornput,ationally efficient t,o i~nplernent. 

4.3.1 Position-based current input interpolation 

Like the Terminal ILC, the Nelder Mead controller also uses B-spline interpolation to reduce 

the variabl~ls that need to be solved. Unlike t,he Terminal ILC's time-based iut.erpolation, 
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however, t.he input interpolation of the Nelder Mead controller is position-based. Compared 

to t,he amiat,ure travel durat,ion, which varies between iterations, the al.~nature travel length 

is fixed to 8mm. Thus, a position based interpolation is a better solution. As stated in the 

sectioi~ 4.2.3, Terminal ILC requires time-based interpolation becausc it needs t,o predict 

the terminal state. Note that before -3mn1, the current profile is chmped to  zero to limit 

the risk of current saturation damaging the experimental equipnlent. To be comparable to 

the esperimental results, siniulations follow this rule as well. 

The other distinction is that the input coefficients in the Nelder Mead controller change 

the current profile without going through feedback linearization. The tracking is 

done by using a simple on-off voltage controller. While foregoing feedback linearization 

eliminates the effect of modeling errols, tracking current this way is imprecise because of 

the rt42 voltage constraint and system latency. Fortunately, the errors should be acceptable 

because Nelder Mead is a model free method. As long as a clear cause and effect relationship 

between input and output exists, the Nelcler Mead controller call decrease the cost function 

to a local minimum. 

4.3.2 Determining search direction and step size 

The  Nelder Mead algorithm involves five steps: order, reflert,, expand, contract (inside/outside) 

and shridi. These five steps determine the search direction and the step size. In the next 

paragraph a brief description of the algorithm is provided. The detailed dgorithm is pre- 

sented in the following subsection. 

The Nelder Mead algorithm uses non-degenerate sinzplex. The definition of simplex is 

a. set of TL + 1 points in n dimension. So if the input current profile is interpolated by TL 

coc.fficients, then the simplex shoulcl have n + 1 different current profiles. A simplex is non- 

clcgenerate if the n vectors connecting any single vertex to the remaining vertices spans the 

entire space. 

To find a search direction, the siniplex is reordered to separate out the worst vertex. 

Then the worst vertex is moved in the general direction of the remaining vertices (repre- 

sented by the average of the rest of the vertices). This newly moved point is called the 

reflection point. If the function evaluation a t  the reflection point is favorable, then we can 

move the point further in that direction for potential improvement (expansion). If the trial 

result is not favorable, then the nest trial point can be moved closer t,o the worst point from 

average (contract in) or move toward the average from the reflection point (contract out). 
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Figure 4.15: Neldel Mead algorithm steps: reflection (left) and expansion (right). 

When all else fails, the vertex itself can be shrunk toward its best vertex. The goal is to 

eventually replace the h s t  point in the simplex. 

O n e  i te ra t ion  of  t h e  Nelder  M e a d  a lgo r i t hm 

The detailed Kelder Mead algorithm is presented in this subsection. First the tuning para- 

meters are introduced. p ,  X, y, and cr are reflection, expansion, contraction, and shrinkage 

coefficients. They determine the aggressiveness/conservativerless of the controller. They arc 

constrained by the following rules: 

In this section's simulation work, these coefficients are defi~~ed as: the following: 

1 
p = 1, x = 2 ,  y = 112, and a = - 

2 

Next, the five steps are prttscnted in detail. An iteration of the algorithm will start  with 

order and reflect. Depending on the trial result of the reflection point, the algorithm may 

go to one of the expansion, contraction or shrinkage steps. 

1. O r d e r  

To start ,  n + 1 vertices are functionally evaluated to sepa.rate out the best, the worst, 
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and the second worst vertices. 

f(q) 5 f(z2) 5 f ( x : 3 ) . .  . 5 f ( ~ . n + l )  

best vertex .z,lo = X I  

second worst vert,ex X.inh7, = X T L  

worst ve1.t.e~ xihi = xn+1 

average vertex (exclude worst) = CIL4 5 ,, 

2 Reflect 

Then the worst point is reflected toward the average of the remaining vertices. 

if f (x,) < f (xuo) then go to expansion step 

else i f  f (x,)  < f (xhlLi)  then go t,o replace x,hi with x . ~ ,  terminate the iteration. 

else if f (x,) > f (xihi) then go to the contraction step. 

An illustration of reflection is shown in the left plot of Figure 4.15. 

3. Expand 

Then the expansion point is complltrd based on the coefficient , x: 

If f (x,) < f (x ,);  then repla.ce the . I : , I , ,  with x,; otherwise. replace J:;,,; with x, and 

terminate the iteration. An illustration of expans.ion is shown a t  the left plot of Figure 

4.15. 

4.  Contract 

If f (xinhi) 5 f (x,.) < j ( z l t l i ) ,  then go to contract outside step; otherwise, go to 

contract side step. 

(a) contract inside 

If f(xCc) < f ( x ih i ) ,  then replace xihi with x,, in the simplex and terminate the 

current iteration, else ;go t,o t,he slirinli step. An illustration of contructang inside 

is shown a t  the middle plot of Figure 4.16. 
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F i g ~ ~ r e  4.16: Nelder Mead algorithm steps: contraction out.sirle (left), contraction inside 
(middle), and shrinkage (right). 

(b) con tract outside 

If f (xc)  < f ( x i h i ) ,  then replace xihi with x, in the simplex and termimte the 

current itera,tion, else go to the shrink step. An illust~.ation of contracting outside 

is shown a t  the left side plot of Figure 4.16. 

5. Shrink 

Evaluate f a t  the n points 

Terminate the iteration. The unordered vertices of the sirnplex in the next iteration 

will consist of Xir,,'~2;~3,. . . ,vn+l. An illustration of sh ink ing  is shown in the right 

side plot of Figure 4.16. 

Convergence occurs either when the cost function is reduced sr~fficiently or when the spacing 

between the simplex shrinks too much. If the cost reduction is ~~nsatisfactory, even through 

tlle simplex has shrunk too much, then the algorithm is stuck a t  a local minimum. Under 

such a condition, re-establishing the simplex and resetting the algorit,hrn may be beneficial. 
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4.3.3 Transforming input constraints 

The original Nelder Mead algorithm is an unconstrained nonlinear programming algorithm. 

The typical solr~tion for tuning constrainecl problems into non-const~air~etl prol,lems is to 

incorp0rat.e the constraints into the cost function (a.k.a barrier or pena1t.y methods [63]). 

However, this approach is unnecessary because the EMV system only has si~nple input 

const,raints. Instcad of modifying the cost function, sine transformation car) be applied to 

map the input coefficients into sine coordinates. The following explanation conies froin John 

DIErl,ico's mfile 1661 available on the h4atl,zb@file exchange central website. 

Suppose x(i)  is the original variable constrained by upper-bound, UB(i) ,  and lower- 

bound, LB(I ) ;  one can solve optinlization problem of % ( I )  by solving thc unconstrained 

optirnizatiori problem with z( i) ,  which is related with z ( i )  through the following: 

By inverting the above equation and checking the neccessary condition of arc-sine, we get 

an expression for t ( i )  

Since sine only varies between 0 and 1, modifying z(i) will result in changing ~ ( i )  within 

the bounds, UB(i.) and LB(i) .  Note that in the case of the EMV control, those bounds are 

derived horn opcrating/simulation experiences. 

4.3.4 State machine implementation 

The streps in section 4.3.2 belong to a typical optimization structure where an iteration of 

valve event is treated as a functional evaluation. In the realtime implementation on the 

dSpace card, the structure is different bec,ause the algorithm runs as an interrupt. At the 

end of the interrupt, the current profile for the next vahe-swing must he computed. Table 

4.3.4 illustrates how the state transition occurs based on the trial result of the previous 

iteration. Of equal inlportance, the table provides information on how the simples vertes is 

updated and what the input for the next iteration is. With this table, one can easily code 

the a.lgorithm in an interrupt set,tir~g. 
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4.3.5 Convergence issue 

The original paper [67] of the Nelder Mead algorithm is published in 1965. Since then, thew 

has been thousands of references in scientific journals to it and various implementations of 

it in numerical packages. For example, both [68] and [66] have implementations of Nelcler 

Mead. In fact, an entire book 1691 in chemical engineering is devoted to  its application. 

Howevel., clespitx its conceptual simplicity and enduring popularity, there has b(,en very 

little theoretical proof or analysis of it. The proof by Lagraias [64] is only R1 while there 

exists a countel. exarnple by McKinnon [70] for C2. In this thesis, the Nelder Mead algorithm 

is discussed in detail because it a useful solution to  the EMV problem, both in simulation 

and experiment. Neveltheless, it important to keep in ~nincl this theoretical deficiency. 

4.3.6 Energy consumption 

Being a cost function based algorithm, Nelder Mead can be fine tuned by changing the 

composition of its cost function. For example, if a ci~rrent integral term is added to the 

cost function, then the algorithm will have to balance the cost for regulating the set-points, 
J ,u&,,. and ,iap,,, with the cost from energy expenditure. When properly weighted, the Nelcler 

Meacl controller can tune itself to  search for minimum energy required to  keep the controlled 

variables around the desired set-points. 

velocity error current error 
cost, - - - -  

(velocity weightI2 + (current weight 

+current integral weight i / l ( t )d t  (4.45) 

4.3.7 Simulation result 

In  simulation^ the Nelder Mead algorithm produces proper regulation of the terminal set- 

point under a re;mnable time frame (100 steps of 40N of step disturbance). More irnpo1,- 

tantly the resultant input coefficient stays within constraints. The first sinlulation test is 

to see what  happens when the setpoint is changed. The result in Figure 4.17 shows t,liat 

the setpoint is changed from [10A, 2.55m/s] to  [12A, 2.Glm/s] in 300 iterations. This result 

can be improved further speed-wise because the controller coefficients are set conservatively. 

The second and third examples are the step response against a 40N pressure increase and 

decrease (see Figure 4.18 and 4.19). It takes around 100 it,erations for both veloc,ity and 

current to conwrge back to the setpoint. The responses against a ramp disturbance of 40N 
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current convergence 
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velocity convergence 
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Figure 4.17: An illustration of the Nelder Mead cont,roller's regulation against set-point 
f change. Simulated v,,. and iLm versus iterations. Set-point changes a t  the 500th iteration. 

in 400 steps can be seen in Figure 4.20 and 4.21. The algorithm's perforniance against 

ramp disturbance is not as good because its siniplex vertices quickly becomes obsoIete with 

a ramp clisturbance. Despite the larger transient. (error of 0.05 m/s), the regulated result 

still returns to the setpoint. Inserting a current integral term into the cost hmction results 

in the current integral reduction From 16.5e-3 to 16.25e-3 anipere-second without changes 

in the terminal conditions (see Figure 4.22). Finally, Figure 4.23 illustrates the evolrition 

of the input current in 600 iterations under the Nelder Mead controller. One can see that 

the conlnland current is smooth even cluring the transient phase of the close-loop system. 

This result is much more practical and robust compared to the results from nonlinear a.nd 

terminal iterative learning controllers. 
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iterations 

g 60 I I I I 

Figure 4.18: An illustration of tho Nelder Mead controller's regulat,ion against step pres- 
f sI1l.e disturbance. The top and middle plot are simulated uaPP7. and &,, versus iterations. 

The  hot,tom plot shows a step clistr~rbance presswe increase of 40N occuring at the 300th 
itelation. 
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Figure 4.19: An illustration of the Nelder Mead controller's regulation against step pres- 
f sure disturbance. The top and middle plot are simulated v,,, and ii, versus iterations. 

The bottom plot shows a step disturbance pressure decrease of 40N occuring at the 600t,h 
iteration. 



CHAPTER 4. CONTROL METHODOLOGIES 

iterations 

2.7 I I 

Figure 4.20: An illustration of the Nelder Mead controller's regula.tion a.gainst ramp pressure 
f 1 disturbance. The top and middle plot are sinlulat,ed u,,,,,,, and iapp,. versm iterations. The 

bottom plot shows a ramp disturbance pressure a t  rate of 10N per 100 steps occuring a t  the 
300th iteration. 
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Figure 4.21: An illustration of the Nelder Mead controller's regulation against ramp pressure 
f . f disturbance. The top and rnicldle plot are simulated U a p p  and z,,,,. versus it,erations. The 

bottom plot shows a ramp disturbance prossure a t  rate of -10N per 100 steps occuring a t  
the 300th iteration. 
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I I 

i integral 1 

I I I I 

current weight 

I 

300 350 400 450 500 550 600 650 
iterations 

Figure 4.22: An illust,ration of energy reduction by adding a. weighted current integral term 
to the cost function of' t,he Nelcler Mead controller. The top plot is current integral versus 
iterations. Second highest plot is the current int,cyyal weight in the cor~troller's cost func,tion 

J . f versus iterations. The bottom two plots are simulated u(tppl. and z,,,. versus iterations. 
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Evolution of interpolated input (current vs valve lift) 
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Figure 4.23: Inpiit current profile evolution of the Nelder Mead controller regulating against 
step pressure increase. The top plot is the  current profile versus position fro111 iteration 1 

f to 300. The bottom t,wo plots are sinlulsted u,,,,. and &,,,. versus iterations. Nclder-hkad 
controller acts beheen  :c = -3mm to J: = 2.55mm. The dip in velocity a t  160th iteration 
is clue to a st.ep increase of disturbttnce force. 
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4.3.8 Discussion 

Ncltler Mead is a model-free and clerivative-free method for unconstrained ~pt~imization. 

After transforming the input bounds, thch Xelclc~r I\/leacl algol.ithm can be applied to optin-lize 

input, coefficients for the minimum terminal error. Unlike Nonlinear ILC a.nd Terminal ILC, 

the Nelder Mead controller is more ~ o h ~ ~ s t  bcca.use it is forced to stay within a safe bound. 

The simulation result shows that  it car1 ~.ectify a 40N step disturbance within 100 iterations 

and resist ramp disturbance a t  the rate of 10N per 100 iterations. I t  is remarkable that even 

thouzh all its algorithmic steps are linear, this method can handle highly nonlinear systems 

suc:h ~ L S  the EMV actuator plant. Finally, thc steps in the state nlachirie require only linear 

coml)ination, making Nelder Mead very suitable for real-time operation. 

4.4 Summary 

Initially, the investigation aimed to improve upon the ILC controller in [2] by applying 

nor~linear ILC convergence result from [57] f o ~  approa,ch control. Unfortunately, the inability 

to fincl a realizable trajectory offsets t,hc benefit of nonlinear ILC convergence. To avoid 

the need for tracking a trajectory and to ensure t.hat terminal current is also controlled, the 

focr~s is shiftrd to the Terminal ILC strategy. While the Terminal ILC simulation provides 

speedy error convergence, it is also prone to input and state saturation. To avoid saturation, 

the Nelder Mead algorithm with constraint .sine coordinate transformation is implemented. 

The conclusion reached from the simula.tion result is that Nelder Mead is most suitable 

for fnrther experimentation because its coefficient evolution is constricted, arid there is 

n~uch  less chance of saturating the coil circuit and damaging the equipments. In addition, 

its ability to regulate setpoint against disturbance is adequate, and its state machine is 

also conlputationally simple enough for real t,iine inlplenientation. The Terminal ILC is the 

fastest converging algorithm, but it is also most prone to saturation. I t  niakes sense to 

a t  least perform some experiments using the Terminal ILC controller for small disturbance 

cases where saturation is less likely. The nonlinear ILC, however, is not deemed to be 

suitalde for experimentation due to the difficulty of finding a suitable t,uajectory for it to 

track. Table 4.4 summarizes the controller-specific properties determined in this chapter. 
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Table 4.2: Conclasion reached on the thrce a~p roach  coiitrol schemes 

Computational 
requirement 

Terminal error 

na jec tory  track- 
ing required 
Controller satura- 
tion 

Steady state 

Tested cxperi- 
mentally 

. . - 
I Nonlinear ILC I Terminal ILC 

I 

computation computation 
reauired 

Fairly slow monotonic con- 
vergence 

require realizable terminal error 
trajectory driven 
input usually sat- saturation occurs 
urate while track- very often 
ing trajectory 
steady state er- even if minor sat- 
ror occurs i f  input uration occtlrs the 
sat,rirate terminal error ram 

still be eliminated 
Yo, due to  lack Yes, but only for 
of realizable tra- small disturbance 
jectory 

Nelder Mead 

state machine and 
some algebra 

adequate conver- 
gerlcr time 
tcbrminal error 
d l  ivcn 
no saturation 
due to coefficient 
bounds 
error elimination 
can be achieved 

Yes, acceptable for 
l a~ger  disturbances 



Chapter 5 

Experimental Setup 

The control dgorithm that showed promise using sin~ulation are tested on a real actmuator 

nlounted on an experimental test-bed. In this chapter, the actuator test bench, measurement 

sensors, fail-safe devices, prototype board, and monitoring software are described in detail. 

The experiment setup described in this section is almost identical to 111. The experiments of 

[I] and this work took place in the engine control laboratory in the University of Alberta's 

mechanical engineering building. The complete experimental setup can be seen in Figure 

5.1. 

5.1 The TEMIC Electromechanical Actuator 

DaimlerChrysler AG donated a linear protot,ype solenoid actuator built by Telefunken Mi- 

croelectronic GmbH to the UofA/SFU valve control reseaxch project. As shown in Figure 

5.2 and 5.3, t,he actuator corlsists of two springs, two solenoid electromagnets, and a shaft 

connecting the steel armature in between the springs to the valve below. The characteristics 

of the actuators are: 

0 The springs are under the same con~pressive force so that the natural state of the 

~r rna ture  (without any coil magnetic influence) is in the middle. 

0 The springs are tensioned so that the system's natural frequency is roughly 150Hz t.o 

handle maximum engine speeds of' 5000 t,o 6000 rpm. 

The coil-wound electronlagnets are ~ ~ s e d  for releasing or landing. 
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Figure 5.1: Complete actuator test-bench setup, including power supplies and power elec- 
tronics. 
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Fig~lre 5.2: Closeup of the EMV actuator (without the springs) 

0 The closer coil consists of 79 turns and the opener coil consists of 72 turns. The Hat 

pole and arnmture geometries are designed to provide large surface area and niinimize 

the effect of fringing, a t  the cost of a nonlinear force vs distance relationship 17:I.l. 

0 Fine grain materials are used in the actuator construction to reduce eddy currents: 

sinterecl powder steel QStE500 is used in the housing of the actuator coils, while the 

coils then~selves a1.e made of Vacoflux silicon steel. 

0 Aluminium spacers are used between the two coils to  ensure the flux flow passes 

through the steel armature only. 

The test-bed is shown in Figure 5.4. The actuatol. and the valve are bolted down 

horizontally, and position sensors are placed a t  both ends of the assembly. The steel plate 

on top and the steel stage a t  the bottorn clamps the valve actuator a.nd valve assenibly to 

restrict any movernent other than in the horizontal direction. Underneath it all is a stmeel 

slab on top of ncoprene rubber which is used to dampen vibration. 
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Figure 5.3: Cutaway of the EhlIV actuator, taken from [4] with permission of the author. 
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Figure 5.4: TENIIC actuator test-bed 

5.2 dSPACE DS1103 Board 

The control algorithm is executed on the DS1103 control p1,ototyping board from dSPACE 

corporation. The board contains two processors: an IBM Power P C  640e processor running 

at 400 MHz for the primary task and a Texas Instrument TMS320F240 DSP processor run- 

ning at 20 MHz for handling I /O opemtions. Sixteen analog t , ~  digital convertors (ADCs) 

with either 12 or 16-bit channels and eight digital to analog converters (DACs) with 14-bit 

channels are available on the primary processor, while the 1 / 0  processor provides an acl- 

ditional sixteen 10-bit ADC input and four single-phase Pulse-Width Modulation (PWM) 

output channels. In addition, the board has its own expansion box (see Figure 5.5) that 

accon~modates various 1/0 interfaces such as serial and parallel ports. Communica.tion be- 

tween the PC a i d  t he b o n d  passes through an industry standard architecture (ISA) card 

bus. The DS1103 board sarnpl(~s and executes conlmands a t  50khz. I11 the case of the EMV 

approach control operation, the board reads t,he input voltage, current, and position mea- 

surements, computes the required cornn~ancl voltage, and then outputs the dedicated control 

signals to the respective power transistors located within the power electronics niodule. 
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Figwe 5.5: DS1103 board expansion box: i/o ports and LED panels. 

5.2.1 ControlDesk Software 

The communication between the DS1103 board arid the host Windows PC relies on dSPACE 

proprietary software called ControlDesk. In addit.ion to da ta  monitoring a.nd capturing, 

the user cornpile controller code and t,une controller parameters through Cont.rolDesk. 

Figure 5.6 and 5.7 are the screen captures of the position and current plot util i t ,~, and t,he 

coefficient display/adjustment panel. 
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Figure 5.6: ControlDesk screen capture: plotting utilities. 

Figure 5.7: ControlDesk screen capture: contlol panels. 
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5.3 Power Management and Circuit Protection 

5.3.1 Power electronics and power supply 

The coil magnets on the EMV a.ct.uator are powered by two custon~ H-bridge circuit power 

electronics units developed 1)y Bazooka Electronic Ltd. By switching two high speed in- 

sulated gate bipolar tran~ist~ors (IGBT), three output power modes are available (0, 42, 

and (quasi)-42V) from the H-bridgc circuit. The 42 volt limit is set in anticipation of a n  

emerging voltage standard for future vehicles [72]. 

In Figure 5.5, the H-briclgc, controls the current flow by connecting two fly-back diodes 

and two IGBT transistors in the anti-parallel configuration. For f42  V mode, both tran- 

sistor gate T 1  and T 2  are closed so that the potential across the actuator coil is 42 volts. 

For 0 V mode, transistor T2 is closed, hut T1 is left open so the current circulates in a zero 

potential loop and slowly reduces to zero. The quasi -42 V mode requires both gate T1 

and T2 to be open so that the potential difference across the actua.tor is -42 Volts, and the 

current is driven down to zero quickly. Once the current reaches zero, the reverse polarity 

can not be sustained and the voltage across the actuator is zero (thus, the name quasi -42 V 

mode). Note that transistor T1 can not be switched independently because it is powered by 

a subsidiary capacitor which only gets charged when T 2  is closed. Consequently, to switch 

the power electronics between f42v to -42v requires going through 0 V mode; Figm 5.8 

illustra.tes this process with transition arrows. 

Shown in Figure 5.10, the two power supplies needed for the experiment are the 1 

kilowa.tt Sorenson DCS60-18E, which drives the custom power electronics, and the Hewlett 

Paclard 6236, which drives the power electronic circuitry and current rneasurernent sensors. 

The Sorenson power supply is rated to provide supply voltages up to 60 volts direct current 

(VDC) at ISA, but according to [4], a short burst (less than 5ms) of 35A current is also 

possible. The Sorenson power supply is setup to supply 42 volts to power electronics which 

runs the EMV actuator. The Hewlett Packard 6236B triple output linear power supply 

is setup to provide -t5 VDC for the over-current protection circuit and f 15 VDC for the 

hall-effect sensors and opto-isolators. 
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Table 5.1: Switching transistors i o l  Dowcbr modes 

closed 1 p42 closed 

- 

open 
closed 

slow decreasc 
fast decrease 1 

transist.orT2 [ effect on current 
open 1 fast increase 

- voltage mode 1 transistor TI 

+42 volt mode 0 voll mode 

42 

, 
(quast) 4 2  volt mode 

open 

Figr~re 5.8: Power electronic output modes: 42,0, (quasi)-42. 
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Figure 5.9: Power electronic circuit close up. 

Figure 5.10: Sorenson and HP power supplies. 
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5.3.2 Over-current protection circuit and Opto-isolator 

The niost valuable equipment in the experiniental setup are the EMV actuator and the 

dSPACE prototyping controller board. Sustained high current (above 35A a t  over 5n1s) 

presents the niost significant ha.zard because it ca.n melt the coil magnet and ruin the EMV 
actuator. Therefore, an over-current protection circuit is needed. In addition, opto-isolators 

enable the DS1103 board to control power electronic c i r c ~ ~ i t ~ . y  wit,hout risking electrical 

spikes and surges. 

The purpose of the over-current protection circuit is to sh l~ t  clown the Sormsori power 

supply when a sustained (>5n1s) and unacceptably high current. (>35A) level is detected 

in the event of software errors or power electronic failures. To perform this task, the over- 

current protection circuit (shown in Figure 5.11) low-pass filters the output of the hall-effect 

current sensor and compares the filtered result t,o a given threshold, to determine if the power 

supply should be shut down. 

The inclusion of opto-isolators enables the DS1103 board and the power electronics to be 

connected without the risk of voltage spikes from the power elc~ctronics ruining the controller 

hoard. The 16 single channel opto-couplers (Figure 5.12) used in this experiment transmit 

data  via light sensing a t  a speecl of l0Mbit per second. For more information about the 

opto-isolator, see [73]. 
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Figure 5.11: Ove :r-current protection device (center). 

Figure 5.12: Opto-isolator. 
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5.4 Position, Voltage, and Current Sensor 

Two position sensors are available in the experimental setup. The secondary sensor, not 

used for control and only for conipnrison with the primary sensor, is a custom built Eddy 

current type lift sensor [l](See Figr~rc 5.13). The primary position sensor is a custom-made 

Linear variable differential transfornier (LVDT) with a signal to noise ratio of 84dB and 

a. bandwidth of greater than 20kHz. The documentation for this specific LVDT sensor is 

proprietary, the basic compositiori of the LVDT is shown in Figure 5.15: a powered primary 

coil (coil A) in the mid segment, two connected secondary coils (coil B) syn~metrically wound 

in the two end segments, and a ferromagnetic core inserted coaxially without touching the 

coils. The  two secondary coils are wo11nc1 in series opposition to each other. If the core is 

placed in the middle position, the flr~x linkage from one secondary coil cancels the other; 

otllerwise, depending on the axial clisplacement of the core, an imbalance of the flux linkage 

occurs a.nd results in a. voltage difference a t  the output of the secondary coils [74]. The 

actual LVDT sensor used in the experiment can be seen in Figure 5.14. 

The current going into the EMV ac.tuator is measured by the Hall-effect current sensor 

(LEM LA55-P) shown in Figure 5.1Ci. In this sensor, current is detec,ted by measuring the 

voltage of the sen~iconductor material induced by the magnetic field of the current-carrying 

wire. For voltage sensing, the potential across the actuator coils is mcnsured by connecting a 

differential operational amplifier c i r c~~ i t  with a configuration that gives a convenient fraction 

of the sensed voltage a t  output. 
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Figure 5.13: Eddy-current distancement sensor. 

Figure 5 14: LVDT sensor placed i n  the front of the actuator housing 
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Figure 5.15: Illustration of an LVDT position sensor. 

Figure 5.16: Hall-effect current sensor placed on top of the power c\lec:tronics. 
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5.5 Summary 

In this section, the hardware setup of the experiment discussed i~~clucle: the EMV actua- 

tor, the position and current sensors, the power supplies, and the controller board. The 

realtin~e software programs on the prototype board and t,he rnonitol,ing-capt,r~~.irig: program 

(ControlDesk) are also introduced. Last but not least, the functions of the over-current 

protection circuit and the opto-isolators are presented to illustrate the protection measrlres 

for the expensive EMV ac,tuator arid the dSPACE prototyping controller board. Table 5.2 

gives a list of the de-vices used in the experiment. 

Table 5.2: Devic. 
I Device namr 
I EMV actuator 

CISPACE controller r----- 
Actuator power supply F--- 

Power Electronics 

; 11st.d - in the EMV approach cont1.01 
Drscrivtion 
electrornag-netic actuator built by 
Telefunken Microelectronic GmBH, 
donated by DaimlerChrysler AG 
L)S1103 Controller board with PPC 
604e processor and TbID320F240 
slave processer 
Sorenson DCSGO-1SE 
p~ogramrnable switching power 
supplv 
HP 6236 triple output linear power 
supply 
Custonl H-bridge designed by 
Bazooka electronics 

Optical linkage between DS1103 
boar and power electronics 
Custom linear variable differential 
transformer 

8mm stroke and 
250N/mm spring ten- 
sion 
PWh4 and I/O output 

0-GOVDC 0-18.4 Input / 
120VAC Max. output 

switching to 50khz with 
Cap a t  200V 070A 
lOi\/lbit/s t 1 5  VDC in- 



Chapter 6 

Experimental Results 

This chapter starts with import,ant issues encountered during experimentation, such as the 

system repeatability and the current controller latency. Then the experimental results of 

both the Terminal ILC and the Nelder Mead controller are presented. The data  sets gathered 

for Nelde~ Mead controller are the focus of this section because the Terminal ILC controller 

failed to converge under experimentad conditions. 

The interpretation of the figures in this chapter rquires  an understa.nding of the ap- 
f f proach control objective, which is to regulate terminal velocity v , , ~ ~  and current inppr. These 

f two values are defined to be actuator states a t  position 51rPP,, which is the final position of 

the approach control. For this thesis, the position s&,,. is defined to be a t  2.55rnm air p p  

away from the catching magnetic coil. For the division of approach and Landing control, se? 

the explanation in Section 1.3. 

The results from the Nelder Mead controller are clivided into two parts: the f i ~ t  
J J part showcases terminal velocity .uam, and current, i,,,,. against the unknown tempera.- 

ture/parameter related clisturbance. The second part showcases its regulation against step 

and ramp disturba.ncc,s from simulated cylinder back pressure. 

6.1 Experimental Details 

6.1.1 Consistency issue 

The underlying assumption of the cycle-aclaptive fin-forward algorithm is that useful con- 

trol information for the current cycle can be learned from t,he previous iterations. If the 
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systeii~ parmleters or disturbance forces change dramatically over consecutive iterations, 

then the t.uning algorithm will fail. From the author's experience, the repeatability of the 

experin~ent,nJ setup bet,weeri iterations can sometimes be inconsistent. Fortunatc\ly, so long 

as the actuator and the valve stay well lubricated, the output of the EMV test-bench usually 

changw slowly enough across cycles for the controller to be effective. The top and bottom 

plot in Figure 6.1 contrast these two condit.ions. Both graphs showcase the terminal ve- 

locity, I , , / , , , ] , . .  The top graph shows fast arid drastic changes (as fast ns 0.75 m/s within 15 

sarnples) that will cause the cycle-adaptive algorithm be ineffective, while the bottom plot 

shows changes slow enough to  be conlperisatecl for by a cycle-adaptive algorithm such as 

Nelcler AJeacl. 

6.1.2 Measurement interpolation 

Because tlw cycle-adaptive algorithm in this chapter depends on the velocity, u,/,,,, and 
f current, i,,pl,,., a t  the end of the approach control (position xLPp,), special attention is paid 

to the acql~isition of these two estimates. Because no velocity sensor is used, mmature 

velocity is estimated based on position measurement, using the velocity estimator in 111. 

In addition to position measurement noise, the discrete nature of the digital system also 
J f introduces errors. Because the target, u,,,,~,, and i;,,, are fixed a t  a particular position 

instead of time, the velocity estimate for different time samples must be inte~.polat,ecl, using 
f the velocity estimates before a.nd after the desired position x,,~,. 

The variables .z, .u, i ,  are the armature position, armature velocity, and cakhing coil 

c ~ ~ r r e n t  o f  the actuator. The subscript 1 and 2 stands for the measurement s m ~ p l e  before 
f arid aFt,cr the position x,, passes. 
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Requirement of the cyclic approach controller 
') CC 

- fast changing 
2 45 

0 100 200 300 400 500 

f Figure 6.1: An illustration of cycle-adaptation requirement. Velocity a t  xapP versus itera- 
tions under open-loop control. The cycle-adaptive controllers investigated in this thesis will 
not perform in the case of the top plot, in which the disturbance changes too quickly to 
allow learning. The bottom shows a systern with disturbance that changes slowly enough 
to be compensated by the cycle-adaptive controllers. 
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6.1.3 On-off current controller 

While Terminal ILC can use voltage control directly, voltage feedback linearization may have 

sntr~ration and robustness issuw. Therefore, the inp i~ t  magnetic force profile generated by 

the Terminal ILC c,ontroller is realized through current corltrol similar to what is done in 

the Nelder Mead controller. The current control scheme used in the author's experiment 

ut,ilizes a bang-bang controller. Specifically, the voltage is sct to its maximum i f  the actual 

cr~rrent is less than the clesirecl current, while the voltage is zeroed quickly (by the pseudo 

-42 mode) when the desired current is less than the actual current. The actual C code 

implementation is the following: 

d I  = Isoll - Icl; 
if ( dI > ctPar-zpr-hyst) 1 

Sw-cl = C-ON-FAST; 

pwm-cl = 1.0; 

) else if ( dI < -ctPar-zpr-hyst ) 1 

Sw-cl = C-OFF-SLOW; 

pwm-cl = 0.0; 

1 

d I  is the difference between the desired a.nd actual current and ctPar-zpr-hyst is the 

hysteresis para.meter. Sw-cl and pwm-cl are the power switching transistor's logic comma.nd 

and duty cycle explained in the experimental setup chapter. The discrete voltage states that 

Sw-cl can switch are defined as: 

( 0 slow-on (42 volt) 

fast-on (42 volt) 
Sw-cl = 

slo\v-off (0 volt) 

( 3 fat-off (pseudo -42 volt) 

While both cycle-adaptive approach controllers use a B-spline current profile, different in- 

terpolation are used. The  interpolation used in the Terminal ILC is time-based because the 

cont.roller relies on time-based prediction of terminal states. In aclditiori, the time duration 

needed for interpolation hy the Terrninal ILC controller is taken from the previous itern- 

tion. Assuming no drastic pressure variations between itertxtions, this sinlplification woulcl 

be 1-easonable because the EMV system clynamic is clon~inatecl by spring forces. On the 
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other hand, the interpolation for the Nelder Mead direct search controller can be based on 

the position instead of time. Because the armature always travels between -4nlm to 2.55rnm 

during the approach roi.~t~.ol I x ~ t  it,s travel duration may vary cycle by cycle, position-based 

interpolat,ion sl.iould be more r.obust than time-based int,ei.polat,ion. Figure 6.2 contains es- 

arnples of the position-based interpolation (top) and time bnsrcl-int.erpolation (bottom) for 

the Nelder Mead and Terminal ILC controllers respectively. 

6.1.4 Coordinate change 

Note that h r  the C code in~plementation, the coordinate system is shifted from -4mm to 

4mm to -8mm to Omrn; this shift is reflected in the x-axis of the figures presented in this 
f chapter. The point that approach control transition into landing control, xo,ppl. or xfanrl, is 

now a t  position -1.45rr1n1 in the new coordinate. 

P r o b l e m s  w i t h  t h e  on-off c u r r e n t  cont ro l le r  

The current profile approsirnation simplifies the approach control, but also introduws a 

latency issue. In Figrue 6.2, one can see that the actual current roughly follows the desired 

current. The sawtooth-like waveform of the actual current is possibly due to the system 

inductance. Note the transistor logic states of Sw-cl for Figure 6.3 are defined by Eq. 

6.2. If the effect of the current command is immediate, the actual current shoulcl change 

direction right after the logic signal changes. However, one can see in Figure 6.3, which is 

a zoomed-in presentation of Figure 6.2, i t  takes 2 to 4 samples after. the voltage changes at, 

position A ,  B j  and C to revel.se the direction of the current. This latency poses problems 

because it reduces current tracking accuracy. 4 s  a result, a small change of the desired 

current can cause the actual current to  fluctuate much more. This problem can be seen 

when the approach control is implemented, especially for the terminal current i.Ln,. 

Last, but iiot least, one must be careful to check if voltage saturation occurs. If the 

c~ornn~anclecl current requires a steep increase, the desired arid the actual current profile may 

not match because the 42 volt input voltage cannot raise cr~rrent quickly enough. However, a 

slow current rise time is more of a system characteristic tha.n a current control defect. This 

problem is alleviatecl by the coefficient upper bound constraint, 9 6 ,  of the Nelder Mead 

controller. In contrast, the Terminal ILC controller tested in this chapter does not guard 

aga.inst saturation. 



C.'fIAPTER. 6.  EXF'ERIhdENTA L RESULTS 

position based input current interpolation 
15 1 I 

P current desired I 
current actua 

control Ll 
I I I I I I , I I 

-8 -7 -6 -5 -4 -3 -2 -1 0 
position based in meters I o - ~  

I I I I I I I I I 
1 1.5 2 2.5 3 3.5 4 4.5 5 

time in seconds x I o - ~  

time based input current interpolation 

Figure 6.2: Position (top) and time-based (bottom) desired current profile interpolation. 
The actual current profiles are results of the on-off current controller tracking the desired 
current profiles. 
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Latency of the current command 

3.5 I I I I I I / ,  

I ++ actual current 
-+ desired current 

current decrease 
due to change B 

current increase 

time in seconds I o - ~  

Figure 6.3: A11 illustration of the delayed response in current control. Voltage logic command 
and measured current verslls time. 
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6.2 Experimental Results For Terminal Iterative Learning 

Controller 

When applied to the actual plant, the Terminal ILC rontroller fails to regulate both velocity 

and current. In fact. the velocity a t  the end of the approach tmjectory slows down sig11iC 

icantly (see Figure 6.4). The evolution of the current input profile shows that the control 

coefficient requirvs a rilore drastic current amplitude change as time goes on. In Figure 6.5, 

which shows the input current profile at the 100th iterat,ion, the actual current has p r o b  

lems following the desired current because the desired current is not physically realizablr. 

Ultimately, the lack of error reduction causes the integrator in Terminal ILC to fail. 

Despite being s u c a ~ s s f ~ ~ l  in simulation (see Figure 4.8 to 4.12), the Terminal ILC con- 

troller can not achieve convergence in the real world. The major problem are as follows: 

1. The controller is too reliant on feedback linearization to keep the system lineal.. 

2. The controller does not have enough control over the evolution of the control coeff- 

cients (i.e., there is no way to constrain the control coefficients) 

3. The noisy velocity and current measurements also cause problems with the integrator 

of the learning controller. 
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1- actual end current 
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J' f Figure 6.4: v,, and i,, versus iterations ~lnder Terminal ILC control. The Terminal ILC 
failed to eliminate errors on the test-bench. 
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Figure 6.5: Desired and actual coil current versus time a t  iteration 1, 50, and 100 under Ter- 
minal ILC control. The  current profile computed from Terminal ILC becomes un-realizable 
as iteration increases. 
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Experimental Results For the Nelder Mead Algorithm 

Despite the problem with c,rurent control and noisy meas~~renients described in section 6.1.2 

and 6.1.4, the Nelder Mead simplex algorithm was able t.o converge after a few hundred 

itrerations to the desired velocity and current (sometimes with some steady state errors in 

the current). The simplex algorithm has proven it.self to be computationally efficient and 

robust for a real-time application such as the electl.omec11anical valve. 

Note that sorne ovel-sa.nlpling in the Functional e~aluat~ions \vas done to prevent oc- 

casional noise spikes from affecting the ordering of the simplex vertices. The median of 

the samples is taken for the cost function computation because large noise spikes skew the 

average of the sample. 

6.3.1 Convergence over set-points change 

The experiments in Figure 6.6 and 6.7 are conducted by changing the velocity and current 

set-point values a t  the end of approach control. They show how the velocity and current 

converge to the desired state after a period i n  the transient state. The current, went from 

10 to 12 Amperes while the velocity increased from 2.55 to 2.65 m/s. In the case of Figure 

6.6, both current and velocity are commanded to increase. In the case of Figure 6.7, the 
f current, i,,,,, is c,ommanded to stay the same while the velocity is reduced from 2.62m/s 

to 2.56m/s. From experimental experiences, the author notes that the end velocity nlostly 

converges well whereas the end current sometimes has steady state errors (less than 1A). 

Note that the over-sampling factor of 3 is determined to be adequate for noise/estianition 

error in the terminal velocity and current estimate. 

The convergence to a different set-point is slow compared to the rest of the experiments 

(roughly 300 iterations to adapt to the new set-point). However, this experiment is clone 

with a. more conservative set of controller tuning parameters ( p ,  x, y, and a) .  The set-point- 

change experiment done in the simulation, using the same controller parameters, shows a 

similar convergence speed as illustrated in Figure 4.17. The matched results demonstrate 

that the simulation nlodel developed in [I.] is accurate enough so that the Nelder Mead 

controller can he designed i n  sinir~lation and yield satisfactory result on the test,-bench. 



CHAPTER 6. EXPERIMENTAL R.ESULTS 

current convergence 
16 

a l 4  
C .- 
E 12 
2 
L 

3 

10 

velocity convergence 

m \ 
E 
c 2.6 .- 
1. +- .- 
0 
0 - 
a, 
> 2.55 

200 400 600 800 1000 1200 
iterations 

Figure 6.6: An illustration of the Nelcler Mead contr~oller's regulation against set-point 
J .J change. ,uom,. and l , , , r ,p ,  versus iterations. Both set-points increase at the 500th it.cration. 
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current convergence 
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Figure 6.7: An illustration of the Nelder Mea.d controller's regulation against set-point 
cha.nge. v&,,, and i&,, versus itemtions Only the velocity set-point decreases at the 200th 
iteration. 
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6.3.2 Regulation against unknown disturbance 

Even under laboratory condition, the valve actuator tvst bench setup is affected by an 

unknown time-varying disturbance. The author believes the cause of this clisturbance is 

the same temperature-related variation in spring c:ompression force reported in Eyabi's 

sensorless control paper [/ill. 

To demonstrate that this problem can be alleviated, the Nelcler Mead algorithm is run 

continuously for four thousand cycles. Following that,  the controlled terminal conditions 

are compared to the open-loop results. One can see from Figure 6.8 that the Nelder Mead 

cotitroller regulattbs the velocity to the desired point bettel. than the open-loop controller. 
f The histogram in F i g ~ ~ r e  6.9 show the distribution of the teminal velocity, warn,, during 

the four thousand cycles. While both controllers keep the average velocity a t  the desired 

2 . 6 m / s ,  the velocity variance resulted under Nelcler Mead control is less then one third from 

the variance resulted under open-loop control. (0.2e-4rnV.s' compared to 0.69e-4m2/s"). 
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f Figure 6.9: Histogram of v,, a.fter 4000 valve events: Nelder Mea,cl (left,) and open-loop 
(right). 
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6.3.3 Cold start regulation 

The EMV act~mt~or warms up from the arnbient temperature due to ohmic losses in the coil. 

When the EMV actuator is first, activated, the sudden increase in thermal energy affects the 

spring and the electromagnet. At room temperature, higher current is required to properly 

close or open the valve when the EMV test,-bench initiates its operation. After several 

hundred motions: the initial coefficients For current control become excessive and cause the 

armature to land a t  higher impact speeds. A good approach controller should be able to 

regulate the speed of the armature around the desired point as quickly as possible during a 

cold start and than ease off on the control as the system heats up. Figure 6.10 shows that 

the Nelder Mead controller regulates the velocity to stay around 2.6 m/s in 150 iterations 

whereas the opcii-loop control requires 700 iterations to reach 2.6 m/s velocity. 

openloop velocity 

200 400 600 
iterations 

NLP velocity 

200 400 600 
iterations 

Figure 6.10: N&,~, .  versils iterations under cold start  condition: open-loop (left) and Nelder 
Mead (right). The Nelcler Mead controller brings armature velocity to the desired much 
earlier then the open-loop control. 
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6.3.4 Improving energy efficiency 

Placing a current integral during a valve niotiori into the controller's cost function allows 

energy consumption to be considered. The weight of t,he current integral must be much 

less than the weight on the velocity and position error to ensure that the set-points have 

higher priority. If the system is close enough to its required set-point, then the cost of 

the current integral will be more dominant, imd the Nelder Mea.cl algorithm will shape the 

current profile such that the system can be more energy efficient: 

velocity e m  curreut error 
cost = ( 

velocity weight 
+ ( 

current weight 

+current integral wight, * i ( t ) d t  S (6.3) 

In Figure 6.11, one can see that the current integral (top graph) is lowered as soon as 

the weighting of the current integral is increased in the c0s.t function. At the same time, 

the velocity and current is regulated around the set-point of 2.6 m/s and 12 A. 

The result in Figure 6.11 can be compared to the sin~ulation in Figure 4.22 of Section 4.3. 

The  simulation reports current integral reduction of 16.5e-3 t o  16.25e-3 ampere-seconds com- 

pared to  the experimental result of 16.9e-3 to 16.7e-3 ampere-seconds. Aside from slightly 

higher current consumption perhaps clue to unmodeled dynamics, the actual controller per- 

formed as expected in the sin~ulation. The successful prediction demonstrates the utility of 

the simulation model for controller design. 

Note, instead of a current integral, an energy expenditure term in Joules (integral of 

voltage times current) during a valve motion can also be used in the cost function. \?ihile 

this is not clone in this thesis, the impact f~oin  such an additional cost function term is 

expected to be sin.dar to that of a current integral term. 
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Figure 6.11: An illostmtion of energy reduction by adding a. weighted current integral term 
to the cost function of the Nelrler Mead controller. The top plot is coil cnrrent integral 
versus iterations. The second highest plot is the current integral weight in the cont~oller's 

f f cost function versus iterations. The bottonl two plots arc zlap,, and i,p,,. verstis iterations. 
This result matches with the simnlation in Figure 4.22 
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6.4 Simulating a Back Pressure via Release Coil 

In section 6.3.2, the Nelder Mead Controller regulates the EMV coil current and ar~imture 

velocity axouncl the set-point uncles the time-varyiilg unknown disturbances inherent to the 

systern. Because the cIist,i~rbance is unknown, it's impossible to q~mntify how well the the 

dgorithnl rejects clist~ubanc~e. To truly test a controller's performance, a known dist~ubance 

source must be 1.1 tilizecl. 

This experimental testbench is not equipped with actual pressure forces on the valve. 

However, by using the information from the finite element rriodel work in [31], a relcxie coil 

current profile can be applied to hold back the arniature during release as if a prcssure valve 

is connected to the EMV test-bench. This substitution can be made because both forces 

from pressure disturbance and magnetic forccs we position based (as explained in chapter 

3).  The current profile can be further sin~plified by position-based interpolation of current 

coefficients as shown in the C-code. 

v o l a t i l e  double ct-i-pgeg-kl[] = { /* cu r r en t  t o  s imula te  back 

pressure*/  

0.325067, 5.203673, 7.714763, 9.692079, 11.420484, 

12.619973, 13.025574, 12.644924, 11.775298, 10.861866, 

10.278948, 10.116052, 10.050468, 9.388188, 7.354937, 

3.719086, 0.000000 

3 ; 

The coefficients above are used to simulate lOON back pressure. Scaling of the force is done 

by mult,iplying by a factor. For example, Figure 6.12 shows the desired opener current for 

90 N of back pressure. It  also shows, in the dotted line, the actual current which tracks the 

desired through an on-off voltage controller. The  top plot of 6.12 is position-based, and the 

bottom plot represents the same data set but is time-based. 
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Fjgule 6.12: Release coil current profile needed to simulate 90N of cylinder back pressure. 
(top: cul len t  velsus position, bottom: c u ~ r e n t  versus time) 
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6.4.1 Maximum disturbance allowed and constraints determination 

The simulated back pressures in this thesis are limited to less then 50N. To illustrat,~ the 

reasoning behind this, the current needed for landing the valve against 90N of simulated 

back pressure is shown (the top plot of Figure 6.13). In this figure, most of the actual 

current is smooth due to satu~.ation. At the end of the a.pproach trajectory, the arnlature 

velocity is low (2.35ul/s) and t,he current is very high (17.5A). In this case, saturation leaves 

no room for the controller to change the terminal velocity or current. At pressures above 

IOON, the armature fails t.o land due to lack of speed. Consequently, to allow the controller 

to regulate the terminal velocity and current within the n o m i d  set-points, 2.45 - 2.6m/s 

a t  10 -- 14A, the disturbance pressure is set to be no more than 50N. 

The requirement corresponds roughly to 1 bar of cylinder back pressure. To see this, we 

can convert 1 bar int.0 Pascal, and use the fact that the applied force is equal to pressure 

times the area of the valve: 

force applied by 1 bar of pressure 

25.4mm * 10-~1n/rnrn 
= 101325 * pa/ba.r x ( ) 2  X T  
V, 2 

pressure V 
/ 

valve area 
= 51.34 Newton 

The middle and bottom plot of the Figure 6.13 shows situations that are more suitable 

for feedforward tuning. Thc niiddle plot is used as the upper bound for the Nelder hlead 

controller coefficients, and t,he bottom plot is used as the lower bound. Because the Nelcler 

Mead is not a model based algorithm, the selection of the two bounds does not have to be 

rigorous. For esanlple, the coefficients in the middle and bottom plot of Figure 6.13 results 

in different termilia1 velocities (2.52rn/s and 2.45m/s). However, as long as the results are 

within the desired velocity and current range (2.45 -- 2.6m,/s a t  10 -- 14A), these coefficients 

should be adequate. 

Within th(lsc. two bounds, thcl Nelder Mead algorithm tunes the current profile to regulate 
f , f terminal velocity, .u,,,., arid current,, tam,, around the set-points, ud and id. 
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Figure 6.13: Current profiles required for valve larlclirlg at different pressure dist.nrbance 
levels. (top: 90N, middle: 50N, and bottom: ON) 
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6.5 Nelder Mead Algorithm Against Pressure Change 

The experiment in this section is conducted I)y applying simulatecl stclp ancl ramp pressure 

disturbances; and recording the resultant velocity ancl current a t  the end of the approach 

control trajectory. The results show that the Nelder Mead controller is able to eliminate 
f the effect of the disturbances on the terminal conditions, uappr and i[,,,., so that the landing 

traj15c tory sta.rts a t  the specified init,ial conclitions. 

6.5.1 Step pressure change examples 

To malte an assessment of algorithm convergence speed, one can look at how many iterations 

are required for the Nelder Mead algorithm to guide the varia.bles back to set-point under 

the tlistr~rbance. In example #1 (Figure 6.14), it takes around 100 steps for the ve1ocit.y to 

return to the set-point under 40N of simulated pressure. In example $2 (Figure 6.15), it 

takes around 120 steps for the controller to return the velocity to the set-point, r~ntler -40N of 

pressure clist,urbance. These results are similar to the step pressure charrgv simulation shown 

in Figure 4.18 and 4.19 in the theory chapter. The experimental results are slightly slower 

(100 to 120 steps compa.red to slightly less than 100 steps in the simulation) because of the 

unmodelecl noise and temperature related disturbances encountered in the experiments. 

6.5.2 Cases f o r  m u l t i p l e  step c h a n g e s  

Figure 6.17 shows the result Irom t.he Nelder Mead algorithn~ under a mwe realistic scenario 

by incorporating 4 step pressure changes in 600 cycles. As a contrast, the open-loop result 

mder  a sinlilar disturbance pat,tern is shown in Figure 6.16. One can see that Nelder Meacl 
f algorithm r.egulated the terminal velocity Vappr  back to the desired 2.55m/s around 100 

steps aFter any step disturbance is applied. Some steady state errors did occur and shift 
f the ternlinal current ,iap,,, from the desired 12.5m/s to 14m/s during the 50N pressure, but 

I the additional current near the transition point, saw, is needed because of the saturation 

problem near the controller upper-bouncl (see Figure 6.13). The aniount. of clisturbsnce that 

the controller can handle can be extenclecl by either reducing the overall system inductance 

or hy incrcxsing the supply voltage. 
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Figure 6.14: An illustl.ation of the Nelder Mead controller's regulation against step pressure 
f disturbance. The top two plots are I J , ~ ~ ,  a.nd i;,,,. versus iterations under Nelder Mead 

control. The  bottom plot shows a step disturbance pressure increase of 40N occuring at. the 
53th iteration. 
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Figure 6.15: An illustration of the Nelcler Mead controller's regulation against step pressure 
f disturbance. The top two plots are ZJ,,~, a.nd i&,, versus iterations under Nelder Mead 

control. The bottom plot shows a step disturbance pressure decrease of 40N occuring a t  the 
151th iteration. 
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Figure 6.16: An illustration of the open-loop response under multiple step pressure changes. 
J The top two plots are v,,, and &,,. versus itelations. The bottom plot records changes in 

the disturbance foice. 
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Figure 6.17: An illustration of the Nelder Mead controller regulating under nlultiple step 
f f pressure changes. The top two plots are vappr and i,,,,,,,. versus iterations. The bottom plot 

records changes in the disturbance force. 
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6.5.3 Ramp disturbance 

R;ti-np distr~rbance  present,^ a big challenge to the Nelder Mead controller because during 

a ranlp, t,lie vertices of the sin~plex are outdated very quickly. If any o f  the vertices are 

out,cl;xted, the resultant direction searched by the algorithm will not reduce the cost function. 

The effect is rnost pronouncecl during the shvink: szmplez operation. Usually the vertices of 

the simplex shrink toward the vertex associated with the lowest cost function, but because 

the cvaluatcd cost function can be outdated, shrinking may not result is gcmeral reduction 

of thc cost h~nction. In fact, it is more likely that the average cost function will increase. 

The experimental result shows that any ramp change faster than 10N per 100 iterations 

will cause problems for the Nelder mead controller. In this section, two examples are shown 

at this la te  of change. Figure 6.18 shows a 30 Newton increase at 300 st,eps, while Figure 

6.19 shows the saule case but a t  decreasing pressures. As a coniparison, an open-loop result 

under the same rate of ramp clisturbance force is shown in Figure 6.20. 

The experimental results can be cornpared to the ramp disturba.nce sirnulation in Figures 

4.20 and 4.21 in the theory chapter. One can see that the results from the sirnulation 

and experimentation match, aside from the fact that the experimental plots contain the 

occasion~l noise spikes (possibility from realtinie numerical errors) in atltlition to gaussian 

white noise. 

6.5.4 Comparison with the results from the published literature 

To put these results in context and compare them to the published literature is difficult be- 

cause most publications do not focus solely on approach control, and measure t,heir results 
f f f in terms of terminal conditions, , I ~ , , , , / ,  and inp, a t  the transition point, mnPm.. The clos- 

est ~natch. to our disturbance rejection result would be from the iterative learning control 

publication [2] by Hofftnann et al., whose sirnula,tion shows an iterative learning controller 

keepiug the valve seating velocity below O.lm/s against a pressure ramp increase of 20N at 

100 iterations. Note that the controller. in [a] uses a 200 volt power supply compared to our 

42 volt power supply. While a higher voltage improves the control aut,l~ority of the EMV 

system, the 42 volt supply is deemed to be the upcoming vehicle stanclarcl 1721. 
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Figure 6.18: An illustration of the Nelder Mead controller's regulation against ramp pressure 
disturbance. The top two plots we  viM" and i;,, versrls iterations. The bottom plot shows 
ramp disturbance pressure at rate of 10N per 100 steps occuring at the 49th iterat,ion. 
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Figure 6.19: An illustration of the Nelder Mead controller's regulation against ramp pressure 
f f disturbance. The top two plots are .uaWl- and inppl. versus iterations, The hottom plot shows 

ramp disturbance pressure a t  rate of -10N per 100 steps occuring a t  the 950th iteration. 
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Figure 6.20: An illustration of the open-loop response under ramp pressure changes. Top 
f J and middle plots are I J ~ , ~ ~  and iapp, versus iterations. The bottom plot is the actual applied 

ramp disturbance. 
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6.5.5 Input coefficient evolution 

In this section, the evolution of the current profile uncler the Nelder Mead algorithm is 

shown. TWO examples are displayed: Figure 6.21 is the case where the actuator hc.ni'..s u p  

and the system requires less energy to keep the same set-points a t  the end of the approach 

trajectory. Therefor.e, the Nelder Mead algorit,hrn recluces the current profile during the 

approach control. The dotted lines are transients. Figure 6.22 shows the opposite situation 

where the controller raises the current profile to counter a step increase in back pressure a t  

iteration 160 so that the velocity is kept the same. 

The top graphs of Figure 6.21 and 6.22 are the evolution of current input with respect 

to valve lift tuned by the Nelder Mead algoritlin~; the middle and bottom plots validate 

that, the controller keeps the end conditions a t  the desired set-point during these iterations. 

Again; the experimental rewlts from this section are very simi1a.r to the simulation results 

presented in Figure 4.23, which shows' the evolut,ion of the input current profile under the 

Nelder Mead controller acting a.gainst a step prcssrlre disturbance. 
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Figure 6.21: Evolution of the input current profile from the Nelder Mead controller regulat- 
ing against unknown disturbance. The top plot is the current profile versus position from 

f f iteration 1 to 250. The  bottom two plots are v,,,,. and iUpp, versus iterations. The  current 
f profile is lowered to achieve the desired vappl.. 
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Evolution of interpolated lnput (rising current profile) 
recovering from pressure disturbance 

Evolution of interpolated lnput (rising current profile) 
recovering from pressure disturbance 

18 

16 . . : . . - .  i . , .  

14 

C .- 
a, 
E 10 
2 
a 
E 8 
E 
L 
3 

O 6  

4 

2 

0 
-8 -7 -6 -5 -4 - 3 -2 

I I I I I I I I 

0 50 100 150 200 250 300 
iterations 

Figure 6.22: Evolution of the input current profile from the Nelder M e d  controller regulat- 
ing against a step pressure disturbance. The top plot is the current profile versus position 
from iteration 1 to  300. The bottom two plots are v&,. and i;,,,. versus iterations. The 
current profile is increased to compensate a step disturbance pressure force a t  160th itera- 
t,ion. 
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6.6 Summary 

The simulations performed in the controller algorithm section are tested experimentally in 

this section usii~g the TEMIC electromagnetic actuator ancl dSpace 1103 board. Unfor- 

tunately, the Terniirial ILC fails to converge because of the saturation issue ancl errors in 

feedbxk linearization. The results for the NeIder Mead algorithm fare much better and are 

similar to t,he sim~llatecl results in the theory chapte~  

Overall, expcrirnontal tests for the Nelder Mead controller shows promising results. Thc 

temperature/paral~leter based disturbance was easily handled by the Nelder Mead controller. 

A properly weighted current integral added to the cost funct,ion results in a recluction in 

energy consumpt,ion without affecting the set-point regulation. The Nelder Mead controllel 

demonstrated the ability reject disturbance pressule in step and ramp function. Last, but 

not least, t,he input current evolution is shown to be smooth and away from the saturation 

bounclary. All the irnportmt tests and results in this chapter are summarized in table 6.1. 

Ta.ble 6.1: Summary of experimental results 
I Exper imen t s  I Nelder  M e a d  control ler  per formance  

Set-point change 
Cnknown dis turlxmce 

Changes t he  set-point in 300 steps 
Reduces velocity variance t o  less than 113 

Adding current integral into 
the cost function 
Cold s t a r t  performance 

Step  disturl)ance 

Ramp c1isturl)ance 

compared t o  open-loop 
Reduces current integral in a n  valve event 
from 16.9e-3 t o  16.7e-3 ampere-second 
Reduces system warm up  time from 700 it- 
eration t o  150 iterations 
Eliminates 40N s tep  disturbance force in 
100 -- 150 steps 
Rejects r amp  disturbance force u p  t o  the  rate  
of 10N Der 100 steps 



Chapter 7 

Conclusion and Future Research 

Ca~nless engines equipped with electromagnetic solenoid valve actuators allows more flexi- 

bility in c ~ ~ g i n e  operation and can thus be optimized to a.chieve better torque characteristics, 

fuel economy, and emission control t h ~ i l  conventional engines. However, the solenoid valve 

actuator suffers from hard landing impacts because of actuator nonlinearity, bandwidth lim- 

itations, and various environmental disturbances. Sophisticated controllers For the approach 

and landing stages of the valve flight are needed to avoid the unacceptable noise and com- 

ponent wear rtwlting from the large valve landing impact. This thesis investigated three 

cycle-aclapt,ation based approach-controllers designed to provide consistent initial conditions 

for a subsequent solenoid valve landing contr~oller. 

7.1 Conclusion and Discussion 

The following a,re the conclusions tha,t can be drawn from the theoretical and experimental 

investigations of this thesis: 

1. Pressure disturbance forces can be computed from the induced voltage in the release 

coil using an identified inverse ri~otlel. The estimated pressure from validation data 

shows an average error less than 0.025 bar. This estimation method has the advantages 

of providing estimates early, having a high signal to noise ratio, and requiring little 

computational eff'ort. 

2. Because the EMV actuator has very lin~ited control authority a t  larger airgap and 

is subjected to disturbances from engine back pressure, trajectory tracking for the 
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approach stage of t,lie valve flight is virtually impc.)asihle. The inability to find a 

realizable trajectory t,o track leads to the poor simulation performance of the nonlinear 

iterative learning controller investigated in the theory cllapter. 

3. The terminal iterative learning controller is promising in terms of its convergence rate 

in simulations but more work needs to be done in fecclback linearization and in con- 

straining its coefficients. The application of the null-space gradient projection method 

does not provide enough control over the evolution of coefficients. The  experimen- 

tal results failed to converge because linearization failccl, and the algorithm required 

current profile t,ha.t is not physically realiza.ble with a 42 volt power supply. 

4. The Nelder Mead simplex algorithm, after sine coorclinat,e transforn~ation, can be 

applied to solve the approach control problem as a constrained nonlinear programming 

problem. Compared to the iterative learning arid extremuni seel<ing control, it has 

the advantages of not needing trajectory tracking and the ability to tnne niultiple 

parameters for great,er optimization. In addition, it requires no actuator rnodel and is 

efficient because i t  searches for the minimum without con~puting any derivative. 

5. The experiniental results of the Nelder Mead controller can be summarized by its 

performance against step, ramp, and temperature relat.ed clisturbances. The controller 

eliminates 40N step disturbance in 100 to 150 steps, and is not effected by ramp 

disturbance below the rate of 10N per 100 steps. Compared to the openloop, it 

reduces the terminal velocity variance from 0.69 to 0.2 cnz2/s2. In addition, adding 

a weighted current integral tern1 into the cost function can reduce electrical energy 

consumption. 

7.2 Future Research 

The author proposos Future reseaich to be focused on t,he Following areas: 

1. A pressure cham be^ to supply disturbance pressllre in the  EhdV test,-bench setup is 

needed. It  can be used to test both the proposed ii~cluced-voltage based pressuie 

estimation and the Nvldcr Mead controller. 

2. The estinlates of terminal velocity and current at t,he end of the approach control 
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traject,ory a.re rather noisy. This limits the convergence speed of cycle-adaptive con- 

trollers. Better interpolations and data  sn~oothing schemes sho~dd be applied t,o ini- 

prove these estimates. 

3. The on-off current controller utilized in the experimental section is rather crude. IF 

more work is done in the modeling: voltage-based feedback linearization u ~ a v  be ap- 

plied to achieve much better current tracking ancl subsequently improve approach 

controller performance. 

4. Terminal ILC would be much more efFcctive if constraints and cost functions can be 

easily incorporatecl. 

5. Nelder Mead is not the only direct search algorithm. Despite its advantagcs, its theo- 

retical 'onvergence conditions have not yet been found. Other direct search algorithms 

such as Roseribrock and Pattern search should be investigated to see if  they can per- 

Form better than the Nelder Mead algorithm on EMV actuator control. 

6. Depending on how quickly disturbances change, the cost associated with a vertex can 

become outdated and should be replaced. One way to prevent t,his problem is to 

associate disturbance estinlat.ion information with the simplex vertices. If any earlier 

simplex vertex has disturbance estimate different from the rest, it shoulcl be replaced 

quickly. If this scheme is successful, the ramp disturbance rejection performance of 

the Nelder Mead controller should improve. 

7. Approach controllers in this thesis are limited to  using cycle-based con~pensation. 

However pressure disturbance can and does vary greatly between consecutive cycles 

(especially in the event of an engine misfire). More work should be done to combine 

the single -cycle-based approach controller with the cycle-adaptive approach controller. 

An ideal approach controller should combine the worst-case robust,ncss of the single- 

cycle controller ancl the optimization capability of the cycle-adaption controller. 

8. Most importantly, the EMV approach controller developed in this thesis should be 

combined with a landing controller such as the one developed by Chung 111 or Eyabi 

1411. The landing impact. reduction and disturba,nce rejection perfornlance from the 

overa.11 controller will be tlle riltimate rileaslire of success for the work done in this 

thesis. 



Appendix A 

List of Program Files 

A. 1 Matlab Simulation Files 

Table A.2: 
file name 

inter~o1~tanh.m 

Table A . l :  Nelcler Meacl contioller sin~ulation files 

nilc .m 

file name 

RTNeaderMeader.m 

run-num-cost .m 

emv-actuator.md1 

Nonlinear ILC controller simulation files 
file description 

Computes a desired trajectory for tracking 
The Nonlinear ILC controlle; 
A Matlab S-function that uses coefficient from ILC 
controller to  aenerate current ~ ro f i l r  

file description 

The Nelder Mead controller 
A function that calls Sirnulink model and computes 
cost 
Simulink actuator model based on [I], modified for 
Nelder Mead controller with additional blocks and 
scopc t o  irnplcment Terminal ILC control 

- 
Simulink actuator model based on [I], modified for 
nonlinear ILC with aclclitional blocks and scope to im- 
plement Nonlinear ILC control 



APPE!VDIX A. LIST OF PROGRAM FILES 

Table A.3: Terminal ILC controller simulation files 
filc name 

Terminal-1LC.m 

compute-voltage . rn 

bspline-itrp1.m 

tilc-emv-rnodel.md1 

Table A.4: Disturbance estimation filcs 

file description 

Terminal ILC controller 
Performs voltage feedback linearization for thcl Termi- 
nal ILC controller 
Calculat-es interpolated current profile for the Terrni- 
nal ILC controller 
Simulink actuator model based on [ I ] ,  moclifiecl for 
Terminal ILC with additional blocks and scope to in>- 
plement Terminal ILC control 

fik nnnre 

clbpObar .- clbp6bar 

DisturbanceID. sid 

- 
mpr-cyl-p1t.m 

file description - 

Contains raw pressure data  in NIcztlab ".mat!' file f o ~  
mat. 
The project tile for Matlab's system identification tool- 
box for inverse model identification. 
Uses the seven pressure data  scts clbpObar -- 
clbp6bar to showcase the effect of norn~alization on 
the data  sets, and consequently the dependence of 
pressure forces on position. 
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A.2 Files for Experimentation 

Tahle 
file name 

tasks Tc 

..5: Terminal ILC controller C code 
file description 

Initiates the EMV control by swinging the armature 
to one of the coils from its middle resting position. 
Defines all the important variables and structures 
shared by all files. 
Interfaces with the tasks. c to allow different control 
niethods to be called. 
Contains Kalman and moving average filter to provide 
vrlocitv and acceleration information. 
Initializes and communicates with the hardware to ac- 
quire measurements and execute voltage commands. 
Determines the frequency of the controller valve event. 
Contains the actual approach controller using Termi- 
nal ILC algorithm and the landing controller using 
flatness-based control. 
Initiates the controller by registering the controller in- 
tcrrupts and the background tasks. 
Defines the interrupt function that calls the approach 
and landing controllers. 

Ta.ble A.6: Terminal ILC controller support lookup table 
file name 

small-lw-map. txt 

lw-map.txt 

tilc-lg-table. txt 

file description 

Lists desired current based on armature position and 
tlcsired magnetic force (for position -0.37 to -0.2Smm) 
Lists desired current based on armature position and 
tlesircd magnetic force (for position -0.28 to 4mn1) 
List Terminal ILC controller gain wit,h armature swing 
d~~ri i t ion as input. 
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Table A.7: Nelder Mead controller C code. 

1 control. c/h 1 Interfaces with the tasks. c to allow different control 1 

file name 

anschwlng.c/h 

common. c/h 

file description 

In~t iates  the emv contlol by swing the armature to  the 
coil from its 
Defines all t,he 
shared bv all files. 

I I velocity and acceleration information. I 
filter.c/h 

Initializes and comn~unicates with the hardware to  ac- 
auire measurenlents a.nd execute voltage commands. 

methods to be called. 
Contains Kalman and moving average filter to provide 

I n-generator. c/h I Determines the freuuer~cv of the controller valve event. 1 
I ctrl-traj . c/h I Contains the actual approach controller using Nelder I 

task-ctrl.c/h Initiates the controller I>y registering the controller in- 

Table 1 
filc name 

control.lay 

tasks. c 

itration-display 

terrupts and the background tasks. 
Defines the interrupt f~.~nction that calls the approach 
and landing controllers 

5: ControlDesk Instr~~mentat ion files 
file description 

The panel that allows display and manual tuning of 
the controller parameters. I 
The panel that calibrates sensors 
The panel that can he rlsecl to display and tune para- 
meters for control initialization (swing the armature 1 
from middle to one of the coils) 
The panel that displays iteration-based terminal ve- 
locity and current. 
The panel that  contains plots that display position 
and current plot in one valve motion. 
The "Make" file for the entire controller file compila- 
tion 
The trace file that keeps track of the parameters defi- 
nition to be displayed and tuned on ControlDesk 
The python logging script for storing values on the 
ControlDesk display panels 
The parameter file that stores values of parameters 
listed in f r. trc 1 
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