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Abstract

Application of solenoid valve actuators in internal combustion engines can facilitate oper-
ations such as variable valve timing for improved efficiency and emission. Unfortunately,
smooth solenoid valve landing is hard to achieve due to limited control authority, limited
bandwidth, and time varying disturbances. The resultant valve impact causes unacceptable
noise and component wear on the engine. To solve this “soft seating” problem, the controller
is further divided into approach and landing sub-controllers. The landing controller causes
the valve to follow a smooth trajectory for a low-impact landing in the last portion of the
valve flight. Before armature landing starts, the approach controller complements the land-
ing control by setting a consistent initial condition for the landing trajectory. This thesis
focuses on developing a cycle-adaptive approach controller that utilizes information from
the repetitive operations of the engine valve. Additionally, a novel way of using induced

voltages to identify disturbance pressure magnitudes is introduced.

keywords: cam-less engine, valve soft-seating control, nelder mead algorithm, iterative

learning algorithm, electromagnetic devices, solenoids

subject terms: automatic control, control theory, valves, actuators
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“People are like stained-glass windows.
They sparkle and shine when the sun is out,
but when the darkness sets in,

their true beauty is revealed only if there is a light from within.!”

— Elisabeth Kubler-Ross
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Chapter 1

Introduction

Flexible control of engine valve operation is a key contributor to performance of a modern
engine. The following three examples illustrates this point: 1. Replacing the camshalft,
which fixes valve timing with respect to the crankshaft, allows engine operation to be op-
timized according to load and performance requirements [5]. 2. If valves can be selectively
controlled, the unneeded cylinders can be selectively shutdown for fuel economy [6]. 3.
One effective way to run an engine is in homogeneous charge compression ignition (HCCI)
mode, which provides an efficient and cleaner combustion, requires full control of the engine
valves to help maintain conditions suitable for auto-ignition [7].

To accomplish such flexible valve control (also known as Variable Valve Timing, VVT),
many camshaft phase or lift altering mechanisms have been employed by various automotive
companies. A brief search on variable valve timing results range from Alfa Romeo’s “Twin
Spark” [8] to Honda’s “VTEC” [9] to Yamaha’s “Variable Cam Timing” valve-train [10].
However, the most flexible valve-trains are the ones that eliminate the camshaft altogether.
While there are a few actuators that qualify for camless engine operation, in this thesis our
focus is on the electro-magnetic solenoid actuator, which is energy-efficient and powerful,
but requires a sophisticated control strategy to avoid large valve landing impacts and to
obtain “soft landing”.

To solve the soft seating problem more effectively, the research undertaken in a Simon
Fraser University - University of Alberta joint project is separated into an approach portion
and a landing portion. The approach control takes place in the first part of the valve motion
and attemipts to deliver consistent final conditions which are the initial conditions for the

second part of the control - the landing control. This thesis develops an approach control



CHAPTER 1. INTRODUCTION 2

scheme that uses the information from previous cycles to tune the feedforward control input
such that the conditions at the beginning of the landing trajectory are kept constant.

In this opening chapter, the motivation behind development of the electromagnetic valve
actuator is discussed. The first subsection talks about the benefits of variable valve actuator
and homogeneous charge ignition and compression (HCCI). Then the structure and prop-
erties of electromagnetic valve (EMV) actuator itself are discussed along with the control
problem associated with it. The chapter ends with a problem statement, and describes the

thesis organization and my contributions in the thesis.

1.1 Benefit of Variable Valve Timing

By changing the timing of the engine intake and exhaust valves at different operating con-
ditions, the engine can be optimized to achieve various objectives. Below are some, but not

all the variable valve timing operations:

e Increase maximum power at high speed: If closing of the intake valve is delayed under
high engine loads, the significant air-fuel momentum in the intake means that even
after the piston starts moving up, fresh air continues entering the combustion chamber

instead of being pushed out [11]. The result is better compression and more power.

e Improve engine efficiency at low speed: When the engine is under partial load, the
intake valve would be closed early to reduce the suction force needed to bring the air in
(pumping loss) [12]. In addition, because less air needs to be compressed, the engine
generates less heat, and thus, the thermal efficiency is improved. These efficiency

improvements translate into less fuel consumption at low engine loads.

e Reduce pollution using Exhaust Gas Recirculation (EGR): Traditionally, in order to
reduce nitrogen-oxide (NOx) emissions generated from engines operating at high tem-
peratures, EGR valves are placed in the engine to reduce the combustion temperature
by recycling the exhaust back into the intake valve [13]. Variable valve actuation can
remove the need for additional valves by regulating the overlaps between intake and

exhaust valve openings or by closing the exhaust valve early [14].

e Deactivate unneeded cylinders: Switching a few cylinders off during low engine loads in

a conventional camshaft driven engine requires additional machinery. If the valves can
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be controlled individually, then cylinder deactivation would be as simple as sending
different electrical signals. This results in a higher effective load on the remaining

cylinders with the potential for increased engine efficiency [15].

For more strategies of VVT, see the review and analysis article [16]. Note the process of
EGR can also be used to raise gas mixture temperature and cause auto ignition, which has

many advantages over conventional spark or compression ignition methods when controlled

properly.

1.1.1 Homogenous Charge Compression Ignition

Homogeneous charge compression ignition (HCCI) is a form of controlled auto ignition.
In this mode of combustion, a homogenous fuel-air mixture enters the cylinder, and the
combustion takes place through compression only; no spark or fuel injection is required. The
mixture combusts more uniformly and at lower temperatures, which means less nitrogen
oxide pollutant and no need for expensive exhaust treatment. Also, the mixture is very
diluted and required fuel can be as much as 20 percent less compared to the baseline spark
ignition engine [7].

Manipulating intake and exhaust valve timing not only raises the temperature of the
gas but can also change the composition and motion of the gas mixture. For example,
delaying the intake valve opening can increase the intake flow rate. These additional tuning

capabilities are paramount for the HCCI operation to succeed [7].

1.2 The Electromagnetic Valve (EMV) Actuator

The requirements for the engine gas exchange valve for automotive application are stringent:
short travel time (4ms), forces capable of overcoming engine blow-down pressure, energy
efficiency, and heat resistance. The various actuators that are considered for camshaft
replacement currently includes hydraulic [17], rotary motor [18], piezoelectric type actuators
[19], and electromagnetic solenoid actuators [20].

Out of all these choices, the solenoid valve actuator utilized in this thesis stands out
because it can exert a high non-contacting force over a short distance. The actuator is
simple to construct and withstands the engine generated pressure and heat. The electro-

mechanical actuator discussed here is manufactured by Telefunken Microelectronic GmbH
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and it will be referred to as TEMIC in the rest of this thesis. The actuator is composed of
two springs, two solenoids, and a shaft connecting a metal armature to a valve (see Figure
1.1). Both springs are always set in compression such that, in equilibrium, the armature sits
in the middle. No hydraulic lash adjuster is present in the experimental test-bench. Two
coils are used as electromagnets to attract the armature to one of the two ends across the
total travel distance of 8mm.

To initiate the actuator for valve operation, only the closer coil is energized. As a result,
the armature is attracted from its detent middle position to the top of the actuator (next
to the closer coil). Since the armature is connected to the valve, this initialization closes
the valve. To open the valve from this position, the current in the closer coil is drained
to zero, causing the closer coil to stop holding the armature and allowing the armature to
be pulled (by the springs) toward the opener magnet at the bottom. The opener magnet
is then energized to attract and hold the armature to keep the valve open. During a valve
closing event, the opposite occurs, and the armature travels from its initial position next to

the opener coil to the closer coil at the top of the actuator.

1.2.1 Challenges

The challenge of the EMV controller design includes closed-loop bandwidth, non-linearity,
robustness, and energy efficiency requirements. In order to meet the engine speed require-
ment of at least 4000 to 5000 RPM, springs are tensioned to 250N/mm so that the transition
time is 4ms. For such short durations, bandwidth suffers from the significant delays needed
to convert input voltage to magnetic force. Non-linearity exists because magnetic force
is roughly inversely proportional to the square of the gap between the coil and armature.
When the armature is far away, the pulling force is negligible; on the other hand, when
the armature is close to the coil, the pulling can be undesirably large. Finally, to meet the
robustness requirement, the valve controller must guard against variations of both engine

combustion pressure and actuator parameters.
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consistent initial conditions for the EMV landing control.

1.3 The Approach Controller for the EMV Actuator

The ultimate goal of the controller is to ensure the armature gently lands at one end of
the actuator. An impact speed less the 0.1m/s is considered an effective guard against
excessive mechanical wear and noise {[211-{23]). To achieve this goal, our research group
further divided the controller for TEMIC into two portions. The take-off /approach controller
operates at the beginning and the middle of the armature flight to compensate for energy
shortfalls due to disturbance and provides a good initial condition for the end controller.
The end controller subsequently takes over for the rest of the valve travel and facilitates a
soft landing. In Figure 1.2, the position 2.55mm is the transition point between the two

controllers.

= 2.50mm (1.1)

ol —f
Liand = Lappr

The superscript 7 and f stand for initial and final, while subscripts appr and land stand for
approach and landing trajectory. In [24], a landing controller using flatness-based control
assuming desired initial conditions vy and ¢4 was successfully designed. The approach con-

troller developed in this thesis aims complement [24] and compensate for the disturbances
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taking place between -4dmm to 2.55mm. The goal is to regulate the velocity and current at

start of the landing control «] . are within a specific window.

of s cid iof ~
Uﬂppl‘ = Vland = Vd and 7’app'r = Yana = td (12)

The valve position velocity plot shown in Figure 1.2 illustrates this approach by showing
the effects of approach control. symbolized by the dotted line connecting the disturbed
trajectory back to the nominal trajectory.

Note that due to the symmetry of the solenoid actuator, the control for valve opening
and closing are almost identical with the exception that exhaust valve opening encounters
larger pressure disturbances from the engine. Consequently, most of the simulation and

experiment in this thesis will be performed on valve closing without loss of generality.

1.3.1 Cycle Adaptive Control

Normal engine operation requires valves to open or close at between 10 to 100Hz; thus the
electromagnetic actuator is a highly repetitive system. Therefore, the information from the
previous valve events can be utilized as the basis for feedforward control in the current valve
event. This thesis focuses on the cycle adaptive feedforward approach control of the EMV
actuator. The use of feedforward control compensates for the small magnetic force at large
airgap, while cyclical adaptation takes advantage of the rvepetitive nature of the engine valve
operation. Note that the controlley assumes the disturbance is much slower than the valve
travel time (i.e., the residuals from previous iterations can be used for current iteration). In
reality, this assumption is not always true, especially in the case of engine misfires. For the
feed-forward controllers that accommodates drastic pressure variations between firings, see

[25] on disturbance-estimator based EMV approach control.
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1.4 Problem Statement

This thesis develops approach controllers which regulate the velocity and current at posi-
tion .r{;;pprr (defined in Figure 1.2) to set values suitable to begin landing control. Under
the assumption that the disturbance dynamic is much slower than the actuator spring dy-
namic, the approach controller must be robust enough to handle engine disturbances and
the parameters variations in the actuator. Different control schemes will be investigated for
comparison purpose. All controllers investigated will be validated in simulation; then de-
pending on the shinulation results, some will be ported to the TEMIC experimental actuator

test bench at a supply voltage of 42 volts.

1.5 Thesis Contributions

The main contribution of the thesis comes from developing the cycle-adaptive controller for
EMV actuator approach control, but some interesting disturbance estimation results are

also presented briefly.

e A novel method to estimate in-cylinder pressure disturbances is proposed using the
induced voltage from the release coil of the EMYV actuator. The known induced voltage
and the pressure value is used to develop an inverse model. Verifying the inverse model
output using real induced voltage data shows a good match with the actual measured

pressure value.

o A trajectory tracking iterative learning controller is implemented in simulation for
approach control purpose. Unlike the existing EMV learning controller [23] and [2],
the controller presented here requires no linearization. The simulation result shows

convergence can be achieved if the supply voltage is sufficiently high.

e A terminal iterative learning controller, which requires no trajectory tracking, is de-
veloped and tested in simulation and experiment. A nullspace gradient projection

method is shown to help steer the controller coefficient evolution.

e A direct search controller, which is based on solving a nonlinear programming problem
using the Nelder Mead algorithm, is presented. The controller requires no trajectory

tracking, allows greater freedom in defining the cost function, and can be constrained
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against input and state saturation. The experimental result shows effective regula-
tion of velocity and current against unknown actuator parameters variations, step

disturbances, and ramp disturbances, at the end of the approach control trajectory.

1.6 Thesis Organization

Benefits of the VVT and HCCI operation on an engine, and how an EMV actuator is used
to facilitate VVT, were discussed in this chapter. An explanation was given as to why the
soft landing problem of the EMV must be resolved before it can be relied upon for VVT
operation. Further, reacers were introduced to the idea of dividing the control algorithm into
approach and landing sub-controllers. Finally, the chapter presented the problem statement,
described the thesis organization, and outlined the contribution of this thesis.

A literature review is provided in the second chapter. A brief discussion of the existing
control schemes is presented: linear quadratic regulator, sliding mode, hybrid system, and
H., controllers. Emphasis is placed on feed-forward approach controllers such as iterative
learning and extreme seeking algorithms. The third chapter presents a description of the
EMYV actuator model. In particular, emphasis is placed on how eddy currents and magnetic
flux saturation is accommodated in the model. In addition, a pressure disturbance model
along with an induced voltage pressure identification scheme is discussecl.

In Chapter Four, three different solutions to the approach control problem are given:
the nonlinear iterative learning controller, the terminal iterative learning controller, and the
Nelder Mead direct-search controller. B-spline interpolation is also mentioned because it is
applied in some of the controllers. Chapter Five describes the physical experimental setup,
which includes the TEMIC actuator itself, the dSpace controller board, current protection
circuit, the power supply and power electronics that run the actuator, and the sensors that
provide position, voltage, and current feedback.

Experimental results are presented in Chapter Six. The data from the actual test bench
are presented, which includes experimental results for the terminal iterative learning con-
troller and the Nelder-Mead direct search controller. The results from the Nelder Mead
algorithm can be further divided into three groups: setpoint changes, temperature-related
disturbances, and simulated pressure disturbances. The last chapter is a summary of what
was accomplished and the important insights gained during the research work. The thesis

concludes with possible directions for future investigations.



Chapter 2

Literature Review

In this chapter, developments relevant to solving the EMV valve soft-seating problems are
reviewed. The discussion starts with a review of the existing publications on the electro-
magnetic valve actuator model. The various existing control schemes are then presented.
Because this thesis focuses on cycle adaptive control, more detailed explanation and obser-
vations are provided for cycle adaptive strategies such as iterative and extremum seeking

control.

2.1 EMYV Actuator Model Development

The EMV actuator was proposed as early as the 70s [26] and 80s [27]. As computing
capabilities improved, model development followed suit. In 1990, [28] investigated a solenoid
actuator with two springs . However, the actuator in [28] requires permanent magnets, which
will demagnetize at high temperature [29], and thus is unsuitable for engine valve operation.

The most difficult aspects of EMV actuator modeling are the various nonlinear electro-
magnetic effects such as eddy currents, material saturation, and fringing; hence, much of
the work focuses on this area. To account for these phenomena, the finite element method
(FEM) is frequently applied [30, 31]. However, due to the computational complexity of
the FEM, some publications attempt to model and design better electromagnetic actuators
with methods such as electric-equivalent-network [32], reluctance network [33], and magnetic
coupling network [34] .

For EMV actuators in camless engine applications, the modeling effort by [35], [20],

and [36] are significant. The authors in [35] presented an analytic EMV model based on a

10
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mass-spring oscillator system and a magnetic system that is divided into linear and saturated
regions. Their subsequent work [37] points out the specific difficulties involved with the EMV
armature soft landing: inherent instability, low control authority, and limited bandwidth.
[37] also demonstrated that open-loop control is not feasible, and showcased a quick EMV
armature-release scheme using voltage reverse polarity. Additionally, [36] contains a model of
the EMV actuator with the switching power converter taking command from an automotive
engine control unit (ECU). Also, [20] set out to determine the specifications required for a
successful EMV deployment in the engine, which includes the requirement for measurement
sensors as well as the actuator itself. [20] stated that an actuator must be built to withstand
—40°C to L60"C with a travel time of 3 ~ 4 ms and compatible with a 42 volt power supply.
By analyzing the linearized plant at various operating points and finding the location of
unstable poles, [20] concluded that a minimum sensor sampling rate of 7.5 khz and sensor
accuracy of 10 pm are necessary.

More recently, [31] presented a lump parameter model that incorporates lookup tables
with FIEM results for improved model accuracy and computational efficiency. Also in [38],
various measurement feedback schemes were investigated it was determined that the combi-
nation of position and flux feedback were most suitable. In [39], the authors used a hybrid
system method to model the EMV actuator and convert the soft-seating problem into a

valve profile regulation problem.

2.2  Existing Control and Observation Schemes

Since the millennium, at least two dozen reports related to the valve soft-seating con-
troller have been published, covering various control strategies such as sensorless [22], linear
guadratic regulator (LQR) [40], sliding mode [41], control Lyapunov function (CLF) [42],
and flatness-based control [24]. In addition, cyclic adaptive controllers such as repetitive
learning [43], iterative learning [2], and extremum seeking [3] have been employed. The

following subsections provide brief explanations of these works.

2.2.1 Sensorless control

The term “sensorless control”, was coined by the authors in [22] in 2000 to indicate an EMV
controller that uses only current measurement instead of the expensive position measurement

sensor. In [22], they proposed such a controller based on the following relationship between
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the electrical and mechanical state of the actuator:

Eil _ i < (’r(‘ui[.d H) <21)

dt 1 i hod \uoN?A  d

The terms U,y , #, v, d vefer to coil voltage, coil current, armature velocity, and armature
airgap, while the rest of the terms ave fixed coefficients. If the voltage is reduced to zero
and the airgap is small, 1 = kpd, the ratio of current and current derivative corresponds to

the ratio between velocity and position:

dijdt  —v
i d (2.2)

If the control keeps the ratio %, /i constant, then the ratio of velocity and airgap is the
same as the airgap reduces to zero. Subsequently, the armature velocity is reduced during
landing. Butzmann et al. reported an impressive result of average 0.1m/s impact velocity
over 5000 iterations under laboratory conditions and an average of 0.2~0.3m/s in actual
engine operations. In 2003, the robustness of the sensorless control scheme is improved by
Gunselmann and Melbert with the addition of take-off and approach control schemes [44].
For take-off, they pointed out the induced voltage in the release coil can be used to detect
disturbances. In addition, during the middle of the armature swing (also known as the
approach stage), the current is allowed to increase freely until a specific current derivative
is detected, and thus compensates for the disturbance.

Sensorless control strategies are cost eflicient and computationally efficient. The main
issue with the two sensorless control approaches is that they are heuristic rather than ana-
lytic. While feedback methods are identified, the details are lacking. For example, what is
the current derivative value used to switch the approach control into Ov mode? What is the

exact mechanism compensating for the take-off disturbance detected from induced voltage?

Are there mathematical convergence analysis for landing velocity reduction in finite time?

2.2.2 Frequency-based linear control

Another way to facilitate soft-lauding control is to linearize the EMV actuator dynamics
and utilize the existing linear control strategies. The authors in [43] applied frequency
domain system identification to find a voltage to position transfer function and then applied
a proportional derivative (PD) controller for stabilization. Trajectory tracking is achieved

through cyclic adaption of the feedforward input using repetitive learning control. They
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reported satisfactory impact velocities but slow transition tirmne of 10ms:

kd - s+ k;

PD controller Gels) = 5L S g (2.3)
s/wy + 1

repetitive controller wysf 4 1(k) = Q(uyys (k) +ky - Me;(k)) (2.4)

where Ge(s) is the controller transfer function and wjyj41(k) is the feedforward input at
sampling moment & of the iteration j + 1. e;(k) is the tracking error and the rest of the
coefficients are controller gains.

Subsequent papers by the same authors in 2002 and 2003 replaced PD control with linear
quadratic regulator (LQR) control [40] and included the enhanced plant model to reflect

saturation in short air gaps [23]. The LQR uses the linear model described as:
#(t) = Az(t) + Bu(t). and y(t) = Cx(¥) (2.5)

The cost function weights the energy expenditure and the need to reduce the states z(t),

armature position, and velocity, to zero:
o0
J = / (zH()Qux(t) + Ru*(t)) - dt (2.6)
J0

The solution for minimized J can be found in the following (P matrix is the solution to the

algebraic Riccati'’s equation[45]):

LQR control input u(t) = ~R™ BT Px(t) (2.7)
algebraic Riccati’s equation ATP + PA - PBR'BTP+Q =0 (2.8)

Their controller in [23] improved the transition time to 5ms, but the armature impacts are

listed with an average of 0.278m/s, which is still above 0.1/ms.

2.2.3 Operating point based linear control

Another way to implement the linear controller is through equilibrium-point-based lineariza-
tion. In 2002, [46] separated the system into two subsystems based on far and close equi-
librium points. After linearizing the system at the equilibrium points, both linear models
have the same form:

AN/ a;; 0 aps AN b
— | Nz | = 0 0 a3 Nz | + 0 | &AV: (2.9)

Av ail asze ass Av 0
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The far model, which runs between 1mm to 8mm airgap, is used to construct a flux ini-
tialization countroller, an LQR controller with feedback gains that penalize deviation from
nominal catching current and overcome the low bandwidth problem. Another LQR con-
troller uses the near model to bring the system to the equilibrium point which requires
alrgap and velocity to be zero. The results for the experiment in [46] is a mean value of

0.16m/s at an average transition time of 3.42ms using a 200 volt power supply.

2.2.4 Sliding mode sensorless control

The author in [47] and [41] presented a controller which uses sliding mode methodology to
estimate the unmeasured states and to following a landing trajectory. He utilized a sliding

mode observer that uses only current measurement to estimate both position and velocity:

71 = #y — Misign(s)) — Mosign(ss)

% Ni[t(—?[{s(z} —y) — Bzy — Csign(#y) — Fj, = Eyng + Fo)
—Mjysin(s1) — My sin(sg)

Ao = = Faulh Fu, Viw) R+ Ve, — Mysign(sy)

N = = fra(Aas i, Vi) R + Vig — Mgsign(ss) (2.10)

The values 21, 2y, \ are position, velocity, and flux estimates. s; and sy are errors between
measurements and expected current values of the two coils. The sliding mode observer gains
are the M| to Mg, while the rest of the symbols are related to the EMV system model. To
show convergence, [41] defined a positive definite Lyapunov function:
T 1 +. 1. lope lope
V(21 22, Mu, Aa) 52{21 + 5’4{7«2 + '2“)\5/\'@)\5&1 (2.11)

The gains M, to Mg can be chosen such that

V (2, %2, My Ag) < 0 (2.12)

A positive definite Lyapunov function with a negative definite derivative means the error
will converge to zero in finite time; therefore the sensorless observer in [41] can determine
the position and velocity variables with only current measurements.

To track a desired trajectory, the sliding mode controller reformulates the system dy-

namic equation so that the tracking errors (and their derivatives) are the state variables:

€1 = Ty — ilvél — Bg,égg"ég (213>
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A sliding mode equilibrium manifold, oy, for the upper landing trajectory is defined as
o1(e1) = crey + cae0 -+ cse3 (2.14)

where the variables ¢y to ¢y are weighting coefficients. To prove convergence of the tracking
error, the Lyapunov function is again applied:
1

Vi(o1) 50'?01 (2.15)

A sliding mode voltage controller, Vy,, is presented in the following form that enables a

negative definite Lyapunov function time derivative.

Vo = —Uysign(oy)

U, is chosen such that V(o)) <0 (2.16)
The experimental result in [41] shows a mixed range of impact velocities from 0.35m/s to
0.05m/s at a slow valve opening/closing time of 20ms. The inconsistency seems to be due
to a lack of proper approach control (only tuned open-loop was used) against disturbances.
For example, [41] stated spring pre-compression changes after several high frequency cycles,

which can contribute to the inconsistency of the valve performance.

2.2.5 Control Lyapunov function based control

(48] and [42] present a feedback controller for the EMV actuator utilizing the control Lya-
punov function. In addition to soft-landing, the controller can perform variable valve lift
(VVL), a technique beneficial to the HCCI operation [7]. The EMV model of [48] is formu-
lated in the following manner:

dax

= = F@) + glohu
where x is the state vector (position, velocity, and flux), # is time, and u is voltage input.

The control utilizes Sontag’s feedback [49]:

L+ VELVE+ (LgV)(LV)T)?
L,V

(2.17)

u =

The variables L,V and LV are the Lie derivative of the control Lyapunov function V(z):

dv A%
LiV(z) = —~f(z) and L,V(z)= ([lh—g("z) (2.18)

dx
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This defines the control Lyapunov function (CLF) candidate as,
Viz) =2 Pz (2.19)

where the matrix P is the solution to algebraic Riccati equation,
PA+ AP Q-PBB'P=0 (2.20)

with A and B as the linearized EMV system matrices with the operating point at the
origin. At this point, [42] draws a parallel with LQR in which the matrix @ is defined
as part of the cost function similar to Eq. 2.6. Compared to the LQR, [42] showed that
CLF performs better during transient conditions. Overall, the CLF controller results in
0.1~0.2m/s landing impact and demonstrates armature levitation as close as Imm away
from the catching coils. However, the power supply used in the experiments is a 200v power

supply instead of a 42 volt power supply.

2.2.6 Feedback linearization based control

150] lists a proportional integral (PI) controller over an exact-feedback linearized EMV

actuator model. The linearized system use magnetic force as input:
Mz + Bi+ Kz = fo(z, ) (2.21)

where M, B, K. I are mass, damping constant, spring constant, and coil current. The
magnetic force fy, is determined by current and position x. The linearized input f,, = f-

are chosen as
fo= Miy+ Bzyg+ Kig— (B~ B)é — (K — K) / é (2.22)
where « = z — 24 and B, I are tuning variables. Because of the above control input, the
close-loop tracking ervor dynamics is reduced to
Mé—Bé+ Ke =0 (2.23)

The rest is simply to choose M and B so that the differential equation above drives the
error to zero. In [50], a disturbance estimator and compensator is also presented. However,
no evidence of the estimator actually being implemented is shown, and no impact velocity

statistics from the feedback-linearized PD controller are available.
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2.2.7 Flatness based control

The work in [1] and [24] presentes a fatness-based landing controller for the MV actuator.
To utilize the fiatness property of the EMV system, the authors first showed that all the
states can be expressed as a function of the position measurement and its first and second

order derivatives. The input, V, can thus be written as

LW 1™ i) - 20F (. { 1 *f’(.v‘)” 7.
= Y Ay, y) = 298 (y,ic) ¥ a=3 W + Reie (2.24)

where A(y,y) and F(y,i.) represents mechanical and magnetic forces, i, and y are the
measured position and current, and R. is the coil resistance. The triple derivative term y(3)

in Eq. 2.24 can be replaced to achieve closed loop linear error dynamics

9 =y — kol — k1 - ho§  where  § =y — yq (2.25)

Substituting Eq. 2.25 into Eq. 2.24, the close loop error dynamics is
G + koG + by 4 ko =0 (2.26)

Selecting coefficients kg to ko to diminish the error over time achieves tracking and smooth
landing. Soon’s result shows an average of 0.1m/s impact velocity using a 42 volt power
supply.

The authors in [25] employed a similar fatness-based end controller. To improve ro-
bustness. a disturbance estimator and a fced-forward controller is used to compensate for
the energy lost before the landing trajectory starts. The disturbance pressure is estimated
using a nonlinear observer and the work done by the disturbance over the distance, wy,, is

determined to be:
2 LS
'lUgS(L) — ’)’(C[L + (327 + C37) (227)
where v is the estimated initial pressure. L is the armature position and ¢ to ¢3 are curve
fitting constants. To compensate for the work done by the disturbance, the catching coil

delivers work, W,(L), in the following fashion:
‘/Vd([/) =7 /(Cl + CQ(L - 'r~/7'mk(i) + CJS(L - xstro/;e)Q)dL (228)

where (L — Zgoke) 1S the air gap to the catching coil. Note that this trajectory is chosen to
allow the force to be compensated after the armature has swung pass the middle point. The
magnetic co-energy equation is then applied to convert desired work into desired current to

be used for feed-forward current control.
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2.3 Existing Cycle Adaptive Control Schemes

This thesis focuses on a cycle adaptive strategy to implement the EMV feedforward con-
troller (i.e., applying the error information from previous iterations to allow better decision
making in the current iteration). Consequently, reviewing of controllers based on the same
principle is of great importance. The author believes two publications are most significant:
the iterative learning controller [2] and the extremum seeking controller [3] , both of which
are published by the same research group in University of Michigan. In order to gain more
insight about these cycle-adaptive controllers, the author of this thesis has simulated both
systems using the available information in 2] and [3]. Using these simulation results, the
effectiveness of the approaches are analyzed. Due to its similarity with iterative learning
control and the lack of detailed information, the repetitive learning controller in [43] is not

simulated.

2.3.1 Iterative learning control

In |2}, an LQR controller based on a system model linearized around an equilibrium point
is used to track a desired smooth landing trajectory for the last 0.25mm air gap. For the
rest of the trajectory (i.e. between 8mm to 0.25mm airgap), a feedforward voltage w; tuned
by an iterative learning controller (ILC) is used. In addition to feedforward voltage, input
to the LQR controller, y,, is also tuned by ILC such that the trajectory tracking errvor is
reduced as iteration increascs.

Inu [2], the sampling index at 0.25 mm airgap is denoted as nys,. The inputs computed

from the ILC controller consist of u; and y, at different sample time:

_ w0 _
J - .Ul[nfb - 1] l: u_'[ ‘| c §RI\/ (229)
Yyr [ go] Ur
i yelnge + N — 1] |

The ILC output is the measured trajectory after n g, for a total number of N samples.

T
7= [ ylngp+ 1] ... y[ng + N } (2.30)
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As a result, the ILC linear model in [2] contains different numbers of inputs and outputs in
contrast to the mainstream even-input/output ILC implementations surveyed by [51] and
[52]. The matrix that relates input to output can be further divided into P¥, which converts
the feedforward voltage into the position at 7y, and PY", which is the convolution matrix

of the LQR controller with respect to reference trajectory:

G=y’+y" = | P Pv |
\—,—/
P

Yr

“ } (2.31)

The iterative learning controller is essentially an integrator. The weighted input and error

from iteration k are added together to compute the input for iteration & + 1:
ulk + 1] = S(uwk )+ Elyg — ylk]) (2.32)

In case of [2], the weighting matrices are defined by S RALRT and E = ApLT, where the
orthonormal matrices, F and L, come from the singular value decomposition of the system

matrix P in equation 2.31:
P=1 [ S0 ] R ReRM*M and [ ecRNxN (2.33)

where & is an N x N diagonal matrix with diagonal entries, g > o; > 0. The work in [2]
demonstrates that by choosing the ILC diagonal weighting matrices S and F', with diagonal
entries, s, = l,e; = og¥i € [0,N — 1] and s; OVi € [N, M — 1], the computed input
becomes the product of the pseudo-inverse matrix of P and the desired trajectory, yq,

v =R LTyy = Plyy (2.34)
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Figure 2.1: Armature impact velocity and iteration time versus iterations under ILC control:
simulation using available data from [2].
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Figure 2.2: Evolution of armature landing trajectory under ILC control: tracking improves
as iteration increases.
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Simulation result

The work in [2] reported the ability to maintain a soft landing impact velocity of 0.04 m/s at
an average transition time of 3.9ms. The author’s simulation result shows impact velocity
and time in Figure 2.1. Also, the evolution of the landing trajectory is available in Figure
2.2. One can see that the actual trajectory matches more closely with the desired trajectory
as the number of iterations increase. The simulated result affirms the result in [2], but it

also exposes the following issues:

e The duration of the valve travel changes, so the sample size of matrices change. The

linear model becomes inadequate if the back pressure changes.

e Since armature bouncing is not modeled, the ILC controller will have problems dis-

tinguishing what can be learned and what must be avoided.

e Because the coil magnets in the EMV system can only pull the armature, the braking
is only achieved through spring forces. The desired trajectory in the ILC may cause
a problem if it requires armature braking beyond what the spring can allow. This

problem is compounded by the integrative nature of the ILC.

e The trajectory tracking only takes place at the last 0.25mm in the overall 8mm of
armature travel. Perhaps better modeling of the system (as opposed to Eq. 2.31) can

allow tracking over a longer distance and can improve robustness.

2.3.2 Extremum seeking control

In [3], the extremum seeking strategy is used to tune one parameter of a nonlinear controller

of the following form:

Loy £ if <2013
v | AnvtEk ." (2.35)
0 ifz>20—173

where 2, v, and z are total armature travel, velocity, and airgap respectively, while the rest

are controller parameters. Eq. 2.35 contains insight into the EMV system: the second term,

-‘—ﬁﬁ;, ensures that large input are only applied at small airgap to ensure effective energy use
and to combat the large inductance at the small airgap. The first term, ;"»‘; v, is a nonlinear

damping gain to shape the force usage. Most importantly, the parameter 5 shapes the
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transition of the second term from small to large and is tuned by the extremum seeking
cycle-adaptive controller.
To understand extremum seeking control, one must understand the theorem of averaging
[53] first. If given a system of the form:
dx
— =e€f(t, 1€ ¢ > 0 2.36
et (2.36)
where f(t,z,¢€) is smooth and periodic with a period 7', then x is close to its average g,
|l x(t, €) — zap(t, €)|| = Ole) where
dze € /'T .
— 7,4, 0)dr 2.37
Rt LD (2.37)

The dynamics of the extremum seeking controller uses a sinusoidal input excitation to take

advantage of the averaging theorem over a static nonlinearity, Q[x +asin(wt)]. The dynamic

of the parameter, z, is designed to be

d—? = Q[x + asin{wt)]a sin(wt) (2.38)
To convert Eq. 2.38 into the form of Eq. 2.36, define 7 = wt and (1) = z(7/w)
dadi o )
— = eQ[ZFasin(7)]asin(7) (2.39)
dr
Applying the averaging theorem results in Eq. 2.37,
digy o (1 [*™ dQ
o a‘e <27r,/0 sin (T)d’l') pr (Zun) (2.40)
The above result is significant because it implies that the extremum of Q happens when
the average of the variable x stops changing. Since the ., can only be stable if dr{_? < 0,

then the equilibrium Z,,. is also a local maximum of Q. To seek a minimum instead of a
maximum, replace the integrator sign with -1. In the case of the EMV actuator control in
[3], the static nonlinearity, Q, is related to the valve impact noise, Smens[k], detected by

microphone.
Q = (Sdes — Smeas[k])z (2.41)
The discretized extreme seeking excitation input is added to 8 in Eq. 2.35:

zlk 4+ 1) = zk] + ATasin(WEAT + ¢)(Saes — Smeas[k])?
Alk] = xlk] + asin(wkAT + o) (2.42)

where AT is the sampling period, w = 7 /(AT) and ¢ = 7 /2
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Simulation result

In Figure 2.3, the author’s simulated extremum seeking controller produces a similar trend
for impact velocity reduction as in [3]. Also, as described by [3], the method is simple to
implement and the convergence speed is reasonable. However, one issue becomes obvious:
tuning one variable is not enough to facilitate a landing speed of less than 0.1m/s. Eq.
2.35 has four variables and changing only one does not provide enough fexibility. Further
investigations on extremum seeking control reveal that multiple parameter tuning is available
only on a linear plant and at a reduced convergence rate, depending on the number of

variables tuned [54].

|mpacl VQ|OCIW v.s. iteration
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Figure 2.3: Armature landing velocity versus iterations under extremumn seeking control:
simulation using available data from [3].
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2.4 Summary

In this chapter, the important publications on modeling and control of the electro-magnetic
valve actuator were presented. The modeling section included modeling work for magnetic
force generation and for applied valve control. The feedback control section included sen-
sorless, various linearization-based, CLF based, sliding mode, and fatness-based controllers.
Last, but not least, two cycle-adaptive controllers (iterative learning and extremum seek-
ing) were introduced, simulated, and analyzed for their pros and cons. Table 2.1 lists the

publications covered in the chapter.

Table 2.1: Various EMV control schemes
Contributor Approach control | Landing

Jeycle-adaptation
Ch. Gunselmann and J. | landing current level | quotient observation

Melbert [44] adaptation
C. Tai and T. Tsao_lzzi_'_ repetitive learning | frequency identified LQR
W. Hoffmann and K. | iterative learning equilibrium-linearized LQR.
Peterson and A. G. Ste-
fanopoulou [2] L L
K. Peterson and A. G. | extremum seeking 1 nonlinear feedback
LStefanopoulou (3] l

P. Eyabi and G. Wash- | tuned open-loop sliding mode tracking
ington [41]
K. S. Peterson and J. | N.A. (extremum seek- | control Lyapunov function
W. Grizzle and A. G. | ing is used in Peterson’s
Stefanopoulou [42] thesis [48])
S.K. Chung and C.R. | tuned open-loop flatness-based tracking
Koch and A.F. Lynch
[24]
R. R. Chladny and C. | estimated energy-based | Hatness-based tracking
R. Koch [25] feedforward compensa-

tion J

The approach controllers developed in this thesis complements the landing controllers in
[24] or [41] and are based on cycle adaption similar to [2] and [3]. Since this thesis aims to
improve upon the performance of the existing cycle-adaptive controllers for approach control,
the issues identified (such as limitation on model, saturation, and parameter tuning) will be

addressed in the following chapters based on the author’s own controllers.



Chapter 3

Actuator Model and Disturbance

Estimation

The niwodel used for simulating the EMV actuator, developed by Soon Chung from the
University of Alberta [1], is presented in this section. In addition to the actuator model,
the disturbance model, which depends only on position and initial disturbance, is discussed.
Lastly, a promising disturbance pressure estimation, based on induced voltage observations,

is introduced and verified against various pressure data sets.

3.1 TEMIC Actuator Model

Ryau Chlandy and Soon Chung from the University of Alberta have developed the model for
the TEMIC actuator. The work in Chlandy’s master thesis [4] established the finite element
model-based lookup table and verified it against experimental data from the MTS actuator
loading machine. In Chung’s master thesis [1)], he further simplifies, Chladny’s model into
a lump parameter model, which is suitable for control system development purpose. The

model discussed in this section is taken directly from Chung’s thesis [1].

3.1.1 Linear mechanical model

The EMV actuator is basically a mass-spring-damper system with a non-linear magnetic

applied force. Therefore, the mass-spring-damper portion is easily written as a second order

26
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linear differential equation:
d*x i dx
P = Fma__q(mv i) — Kyz — B’(E (3.1)

where z is the armature position, Finq, is the magnetic force, and . is the coil current. The

T

rest are coeflicients defined as
Spring constant K, = 250.98N/mm
Damping constant B = 12.75Ns/m
Mass m = 0.28kg

3.1.2 Current to magnetic force model

The model for magnetic force generation is much more complicated. Not only is the magnetic
force nonlinear (roughly proportional to inverse distance squared), the effect of magnetic flux
saturation and eddy current must be accounted for. The following function characterizes

the current, i., to magnetic flux, Az, i.), relationship:
Mryio) = As {1 - r:"j‘f(”:)} i >0 (3.2)

where A is the maximum saturated flux, and the function, f(x), is fitted to describe satu-

ration and parameterized as the following:
: 20
flx) =G 3
As =0.076Wb  and Cp = 2.32¢ *mm/A

+ Cy (3.3)

Cy = 4.04mm and C3 = 4.18¢ 2A~!

To determine the force through the available flux, co-energy analysis is applied. First the

flux is integrated with respect to the coil current, i, to find the co-energy, W,(z,i.):

Wil ic) — /0 "N, £)de (3.4)

The derivative of the co-energy with respect to distance is the magnetic force. The final

expression of the magnetic force is derived by substituting in the flux equation (Eq. 3.2):

Wo(z,ic
qu‘q(-gx 7c) - d%)
CAS() o
- fg(lr [1 - [1 F ch('r)] € } (3.5)

where f'(z) is derivative of f(z) with respect to x.
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3.1.3 Voltage-current Model

The basic form of the voltage-current model is an RL circuit. For a more accurate model
of the valvetrain, the current, ¢, is separated into two parts: coil current and eddy current.
The input, voltage contributes to the coil current 4., which generates flux A(z,i.), and
eddy current, 1., which converts energy into heat. On top of the coil resistance, R, the
eddy current has its own dynamics which involves a second branch of resistance, R.(z,1.),

and inductance, L.(z,i.). The expressions of the voltage-current model are given in the

following:
. d )

Us =R+ EA(Z’ ic) (3.6)
dig o 1 B . (ﬁ\(:pﬂ@ )
A\ (z, i) /dic(U“ Fret dr dt) (3.7)

cicf (@) , (@)

= —— (U, — R.|ie + i, - 1oV 3.8

Ao FG) Ve ™ Relie tidl Ty e (55)
. 1
_(],7_’__ - —_— . — {1, -+ 'C - e\ ) .J i '(
dt Le(l',ie) [UC RC<7f L ) R-(lvlc)l ! (3 ))
I = e+ 1 (3.10)

3.1.4 Complete EMV model

By combining all the models described in section 3.1.1 to 3.1.3, the complete model from

the input voltage to the output position measurement can be assembled:

@ =v (3.11)

dv 1 )‘sf/( ' . i .

% = ™ [ fQ(li) [1 —[1+icf(x)]e 1 )] - Ko — B’U} (3.12)

i@ ) ,
de - M — P Fdl = i '
“dt 3 /\sj[(w) [ ¢ R, [/% tef) f('E) v (3 13)
1 . . .

% i m [UC - RC(% + Ze) - Re('lf,la)"w , (3.14)

(3.15)

Unfortunately, Re(x,i.) and Le(z,i.) are highly complex due to their dependence on the
position and current state. In the rest of the thesis, the eddy current is treated as a

disturbance rather than as part of the system dynamic.
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3.1.5 Challenges for control

The complete model captures the three major difficulties associated with the effective control

of the EMV actuator.

1. The actuator can only act in one direction (i.e., it contains no braking capability).
So once the velocity is too high, there is no way to slow down the actuator with the

catching coil.

2. The magnitude of magnetic force is strongly dependent on position. It is roughly
inversely proportional to the armature-valve gap distance squared. So if the armature
is far away from the catching coil, the system suffers from low control authority. Figure

3.1 illustrates the force curve with respect to distance.

3. Before changing the magnitude of the pulling force in the actuator, the current in
the coils must be changed. Unfortunately, the combination of stiff spring and system
inductance in the EMV means that the current rise time is significant. To make
matters worse, the system contains a phenomenon in which the closer the armature
is to the catching coil, the harder it is to raise the current. Figure 3.2 illustrates this
problem. It is a plot of the current derivative (Eq. 3.13) with respect to position while
voltage and current are held constant. The multiple lines shows that the increasing
armature velocity, results in a slower increase in the current near the end of the valve

flight.
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Figure 3.1: Force exerted from closer/upper electromagnet versus armature position. The
force input drops off sharply with distance. (Simulated using Eq. 3.5)



CHAPTER 3. ACTUATOR MODEL AND DISTURBANCE ESTIMATION

di/dt with respect to position and velocity
x 10 {fixed current at 10A and input voitage at 20volt)

increasing
velocity from
0to 4 m/s

-05F

Jg - S T S S S " LI
-4 -3 -2 -1 0 1 2 3
position in meters X 10-3

31

Figure 3.2: Time derivative of coil current versus armature position. The ability to raise

current using the same voltage reduces as air gap distance decreases.
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3.1.6 Pressure disturbance model

The major disturbance to the EMV actuator comes from the engine back pressure. During
an exhaust valve opening, the actuator works against the pressure force inside the combus-
tion chamber. According to the pressure experiment data gathered!(see Figure 3.3), the
disturbance pressure during the actuator’s opening operation can be approximated reason-
ably by a model that depends only on position and initial pressure magnitude. The evidence
of this is in Figure 3.4, in which all six normalized force-versus-position trajectories falls

onto one single curve. From this curve, the disturbance model is determined:

Fuit(x) = Apar (pm(ac +4e — 3)2 — gl +4e — 3) + rm) (3.16)
P = 22875/2 gy = 987/8; 1, = —1353/2000

The parameter, Ags,,-, is the initial gauge back pressure value in atmosphere air pressure
(bar), while p,,, ¢m, and 7., are curve fitting coefficients. By knowing A, one can reason-
ably predict the subsequent force by using the armature position. This approach simplifies

the disturbance estimation process.

IThis set of data is first referred to by Quong’s co-op report [55]. However, the actual experimental work
is done by Mercedes Benz in Germany before Quong’s work.
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Figure 3.3: Engine cylinder back pressure versus armature position with back pressure
varying from 0 to 6 bars.
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Figure 3.4: Normalized engine cylinder back pressure versus armature position with back
pressure varying from 0 to 6 bars. All normalized pressure v.s. position trajectories fall
onto the same curve with the exception of zero curve, which can’t be normalized.
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Figure 3.5: Release coil voltage v.s. time curves during the armature flight under 0 to 6
bars of engine back pressure.

3.2 Estimating Pressure Disturbance Via Release Coil Volt-

age Measurement

Determining the disturbance pressure can be achieved through processing the measured
position {e.g., [55] and [56]). However, estimating pressure using position measurements can
be difficult because position change is largely determined by spring force. An alternative
would be to use release coil induced voltage as the input measurement. In 2003, Gunselmann
and Melbert [44] observed that the release coil, when switched to open, will have an induced
voltage at the beginning of the armature movement. They stated that the induced voltage
is caused by the fast flux decrease in the release coil as the coil current is driven down to
zero quickly by the power transistors. However, [44] does not provide the details on how
pressure can be determined from induced voltage.

The experimental data (Figure 3.5) available to the author shows similarity with the
induced voltage data from [41]. Therefore, an attempt is made to estimate pressure data

using the induced release coil voltage with inverse model identification.
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3.2.1 Pressure estimation though inverse model identification

In the EMYV actuator, motion of the coil causes an induced voltage. Since the cylinder
pressure changes the motion, a different induced voltage can be detected. Cylinder pressure
is the cause of induced voltage; thus, the pressure is the input, and the voltage is the
output. Using the release coil voltage measurement to determine the initial disturbance
pressure requires the opposite. During the identification procedure, seven sets of pressure
and induced voltage experimental data (shown in Figure 3.6) are used as inputs and outputs
of the inverse model. The data sets represent zero to six times of the atmospheric pressure
(0 to 6 bars). These seven data sets are separated into working and validation sets. The
working set is used to identify the inverse model. Then the induced voltage data from the
validation set is fed into the inverse model to test whether the output from the identified
model matches with the actual values.

System identification using Matlab is applied to determine an inverse model that can
take the coil voltage as the input and produce a pressure estimate as the output. The
working data used in identification are taken from the experimental data with a 3 bar
pressure input. In Figure 3.6, the data starts from 1ms to the time that the voltage reaches
its most negative point. The reason for starting at 1ms is that all the coil voltages follows
the same path (seen in Figure 3.5) before 1ms. The input/output data sets terminate not
at a set time, but at a distance 0.3mm away from the release coil.

The experimental data set can be fitted to various models (frequency-based, state-space,
polynomial, etc) in the Matlab model identification toolbox. The process model, P2, is
chosen here because it provides best match between actual and model outputs. P2 stands
for a second order transfer function with no dead time. Matlab identifies the P2 model from
the working data as

K
(L+Tpis)(1 - Tpos)

G(s) =
K = 47987
Ty =3278.9  and Ty - 0.004446

Testing the identified inverse model on the validation data produces excellent results.
Figure 3.8 shows the model output for the verification data sets (the induced voltage and
pressure pairs for bar 0, 1, 2, 4, 5, and 6). Note the jagged edges of the experimental data

3.8 are simply measurement noises. Also note that the pressure values listed are 1 bar above
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Figure 3.6: The input (release coil voltage) and output (known cylinder pressure) data sets
for identifying and validating the inverse model used for pressure disturbance estimation.
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the disturbance because the atmospheric pressure. For example, at zero bar disturbance,
the measurement reads 1 bar due to atmospheric pressure. The estimated pressure data
from the inverse model are within 0.025 bar of the actual pressure.

While the process model produces the smallest prediction error, various other models
with different orders have been tested. These resultant models can be examined through
their impulse or frequency response, location of poles and zeros, correlation analysis of the
residuals, and measured and modeled output comparison. In terms of the prediction errors,
all the model errors are within 0.05 bar for all 6 validation data sets.

For example, auto-regressive mode! with exogenous input (ARX) model such as the

following was tested:
Alg)y(t) = B(g)u(t) + Clg)e(t) (3.17)

wheve A(q), B(q), and C(q) are polynomial functions of the delay operator ¢~*. The output,
input, and error parameters are y(t), u(t), and e(t) respectively. Closely related models
to the ARX include boz-jenkins, output error, and autoregressive moving average with
exogenous input (ARMAX) models.

Finally, various orders of state space model were tested out as well:

z(t+1) = Az(t) + Bu(t) + Ke(t) (3.18)
y(t) = Cxz(t) + Du(t) + e(t) (3.19)

where 4, B, C, D, K are fixed matrices to be determined by the identification procedures.

Once the disturbance pressure value at the beginning of the valve flight is available, it
can be fed into the disturbance model in Eq. 3.16 as the initial disturbance value, Apq,-. For
the rest of the valve flight, the controller can utilize this disturbance pressure estimate to

compensate for any energy shortfall.
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Figure 3.8: Actual and inverse model (Eq. 3.17) estimated engine back pressure from 0~6
bar. The smooth lines are estimated, while the jagged lines are actual measured values. All

estimation errors are less then 0.025 bars.
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The following are the advantages of using an identified inverse model:

Early detection Using the inverse model, pressure data is available even as the armature
is taking off. This is best illustrated in Figure 3.7, where the dip in the voltages ave
compared to position measurements. In contrast, the position-based method requires

some position measurements to pass through in order to converge.

Robustness against measurement noise With input changing from -10 volt to -40 volts,
the induced voltage’s signal magnitude is much higher than any potential noise in
voltage measurement. The same can not be said about the armature position mea-

surement, where high signal to noise ratio comes at a steep cost.

Computational Simplicity Compared to filtering the position measurement for pressure

estimation, the computation required for a model like Eq. 3.17 is small.

However, the practicality of this algorithm depends on how representative the validation
results are. If the inverse model holds for most of the service life of the actuator in the
engine environment, then there is no problem. However, if model identification must be
performed often because the model coefficient changes quickly over time, then this method
is not nearly as useful. Since no more experimental data is available at the time of this
writing, the author is not uncertain how well inverse model identification will work in the
actual valve operation. However, given all the advantages stated above, this method descrves

further investigation.

3.3 Summary

In this chapter, the analytical EMV actuator model used for controller design and simulation
in this thesis was introduced. The model includes equations for electrical, mechanical, and
pressure disturbance. The electrical system model also includes nonlinear effects of eddy
current and flux saturation. The pressure disturbance model uses the position dependence
of the pressure forces to simplify the analytical equation. Lastly, in addition to the system
model, a disturbance estimation method using inverse model identification was introduced

and tested in this chapter with satisfactory results.



Chapter 4

Control Methodologies

To effectively tackle the electromechanical valve soft-seating problem, the controller is di-
vided into two sections: the approach controller is responsible from armature takeoff at
—4mm to the controller transition point, :z:éppr at 2.59mm. For the rest of trajectory, the
landing controller is active (see Figure 1.2). The approach controller regulates the end con-
ditions so that the landing controller can start landing trajectory tracking under consistent
initial conditions. Specifically, the approach controller regulates the velocity, v({pp.,., and
current, i({ppf, to a window around the desired values at the end of the approach control.
In this thesis, the author attempts to facilitate effective approach control using cycle-
adaptive feed-forward controllers that utilizes the information from previous valve events.
In this chapter, three cycle-adaptive approach controllers are proposed, which includes two
iterative learning controllers (Nonlinear ILC and Terminal ILC) and one Nelder Mead direct
search controller. The simulated performance of the three controllers are discussed at the
end of this chapter, and depending on the simulated performance, some of the controllers

were tested on experimental test-bench.

4.1 Nonlinear Iterative Learning Control (Nonlinear ILC)

This section begins by adapting Peterson and Stefanopoulou’s iterative learning control
paper 2| from landing control to approach control. (A short overview of the paper (2] is
available in the Chapter 2). To enable tracking over a longer distance, and thus improve
upon the work in [2], a nonlinear iterative learning methodology is applied that requires no

operating point-based linearization. Also, in the process changing from landing control to

41
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approach control, the robustness of the iterative learning algorithm improves because it no
longer suffers from the armature bouncing problem.

Iterative learning control is originally developed as a linear methodology. In [2], Peterson
and Stefanopoulou linearized the system based on an operating point in order to adopt ILC
to the high nonlinear EMV system. As a result of the operating point based linearization,
controller tracking is only done in the last 0.3mm of the valve flight. The Nonlinear ILC
method developed in this section attempts to alleviate this problem by using the convergence
result derived by Sun and Wang [57].

The Nonlinear ILC developed in this section will track a trajectory between lmm to
zﬁppr at 2.55mm (recall that the armature travels between -4dmm to 4mm). The reason for
choosing this starting point at Imm is that the control authority is very small before ITmm
(see Figure 3.1). Ideally, tracking a longer trajectory (1.55mm as opposed to 0.3mm) would

allow more time for control and thus a better result.

4.1.1 Convergence Analysis

The work in [57] outlines a convergence proof for iterative learning control of a continuous

nonlinear system with discrete observation of the form:

B(t) = F(x(t), u(t) (4.1)
y(gh) = G(z(7h)) (4.2)

where h is the sampling period and j is the sample number. The controller is of the form:

H=1

. . . h*
upp1(7h) = uk(jh) - Pr(gh) [ek (jh+h) Z ] e( ) /h)} (4.3)

1=0
where u is the control input between lmm to .r}f[md, k is the iteration number, e is the
tracking error, ® is the learning gain, u is the relative degree of the system, and dj is the
maximum bound for how input affects output derivative.
For the tracking error to converge, the learning gain ¢ must be selected such that

/4

f
1 1“2 8i(jh)du(5h)
!

dy(jh) = sup {%LG%_IG(Ik(j/z)y'u(k))} (4.5)
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The assumptions listed in [57] are:
1. The system is slowly varying.

2. The system is Lipschitz.

3. The trajectory is realizable.

4. The sampling period must be small with respect to the Lipschitz constants (see Eq.

29 of [57]).

5. The error to initial condition is bounded.

4.1.2 Computing desired trajectory to track

Due to the severe non-linearity of the system as explained in the previous chapter, the
undisturbed trajectory can not be used as the desired trajectory; otherwise, the controller
will immediately saturate the input voltage. A better idea is to interpolate the disturbed
trajectory with the undisturbed trajectory in the position velocity plot to generate a new
trajectory, Vy(z).

Valz) = Vi + (Ve — Vi) ( tanh((z + a)f) +1 1) (46)

2

where V; is the disturbed trajectory and V,, is the undisturbed trajectory in the velocity-
position domain. The function tanh goes between 1 and -1 and Eq. 4.6 interpolates Vy(z)
between V,, to V; lines. Other interpolation methods are possible but Eq. 4.6 contains two
adjustment parameters o and [ that determine at which section and how quickly the lines
V. and V; merge. Figure 4.1 illustrates such a trajectory. The interpolated line starts from
the disturbed line and merges into the undisturbed line. Because the Nonlinear ILC requires
both the desired velocity and position with respect to time, x4(t) is computed by integrating

Vd(I)

4.1.3 Simulation Results

To test the performance of the Nonlinear ILC controller, a pressure disturbance of 0.2 bar
is applied to the simulated system. The goal of the controller is to ensure the end velocity,
v,{pm, stays around 2.9m/s by tracking the desired trajectory. The success in trajectory

tracking can be secn {rom the error convergence plot in Figure 4.2 and trajectory evolution
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position-velocity based trajectory interpolation
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Figure 4.1: Interpolating between disturbed and undisturbed armature trajectory to provide
a desired trajectory for the Nonlinear ILC controller.
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plot 4.3. Unfortunately, successful trajectory tracking does not guarantee the end velocity
condition. We contrast the terminal velocity error in Figure 4.4 with the tracking error norm
in Figure 4.2. While the trajectory tracking error has converged, the terminal velocity error
doesn’t settle to zero. In addition, tracking is achieved with a high cost of input voltage
(more than 100 V). The evolution of input voltage and current trajectory can be seen in
Figure 4.5 and Figure 4.6. If the voltage input is limited to 42 V as in the real system,
saturation will cause steady state ervors in trajectory tracking and in terminal velocity (see

Figure 4.4).

4.1.4 Discussion

The Nonlinear ILC as investigated in this section is not suitable for the approach control

problem for the following reasons:

1. The further away from the catching coil the armature is, the harder it is to control its
movement. The simulation shows that the distance of Imm to 2.55mm is still too far
away for tracking. It’s nearly impossible to find a realizable trajectory. This negates

the fact the controller needs no operating point based-linearization.

2. The goal of the approach controller is not about tracking a specific trajectory, but
rather about maintaining the armature within a velocity window at the feedback ac-
tivation point, .réppr. As long as the terminal velocity 'u({pp,- differs from the desired
velocity vg, regardless of how well the ILC tracks the desired trajectory, the perfor-

mance is still unacceptable.

3. ILC can not control the current at the feedback activation point, a:ﬁpm., explicitly. If
the current, i(flpp,«, is too high or too low, control difficulty will arise for the landing
controller because the control bandwidth problem under small airgap discussed in

Chapter 3.

In conclusion, the nonlinear ILC approach controller is impractical for implementation
in the actual system due to its tendency to saturate the input and its inability to directly

control the end ciurent and velocity.
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Figure 4.2: Armature position and velocity tracking error norm versus iterations under the
Nonlinear ILC controller.
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Figure 4.3: Armature position versus velocity trajectory evolution under the Nonlinear ILC
controller. The actual armature trajectory approaches the desired as iteration increases.
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Figure 4.4 'U({pp,. versus iterations under the Nonlinear ILC controller. The controller fails
to eliminate error under +£42V input constraint, but even with a =100 v input power supply,
a small steady state error remains.
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Figure 4.5: Input coil voltage evolution from the Nonlinear ILC controller. As the iteration
increases, the voltage input calculated from the nonlinear ILC controller swings wildly and
exceeds the +42V input constraint.
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Figure 4.6: Input coil current evolution from the Nonlinear ILC controller. As the iteration
increases, the current resulted from the nonlinear ILC controller swings wildly.



CHAPTER 4. CONTROL METHODOLOGIES 50

4.2 Terminal Iterative Learning Control (Terminal ILC)

Unlike the nonlinear iterative learning control, which strives to track a trajectory (i.e.,
position and velocity), the terminal iterative learning control focuses only on the two end
states: current, 'i{fpl,,-, and velocity, 'Ué;p,-, at the end of approach control. In addition, B-
spline interpolation is employed in Terminal ILC to reduce number of parameters needed
to define an input profile during a valve event. Lastly, feedback linearization is applied to

siriplify the prediction of the state and enable the monotonic convergence of the algorithm.

4.2.1 Existing literature on Terminal ILC

The Terminal ILC work done in this thesis follows the semi-conductor wafter processing
work of Xu et al. [58], and the wheeled robot trajectory planning work of Oriolo et al. [59].
Xu's terminal ILC work is motivated by the problem of rapid terminal processing chemical
vapor deposition (RTPCVD). It is a process where only the terminal output tracking error
is available instead of the whole output trajectory. In his work, Terminal ILC learns from
the terminal tracking error of the previous trials to adjust the current input interpolating
coefficients. Oriolo’s paper for wheeled robot trajectory planning uses the same idea for
learning from terminal error. On top of that, the paper introduces the idea of “nullspace
projection” that allows changing input parameters based on performance or the robustness-

related cost function.

4.2.2 Feedback linearization

The convergence of Terminal ILC requires a linear plant that does not depend on the
operating point. One way to accomplish this is to use feedback linearization to actively
compensate for the system nonlinearity. For the sake of simplification, the eddy current
model is not used in feedback linearization. The remaining model has the magnetic force
as the only non-linear portion. To linearize the model in section 3.1 through feedback, the

time derivative of the magnetic force is chosen to be the new linearized input.

d .
Unew = a(Fmag(l'vlc)) (4-7)
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Voltage feedback linearization

The relationship between the magnetic force derivative and the input voltage can be derived

from taking derivative of the magnetic force equation (Eq. 3.5):

d dr d d di,.

d_f(l:'mug(vr» ic)) = dt e (Fmag(-zv ic)) + E(ang(l': i) P (4.8)
Unew
_ vA " _ Zf/‘(l—)2j| 1 Lo p (Y e i f ()
— 72 [0 - LB 0 - ictape 1)
+l§(§f)) (Udnw - lcR) (49)

By doing some algebra on Eq. 4.9, the desired input voltage, Uges, can be computed given
the linearized input and the three states (current, velocity, and position). The relationship
between the voltage input and the new feedback-linearized input, dFinq,/dt, is stated by

the next two cquations:

i = 30 W = Gl i)0) +iR (4.10)
o - )\s 1" 2fl('1:)2 g _lf(‘) 11
Gl) =505 <f (z) — Tx)) (1 (1 +if(a))e ) (4.11)

Current feedback linearization

Instead of voltage control, one can also use current control to realize the maguetic force
derivative required. To do so, the relationship between magnetic force and current is in-

verted. The magnetic force is computed based on current and position:

Af'
Flo i) = ‘f{(S)

The above equation {(same as Eq. 4.9) can be used to derive current analytically in terms

[1- 1+ icf@)e D]

of magnetic force derivative (the linearized input U,e, ) and measured position.

- %)-[W_l(g(m/e)ﬂl (4.12)
g(z) W (4.13)

where W_y is the Lambert W function, and i4.5 is the current needed to realize the magnetic
force UV, The W_| function is an inverse function of we®. (i.e., Given an expression of

we®, W_ | function returns w).
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The linearized EMV model after exact feedback linearization is provided below:
z 0 1 0 x 0
0 = | —k/m -b/m 1/m v + 1 0 | Unew (4.14)
Finag 0 0 0 Finag 1
X‘liu A X’ i B

Limitations of feedback linearization

The feedback linearization equation for the ENV system (eq 4.10) will fail if the current is
zero (current in the denominator). Therefore, feedback linearization can only be used when
current is above a certain threshold. The bigger problem with the feedback linearization
is the system constraints. The static linear inequality constraints (i.e., the £42 V input
voltage constraint and 0 to 35 A current constraint), after feedback linearization, become
dynamic nonlinear constraints. The upper and lower bounds of the linearized control are

provided below:

42 < Uyg < 42 = —42 < 220 Uy, — Glz,i)0) + iR < 42 (4.15)

%

=
%}

e
=

Rearranging the inequality to obtain a relation on U,e, provides the following dynamic

constraint on U ey

f(x)

f(=@)i o
F) Gz, i)v (4.16)

f(z)

(—42 - iR) + Gz, 1)v < Upey < (42 — (R)

4.2.3 Predicting the states at the end of approach control

Terminal ILC requires a predicted final state parameterized by the input coefficients [60].
Determining the final state involves incorporating the B-spline interpolation and integrating

the linear state transition equation.

B-spline interpolation

Interpolating the inputs via basis function reduces the number of coefficients to calculate.
B-spline basis function is selected because of its ability to represent complex curves with

a low degree of polynomial functions while maintaining a smooth second order derivative.
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In addition, B-spline’s local property and its convex-hull bounding box property [61] are
beneficial features for the controller parameterization.

To use B-spline, the entire input profile is divided into 8 uniform sections, and each
section is represented by a second order polynomial. The selection of 8 sections comes from
the trade-off between the degrees of freedom in specifying current profile and the real-time
constraints in the implementation hardware. The interpolation function for each section is:

T
1 -2 1 Cy

Vet =172 2 v 1] =2 2 0 || g (4.17)
1 1 0 Cjt2

B(t*)
The star in the time variable #* signifies the normalization for the time duration to 1. ¢;s
are the control coefficients to be determined by the Terminal ILC algorithm. Because the
coefficients, c¢js, are shared between adjacent polynomials as required by the B-spline, only
ten coefficients are needed to interpolate the entire input trajectory. Consequently, the

vector of input coefficient is defined by:
C:{cl cy ... (;10} (4.18)

If the dF,q,/dt profile is not fixed to zero at the start, feedback linearization will demand
a voltage that exceeds the 42 volt bound. To prevent this, the first two coefficients, ¢; and
¢y are fixed to zero to force the input profile to start from zero. Thus, the Terminal ILC

needs to compute only eight out of ten coefficients.
Integrating for final value
After feedback linearization, the linear differential model and its solution is of the form:

X./in ; AXli'n, + Bl/rm'w (419)

T .
Xin(T) :eATXm(oH/ AT BU, . dr (4.20)
JO

The solution can be further simplified because Upey, is parameterized on the B-spline ba-
sis. The predicted terminal value is a linear combination of initial conditions and input

coefficients.

X1 T) = Vo (T) X 13 (0) + W (T)C (4.21)
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T is defined as the total time required for the armature to travel to the end of the
approach control. Even though different control inputs will result in different T's, the period
T from the previous iteration is assumed to be roughly the same as the current one. The
rationale is that the EMV system is dominated by the spring force and (to a lesser extent)
pressure, and neither of those values are assumed to change much between consecutive
iterations. The time at the end of the first-out-of-eight B-spline sections is defined to be
AT =T/8. To determine the matrices, V,,(T) and W,, (1), one can start by computing the
states at time, AT, and define two intermediate matrices, V(AT) and W{(AT):

JAVE

XMAAT>::¢A?mmw>+/ e BUned (4.22)
J0
AT “1
: (e*‘“) X1in(0) + </ e‘A(AT_T)Bqﬁ(T/(AT))dT) e | (4.23)
N, 0 3
V(AT) W(AT) “
= V(AT) Xyin(0) + [W(AT) 03] C (4.24)

The equation, ¢(7/(AT)), is defined in Eq. 4.17. The predicted value at time, t = 2AT, is

almost the same:
xY[j,,(QAT) = V(AT)X[M(/_\T) f [Oilxl LV(AT) OSXGJC
= V¥ AT)X;3.(0)
+ ([V(ATYW(AT) 03x7] + [03x1 W(AT) 03x6]) C (4.25)

One can see that a pattern is formed. By integrating and shifting the forced response matrix,

W{AT), the terminal state at the end, 8AT, can be expressed as the following:
Xin(T) = Xun(BAT) = V¥ (AT) X14(0)

7
+ (Z [03; VITHAT)W (AT) 03><(7—1'):) ¢ (4.26)
i=0

The terminal state prediction equation is thus

Xiin(T) = ValT) X1in(0) + W (T)C (4.27)

Vo(T) =V3AT) (4.28)
7

Wo(T) 035 VITHATYW(AT) O35 (7—4)] (4.29)

=0
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4.2.4 Convergence

Fundamentally, terminal ILC is an integrator for the past terminal errors. The algorithm

updates the control coefficient through the following update law:
Cry1 =Cp+ L+ (Xqg— Xp) (4.30)

where subscript & is the iteration index, L is the learning gain, and X, — X denotes the
terminal ervor from iteration k. The convergence of the algorithm is based on the evolution of
the error. If from one iteration to the next iteration the error decreases, then eventually the
terminal error reduces to zero. The following error dynamic equations show that under ideal
conditions the error will reduce monotonically provided that the learning gain is selected
such that the eigenvalue of matrix, (I — W,(T)L), is less than unity. In this thesis, the

learning matrix, L, is computed as the pseudo-inverse of W, (T).
€rrr = Xg — X1 (T)
= Xg = Va(T) X(0) = Wi(T)Cran
- Xa = Va(T) X(0) = Wi(T)(C. + Ley)
= (Xg = Valt) X(0) = W(T)Cy) — Wn(T) Ley
= (Xg = Xp(T)) — W(T)Ley
= ¢, — Wo(T) Ley
€1 = (L = Wu(T)L)ex (4.31)
Because terminal ILC is a linear methodology, its search direction does not exclude the
area outside the dynamic constraints. So in manipulating U,,.,, into achieving the terminal
constraint, the EMV control coefficient often violates the voltage saturation (i.e., Eq. 4.16)

bound or the current saturation bound. Next, an attempt is made to alleviate this problem

by applying the nullspace gradient projection method cdeveloped by Oriolo [62].

Nullspace Gradient Projection

The main goal of nullspace gradient projection is to steer the coeflicients away from the
constraints while allowing ILC to continue reducing the terminal error. In this method,
the nullspace matrix, I — (W,’,LW,I), is used for projection of the correction coefficient. The

original terminal ILC controller (Eq. 4.30) is modified to:

Crs1 = Cr + Lep + (—a)(I ~ WIW,)VH, (4.32)
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where W, = VI(W, W)~ and H, is a cost function in which we penalize the control for
reaching close to the boundary and o is a scalar step size in the gradient direction. For
example, in order to limit the input voltage with +42 volts, we can select the cost function

as

2
IUlA-(t)|> . T Qe (4.33)

H, — max
35

tel0,T)

where the matrix, @), and the scalar variable, p, shifts the cost function weights to either
the terminal errors or the constraints. The nullspace projection, in theory, does not alter

the error convergence:

e = Xa— Vu(T)X(0) = Wi (T)Cria
— Xy — Vi(T)X(0) — Wa(T) (c*,c 4 Lep + (—a)(] ~ W,iWn)VHC>
= (I = LW, (T))e + (—a) = (W, — W, WIW,)VH. (4.34)

Since we know that the matrix W' is pseudo-inverse of the W, matrix, the term W, —

W W,I W goes to zero:

(Wo = W, WIW,) =W, — (W W (W, W)™ Wy

Unfortunately, there are a few undesirable aspects to the nullspace gradient projection
method. First of all, the derivative of the cost function, VH,, is not known ahead of time.
Computing numerical derivatives will significantly lengthen the convergence time. Secondly,
the step size needed for descent must be found by trial and error. Oriolo recommended
performing a line search via the Armijo’s rule ([63]) but doing so also introduces long delays
caused by the necessary functional evaluations. Most importantly, the projection of cost
function gradient onto the null-space of input matrix W, severely restricts the amount of

adjustment possible to the coutrol coefficient.
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4.2.5 Simulation results

The simulation for terminal iterative learning control reveals that despite being prone to
saturation, it is capable of reducing terminal ervor very quickly (usually under 50 iterations).
When the initial condition is suitable, Terminal ILC can converge without saturation. In
Figure 4.7, the pressure disturbance is set to be at 0.25 bar and the conditions at the end of
approach control are initially not at the desired values. At the 50th iteration, the Terminal
ILC controller is activated, and it takes less than 20 iterations for the Terminal ILC controller
to regulate the terminal states back to the setpoint. Adding measurement noise into the
system does not change the result (see Figure 4.8). Output from the controller, in this case,
produces a reasonable voltage and current profile (see Figure 4.9). In addition, the voltage
constraint can be visualized in the linearized input df,,,/dt domain. Figure 4.10 shows
that the simple +42 input voltage constraint can no longer be presented as a straight line
in the domain of magnetic force time derivative. The significance of Figure 4.10 is that
feedback linearization complicates the handling of constraints.

In Figure 4.11 and 4.12, a different set of initial controller coefficient are used, and this
time the controller must overcome a 0.25 bar pressure drop. While the convergence occurs
as shown in Figure 4.11, the generated controller output results in input voltage saturation
(42 V) and current saturation (35 A) in Figure 4.12. Logically, the pressure drop should
cause the controller to lower the voltage. However, the simple feedback linearized integrator
structure of the Terminal ILC can not incorporate any important insight.

Attempts to use nullspace gradient projection to complement the Terminal ILC causes
changes of the controller output. Despite the significant difference in the controller output
compared with the simple Terminal ILC output (Figure 4.13), voltage and current saturation
still occurrs (Figure 4.14). Even though coefficient movement is reduced by the nullspace
gradient projection shown in Figure 4.13, it still exceeds the system voltage and current

constraints.

4.2.6 Discussion of Terminal ILC approach controller

Unfortunately, the attempt to avoid saturation by applying nullspace gradient projection
did not yield any improvement for this system. While there is still no effective way to bound
the input coefficients, terminal iterative learning control has demonstrated rapid setpoint

regulation for many cases (with or without saturation). It is possible to try the simulation
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Figure 4.7: Simulated UC{pm and i({pm versus iterations under Terminal ILC control. The
controller is activated at 50th iteration and operates under no measurement noise.

cases that does not end in saturation in an actual experiment, especially for smaller error sig-
nals. Finally, the Terminal ILC algorithm is not computationally intensive (a simple lookup
table can be prepared for computing the learning gain) and is thus suitable for realtime op-
erations. Therefore, Terminal ILC was tested out in the test bench (without the nullspace
correction, because the simulation result with nullspace correction is not favorable), and the

results can be found in the experimental section of this thesis.
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Figure 4.8: Simulated v[{pp.,- and ifipp,- versus iterations under Terminal ILC control. The
controller is activated at 50th iteration and operates under measurement noise.
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Figure 4.10: An illustration of feedback-linearization complicating the handling of con-
straints. The +42 V input voltage limitation in terms of the linearized input %Tf.
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Figure 4.11: An illustration of Terminal ILC controller converging against input saturation
and measurement noise. Simulated 'v({pp.,- and i({pp,- versus iterations under Terminal ILC

control.

Figure 4.12: Current, voltage, magnetic force from Figure 4.11’s simulation.
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Figure 4.14: Current, voltage, magnetic force profile from a converged Terminal ILC con-
troller with null-space gradient projection. The null-space correction fails to reduce input

and state saturation in any meaningful amount.
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4.3 Nelder Mead Simplex Algorithm

A different way to solve the EMV approach control problem is to apply the nonlinear

programming methodology. A general nonlinear programming problem is of the forn:

minimize F(x) with respect to x
subject to  gi(z) =0 fori=1,...my, m; >0

subject to  hj(z) >=0 for j=mi+1,.m, m > my

In the case of EMV control, the cost function, F'(x), is a quadratic function of the terminal

errors weighted by scalar factors, o and 3:

F(c) = (a(vlpp — va)* + BGL,, —ia)?) (4.36)

The voltage and current limitations contribute to the inequality constraints, A;(x). The
upper bound coefficient, ¢y, interpolates the current profile produced under constant max-
imum voltage; ¢, interpolates the lowest current profile that still provides enough energy

for landing:
hi(¢c)=cwp—c>0 and ha(c)=c—cp >0 (4.37)

The Nelder Mead Simplex Method (a.k.a downhill simplex) belongs to a branch of non-
linear programming algorithms called direct search, meaning that it does not need any
derivative information such as gradient or hessian. By considering the rank of the objective
values associated with a group of vertices, it determines the descent direction and step size.
As it lowers the cost function, the entire group of vertices (simplex) moves and contracts,
and eventually converges to a local minimum. To further understand the Nelder Mead
algorithm, refer to [64].

Other derivative-free methods can be used for optimization (for example, pattern search,
Rosenbrock’s method, Powell’s method, etc). For a detailed discussion, see the survey paper
[65]) by Lewis, Torczon, and Trosset. Nelder Mead is selected here because it is easy to

understand and computationally efficient to implement.

4.3.1 Position-based current input interpolation

Like the Terminal ILC, the Nelder Mead controller also uses B-spline interpolation to reduce

the variables that need to be solved. Unlike the Terminal ILC’s time-based interpolation,
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however, the input interpolation of the Nelder Mead controller is position-based. Compared
to the armature travel duration, which varies between iterations, the armature travel length
is fixed to 8mm. Thus, a position based interpolation is a better selution. As stated in the
section 4.2.3, Terminal ILC requires time-based interpolation because it needs to predict
the terminal state. Note that before -3mm, the current profile is clamped to zero to limit
the risk of current saturation damaging the experimental equipment. To be comparable to
the experimental results, simulations follow this rule as well.

The other distinction is that the input coefficients in the Nelder Mead contioller change
the current profile without going through feedback linearization. The current tracking is
done by using a simple on-off voltage controller. While foregoing feedback linearization
eliminates the effect of modeling errors, tracking current this way is imprecise because of
the +42 voltage constraint and system latency. Fortunately, the errors should be acceptable
because Nelder Mead is a model free method. As long as a clear cause and effect relationship
between input and output exists, the Nelder Mead controller can decrease the cost function

to a local minimum.

4.3.2 Determining search direction and step size

The Nelder Mead algorithm involves five steps: order, reflect, expand, contract (inside/outside)
and shrink. These five steps determine the search direction and the step size. In the next
paragraph a brief description of the algorithm is provided. The detailed algorithm is pre-
sented in the following subsection.

The Nelder Mead algorithm uses non-degenerate simplex. The definition of simplex is
a set of n + 1 points in n dimension. So if the input current profile is interpolated by n
cocfficients, then the simplex should have n + 1 different current profiles. A simplex is non-
degenerate if the n vectors connecting any single vertex to the remaining vertices spans the
entire space.

To find a search direction, the simiplex is reordered to separate out the worst vertex.
Then the worst vertex is moved in the general direction of the remaining vertices (repre-
sented by the average of the rest of the vertices). This newly moved point is called the
reflection point. If the function evaluation at the reflection point is favorable, then we can
move the point further in that direction for potential improvement (expansion). If the trial
result is not favorable, then the next trial point can be moved closer to the worst point from

average (contract in) or move toward the average from the reflection point {contract out).
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Figure 4.15: Nelder Mead algorithm steps: reflection (left) and expansion (right).

When all else fails, the vertex itself can be shrunk toward its best vertex. The goal is to

eventually replace the best point in the simplex.

One iteration of the Nelder Mead algorithm

The detailed Nelder Mead algorithm is presented in this subsection. First the tuning para-
meters are introduced. p, X, 7, and o are reflection, expansion, contraction, and shrinkage
coefficients. They determine the aggressiveness/conservativeness of the controller. They are

constrained by the following rules:
p>0, x>1, x>p, 0<y<l,and 0 <o <1
In this section’s simulation work, these coefficients are defined as the following;:
1
=1 x=2, vy=1/2, anda:§

Next, the five steps are presented in detail. An iteration of the algorithm will start with
order and reflect. Depending on the trial result of the reflection point, the algorithm may

go to one of the expansion, contraction or shrinkage steps.

1. Order

To start, n + 1 vertices are functionally evaluated to separate out the best, the worst,
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and the second worst vertices.

flza) < flao) < flzz) ... < flran)

best vertex Tito = L1
second worst vertex Tinhi = T
worst vertex Tipi = Tyl
average vertex (exclude worst) T=3

2. Reflect

Then the worst point is reflected toward the average of the remaining vertices.
Ty =T+ p(T — zipi) = (1 + p)T — pTin (4.38)

if f(z:) < flzy,) then go to expansion step
else if f(x,) < f(@inn:) then go to replace xp; with z,, terminate the iteration.
else if f(x,) > flz;;) then go to the contraction step.

An illustration of reflection is shown in the left plot of Figure 4.15.

3. Expand

Then the expansion point is computed based on the coefficient , x

Te = F + x(xr — ) = T+ px(T — zin) = (L + pX)T — pPXTihi (4.39)

If f(xe) < f(zr), then replace the .r; with z,.; otherwise, replace »;),; with z, and
terminate the iteration. An illustration of expansion is shown at the left plot of Figure
4.15.

4. Contract
If flxinni) < flz,) < flxp), then go to contract outside step; otherwise, go to

contract side step.
(a) contract inside
Toe =T — ”/(-I—' - Tipg) = (1 = V)T + YT (4'40)

I flzee) < fxing), then replace a;p; with ze in the simplex and terminate the
current iteration, else ¢o to the shrink step. An illustration of contracting inside

is shown at the middle plot of Figure 4.16.
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Figure 4.16: Nelder Mead algorithm steps: contraction outside (left), contraction inside
(middle), and shrinkage (right).

(b) contract outside
Te =T +v(@r —T) =T+ (T — x23p:) = (1 + pY)T — pyZTing (4.41)

If f(x.) < flxpi), then replace x;p,; with z, in the simplex and terminate the
current iteration, else go to the shrink step. An illustration of contracting outside

is shown at the left side plot of Figure 4.16.

5. Shrink

Evaluate f at the n points
Vi = Tio + 0 (Ti - o) (4.42)

Terminate the iteration. The unordered vertices of the simplex in the next iteration
will consist of x4, V2,03, -.,Vns1. An illustration of shrinking is shown in the right

side plot of Figure 4.16.

Convergence occurs either when the cost function is reduced sufficiently or when the spacing
between the simplex shrinks too much. If the cost reduction is unsatisfactory, even through
the simplex has shrunk too much, then the algorithm is stuck at a local minimum. Under

such a condition, re-establishing the simplex and resetting the algorithm may be beneficial.



CHAPTER 4. CONTROL METHODOLOGIES 68

4.3.3 Transforming input constraints

The original Nelder Mead algorithin is an unconstrained nonlinear programming algorithm.
The typical solution for tuning constrained problems into non-constrained problems is to
incorporate the constraints into the cost function (a.k.a barrier or penalty methods [63]).
However, this approach is unnecessary because the EMV system only has simple input
constraints. Instead of modifying the cost function, sine transformation can be applied to
map the input coefficients into sine coordinates. The following explanation comes from John
D’Errico’s mfile [66] available on the Matlab®file exchange central website.

Suppose x(1) is the original variable constrained by upper-bound, UB(i), and lower-
bound, LB(i); one can solve optimization problem of z(i) by solving the unconstrained

optimization problem with z(4), which is related with x(¢) through the following:

sin(z(i) + 1))

xu)fLBu)+(UBU)—LBU»( 5 (4.43)

By inverting the above equation and checking the neccessary condition of arc-sine, we get
an expression for z(1)
0 2(z(2) — LB())
zZ = — -
temp{? UB(:) - LB(i)
(3) = 27 -+ arcsin {max(—1, min(1, zeemp(1)))} (4.44)

N

Since sine only varies between 0 and 1, modifying z(2) will result in changing x(¢) within
the bounds, UB(i) and LB(i). Note that in the case of the EMV control, those bounds are

derived from operating/simulation experiences.

4.3.4 State machine implementation

The steps in section 4.3.2 belong to a typical optimization structure where an iteration of
valve event is treated as a functional evaluation. In the realtime implementation on the
dSpace card, the structure is different because the algorithm runs as an interrupt. At the
end of the interrupt, the current profile for the next valve-swing must be computed. Table
4.3.4 illustrates how the state transition occurs based on the trial result of the previous
iteration. Of equal importance, the table provides information on how the simplex vertex is
updated and what the input for the next iteration is. With this table, one can easily code

the algorithm in an interrupt setting.
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4.3.5 Convergence issue

The original paper [67] of the Nelder Mead algorithm is published in 1965. Since then, theve
has been thousands of references in scientific journals to it and various implementations of
it in numerical packages. For example, both [63] and [66] have implementations of Nelder
Mead. In fact, an entire book [69] in chemical engineering is devoted to its application.
However, despite its conceptual simplicity and enduring popularity, there has been very
little theoretical proof or analysis of it. The proof by Lagraias [64] is only R! while there
exists a counter example by McKinnon [70] for C2. In this thesis, the Nelder Mead algorithm
is discussed in detail because it a useful solution to the EMV problem, both in simulation

and experiment. Nevertheless, it important to keep in wmind this theoretical deficiency.

4.3.6 Energy consumption

Being a cost function based algorithm, Nelder Mead can be fine tuned by changing the
composition of its cost function. For example, if a current integral term is added to the
cost, function, then the algorithm will have to balance the cost for regulating the set-points,
'uc{pp,» and 'L'ﬁp,)r} with the cost from energy expenditure. When properly weighted, the Nelder
Meacdl controller can tune itself to search for minimum energy required to keep the controlled

variables around the desired set-points.

o velocity error current error ,
cost = “
velocity weight current weight
—+current integral weight * /’i(t)dt (4.45)

4.3.7 Simulation result

In simulation, the Nelder Mead algorithm produces proper regulation of the termiinal set-
point under a reasonable time frame (100 steps of 40N of step disturbance). More impor-
tantly the resultant input coefficient stays within constraints. The first simulation test is
to see what happens when the setpoint is changed. The result in Figure 4.17 shows that
the setpoint is changed from [104A, 2.55m/s| to [12A, 2.61m/s] in 300 iterations. This result
can be improved further speed-wise because the controller coefficients are set conservatively.
The second and third examples are the step response against a 40N pressure increase and
decrease (see Figure 4.18 and 4.19). It takes around 100 iterations for both velocity and

current to converge back to the setpoint. The responses against a ramp disturbance of 40N
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Figure 4.17: An illustration of the Nelder Mead controller’s regulation against set-point
change. Simulated v({ppr and igppr versus iterations. Set-point changes at the 500th iteration.

in 400 steps can be seen in Figure 4.20 and 4.21. The algorithm’s performance against
ramp disturbance is not as good because its simplex vertices quickly becomes obsolete with
a ramp disturbance. Despite the larger transient (error of 0.05 m/s), the regulated result
still returns to the setpoint. Inserting a current integral term into the cost function results
in the current integral reduction from 16.5e-3 to 16.256e-3 ampere-second without changes
in the terminal conditions (see Figure 4.22). Finally, Figure 4.23 illustrates the evolution
of the input current in 600 iterations under the Nelder Mead controller. One can see that
the command current is smooth even during the transient phase of the close-loop system.
This result is much more practical and robust compared to the results from nonlinear and

terminal itevative learning controllers.
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Figure 4.18: An illustration of the Nelder Mead controller’s regulation against step pres-
sure disturbance. The top and middle plot are simulated vcflpw- and /lﬁ,,,,,- versus iterations.
The bottom plot shows a step disturbance pressure increase of 40N occuring at the 300th

iteration.
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Figure 4.19: An illustration of the Nelder Mead controller’s regulation against step pres-
sure disturbance. The top and middle plot are simulated 'U({ppf,- and iéppr versus iterations.
The bottom plot shows a step disturbance pressure decrease of 40N occuring at the 600th

iteration.
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Figure 4.22: An illustration of energy reduction by adding a weighted current integral term
to the cost function of the Nelder Mead controller. The top plot is current integral versus
iterations. Second highest plot is the current integral weight in the controller’s cost function
versus iterations. The bottom two plots are simulated U({ppr and i{w,. versus iterations.
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Figure 4.23: Input current profile evolution of the Nelder Mead controller regulating against
step pressure increase. The top plot is the current profile versus position from iteration 1
to 300. The bottom two plots are simulated v[{pm and icpr,- versus iterations. Nelder-Mead
controller acts between x = —3mm to x = 2.55mm. The dip in velocity at 160th iteration
is due to a step increase of disturbance force.
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4.3.8 Discussion

Nelder Mead is a model-free and derivative-free method for unconstrained optimization.
After transforming the input bounds, the Nelder Mead algorithm can be applied to optimize
input coefficients for the minimum terminal error. Unlike Nonlinear ILC and Terminal ILC,
the Nelder Mead controller is more robust because it is forced to stay within a safe bound.
The simulation result shows that it can rectify a 40N step disturbance within 100 iterations
and resist ramp disturbance at the rate of 10N per 100 iterations. It is remarkable that even
thoush all its algorithmic steps are linear, this method can handle highly nonlinear systems
such as the EMV actuator plant. Finally, the steps in the state machine require only linear

combination, making Nelder Mead very suitable for real-time operation.

4.4 Summary

Initially, the investigation aimed to improve upon the ILC controller in [2] by applying
nonlinear ILC convergence result from [57] for approach control. Unfortunately, the inability
to find a realizable trajectory offsets the benefit of nonlinear ILC convergence. To avoid
the need for tracking a trajectory and to ensure that terminal current is also controlled, the
focus is shifted to the Terminal ILC strategy. While the Terminal ILC simulation provides
speedy error convergence, it is also prone to input and state saturation. To avoid saturation,
the Nelder Mead algorithm with constraint sine coordinate transformation is implemented.

The conclusion reached from the simulation result is that Nelder Mead is most suitable
for further experimentation because its coefficient evolution is constricted, and there is
much less chance of saturating the coil circuit and damaging the equipments. In addition,
its ability to regulate setpoint against disturbance is adequate, and its state machine is
also computationally simple enough for real time implementation. The Terminal ILC is the
fastest converging algorithm, but it is also most prone to saturation. It makes sense to
at least perform some experiments using the Terminal ILC controller for small disturbance
cases where saturation is less likely. The nonlinear ILC, however, is not deemed to be
suitable for experimentation due to the difficulty of finding a suitable trajectory for it to

track. Table 4.4 summarizes the controller-specific properties determined in this chapter.
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Table 4.2: Conclusion reached on the three approach control schemes

ror occurs if input
saturate

uration occurs the
terminal error can
still be eliminated

Tested
mentally

experi-

No, due to lack
of realizable tra-

| jectory

small disturbance

Yes, but only for |

L Nonlinear ILC | Terminal ILC Lelder Mead ‘
Computational_ learning gain | learning gain | state machine and |
requirement computation computation some algebra

required
Terminal error fairly slow monotonic  con- | adequate  conver-
- vergence | gence time
Trajectory track- | require realizable | terminal error | terminal error
ing required frajectory driven driven
Controller satura- | input usually sat- | saturation oceurs | no saturation
tion urate while track- | very often due to coefficient
ing trajectory bounds
Steadj' state steady state er- | even if minor sat- | error  elimination

can be achieved

Yes, accept‘able for |
larger disturbances
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Chapter 5
Experimental Setup

The control algorithm that showed promise using simulation are tested on a real actuator
mounted on an experimental test-bed. In this chapter, the actuator test bench, measurement
sensors, fail-safe devices, prototype board, and monitoring software are described in detail.
The experiment setup described in this section is almost identical to [1]. The experiments of
(1] and this work took place in the engine control laboratory in the University of Alberta’s
mechanical engineering building. The complete experimental setup can be seen in Figure

5.1.

5.1 The TEMIC Electromechanical Actuator

DaimlerChrysler AG donated a linear prototype solenoid actuator built by Telefunken Mi-
croelectronic GmbH to the UofA/SFU valve control research project. As shown in Figure
5.2 and 5.3, the actuator consists of two springs, two solenoid electromagnets, and a shaft
connecting the steel armature in between the springs to the valve below. The characteristics

of the actuators are:

e The springs are under the same compressive force so that the natural state of the

armature (without any coil magnetic influence) is in the middle.

e The springs are tensioned so that the system’s natural frequency is roughly 150Hz to

handle maximum engine speeds of 5000 to 6000 rpm.

e The coil-wound electromagnets are used for releasing or landing.

80
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Figure 5.1: Complete actuator test-bench setup, including power supplies and power elec-
tronics.
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Figure 5.2: Closeup of the EMV actuator (without the springs).

e The closer coil consists of 79 turns and the opener coil consists of 72 turns. The flat
pole and armature geometries are designed to provide large surface area and minimize

the effect of fringing, at the cost of a nonlinear force vs distance relationship [71].

e Fine grain materials are used in the actuator construction to reduce eddy currents:
sintered powder steel QStES00 is used in the housing of the actuator coils, while the

coils themselves are made of Vacoflux silicon steel.

e Aluminium spacers are used between the two coils to ensure the flux flow passes

through the steel armature only.

The test-bed is shown in Figure 5.4. The actuator and the valve are bolted down
horizontally, and position sensors are placed at both ends of the assembly. The steel plate
on top and the steel stage at the bottom clamps the valve actuator and valve assembly to
restrict any movement other than in the horizontal direction. Underneath it all is a steel

slab on top of ncoprene rubber which is used to dampen vibration.
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Figure 5.3: Cutaway of the EMV actuator, taken from [4] with permission of the author
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Figure 5.4: TEMIC actuator test-bed.

5.2 dSPACE DS1103 Board

The control algorithm is executed on the DS1103 control prototyping board from dSPACE
corporation. The board contains two processors: an IBM Power PC 640e processor running
at 400 MHz for the primary task and a Texas Instrument TMS320F240 DSP processor run-
ning at 20 MHz for handling 1/O operations. Sixteen analog to digital convertors (ADCs)
with either 12 or 16-bit channels and eight digital to analog converters (DACs) with 14-bit
channels are available on the primary processor, while the 1/O processor provides an ad-
ditional sixteen 10-bit ADC input and four single-phase Pulse-Width Modulation (PWM)
output channels. In addition, the board has its own expansion box (see Figure 5.5) that
accommodates various I/0 interfaces such as serial and parallel ports. Communication be-
tween the PC and the board passes through an industry standard architecture (ISA) card
bus. The DS1103 board samples and executes commands at 50khz. In the case of the EMV
approach control operation, the board reads the input voltage, current, and position mea-
surements, computes the required command voltage, and then outputs the dedicated control

signals to the respective power transistors located within the power electronics module.
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Figure 5.5: DS1103 board expansion box: i/o ports and LED panels.

5.2.1 ControlDesk Software
The communication between the DS1103 board and the host Windows PC relies on dSPACE

proprietary software called ControlDesk. In addition to data monitoring and capturing,

the user can compile controller code and tune controller parameters through ControlDesk.

Figure 5.6 and 5.7 are the screen captures of the position and current plot utility, and the

coefficient display/adjustment panel.
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5.3 Power Management and Circuit Protection

5.3.1 Power electronics and power supply

The coil magnets on the ENV actuator are powered by two custom H-bridge circuit power
electronics units developed by Bazooka Electronic Ltd. By switching two high speed in-
sulated gate bipolar transistors (IGBT), three output power modes are available (0, 42,
and (quasi)-42V) from the H-bridge circuit. The 42 volt limit is set in anticipation of an
emerging voltage standard for future vehicles [72].

In Figure 5.8, the H-bridge controls the current flow by connecting two fly-back diodes
and two IGBT transistors in the anti-parallel configuration. For +42 V mode, both tran-
sistor gate T1 and T2 are closed so that the potential across the actuator coil is 42 volts.
For 0 V mode, transistor T2 is closed, but T1 is left open so the current circulates in a zero
potential loop and slowly reduces to zero. The quasi -42 V mode requires both gate T1
and T2 to be open so that the potential difference across the actuator is -42 Volts, and the
current is driven down to zero quickly. Once the current reaches zero, the reverse polarity
can not be sustained and the voltage across the actuator is zero (thus, the name quasi -42 V
mode). Note that transistor T'1 can not be switched independently because it is powered by
a subsidiary capacitor which only gets charged when T2 is closed. Consequently, to switch
the power electronics between +42v to -42v requires going through 0 V mode; Figure 5.8
illustrates this process with transition arrows.

Shown in Figure 5.10, the two power supplies needed for the experiment are the 1
kilowatt Sorenson DCS60-18E, which drives the custom power electronics, and the Hewlett
Packard 6236, which drives the power electronic circuitry and current measurement sensors.
The Sorenson power supply is rated to provide supply voltages up to 60 volts direct current
(VDC) at 18A, but according to [4], a short burst (less than 5ms) of 35A current is also
possible. The Sorenson power supply is setup to supply 42 volts to power electronics which
runs the EMV actuator. The Hewlett Packard 6236B triple output linear power supply
is setup to provide +5 VDC for the over-current protection circuit and +15 VDC for the

hall-effect sensors and opto-isolators.
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Table 5.1: Switching transistors for power modes

voltage mode

transistor T1

transistor T2

effect on current

42 open open
0 closed open
-42 closed closed
=
L™ >

+42 voit mode

(guasi) 42 volt mode

fast increase
slow decreasc

fast decrease

0 volt made

Figure 5.8: Power electronic output modes: 42,0, (quasi)-42.
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Figure 5.10: Sorenson and HP power supplies.
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5.3.2 Over-current protection circuit and Opto-isolator

The most valuable equipment in the experimental setup are the EMV actuator and the
dSPACE prototyping controller board. Sustained high current (above 35A at over Sms)
presents the most significant hazard because it can melt the coil magnet and ruin the EMV
actuator. Therefore, an over-current protection circuit is needed. In addition, opto-isolators
enable the DS1103 board to control power electronic circuitry without risking electrical
spikes and surges.

The purpose of the over-current protection circuit is to shut down the Sorenson power
supply when a sustained (>5ms) and unacceptably high current (>35A) level is detected
in the event of software errors or power electronic failures. To perform this task, the over-
current protection circuit (shown in Figure 5.11) low-pass filters the output of the hall-effect
current sensor and compares the filtered result to a given threshold, to determine if the power
supply should be shut down.

The inclusion of opto-isolators enables the DS1103 board and the power electronics to be
connected without the risk of voltage spikes from the power electronics ruining the controller
board. The 16 single channel opto-couplers (Figure 5.12) used in this experiment transmit
data via light sensing at a speed of 10Mbit per second. For more information about the

opto-isolator, see [73].
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Figure 5.11: Over-current protection device (center).
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Figure 5.12: Opto-isolator.
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5.4 Position, Voltage, and Current Sensor

Two position sensors are available in the experimental setup. The secondary sensor, not
used for control and only for comparison with the primary sensor, is a custom built Eddy
current type lift sensor [1/(See Figure 5.13). The primary position sensor is a custom-made
Linear variable differential transformer (LVDT) with a signal to noise ratio of 84dB and
a bandwidth of greater than 20kHz. The documentation for this specific LVDT sensor is
proprietary, the basic composition of the LVDT is shown in Figure 5.15: a powered primary
coil (coil A) in the mid segment, two connected secondary coils (coil B) symmetrically wound
in the two end segments, and a ferromagnetic core inserted coaxially without touching the
coils. The two secondary coils are wound in series opposition to each other. If the core is
placed in the middle position, the fAux linkage from one secondary coil cancels the other;
otherwise, depending on the axial displacement of the core, an imbalance of the flux linkage
occurs and results in a voltage difference at the output of the secondary coils [74]. The
actual LVDT sensor used in the experiment can be seen in Figure 5.14.

The current going into the ENMV actuator is measured by the Hall-effect current sensor
(LEM LA55-P) shown in Figure 5.16. In this sensor, current is detected by measuring the
voltage of the semiconductor material induced by the magnetic field of the current-carrying
wire. For voltage sensing, the potential across the actuator coils is measured by connecting a
differential operational amplifier cirenit with a configuration that gives a convenient fraction

of the sensed voltage at output.
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Figure 5.13: Eddy-current distancement sensor.

Figure 5.14: LVDT sensor placed in the front of the actuator housing.
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Figure 5.15: Illustration of an LVDT position sensor.

Figure 5.16: Hall-effect current sensor placed on top of the power clectronics.
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5.5 Summary

In this section, the hardware setup of the experiment discussed inciude: the EMV actua-
tor, the position and current sensors, the power supplies, and the controller board. The
realtime software programs on the prototype board and the monitoring-capturing program
(ControlDesk) are also introduced. Last but not least, the functions of the over-current
protection circuit and the opto-isolators are presented to illustrate the protection measures

for the expensive EMV actuator and the dSPACE prototyping controller board. Table 5.2

gives a list of the devices used in the experiment.

Table 5.2: Devices used in the EMV approach control experiment

Device name

Description

J 79p_ociﬁr‘s

ENMYV actuator

electromagnetic actuator built by
Telefunken Microelectronic GmBH,
donated by DaimlerChrysler AG

Jmm stroke and
250N/mm spring ten-
sion

dSPACE controller

DS1103 Controller board with PPC
604e processor and TMD320F240
slave processer

Actuator power supply

Sorenson DCS60-18E
programmable switching power
supply

PWM and 1/O output
at 50kHz

0-60VDC 0-18A Input
120VAC Max. output
1kW

71—\uxilizu"y power supply

HP 6236 triple output linear pow_er
supply

-

6VDC +20 VDC

Power Electronics

Custom H-bridge designed by
Bazooka electronics

IGBT  IRG4BC40W |
switching to 50khz with
Cap at 200V @Q70A

Opto-Isolator

Optical linkage between DS1103

boar and power electronics

10Mbit/s +15 VDC in-

' LVDT displacement sensor

Custom linear variable differential
transformer

Bandwidth > 20kHz

put




Chapter 6

Experimental Results

This chapter starts with important issues encountered during experimentation, such as the
system repeatability and the current controller latency. Then the experimental results of
both the Terminal ILC and the Nelder Mead controller are presented. The data sets gathered
for Nelder Mead controller are the focus of this section because the Terminal ILC controller
failed to converge under experimental conditions.

The interpretation of the figures in this chapter requires an understanding of the ap-
proach control objective, which is to regulate terminal velocity v;{pp,v and current if,pp,‘. These
two values are defined to be actuator states at position .rﬁ.ppr, which is the final position of
the approach control. For this thesis, the position a:ﬁzpp,. is defined to be at 2.535mm air gap
away from the catching magnetic coil. For the division of approach and landing control, see
the explanation in Section 1.3.

The results from the Nelder Mead controller are divided into two parts: the first
part showcases terminal velocity 'UL{WT-, and current, 'i,[Lpp,- against the unknown tempera-
ture/parameter related disturbance. The second part showcases its regulation against step

and ramp disturbances from simulated cylinder back pressure.

6.1 Experimental Details

6.1.1 Consistency issue

The underlying assumption of the cycle-adaptive feed-forward algorithm is that useful con-

trol information for the current cycle can be learned from the previous iterations. If the

96



CHAPTER 6. EXPERIMENTAL RESULTS 97

system parameters or disturbance forces change dramatically over consecutive iterations,
then the tuning algorithm will fail. From the author’s experience, the repeatability of the
experiniental setup between iterations can sometimes be inconsistent. Fortunately, so long
as the actuator and the valve stay well lubricated, the output of the EMV test-bench usually
changes slowly enough across cycles for the controller to be effective. The top and bottom
plot in Figure 6.1 contrast these two conditions. Both graphs showcase the terminal ve-
locity, u({,,)p,r, The top graph shows fast and drastic changes (as fast as 0.75 m/s within 15
samples) that will cause the cycle-adaptive algorithm be ineffective, while the bottom plot
shows changes slow enough to be compensated for by a cycle-adaptive algorithim such as

Nelder Mead.

6.1.2 Measurement interpolation

Because the cycle-adaptive algorithm in this chapter depends on the velocity, véppr., and
current, i,f,p,,,v, at the end of the approach control (position l'c{p'pr)» special attention is paid
to the acquisition of these two estimates. Because no velocity sensor is used, armature
velocity is estimated based on position measurement, using the velocity estimator in [1].
In addition to position measurement noise, the discrete nature of the digital system also
introduces errors. Because the target, 'U(‘{/,I,r and i'(f,,pr, are fixed at a particular position
instead of time, the velocity estimate for different time samples must be interpolated, using

the velocity estimates before and after the desired position ;L'{:ppr.

(-‘7’£Wr' - 11)

Uz{pp'r =y &5 i 1'17(01 —v2)
. . (lrf r fl) . .
UL (6.1)

The variables z, v, i, are the armature position, armature velocity, and catching coil
current of the actuator. The subscript 1 and 2 stands for the measurement sample before

and after the position répm passes.
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Requirement of the cyclic approach controller
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Figure 6.1: An illustration of cycle-adaptation requirement. Velocity at azéppr versus itera-
tions under open-loop control. The cycle-adaptive controllers investigated in this thesis will
not perform in the case of the top plot, in which the disturbance changes too quickly to
allow learning. The bottom shows a system with disturbance that changes slowly enough
to be compensated by the cycle-adaptive controllers.
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6.1.3 On-off current controller

While Terminal ILC can use voltage control directly, voltage feedback linearization may have
saturation and robustness issues. Therefore, the input magnetic force profile generated by
the Terminal ILC controller is realized through current control similar to what is done in
the Nelder Mead controller. The current control scheme used in the author’s experiment
utilizes a bang-bang controller. Specifically, the voltage is set to its maximum if the actual
current is less than the desired current, while the voltage is zeroed quickly (by the pseudo
-42 mode) when the desired current is less than the actual current. The actual C code

implementation is the following:

dl = Isoll - Icl;
if ( dI > ctPar_zpr_hyst) {
Sw_cl = C_ON_FAST;
pwm_cl = 1.0;
} else if ( dI < -ctPar_zpr_hyst ) {
Sw_cl = C_OFF_SLOW;
pwm_cl = 0.0;

dI is the difference between the desired and actual current and ctPar_zpr_hyst is the
hysteresis parameter. Sw_cl and pwm_cl are the power switching transistor’s logic command
and duty cycle explained in the experimental setup chapter. The discrete voltage states that

Sw_cl can switch are defined as:

slow-on (42 volt)
fast-on (42 volt)

0

1
Sw_cl =
2 slow-off (0 volt)
3

{(6.2)
fast-off (pseudo -42 volt)

While both cycle-adaptive approach controllers use a B-spline current profile, different in-
terpolation are used. The interpolation used in the Terminal ILC is time-based because the
controller relies on time-based prediction of terminal states. In addition, the time duration
needed for interpolation by the Terminal ILC controller is taken from the previous itera-
tion. Assuming no drastic pressure variations between iterations, this simplification would

be reasonable because the EMV system dynamic is dominated by spring forces. On the
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other hand, the interpolation for the Nelder Mead direct search controller can be based on
the position instead of time. Because the armature always travels between -4mm to 2.55mm
during the approach coutrol but its travel duration may vary cycle by cycle, position-based
interpolation should be more robust than time-based interpolation. Figure 6.2 contains ex-
amples of the position-based interpolation (top) and time based-interpolation (bottom) for

the Nelder Mead and Terminal ILC controllers respectively.

6.1.4 Coordinate change

Note that for the C code implementation, the coordinate system is shifted from -4mm to
4mm to -8mm to Omm; this shift is reflected in the x-axis of the figures presented in this
chapter. The point that approach control transition into landing control, :L'gpp.r or ‘I};m‘mﬁ’ is

now at position -1.45mm in the new coordinate.

Problems with the on-off current controller

The current profile approximation simplifies the approach control, but also introduces a
latency issue. In Figure 6.2, one can see that the actual current roughly follows the desired
current. The sawtooth-like waveform of the actual current is possibly due to the system
inductance. Note the transistor logic states of Sw_cl for Figure 6.3 are defined by Eq.
6.2. If the effect of the current command is immediate, the actual current should change
direction right after the logic signal changes. However, one can see in Figure 6.3, which is
a zoomed-in presentation of Figure 6.2, it takes 2 to 4 samples after the voltage changes at
position A, B, and C to reverse the direction of the current. This latency poses problems
because it reduces current tracking accuracy. As a result, a small change of the desired
current can cause the actual current to fluctuate much more. This problem can be seen
when the approach control is implemented, especially for the terminal current iﬁppr.

Last, but not least, one must be careful to check if voltage saturation occurs. If the
commanded current requires a steep increase, the desired and the actual current profile may
not match because the 42 volt input voltage cannot raise current quickly enough. However, a
slow current rise time is more of a system characteristic than a current control defect. This
problem is alleviated by the coefficient upper bound constraint, ¢;, of the Nelder Mead
controller. In contrast, the Terminal ILC controller tested in this chapter does not guard

against saturation.
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Figure 6.2: Position (top) and time-based (bottom) desired current profile interpolation.
The actual current profiles are results of the on-off current controller tracking the desired

current profiles.
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Latency of the current command
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Figure 6.3: An illustration of the delayed response in current control. Voltage logic command
and measured current versus time.
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6.2 Experimental Results For Terminal Iterative Learning

Controller

When applied to the actual plant, the Terminal ILC controller fails to regulate both velocity
and current. In fact, the velocity at the end of the approach trajectory slows down signif-
icantly (see Figure 6.4). The evolution of the current input profile shows that the control
coefficient requires a more drastic current amplitude change as time goes on. In Figure 6.5,
which shows the input current profile at the 100th iteration, the actual current has prob-
lems following the desired current because the desived current is not physically realizable.
Ultimately, the lack of ervor reduction causes the integrator in Terminal ILC to fail.
Despite being successful in simulation (see Figure 4.8 to 4.12), the Terminal ILC con-

troller can not achieve convergence in the real world. The major problem are as follows:
1. The controller is too reliant on feedback linearization to keep the system linear.

2. The controller does not have enough control over the evolution of the control coeffi-

cients (i.e., there is no way to constrain the control coefficients)

3. The noisy velocity and current measurements also cause problems with the integrator

of the learning controller.
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Figure 6.4: U({PPT and 'iéppr versus iterations under Terminal ILC control. The Terminal ILC
failed to eliminate exrors on the test-bench.
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Figure 6.5: Desired and actual coil current versus time at iteration 1, 50, and 100 under Ter-
minal ILC control. The current profile computed from Terminal ILC becomes un-realizable
as iteration increases.
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6.3 FExperimental Results For the Nelder Mead Algorithm

Despite the problem with current control and noisy measurements described in section 6.1.2
and 6.1.4, the Nelder Mead simplex algorithm was able to converge after a few hundred
iterations to the desired velocity and current (sometimes with some steady state errors in
the current). The simplex algorithm has proven itself to be computationally efficient and
robust for a real-time application such as the electromechanical valve.

Note that some over-sampling in the functional evaluations was done to prevent oc-
casional noise spikes from affecting the ordering of the simplex vertices. The median of
the samples is taken for the cost function computation because large noise spikes skew the

average of the sample.

6.3.1 Convergence over set-points change

The experiments in Figure 6.6 and 6.7 are conducted by changing the velocity and current
set-point values at the end of approach control. They show how the velocity and current
converge to the desired state after a period in the transient state. The current went from
10 to 12 Amperes while the velocity increased from 2.55 to 2.65 m/s. In the case of Figure
6.6, both current and velocity are commanded to increase. In the case of Figure 6.7, the
current, iéppr, is commanded to stay the same while the velocity is reduced from 2.62m/s
to 2.56m/s. From experimental experiences, the author notes that the end velocity mostly
converges well whereas the end current sometimes has steady state errors (less than 1A).
Note that the over-sampling factor of 3 is determined to be adequate for noise/estiamtion
error in the terminal velocity and current estimate.

The convergence to a different set-point is slow compared to the rest of the experiments
(roughly 300 iterations to adapt to the new set-point). However, this experiment is done
with a more conservative set of controller tuning parameters (p, x, 7, and o). The set-point-
change experiment done in the simulation, using the same controller parameters, shows a
similar convergence speed as illustrated in Figure 4.17. The matched results demonstrate
that the simulation model developed in [1] is accurate enough so that the Nelder Mead

controller can be designed in simulation and yield satisfactory result on the test-bench.
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Figure 6.6: An illustration of the Nelder Mead controller’s regulation against set-point
change. v‘{pw and zﬁ{;ppr versus iterations. Both set-points increase at the 500th itervation.
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6.3.2 Regulation against unknown disturbance

Even under laboratory condition, the valve actuator test bench setup is affected by an
unknown time-varying disturbance. The author believes the cause of this disturbance is
the same temperature-related variation in spring compression force reported in Eyabi’s
sensorless control paper [41].

To demonstrate that this problem can be alleviated, the Nelder Mead algorithm is run
coutinuously for four thousand cycles. Following that, the controlled terminal conditions
are compared to the open-loop results. One can see from Figure 6.8 that the Nelder Mead
controller regulates the velocity to the desired point better than the open-loop controller.
The histogram in Figure 6.9 show the distribution of the terminal velocity, v({m)r, during
the four thousand cycles. While both controllers keep the average velocity at the desired
2.6m/s, the velocity variance resulted under Nelder Mead control is less then one third trom

the variance resulted under open-loop control. (0.2e-4m°/s* compared to 0.69e-4m?/s?).
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Figure 6.9: Histogram of 'urfpm after 4000 valve events: Nelder Mead (left) and open-loop
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6.3.3 Cold start regulation

The EMV actuator warms up from the ambient temperature due to ohmic losses in the coil.
When the EMV actuator is first activated, the sudden increase in thermal energy affects the
spring and the electromagnet. At room temperature, higher current is required to properly
close or open the valve when the EMV test-bench initiates its operation. After several
hundred motions, the initial coefficients for current control become excessive and cause the
armature to land at higher impact speeds. A good approach controller should be able to
regulate the speed of the armature around the desired point as quickly as possible during a
cold start and than ease off on the control as the system heats up. Figure 6.10 shows that
the Nelder Mead controller regulates the velocity to stay around 2.6 m/s in 150 iterations

whereas the open-loop control requires 700 iterations to reach 2.6 m/s velocity.
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Figure 6.10: vé.pp,v versus iterations under cold start condition: open-loop (left) and Nelder
Mead (right). The Nelder Mead controller brings armature velocity to the desired much
earlier then the open-loop control.
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6.3.4 Improving energy efficiency

Placing a current integral during a valve motion into the controller’s cost function allows
energy consumption to be considered. The weight of the current integral must be much
less than the weight on the velocity and position error to ensure that the set-points have
higher priority. If the system is close enough to its required set-point, then the cost of
the current integral will be more dominant, and the Nelder Mead algorithm will shape the

current profile such that the system can be more energy efficient:

b= ( velocity ervor , current error o
cost = £ . -
velocity weight current weight
“+current integral weight / i(t)dt (6.3)

In Figure 6.11, one can see that the current integral (top graph) is lowered as soon as
the weighting of the current integral is increased in the cost function. At the same time,
the velocity and current is regulated around the set-point of 2.6 m/s and 12 A.

The result in Figure 6.11 can be compared to the simulation in Figure 4.22 of Section 4.3.
The simulation reports current integral reduction of 16.5e-3 to 16.25e-3 ampere-seconds com-
pared to the experimental result of 16.9e-3 to 16.7e-3 ampere-seconds. Aside from slightly
higher current consumption perhaps due to unmodeled dynamics, the actual controller per-
formed as expected in the simulation. The successful prediction demonstrates the utility of
the simulation model for controller design.

Note, instead of a current integral, an energy expenditure term in Joules (integral of
voltage times current) during a valve motion can also be used in the cost function. While
this is not done in this thesis, the impact from such an additional cost function term is

expected to be similar to that of a current integral term.
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Figure 6.11: An illustration of energy reduction by adding a weighted current integral term
to the cost function of the Nelder Mead controller. The top plot is coil current integral
versus iterations. The second highest plot is the current integral weight in the controller’s
cost function versus iterations. The bottom two plots are n(flpp,, and z’ﬁppr versus iterations.

This result matches with the simulation in Figure 4.22
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6.4 Simulating a Back Pressure via Release Coil

In section 6.3.2, the Nelder Mead Controller regulates the EMV coil current and armature
velocity around the set-point under the time-varying unknown disturbances inherent to the
system. Because the disturbance is unknown, it’s impossible to quantify how well the the
algorithm rejects disturbance. To truly test a controller’s performance, a known disturbance
source must be utilized.

This experimental testbench is not equipped with actual pressure forces on the valve.
However, by using the information from the finite element model work in [31], a release coil
current profile can be applied to hold back the armature during release as if a pressure valve
is connected to the EMV test-bench. This substitution can be made because both forces
from pressure disturbance and magnetic forces are position based (as explained in chapter
3). The current profile can be further simplified by position-based interpolation of current

coefficients as shown in the C-code.

volatile double ct_i_pgeg_k1[] = { /* current to simulate back

pressurex/
0.325067, 5.203673, 7.714763, 9.692079, 11.420484,
12.619973, 13.025574, 12.644924, 11.775298, 10.861866,
10.278948, 10.116052, 10.050468, 9.388188, 7.354937,
3.719086, 0.000000

I

The coefficients above are used to simulate 100N back pressure. Scaling of the force is done
by multiplying by a factor. For example, Figure 6.12 shows the desired opener current for
90 N of back pressure. It also shows, in the dotted line, the actual current which tracks the
desired through an on-off voltage controller. The top plot of 6.12 is position-based, and the

bottom plot represents the same data set but is time-based.
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Figure 6.12: Release coil current profile needed to simulate 90N of cylinder back pressure.
(top: current versus position, bottom: current versus time)
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6.4.1 Maximum disturbance allowed and constraints determination

The simulated back pressures in this thesis are limited to less then 50N. To illustrate the
reasoning behind this, the current needed for landing the valve against 90N of simulated
back pressure is shown (the top plot of Figure 6.13). In this figure, most of the actual
current is smooth due to saturation. At the end of the approach trajectory, the armature
velocity is low (2.35m/s) and the current is very high (17.5A). In this case, saturation leaves
no room for the controller to change the terminal velocity or current. At pressures above
100N, the armature fails to land due to lack of speed. Consequently, to allow the controller
to regulate the terminal velocity and current within the nominal set-points, 2.45 ~ 2.6m/s
at 10 ~ 14 A, the disturbance pressure is set to be no more than 50N.

The requirement corresponds roughly to 1 bar of cylinder back pressure. To see this, we
can convert 1 bar into Pascal, and use the fact that the applied force is equal to pressure

times the area of the valve:

force applied by 1 bar of pressure
25.4mm * 10™3m/mm

= 101325 * pa/bar x ( > )2 x (6.4)
|
pressure
valve area
51.34 Newton (6.5)

The middle and bottom plot of the Figure 6.13 shows situations that are more suitable
for feedforward tuning. The middle plot is used as the upper bound for the Nelder Mead
controller coefficients, and the bottom plot is used as the lower bound. Because the Nelder
Mead is not a model based algorithm, the selection of the two bounds does not have to be
rigorous. For example, the coefficients in the middle and bottom plot of Figure 6.13 results
in different terminal velocities (2.52m/s and 2.45m/s). However, as long as the results are
within the desired velocity and current range (2.45 ~ 2.6m/s at 10 ~ 14 A4), these coefficients
should be adequate.

Within these two bounds, the Nelder Mead algorithm tunes the current profile to regulate

terminal velocity, vgpp,., and current, iém)r, around the set-points, vy and 4.
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6.5 Nelder Mead Algorithm Against Pressure Change

The experiment in this section is conducted by applying simulated step and ramp pressure
disturbances, and recording the resultant velocity and current at the end of the approach
control trajectory. The results show that the Nelder Mead controller is able to eliminate
the effect of the disturbances on the terminal conditions, vippr and iéppr, so that the landing

trajectory starts at the specified initial conditions.

6.5.1 Step pressure change examples

To make an assessment of algorithm convergence speed, one can look at how many iterations
are required for the Nelder Mead algorithm to guide the variables back to set-point under
the disturbance. In example #1 (Figure 6.14), it takes around 100 steps for the velocity to
return to the set-point under 40N of simulated pressure. In example #2 (Figure 6.15), it
takes around 120 steps for the controller to return the velocity to the set-point under -40N of
pressure disturbance. These results are similar to the step pressure change simulation shown
in Figure 4.18 and 4.19 in the theory chapter. The experimental results are slightly slower
(100 to 120 steps compared to slightly less than 100 steps in the simulation) because of the

unmodeled noise and temperature related disturbances encountered in the experiments.

6.5.2 Cases for multiple step changes

Figure 6.17 shows the result from the Nelder Mead algorithm under a more realistic scenario
by incorporating 4 step pressure changes in 600 cycles. As a contrast, the open-loop result
under a similar disturbance pattern is shown in Figure 6.16. One can see that Nelder Mead
algorithm regulated the terminal velocity vf:ppr back to the cesired 2.55m/s around 100
steps after any step disturbance is applied. Some steady state errors did occur and shift
the terminal current ,é({ppr, from the desired 12.5m/s to 14m/s during the 50N pressure, but
the additional current near the transition point, zémyr, is needed because of the saturation
problem near the controller upper-bound (see Figure 6.13). The amount of disturbance that
the controller can handle can be extended by either reducing the overall systenm inductance

or by increasing the supply voltage.
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Figure 6.14: An illustration of the Nelder Mead COIltIO“el s regulation against step pressure
disturbance. The top two plots are v(fbppr and i, versus iterations under Nelder Mead
control. The bottom plot shows a step disturbance pressure increase of 40N occuring at the
53th iteration.



CHAPTER 6. EXPERIMENTAL RESULTS 121

w 2.8 -

b= ‘ approach control end velocity

£

_.2‘ —

= 3 .\,AA%

L2

)]

>, L |

0 50 100 150 200 250 300 350 400

20 T T .

approach control end currej

) WMWW\W‘MWM
350 400

current in A

0 50 100 150 200 250 300
[ 60 T T T T ——
e [ [~ - pressure disturbance]
2
o 40
C
c
o 20
e
2 O L 1 -t L L L L
Q 50 100 150 200 250 300 350 400
iterations
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Figure 6.16: An illustration of the open-loop response under multiple step pressure changes.
The top two plots are /u({pp,v and i,flpp,. versus iterations. The bottom plot records changes in
the disturbance force.
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Figure 6.17: An illustration of the Nelder Mead controller regulating under multiple step
pressure changes. The top two plots are 'ug{m,r and z',f,,,,,,- versus iterations. The bottom plot

records changes in the disturbance force.
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6.5.3 Ramp disturbance

Ramp disturbance presents a big challenge to the Nelder Mead controller because during
a ramp, the vertices of the simplex are outdated very quickly. If any of the vertices are
outdated, the resultant direction searched by the algorithm will not reduce the cost function.
The effect is most pronounced during the shrink simplez operation. Usually the vertices of
the simplex shrink toward the vertex associated with the lowest cost function, but because
the evaluated cost function can be outdated, shrinking may not result is general reduction
of the cost function. In fact, it is more likely that the average cost function will increase.

The experimental result shows that any ramp change faster than 10N per 100 iterations
will cause problems for the Nelder mead controller. In this section, two examples are shown
at this rate of change. Figure 6.18 shows a 30 Newton increase at 300 steps, while Figure
6.19 shows the saunie case but at decreasing pressures. As a comparison, an open-loop result
under the same rate of ramp disturbance force is shown in Figure 6.20.

The experimental results can be compared to the ramp disturbance simulation in Figures
4.20 and 4.21 in the theory chapter. One can see that the results from the simulation
and experimentation match, aside from the fact that the experimental plots contain the
occasional noise spikes (possibility from realtime numerical errors) in addition to gaussian

white noise.

6.5.4 Comparison with the results from the published literature

To put these results in context and compare them to the published literature is difficult be-
cause most publications do not focus solely on approach control, and measure their results
in terms of terminal conditions, 'v,f,,,l,r and igpm. at the transition point, zgm,,-. The clos-
est match to our disturbance rejection result would be from the iterative learning control
publication [2] by Hoffmann et al., whose simulation shows an iterative learning controller
keeping the valve seating velocity below 0.1m/s against a pressure ramp increase of 20N at
100 iterations. Note that the controller in [2] uses a 200 volt power supply compared to our
42 volt power supply. While a higher voltage improves the control authority of the EMV

system, the 42 volt supply is deemed to be the upcoming vehicle standard [72].
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Figure 6.18: An illustration of the Nelder Mead controller’s regulation against ramp pressure
disturbance. The top two plots are v({pm and i[{pm versus iterations. The bottom plot shows
ramp disturbance pressure at rate of 10N per 100 steps occuring at the 49th iteration.
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Figure 6.19: An illustration of the Nelder 1 /Ieacl controller’s regulation against ramp pressure
disturbance. The top two plots are U({pp, and zapp, versus iterations. The bottom plot shows
ramp disturbance pressure at rate of -10N per 100 steps occuring at the 950th iteration.
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6.5.5 Input coefficient evolution

In this section, the evolution of the current profile under the Nelder Mead algorithm is
shown. Two examples are displayed: Figure 6.21 is the case where the actuator heats up
and the system requires less energy to keep the same set-points at the end of the approach
trajectory. Therefore, the Nelder Mead algorithm reduces the current profile during the
approach control. The dotted lines are transients. Figure 6.22 shows the opposite situation
where the controller raises the current profile to counter a step increase in back pressure at
iteration 160 so that the velocity is kept the same.

The top graphs of Figure 6.21 and 6.22 are the evolution of current input with respect
to valve lift tuned by the Nelder Mead algorithni; the middle and bottom plots validate
that the controller keeps the end conditions at the desired set-point during these iterations.
Again, the experimental results from this section are very similar to the simulation results
presented in Figure 4.23, which shows the evolution of the input current profile under the

Nelder Mead controller acting against a step pressure disturbance.
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Figure 6.21: Evolution of the input current profile from the Nelder Mead controller regulat-
ing against unknown disturbance. The top plot is the current profile versus position from
iteration 1 to 250. The bottom two plots are v/,"pp,r and 4, versus iterations. The current
profile is lowered to achieve the desired vc{ppr.
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Figure 6.22: Evolution of the input current profile from the Nelder Mead controller regulat-
ing against a step pressure disturbance. The top plot is the current profile versus position
from iteration 1 to 300. The bottom two plots are vgppr and z'(j;ppy- versus iterations. The
current profile is increased to compensate a step disturbance pressure force at 160th itera-
tion.
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6.6 Summary

The simulations performed in the controller algorithm section are tested experimentally in
this section using the TEMIC electromagnetic actuator and dSpace 1103 board. Unfor-
tunately, the Terminal ILC fails to converge because of the saturation issue and errors in
feedback linearization. The results for the Nelder Mead algorithm fare much better and are
similar to the simulated results in the theory chapter.

Overall, experimental tests for the Nelder Mead controller shows promising results. The
temperature/parameter based disturbance was easily handled by the Nelder Mead controller.
A properly weighted current integral added to the cost function results in a reduction in
energy consumption without affecting the set-point regulation. The Nelder Mead controller
demonstrated the ability reject disturbance pressure in step and ramp function. Last, but
not least, the input current evolution is shown to be smooth and away from the saturation

boundary. All the important tests and results in this chapter are summarized in table 6.1.

Table 6.1: Summary of experimental results
Nelder Mead controller performance ‘
Set-point change Changes the set-point in 300 steps

| Unknown disturbance Reduces velocity variance to less than 1/3
compared to open-loop

Adding current integral into | Reduces current integral in an valve event

=
o)
3
[}

=
3

[¢]

)

5

the cost function from 16.9e-3 to 16.7e-3 ampere-second
"Cold start performance Reduces system warm up time from 700 it-
eration to 150 iterations
Step disturbance Eliminates 40N step disturbance force in
100 ~ 150 steps
Ramp disturbance Rejects ramp disturbance force up to the rate

of 10N per 100 steps




Chapter 7
Conclusion and Future Research

Camless engines equipped with electromagnetic solenoid valve actuators allows more flexi-
bility in cngine operation and can thus be optimized to achieve better torque characteristics,
fuel economy, and emission control than conventional engines. However, the solenoid valve
actuator suffers from hard landing impacts because of actuator nonlinearity, bandwidth lim-
itations, and various environmental disturbances. Sophisticated controllers for the approach
and landing stages of the valve flight are needed to avoid the unacceptable noise and com-
ponent wear resulting from the large valve landing impact. This thesis investigated three
cycle-adaptation based approach-controllers designed to provide consistent initial conditions

for a subsequent solenoid valve landing controller.

7.1 Conclusion and Discussion

The following are the conclusions that can be drawn from the theoretical and experimental

investigations of this thesis:

1. Pressure disturbance forces can be computed from the induced voltage in the release
coil using an identified inverse model. The estimated pressure from validation data
shows an average error less than 0.025 bar. This estimation method has the advantages
of providing estimates early, having a high signal to noise ratio, and requiring little

computational effort.

2. Because the EMV actuator has very limited control authority at larger airgap and

is subjected to disturbances from engine back pressure, trajectory tracking for the

132
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approach stage of the valve flight is virtually impossible. The inability to find a
realizable trajectory to track leads to the poor simulation performance of the nonlinear

iterative learning controller investigated in the theory chapter.

3. The terminal iterative learning controller is promising in terms of its convergence rate
in simulations but more work needs to be done in feedback linearization and in con-
straining its coefficients. The application of the null-space gradient projection method
does not provide enough control over the evolution of coefficients. The experimen-
tal results failed to converge because linearization failed, and the algorithm required

current profile that is not physically realizable with a 42 volt power supply.

4. The Nelder Mead simplex algorithm, after sine coordinate transformation, can be
applied to solve the approach control problem as a constrained nonlinear programming
problem. Compared to the iterative learning and extremum seeking control, it has
the advantages of not needing trajectory tracking and the ability to tune multiple
parameters for greater optimization. In addition, it requires no actuator model and is

efficient because it searches for the minimum without computing any derivative.

The experimental results of the Nelder Mead controller can be summarized by its

w

performance against step, ramp, and temperature related disturbances. The controller
eliminates 40N step disturbance in 100 to 150 steps, and is not effected by ramp
disturbance below the rate of 10N per 100 steps. Compared to the openloop, it
reduces the terminal velocity variance from 0.69 to 0.2 ¢m?/s2. In addition, adding
a weighted current integral term into the cost function can reduce electrical energy

consumption.

7.2 Future Research

The author proposes future research to be focused on the following areas:

1. A pressure chamber to supply disturbance pressure in the EMV test-bench setup is
needed. It can be used to test both the proposed induced-voltage based pressure

estimation and the Nelder Mead controller.

2. The estimates of terminal velocity and current at the end of the approach control
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trajectory are rather noisy. This limits the convergence speed of cycle-adaptive con-
trollers. Better interpolations and data smoothing schemes should be applied to im-

prove these estimates.

3. The on-off current controller utilized in the experimental section is rather crude. If
more work is done in the modeling, voltage-based feedback linearization may be ap-
plied to achieve much better current tracking and subsequently improve approach

controller performance.

4. Terminal ILC would be much more effective if constraints and cost functions can be

easily incorporated.

5. Nelder Mead is not the only direct search algorithm. Despite its advantages, its theo-
retical convergence conditions have not yet been found. Other direct search algorithms
such as Rosenbrock and Pattern search should be investigated to see if they can per-

form better than the Nelder Mead algorithm on EMV actuator control.

6. Depending on how quickly disturbances change, the cost associated with a vertex can
become outdated and should be replaced. One way to prevent this problem is to
associate disturbance estimation information with the simplex vertices. If any earlier
simplex vertex has disturbance estimate different from the rest, it should be replaced
quickly. If this scheme is successful, the ramp disturbance rejection performance of

the Nelder Mead controller should improve.

7. Approach controllers in this thesis are limited to using cycle-based compensation.
However pressure disturbance can and does vary greatly between consecutive cycles
(especially in the event of an engine misfire). More work should be done to combine
the single -cycle-based approach controller with the cycle-adaptive approach controller.
An ideal approach controller should combine the worst-case robustness of the single-

cycle controller and the optimization capability of the cycle-adaption controller.

8. Most importantly, the EMV approach controller developed in this thesis should be
combined with a landing controller such as the one developed by Chung [1] or Eyabi
|41]. The landing impact reduction and disturbance rejection performance from the
overall controller will be the ultimate measure of success for the work done in this

thesis.



Appendix A

List of Program Files

A.1 Matlab Simulation Files

Table A.1: Nelder Mead controller simulation files

‘ file name | file description
RTNeaderMeader.m The Nelder Mead controller
Tun_num_cost.m A function that calls Simulink model and computes
cost
emv_actuator .mdl Simulink actuator niodel based on [1], modified for
Nelder Mead controller with additional blocks and
scope to implement Terminal ILC control

Table A.2: Nonlinear ILC controller simulation files

file name file description ‘

interpol_tanh.m Computes a desired trajectory for tracking

nonlinear_ilc.m The Nonlinear ILC controller

nilc.m A Matlab S-function that uses coefficient from ILC
controller to generate current profile

nilc_model.mdl Simulink actuator model based on [1], modified for
nonlinear ILC with additional blocks and scope to im-
plement Nonlinear ILC control
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Table A.3:

Terminal ILC controller simulation files

| file name |

file descriptiﬂi - 71

Terminal _ILC.m

Terminal ILC controller

compute_voltage.m

Performs voltage feedback linearization for the Termi-
nal ILC controller

_bspline_itrpl.m

Calculates interpolated current profile for the Termi-
nal ILC controller

| tilc_emv_model.mdl

Simulink actuator model based on [1], modified for |
Terminal ILC with additional blocks and scope to im-

plement Terminal ILC control

Tabl

e A.4: Disturbance estimation files -

file name

file description J

clbpObar ~ clbp6bar

Contains raw pressure data in Matlab “mat” file for- |
mat.

DisturbancelID.sid

The project file for Matlab’s system identification tool-
box for inverse model identification.

mpr_cyl_plt.m

Uses the seven pressure data sets clbpObar ~
clbp6bar to showcase the effect of normalization on
the data sets, and consequently the dependence of
pressure forces on position.
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A.2 Files for Experimentation

Table

A.5: Terminal ILC controller C code

L file name

file description

anschwing.c/h

Initiates the EMV control by swir;ggg the armature
to one of the coils from its middle resting position.

common.c/h

| control.c/h

Defines all the important variables and structures
shared by all files.

| Tnterfaces with the tasks.c to allow different control

methods to be called.

filter.c/h

Contains Kalman and moving average filter to provide
velocity and acceleration information.

hw_inter.c/h

Initializes and communicates with the hardware to ac-
quire measurements and execute voltage commands.

n_generator.c/h

Determines the frequency of the controller valve event.

ctrl_traj.c/h

Contains the actual approach controller using Termi-
nal ILC algorithm and the landing controller using
Hatness-based control.

task_ctrl.c/h

Initiates the controller by registering the controller in-
terrupts and the background tasks.

tasks.c Defines the interrupt function that calls the approach
and landing controllers.
Table A.6: Terminal ILC controller support lookup table
| file name file description

small_lw_map.txt

Lists desired current based on armature position and
desired magnetic force (for position -0.37 to -0.28mm)

lw_map.txt

Lists desired current based on armature position and
desired magnetic force (for position -0.28 to 4mm)

tilc_lg_table.txt

List Terminal ILC controller gain with armature swing

duration as input.
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Table A.7: Nelder Mead controller C code

file description

anschwing.c/h

Initiates the emv control by swing the armature to the
coil from its middle resting position.

common.c/h

Defines all the important variables and structures
shared by all files.

control.c/h

Interfaces with the tasks.c to allow different control
methods to be called.

filter.c/h

Contains Kalman and moving average filter to provide
velocity and acceleration information.

hw_inter.c/h

Initializes and communicates with the hardware to ac-
quire measurements and execute voltage commands.

n_generator.c/h

Determines the frequency of the controller valve event.

ctrl_traj.c/h

Contains the actual approach controller using Nelder
Mead algorithm and the landing controller using
flatness-based control (commented out)

task_ctrl.c/h

Initiates the controller by registering the controller in-
terrupts and the background tasks.

tasks.c

Defines the interrupt function that calls the approach
and landing controllers

Table A.8: ControlDesk Instrumentation files

file name

file description

control.lay

The panel that allows display and manual tuning of
the controller parameters.

calibration.lay

The panel that calibrates sensors

anschwingen. lay

The panel that can be used to display and tune para-
meters for control initialization (swing the armature
from middle to one of the coils)

itration_display

The panel that displays iteration-based terminal ve-
locity and current.

The panel that contains plots that display position
and current plot in one valve motion.

fr.MK The “Make” file for the entire controller file compila-
tion
fr.trc The trace file that keeps track of the parameters defi-

nition to be displayed and tuned on ControlDesk

ctrldesk_logging.py

The python logging script for storing values on the
ControlDesk display panels

bk1l_hand_f1lt7.par

The parameter file that stores values of parameters
listed in fr.trc
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