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Abstract 

Fluorescence spectroscopy has advanced our understanding of biological processes and 

structures through the development of probes that may be attached to specific points of in- 

terest. Though a powerful tool, fluorescence spectroscopy has always been limited by reso- 

lution. In an attempt to increase resolution, we have built a scanning tunneling microscope 

that can capture light emitted while scanning, and we tested our apparatus by examining 

light emission from surface plasmons excited by tunneling electrons from the STM tip. 

We then used our STM to observe DNA attached to a gold substrate and found that DNA 

quenches plasmon emission. We also found that both non-labeled and fluorescent-labeled 

DNA have light emission images that change when repeatedly scanned. We argue that these 

changes are due to DNA damage by low energy (5 3 eV) tunneling electrons. 

Keywords: STM; DNA; fluorescence; low-energy-electron damage. 
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Chapter 1 

Introduction 

Fluorescence spectroscopy has led to great discoveries in science over the past few decades 

by advancing our understanding of biological processes and structures [I-71. Though flu- 

orescence spectroscopy is a powerful tool, it has always been limited by resolution. Reso- 

lution for a conventional fluorescence microscope is limited by the light used to excite the 

fluorophores. This light is subject to diffraction, giving a minimum distance, x , ~ ~ ,  = 200 

nm at which two fluorophores could be resolved using an oil objective. Unfortunately, this 

is far larger than many biological molecules of interest. For example, double-stranded DNA 

(dsDNA) is only 2 nm wide and extends 3.4 nm per 10 base pair sequence. 

To further increase our understanding, we need to find techniques to overcome this res- 

olution limit. Some techniques such as stimulated emission depletion (STED) microscopy 

have improved on the limit using far-field techniques but are still limited to a resolution of 

40 nm [8]. Other techniques such as scanning near-field optical microscopy (SNOM) have 

used near-field optics, where diffraction limitations do not apply, to achieve a resolution of 

10 nrn [9]. Even these scales are too large to resolve many biological molecules of interest. 

Because of the localization (to = 1 nm) of its tunneling current, the scanning tunnel- 

ing microscope (STM) can, in principle, produce the needed resolution by exciting a fluo- 

rophore and capturing the emitted light as it scans over a surface. In this project, we make 

progress towards the goal of using an STM to scan fluorescent marked biological speci- 

men, resolving sub-nanometer structure and discover some difficulties in using tunneling 

electrons to probe DNA. 

In this thesis, I begin with a chapter to review the relevant theory that led us to try this 
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experiment. In the third chapter, I go over the set up of our scanning tunneling microscope 

and how it can make the measurements necessary to test our hypothesis, including mea- 

surements to characterize the equipment. In the fourth chapter, 1 go over our procedures 

for sample preparation and how we optimized our samples for our ineasurements. In the 

fifth chapter, I go over the results of our experiment, including a section on testing our light- 

emission collection, imaging DNA topographically and via light emission, and studying the 

changes to DNA caused by a scanning tunneling microscope. In the sixth chapter, 1 discuss 

different theories that can explain the results and go over how they relate to our findings. In 

the seventh chapter, I conclude by reviewing the major findings and look to future work in 

this area. 



Chapter 2 

Background 

In this chapter, I discuss some relevant background related to our project. I begin with a 

brief review of microscopy techniques for imaging, discussing the advantages and liinita- 

tions of those techniques. I then describe the scanning tunneling microscopy technique we 

are pursuing. Finally, I discuss some of the various complications that must be overcome 

during our project. 

2.1 Fluorescence microscopy 

Fluorescence microscopy is a widely used tool to identify and study molecules of interest, 

but conventional implementations are limited in resolution to spatial scales at or exceeding 

the wavelength of light. Over the last few years, there have been many approaches taken 

to increase the resolution of imaged specimens. In this section, I first discuss fluorescence 

microscopy and its resolution limitations. Then, I review more recent techniques used to 

enhance resolution. 

2.1.1 Fluorescence spectroscopy 

In fluorescence processes, energy is rapidly released in the form of light from an electroni- 

cally excited state [lo]. This process has been widely adopted to study biological specimens 

using fluorescent probes created to localize in a specimen and emit light when excited by 

photons having a specific range of energies. 
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Figure 2.1 : Simplified Jabtoliski diagram showing an excitation from the ground state to the second vibra- 

tional level of the first singlet state. Internal conversion is represented by the dashed arrow that represents 

processes that bring the molecule into the lowest vibrational level of the first singlet state. Then the molecule 

can return to the ground state by two different paths. Either it emits a photon of light, hu,,,,,, or it follows a 

nonradiative path, k,,,. 

A fluorescent probe, or fluorophore, is a molecule able to emit light when excited. A 

fluorophore can exist in many different electronic states depending on its internal energy. 

These include the ground state, which a fluorophore is most commonly found in at room 

temperature, and the first and the second electronic states. The Jablonski diagram of Fig. 2.1 

shows two of the states and their vibrational energy levels. When energy is absorbed by a 

fluorophore, it is excited into one of the vibrational levels of a higher energy state. Within a 

short period of time (= 10-l2 s), the fluorophore relaxes into the lowest vibrational level of 

the first electronic state by conformational changes and reactions with its environment. This 

relaxation process can quench the emission if the reactions with the environment dissipate 

enough energy to return the fluorophore to its ground state by a nonradiative path, k,,,. If 

the excitation has not been quenched, the fluorophore will return to the ground state after 

(typically) several nanoseconds by the release of energy as an emitted photon, lw,, . It is 

this photon that is detected and used in fluorescence spectroscopy. 

The properties of different fluorophores can be used to probe different processes in a 

system. For example, probes that attach to specific ~nolecules of interest in a biological 

specimen allow one to monitor position, orientation, concentration and other details of the 
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molecule. In this way, fluorescence spectroscopy has allowed scientists to better ~~nc le l - s tad  

many microscopic processes. 

2.1.2 Resolution limit 

Although fluorescence microscopy is a widely used tool for understanding biological spec- 

imens, it has limitations that prevent its use in some areas of research. The most significant 

limitation is the resolution of the microscope used to detect the emitted photon. 

A fluorescence microscope is equipped with lens that have a limited numerical aperture, 

N A  = n sir1 0, with n the index of refraction of the medium between the specimen and lens 

and 0 the half angle of the cone of light captured by the lens. A specimen being imaged 

scatters light by diffraction. The many orders of diffraction leave the specimen at angles 

with m the order of diffraction, X the wavelength of light and x the distance between two 

features being resolved. For a fluorescence microscope, it is possible to capture the dif- 

fracted light only if the NA of the lens being used is greater than sin4,,, . Since no lens 

can capture all the diffracted light, some of the diffraction orders must be lost, leading to a 

limited lateral resolution given by [ I  11 

where zmi,, is the minilnuin distance between two objects that can be resolved. With X = 

400 nm and N A  = 1.4, Eq. 2.2 gives a "best case" lateral resolution for a far-field optical 

microscope of 174 nm. Under more typical observational conditions, it is = 250 nm. 

The axial resolution is slightly worse and is given by [l  11 

with the refractive index of the object medium and z , i ,  corresponds to the distance that 

the objective must be raised to find the first intensity minimum of the axial diffraction 

pattern. Typical values for axial resolution are zz 700 nin 
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Figure 2.2: Setup for a confocal system, in transmission mode. Light source (A) is limited by the first 

pinhole (B). The Condenser lens (C) focuses the pinhole illumination on the specimen (D). The objective 

lens (E) focuses the sample image onto the second pinhole (F) which limits the light hitting the detection 

equipment to that from the focused spot in the specimen [ I  I] .  

The resolution of conventional microscopy is good for viewing many cell structures, 

but many interesting processes in cell biology take place at scales of 50 nm or less. Be- 

cause of this, there is a need for techniques that can improve on the resolution limits stated 

above. There have been three different approaches to overcoming the resolution limit to 

date. First, using far-field microscopes, there have been several techniques based on non- 

linear processes. Second, using statistical analysis, there has been progress towards image 

processing to reduce the limit. Third, using near-field optical processes, there has been 

progress towards limiting the resolution to the size of the probe instead of wavelength. 

2.1.3 Far-field resolution improvements 

There have been improvements to the resolution of fluorescence microscopes using spe- 

cial techniques that employ nonlinear processes. These techniques involve improving the 

lateral or axial resolution of an image. Most of these improvements use a confocal mi- 

croscopy system, which I introduce below. Then, 1 discuss some of the techniques and their 

contributions, beginning with axial improvements and ending with lateral improvements. 

Confocal microscopy involves using a pinhole to regulate the Iight that hits the spec- 

imen and a second pinhole to regulate the observed light. In simple confocal setups, the 

optics, including the pinholes, is kept fixed, while the sample is scanned to form an im- 

age. Commercial confocal microscopes generally scan the focused beam while keeping the 
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sample fixed. Although more complicated, the optical scanning method is faster. In the 

simple-scanning setup (Fig 2.2), the light used for illumination is restricted by a pinhole 

placed in front of it, and a condenser lens focuses an image of the illuminated pinhole to 

a spot on the specimen for illumination. The field of view is limited in the same way by 

a second pinhole between the objective lens and the light-detection device. By doing this, 

only the light from the illuminated spot focused by the objective lens (identical to the con- 

denser lens) onto the second pinhole is observed. With this setup, one should theoretically 

have twice the resolution and light that is not from the focal point being observed is rejected 

by the optics helping to reduce blurring and improving the signal-to-noise ratio. In many 

setups, dichroic mirrors are used to simplify the optics, so that only one high-NA objective 

and one pinhole are needed. 

Multiphoton (MP) microscopy uses the simultaneous absorption of more then one pho- 

ton to excite a fluorophore and produce emission. One does this by using a laser with a 

fraction of the wavelength necessary to excite a fluorophore and focusing the laser on a 

point that is to be imaged. It is necessary to have a high intensity of light for multiphoton 

excitation and this ensures that fluorophore excitation and emission is produced only from 

the focal point of the laser. Because excitation depends on more than one event, the prob- 

ability for a fluorescent molecule to be in the excited state is proportional to the nt" power 

of the incident intensity (P oc In), with 17 the number of photon absorptions per emission. 

This also means that the emitted light intensity is proportional to In. R Heintzmann et al. 

showed that the highest exponent present in a polynomial expansion of the nonlinear de- 

pendence between excitation and emission defines the resolution, increasing the theoretical 

resolution by a factor of n [12]. However, the expected factor of n increase in resolution is 

mostly lost by using longer wavelength light, giving an average axial resolution of z 400 

run [13]. Three other advantages of MP microscopy are removing out-of-focus background 

in the axial plane, reducing out-of-focus photobleaching by only exciting fluorescence at 

the focal point, and increasing the penetration depth by using long wavelength excitation 

light. Disadvantages of the method include heating of the sample by high intensity near-IR 

light and photodamage caused by the high intensity of light at the focal point. Still, the 

photodamage is often less than that produced by regular confocal microscopy because of 

the limited focal volume. 

Total-internal-reflection (TIRF) microscopy uses evanescent light, created when the ex- 
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citation light is incident on the specimen at angles greater then the critical angle, to excite 

fluorophores. Using evanescent light prevents light from entering the bulk of the speci- 

men and restricts excitation of fluorophores in an aqueous or cellular environment to a few 

hundred nanometers from the sample interface. The limited excitation region is caused by 

the exponential decay of the evanescent intensity, I = I,-''~~, with ro -- & [14], which 

leads to a penetration depth dependent on the wavelength of light used, A. Although this 

limits TIRF microscopy to imaging fluorophores that are close to and often attached to the 

sample interface, it also removes much of the background signal created by exciting fluo- 

rescence outside of the image plane. TIRF microscopy also increases axial resolution based 

on the exponential decay of the light intensity because fluorophores are excited in a region 

smaller than the diffraction limited resolution. This gives an axial resolution of = 100 

nm. This makes the limited axial imaging length both an advantage and a disadvantage. 

Other disadvantages of this technique include the need for very high NA (> 1.4) lenses, 

special coverslips and the use of volatile, high-refractive-index immersion oil that leaves a 

crystalline residue, which are all expensive. 

Another approach, 4-Pi microscopy, involves using two opposing lenses to excite and 

image a sample. In doing this, the two opposing spherical wavefronts constructively inter- 

fere leading to a narrowed main focal maximum in the axial direction. This narrowing can 

produce up to a 7-fold increase in axial resolution, for resolution of around 100 nrn 1151, 
with little or no decrease in lateral resolution when used in a confocal system. Some dis- 

advantages of this system include the need to align two high-NA objectives and to index 

match the specimen (e.g., glycerin solutions for oil-immersion objectives) which has been 

a barrier to imaging live cells with oil-immersion objectives. Using two water-immersion 

objectives for 4-Pi microscopy, Bahlmann et al. imaged live cells with axial resolution 

approximately four times better than regular confocal resolution [16]. 

Perhaps the most promising non-linear technique is stimulated emission depletion (STED), 

a technique that increases the lateral resolution limit. STED involves exciting fluorophores 

with a laser pulse and then depleting the excited fluorophores using another red-shifted 

pulse superimposed over the first. The photon detector is gated to not count (ignore) these 

first photons. The resolution is increased because the depletion pulse is produced with a 

dark spot at the centre, forming a ring of light. After the depletion pulse, emission is ob- 

servable only from a small region at the centre of the dark spot because the rest of the 
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excited fluorophores are quenched. This changes the theoretical lateral resolution from 

Eq. 2.2 to [I71 

with I,,, the light intensity necessary to transition half the population of fluorophores into 

an excited state and I the light intensity of the beam used. The small emitting region is 

then scanned over the sample, creating subdiffraction lateral resolution of 40 nrn [8] and 

possibly lower in the future. This technique has the advantage of being a far-field technique 

that only needs a confocal setup. Some disadvantages include the need for expensive and 

sophisticated laser sources to produce femtosecond pulses separated by picoseconds and 

fast gated-detector electronics. 

2.1.4 Statistical resolution improvements 

Using statistics on the collected light from fluorophores can also lead to improved resolu- 

tions. These statistical methods depend on the amount of light that one can collect from a 

fluorophore before photobleaching. 

For localizing a single fluorophore, Thompson et al. [18] showed that the centre of the 

fluorophore can be located with increasing accuracy depending on the amount of photons 

detected from the fluorophore. By fitting a fluorophore light distribution with a gaussian 

distribution, they could locate the centre of the fluorophore with uncertainty [ 181 

(2.5) 

with s, the standard deviation of the collected photons in direction i (x or y), a the pixel size 

of the detector, b the standard deviation of the background, and N the number of photons 

emitted from the fluorophore. The first term in Eq. 2.5 is the photon noise, the second term 

is the effect of finite detector pixels and the third term is the effect of background counts b. 

For high photon numbers, Eq. 2.5 can be approximated by cr, - a o l / f i ,  with a. X/NA 

the standard resolution, while for low photon numbers, the background dominates. Since 

one collects typically E 10000 photons from a single fluorophore before it bleaches, one 

expects a - X/V% - 1.5 nm. Experimentally, Thompson et al. fit a gaussian distribution 

to the measured photons of a single fluorophore and extracted a centre position that had an 



CHAPTER 2. BACKGROUND 10 

uncertainty of LT E 4 nm [18]. Also using this method, Yildiz et al. 1191 were able to locate 

the centre of an iininobile CY3 dye with 1.24 nm uncertainty by collecting 14,200 photons 

per dye molecule. 

The above method fails when more than one fluorophore is within the point-spread 

function of the optics. Strategies that have been tried in such cases include looking for 

sequential photobleaching [20] and fitting to superpositions of gaussians [21]. In another 

strategy similar to the photobleaching method, one can use fluorophores capable of being 

switched from an emitting state to a non-emitting state to separate fluorophores and allow 

one to fit each with a gaussian [22]. By combining the ideas of photobleaching and switch- 

ing fluorophores on and off, Sharonov et al. used fluorophores that only emit when attached 

to a ~nolecule of interest and either unattach or photobleach over time, giving the observer 

a spike of emission with each attaching event [23]. By collecting several emission spikes, 

they were able to reconstruct the position of the molecules of interest. This technique al- 

lows one to control the number of photons captured by replenishing the non-bleached dye 

concentration and continuing to capture photons, but it is limited by the necessity for a 

stationary molecule of interest. 

2.1.5 Near-field resolution improvements 

In Sec. 2.1.1, we noted that the fundamental limit to resolution arose because high-orders 

of diffraction lead to evanescent waves that are ordinarily not captured. Scanning near- 

field optical microscopy (SNOM) is a technique that uses these highly localized evanescent 

waves to excite fluorophores by scanning an optical excited probe of subwavelength size 

over a sample. The resolution is then mainly limited by the probe size. In this section, I 

discuss this technique and the resolution possible with it. 

The most common method of imaging using near-field techniques is to excite fluo- 

rophores using an optical probe with an aperture smaller than a wavelength of light, d << A, 

and very close to the sample, d E I, with r! the separation distance between the sample and 

aperture. In this setup, the spot size of the light used to excite fluorophores is limited by 

the aperture size. To image a sample, one scans the small excitation spot over the surface 

with light collected from a fluorophore corresponding to the tip position. Often this is done 

using a sharpened optical fibre, with its sides coated in metal, held close to the surface in 
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the same way as an atomic force microscope. A further gain in resolution has been re- 

ported with a sharp metal tip positioned over the aperture, called tip on aperture (TOA) [9]. 

With TOA, the light from the aperture is used to excite surface plasmons on the metallic 

tip. These surface plasmons travel down the tip to the apex and are reflected back, creating 

standing waves. Theoretically, the plasmons are thought to concentrate at the apex of the tip 

to produce strong electromagnetic fields to excite fluorophores. This limits the fluorophore 

emissions to approximately the size of the tip apex and has been used to resolve details as 

sinall as 1 Onm [9]. 

Another increase in resolution has been produced using an apertureless probe to locally 

excite fluorophores. This method is similar to the TOA method in that a tip excited by 

light is used to excite fluorophores as it scans over a surface; the difference being that the 

light used to excite the tip is coming from a far-field laser focused on the tip location. One 

problem with apertureless SNOM is the production of fluorescence from both the far-field 

laser used to excite the tip and the near-field excited tip. By using a tapping mode AFM for 

the excited tip and separating the two signals with a phase filter referenced to the vibrations 

of the tapping-mode AFM, Ma et al. have used this technique to achieve a lateral resolution 

of 8.2 nm [24]. 

Although SNOM techniques produce great resolution, it is limited to imaging speci- 

mens that are located on a surface and very close to the imaging tip. By being limited to 

surfaces, only certain samples can be imaged. Also, since the tip is close to the excited 

specimen, the tip interacts with the local electromagnetic field and changes the emission, 

making interpretation of the images challenging [13]. 

2.2 Fluorescence excitation using an STM 

Better resolution techniques are still necessary for imaging many biological molecules of 

interest. We are attempting to produce this resolution using an STM tip scanning the surface 

with electrons to locally excite emission from a fluorophore. With this technique, it would 

be possible to probe fluorescent specimen with sub-nanometer resolution. In this section, I 

discuss the background that leads us to believe that an STM is capable of doing this. 
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Figure 2.3: Tunneling barricr for a mctal-insulator-tllctal systcn~. (A) Modcl i~scd for thc calculations in 

thc thcory section. (B) Morc realistic modcl for an STM, showing the cffcct of an applied bins voltagc on thc 

tunncling barrier. 

2.2.1 STlM resolution 

A scanning tunneling microscope (STM) has sub-nanometer resolution due to thc tunneling 

process it uses. This makes i t  a good candidate for Furthering the resolution of fluorescen~ 

microscopy if ,  when scanning a surface. tunneling electrons could excite fluorophore emis- 

sion and the light collected be used to ereate an image corresponding to the tip position. By 

applying the basic principles of quantum ~neclianics to electron tunneling, I estimate the ef- 

fect a change in tunneling distance has on the current from a scannins tunneling microscope 

(STM). 1 then use this result to give insight into the resolution of an STM. 

Applying quantum mechanics to a metal-insulator-metal system gives the probability 

for an electron to be found in the insulator, a classically forbidden region. This tunnel- 

ing between two separated conductors is the basis for scanning tunneling microscopy. In 

Fig. 2.3b, we see a model of an STM system, comprised of a vacuum between a negatively 

biased tip and a conducting sample. To simplify the calculation of tunneling current, I 

ignore the bias voltage and work with tunlieling between a tip and substrate of the same 

materjal, represented by a rectangular barrier (Fig. 2.3a). A rectangular potential barrier of 

height, I<,, and width, r c ,  gives us a potential-energy topography of 
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Conductive Substrate 

with V,, greater than zero. If we w e  the time-independent Schroedinger equation 

with a tunneling electron, 0 --: E: < I/,, we end up with three different general solutions for 

'Ions: the three different reg' 

For these solutions, the important parameters are 

2 %n(E - K,) k,, = 
hZ 

which represent the different energies for each area of the barrier potential. These general 

solutions represent waves traveling in the different directions for each area, except the last 

area, where it is assumed that no electrons are traveling back toward the barrier. 

The continuity equation. at both sides of  the potential barrier, for 9 and its first deriv- 

ative gives four equations. Using these four equations, one can calculate the transmission 
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coefficient for the tunneling process: 

For a tunneling electron, where the de Broglie wavelength is much smaller th:un the vacuum 

barrier, ( I ,  we can approximate the transmission using kcc 12. 1. In this approximation, the 

trans~nissio~l becomes 
16K(L{) - I?) - 

T 25 (, 2h,,11 (2.12) 
V? 

showing that the flow of electrons decays exponentially with the distance, (I., between the 

tip and the conducting sample. This allows for extremely sensitive topographical measure- 

ments because an axial decrease in tip-sample separation of one angstrom would produce 

an increase in current close to an order of magnitude. The vertical resolution is then much 

less than 0. I nm. 

The axial resolution of an STM is based 011 the above result, Eq. 2.12, and the shape of' 

the tip used for tunneling. The tip apex has a finite radius of curvature, I,,., as seen in Fig. 2.4. 

The curvature produces an incrcase in tip-sample separation, ( I .  = :1:~,/2r.,., a distance :c from 

the apex. This increase in tip-sample separation limits the tunneling current to a small 

region at the apex because of Eq. 2.12, which leads to a change in current 

with I, the current at the spot of closest approach, :I, a change in distance laterally away 

from the tip apex, and r,. the radius of curvature. One concludes that the resolution of 

0.2 nni needed to resolve atoms is produced by small protrusions from the tip, making an 

effective diameter for the tip of 5 1 nm [ 2 5 ] .  

2.2.2 Fluorophore excitation by inelastic tunneling 

Our technique to improve fluorescence microscopy rcsolution involves using the localized 

STM timneling current to excite fluorophorcs. As explained above, the lateral resolution 

of STM images is often found to be I. 1 nm. Using this resolution to locally escite flu- 

orophores would allow one to image many biological processes that have thus far been 
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Figure 2.5: Inelastic tunneling through a tunncling barrier. 

unresolvable. We hypothesize that an STM can be used to excite fluorophores through in- 

elastic tunneling. In this section, 1 discuss inelastic tunneling and a model produced by V. 

Fourmond [ 2 6 ]  to estimate the probability of exciting a fluorophore by inelastic tunneling. 

In inelastic tunneling, part of an electron's energy is lost while tunneling, a result of 

interactions with the environment in the tunneling gap. This interaction occurs because 

of electric fields found in the tunneling gap and leads to a transfer of energy from the 

tunneling electron to other atoms. Tunneling electrons use this interaction as another path 

for tunneling, resulting in an increased conductivity for a sample and an excitation of the 

electromagnetic field they couple to. If tunneling electrons have enough energy, inelastic 

tunneling can lead to photon emission as an STM tip passes over a fluorophore (Fig. 2.5). 

With the excitation of a fluorophore limited to the dimensions of the tunneling current 

beam, one could measure very precisely I-luorophore location by collecting the emission as 

a function of tip position. 

Following the report by V. Fourmond 1261; we can approximate a fluorophore in the 

tunneling gap of an STM as a two-state dipole in that gap with a zero'th-order Ha~niltonian 

where KO = 1 1 q  the transition energy. This gives a Schroedinger equation for the dipole of 

with f i  the dipole operator. 
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Figure 2.6: Model ol'an tunneling electron exciting a fluorophorc. (a) I:irst niodcl. electron travels in a 

straight path by tlic dipole. (b) Second model, including the dipole's cffcct on tlic electron. 

An electron tunneling from the t ~ p  to the substrate can couple to the dipole moment of 

the fluorophore and excite the molecule. V. Foi~r~nond first  nodel led the system by assiuning 

the electron travels in a straight path by the dipole (Fig. 2.6 (a)). This moving elcctron 

\\lould produce a changing electric field at the dipole of 

+ (>  ii( ( i )  
E(1)  = -- 

/ I T ( ( ]  1)l + l'y 

with i l ,  ( I )  the unit vector point~ng from the electron to the d~pole ,  0  the impact parameter, 

and v, the speed of the electron. 

The tunneling electrons electric field leads to a \vave cquation for the dipole of  [26] 

/ $ ( i ) )  = q l ( l )  lo()) + ~ ~ ( i ) ( > - ~ ~ [ ~ '  lol)  (2.17) 

+ 

and d,, is the dipole matrix element between state i and , j  and LD'U = I;Ji,/ll? with E, the 

transition energy for the dipole. 

First-order perturbation theory, with c : ~  = 1 and = O at I, = -cxj and c, ( 6 )  << 1, leads 

to the probability of the  dipole malting a transition from state 0 to 1 [26], 
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Impact parameter a (A) - 
:tcd prob:~bility o l ' a  t~~nncling clcctron csciling a Iluorophorc using 1:ourmonil's sccond 

After integration, this leads to a transition probability [26], 

with Go = z.  This first-order approximation gives a good estimate of resolution and a 

general idea of the probability of a transition, but it also shows the probability is large 

enough that we should not be using a first order approximation. 

Fourmond then proposed a second model that takes into account the dipole's effect 

on the electron's motion (Fig. 2.6 (b)) [26]. By including this effect, two extra terms are 

included to the model, 

with I<, the position of the electron with respect to thc dipole, the electron velocity, nr, 

the electron mass, and l?; the field created by the dipole. The field crcated by the dipole 

was estimated using a classical dipole [26], 
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This model was solved using numerical intcgration by steps in I,, with each step outputting a 

new set of co( l ) ,  c1 ( I ) ,  1rT],(1) and 1,7.(1,). The probability could then be found  sing Eq. 2.20. 

with the output of r . ,  (I.) at large I .  The model works well with distances 1 0.15 nm and for 

electron kinetic energies above the dipole transition energies. The result shows an  increase 

in probability as the kinetic energy of the electron decreases: slower electrons spend more 

time near the dipole and therefore transmit more energy to the dipole (Fig.2.7). It also gives 

a high probability that a tunneling electron with energy above the dipole transition energy, 

will excite a fluorophore in the tunneling gap. 

Experimentally, Uehara et al. demonstrated that fluorescence could be excited by an 

STM tunneling current [27]. Their experiment was done in UHV at 80 K, but they at- 

tribute their success to attaching the fluorescent probe to highly oriented pyrolytic graphite 

(HOPG), which has no STM-induced plasmon emission in the visible range (Sec. 2.3.3). 

HOPG is also conductive and atomically flat. We chose not to use HOPG because it can 

mimic DNA (Sec. 2.3.1). 

2.3 Some complications 

Wc chose to attempt to inlplement our fluorescence STM imaging technique using labeled 

DNA deposited on gold. With this setup, there are many barriers that muht bc overcomc 

to nlake it possible to image a fluorophore. First, depositing DNA on a conductive surface 

has been done with limited success and often leads to surface contanlination that makes 

imaging difficult. Sccond, imaging DNA with an STM leads to images that can be hard 

to interpret because of changing tunneling conditions. Third, gold imaged with an STM 

at bias voltages capable of exciting a fluorophore also excite surface plasmons leading to 

a large background optical signal. Fourth. tl uorophores excited near a conductive surface 

may not emit light because the emission can be quenched by electromagnetic effects. I 

discuss these complications in this section. 

2.3.1 DNA deposition 

To properIy image DNA using a scanning tunneling n~icroscope, one must strongly attach 

it to a Rat, conductive surface. It is necessary to attach the DNA strongly because forces 



CHAPTER 2. BACKGROUND 19 

exerted by thc tip contacting the DNA and strong electric fields directly ~lnder the tip can 

move or detach the molecule [28,29]. Flatness is required because the STM identifies DNA 

as small changes in the topography image due to tip effects, as the electrons tunnel through 

the DNA. On average, these tip effects create a change in height of 1 nm or less when an 

STM tip scans over the DNA, which is comparable to the roughness of a few atomic steps. 

C:onciuctivity is required for tunneling. In addition, i n  our optical setup (Sec. 3.2), the sub- 

strate must be semi-transparent, which further restricts our sample preparation (Sec. 4.1). 

Gold is often used to image DNA in an STM because it can be made atomically flat 

through evaporation onto mica [30,3 I] and because it can be easily modified using thiol 

bonds. Attempts to image DNA with an STM were also made using graphite as a conduc- 

tive, flat, surface [32], but it is not commonly ~ ~ s e d  now, since graphite itself was later seen 

to have surface features that can mimic DNA [33,34]. 

There have been many different techniques used to i~nmobilize DNA onto gold in- 

cluding electrochemist~y [35-371, covalent linking [32,3S], covalent tethering [29,39,40], 

trapping [41,42], pulse i~ljection [43-501. and electrostatic deposition [5 1,521. I n  these 

methods, one attaches DNA strongly to the substrate to prevent the tip of the STM re- 

moving the DNA. but the methods differ in the amount of contamination and convenience. 

Electrochenlistry bonds ivell but leads to contamination problems and is imaged in solu- 

tion [37] .  Both covalent linking and tethering require complicated chemistry, and pulse 

injection needs to be done in vacuum. Electrostatic deposition is less colnplicated and 

creates little contamination. 

Electrostatic deposition uses electrostatic charges to attach DNA to a conductive sur- 

face. By applying a positive voltage to a surface and grounding a drop of liquid containing 

DNA on the surface, one creates an electric field in the DNA drop. Placing a large resistor 

in the circuit minimizes the current, but the positive charge remains on the surface. The pos- 

itively charged substrate attracts the negatively charzed backbone of the DNA, depositing 

DNA on to the conductive substrate. We chose this technique in our work (Sec. 4.3). 

2.3.2 Interpreting DNA images 

The images of DNA are not always simple to interpret, as changing tunneling conditions 

can alter the visibility, contrast, and height of DNA in a topographic image [29]. In attempts 
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to improve imagc quality, DNA has been scanned with varying voltages (0.1 V to 2.8 V) 

and varying cui-rents (20 pA to 1 nA). The two problems of image interpretation Ibr an STM 

imaging DNA are image contrast switching and height variations, which I discuss below. 

Contrast inversion is one effect thnt is seen while scanning DNA with an STM. De- 

pending on the settings of the STM while scanning, the image of DNA can have positivc o r  

negative contrast, though contrast inversion also happens spontaneously for the same set- 

tings [5 11. I t  is not well understood what causes contrast changes. There are many theories, 

including buffer solution absorbates left after rinsing [44,5 I], poor conciuctivity of DNA 

and STM flexibility [39], and tip geometry [53,54]. When 1 reviewed the articles imaging 

DNA on gold, 1 found that DNA contrast was not a siniple function of bias voltage but there 

was an overall trend. For scanning in air, which limits the bias to < 2.1 V to prevent dam- 

age of the substrate [55], most DNA topographic images were negative contrast images. 

When done in UHV, where it is possible to use a bias above 2.1 V, most DNA topographic 

images were positive-contrast images. Still, some papers have images that go against this 

trend [29,5 11 
As the varying theories show, the actual images depend on a variety of factors. Shapir et 

d. [5 11 showed that it was possible to reversibly change the contrast of imaged DNA by a 

change in the set point current. I<anno el ol. [44] showcd a change from positive to negative 

contrast when thc salt concentration was increased in the DNA buffer solution, leading thc 

authors to conclude that the better conducting buffer species are topographically higher 

than the DNA in an STIM image, producing negative contrast. To date, these seem lo be 1hc 

only two papers that show a reproducible change in contrast with a single variable change. 

though many papers show a spontaneous change in DNA contrast without any change in 

variables [29,40,5 11. 

The height of DNA displayed on a topographic STM image also depends on the both 

the bias voltage and current set point, as well as tunneling conditions. Shapir et 01. [5 11 

showed that bias voltage affects the measured DNA height on iniages, with an  increase in 

bias voltage causing an increase in image height. In another study by Shapir ct (11. [52], 

we see that measured topographic DNA height varies from 0.5 11111 to 1.2 nni on like DNA 

molecules without a change in bias voltage or current set point. likely due to changing 

tunneling conditions. In a more drastic height change, Allison cl  a/. report thnt DNA can 

appear spontaneously in an imaged area that showed no DNA in prcvious scans. Because 
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Figure 2.8: Diagram of surface plnsmon modcs. (a) ivlodc for a mctal-vacuum intcrfacc. (b) Mode lcading 

to localized surface plasmons bchvccn the STIM tip and a rnctal substrate. [5h]  

of changes in visibility and in characteristics, one is challenged to interpret physical details 

from topographical images of DNA that are acquired by STM. For these reasons, AFM is a 

much more commonly used i~naging technique for DNA. 

2.3.3 Surface-plasmon-induced light emission 

The study of surface-plasmon-induced light emission has increased in the last few decades 

after it was found that it could be studied in o controlled manner using a scanning tunneling 

microscope. The STM has a unique ability to excite surface plasmons and greatly cnhance 

the light emission from them. In this section, I describe the physics behind this phenom- 

enon, which could potentially overpower the light emission from the fluorophores we are 
trying to image. 

Surface plasmons are electromagnetic waves that propagate along the interface of n 

metal and a dielectric. The waves propagate by producing dipole polarization charges as 

seen in Fig. 2.8a. Surface plasmons propagating in the x-direction produce electric fields 

~561, 

with I;, the wave vector in the x-direct~on, I,_,, the wave vector i n  the z-d~rect~on In material 

1 1 ,  and J the frequency of the surface plasmon wave. 

To derive the major features of a surface plasinon wave, one can use the regular bound- 
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ary conditions ( I)11 = I I 1 1  and = FJll) and blaxwell'seq~intions to show [57], 

with i ,, permittivity of  material n .  For a surface plasmon, the wavelength is small compared 

to the wavelength of  a photon with the same energy, implying that ck >> LJ [119]. With this 

requirement, Eqs. 2.27 and 2.28 imply that kl,, is real and positive, leading to exponential 

decay in the z-direction. With a positive and real I;,,,, Eqs. 2.29 and 2.30 require that the 

two materials have permittivity of opposite sign. The easiest way to achieve this is to use 

a metal-dielectric interface. One can also combine Ecls. 2.27-2.30 Lo derive the dispersion 

relationship for a surface plasmon [57], 

with w ,  the surface plasmon frequency, .-,[ the dielectric constant of the dielectric material 

interfaced with the metal, and z , , , ( i ~ . , ~ )  the dielectric function of the metal. To have a surface 

plasmon that propagates along the metal-air interface, A:,,. must have a real part. This fact, 

combined with the result that the permittivity of the metal and dielectric must be opposite 

in sign, requires that I:,,, > . For a Drude metal with LL~,, 2' I ,  the cljclectric function is 

E,,,(~J,) = 1 - wi:/~:, which is typically negative at optical frequencies [I 191. Solving the 

dielectric hnct ion for w, and using the result I:,,, I > Irlrl, gives an estimate of the maximum 

surface plasmon frequency at the interface, 

with LJ,, the plasma frequency for the metal. For a metal-vacuum interface, similar to our 

air-metal interface, Eq. 2.32 leads to the Stern-Ferell result, ~ u ' :  = a;/?, for the frequency 

of  a surface plaslnon oscillation [%I. 

When two conducting surfaces arc brought within angstroms of each other and sepa- 

rated by a dielectric material. it is possible for surface plasinons of two conductors to cou- 

ple together, creating new properties and enhancing the plasinon oscillations. One example 
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of this, relevant to our work, occurs when a conducting tip is brought within tunneling dis- 

tance to a conducting substrate. The evanescent electromagnetic waves from the surface 

plasmons in both the tip and the substrate will then couple and polarize each other in a 

small region located under the tip (z 10 nm), as seen in Fig. 2.8b [59]. This leads to a 

strong enhancement (= 100 X) of the electromagnetic field of the surface plasmom local- 

i ~ e d  under the tip [GI, 621. To estimate the resonance frequencies of the localized surfacc 

plasmons (LSP), one can use [63] 

with u1, the plasmon frequency of the substrate, (1 the tip-sample distance. and q the wavenum- 

ber of the resonance mode. For a tip-sample distance, (1. sufficiently smaller than the radius 

of the tip, lC, the wavenu~nber can be estimated using (1, = (21itl)-]/~, with (1,) = 1 r c 1 , .  This 

leads to a specti-uin of LSP frequencies given by 

For an STM producing an LSP, electrons that tunnel between the tip and the substrate 

with wave vectors parallel to the enhanced LSP can couple to the electromagnetic field and 

excite the LSP through inelastic tunneling [64,65]. The probability that a tunneling electron 

with LJ,, the LSP resonant frequency, (.!the tunneling distance, 7 1 1  the mass of the tunneling 

electron, T I '  the barrier height, R the tip radius and V the tip-sample bias. Normally, an 

excited surface plas~non cannot emit light because of conservation of momenh~m: For a 

surface plasmon to exist, the metal must have a permittivity that is negative and larger than 

the permittivity of the dielectric causing the mornenturn of a surface plasinon (Eq. 2.3 1 )  

to always be greater than that of a plane wave ( I ; , ,  = ( w / c ) f i )  traveling parallel to the 

surface. It is possible though for an excited surface plasinon to decay into a photon if there 

is a loss in translational invariance on the surface [66]. The enhanced LSP created under 

the tip gives the needed invarinnce loss and allows light to be emitted from the tunneling 

junction [66]. This process produces light-emission rates of zz 10-" photons per hlnneling 

electron [66,67]. 
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An image created by rccording plasmon emission has certain features because of'the 

way emission is created. The resolution of a plasmon emission image 1s expected to be 

determined by the area under the tip that creates a localized surface plasmon (z I0 nm). 

Berndt et al. found that contrast in plasmon emission is actually better than this (2 2 

nm) [68]. This small-scale resolution is explained by considering the LSP to be a dipole, 

whose emission is greatest when the dipole moment of the LSP and the tunneling current 

vector are parallel. When the tip approaches a dcfect the tunneling current at the defect is 

no longer parallel to the dipole moment causing a drop in elnlsslon that is dependent on 

the tunneling current width and not the lateral extent of the LSP. Thc plasmon emission 

is estimated to be x cosLH, with H the angle between the tunneling vector and the surface 

normal [69]. As regards our imaging method, we expect plasmon photon enlission to be 

significant; however, as long as the wavelengths of the plasmon and fluorescence emission 

differ, the two effects can be separated. 

2.3.4 Quenching 

When a fluorophore is close to a conductive substrate, there is an additional pathway for 

the fluorophore to decay from an escited state to the ground state. This pathway involveb 

the transfer of energy from the excited fluorophore to the conductive substrate. When this 

pathway is available, fluorophore emission will decrease. In our experiment, this is the case, 

as both the gold substrate and the Pt-Ir STh4 tip are z I nnm awaj  fi-om thc fluorophorc. 

In our experiment, we model the dye molecule ns an occlllat~ng dlpole closc. to thc 

conducting substrate. With this setup, the conducting substrate produccs a field equivalent 

to lhat of an image dipole inside itself of equal and opposite moment. The image dipolc 

then oscillates (nearly) out of phase with the dye nlolecule and produces a reflected field at 

with c ,,,(w) and f , ~  the dielectric fimction of the metal and the material the dipole is in 

respectively, and I?;:'"' the electric field from a perfect image dipolc in the metal [70]. 



CHAPTER 2. BACKGROUND 25 

3. Vacuum 

I I 

Fluorophore 
A 

1. ";,cuum 

0. STM Tip I 

Figure 2.9: Model ~ ~ s c d  to calc~rlatc cmission cflicicncy fir a fluorophore in a tmncling gap. h4ediuni 3 is 

the location of our light collection optics. 

w ~ t h  t l  the distance between the fluorophore and substrate, / I  the dipole ~noment, X I  the 

propagation constant ( A ,  - dr, I / (  ). and rr thc refractive Index of the material surround~ng 

the "real" dipole. 

The image dipole has two effects on emlsslon: the d~pole In thc metal w ~ l l  osc~llute 

almost completely out of phase, canceling oul part of'the s~gnal of thc fluoruphore: and ~ h c  

oscillation in the metal creates phonons that transfer energy of the excited fluorophore into 

heating the gold. Both effects are not fundamental problems because they reduces emlsslon 

rates by creating new pathways for the excited fluorophore to relas into its ground state 

without emitting a photon. This allows these effects to be overcome by increasing the rate 

at which one excites [he fluorophore [71]. Together, at s~nall (1, these effects lead to an 

energy transfer decay-rate constant of [70] 

with ,13 the energy transfer rate parameter, which is a constant for an absorbing f lm thicltncss 

greater than tl [70]. The quantum efficiency for a fluorophure is 

QE = A 

h, 
. . (2.30) 

b, + ~ I ; T  + I), , ,  

with b, the radiative decay-rate constant and b,,, is the non-radiative decay rate constant 

from processes other than energy transfer to the absorbing film. From Eq. 2.39, we ex- 

pect that a conductive metal substrate, with substrate thickness greater than 0, will reduce 

emission for a fluorophore by an inverse cubic dependence in ( I .  
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Values for Estimation of Emission Efficiency 

Table 2.1 : Values for estimation of cmission efficiency 

Material 

Gold 

Platinum 

Theoretically, quenching has been modeled for our system [26] assuming a fo~~r-layer 

system (Fig. 2.9) to find the efficiency of light emission from a fl~~orophorc pcr tunneling 

electron. This was done by computing the ratio of the total energy flux through a plane in 

medium 3, where light collection occurs, to the total energy flux emitted from the radiating 

dipole. For this model, the efficiency is [26] 

with I:, and I?, the energy flus into the sample and the tip, respectively. in medi~lm I and 

C,' the energy flux in medium 3. When the dif'ferent fields and fluxes are included in the 

model. the emission efficiency, c, is [26] 

refractive index 

0.6 

2 

with I).,) = nj + %I,> z 6 the complex index of medium J ,  ((! = kid (h : ,  = 2 the wave 

vector in medium 1 and (i! the distance between the dipole and the substrate) and (. = -lil 2 

( , z  the thickness of the substrate). This model reproduces the cubic distance dependence on 

emission and was used for our system. with gold as the substrate, platinum as the metal tip, 

and YOYO-1 as the dye (A = 510 nm), to estimate an efficiency of photon emission by a 

dipole of = 10p"/c- [72]  s sing values from Table 2.1. 

The above model assumes a perfectly llat substrate and tip; but in our experiment, both 

of these are not flat. Zhang et d.. showed that a rough metal surface in close proximity to 

a fluorophore can enhance fluorescence [73]. In this study. they used a rough gold surface. 

with a silica spacer between the fluorophore and gold film, to enhance emission by up to 6 

times. With the rough Pt-Ir STM tips and irregularities in our atomically flat gold films, i t  is 

possible that emission intensity is enhanced, leading to an increase in the above efficiency 

of photon emission per electron. 

absorption coefficient 

2.1 

3.5 

distance to fluorophore 

I nm 

1 nnl 
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In our experiment. we are trying to excite single fluorophores making the total number 

of photons emitted per fluorophore an important parameter. We expect that a Huorophore is 

able to emit = 10' photons before photobleaching 174-761. The efficiency of our detector 

optics, 0.007 (Sec. 5. I .  I-APD case), allow 11s to capture = 700 photons per I-luorophore 

before photobleaching. For an STM, if one uses a tunneling current of 1 nA (z 10"' 

electronsls) to excite a Ruorophore, the estimated efficiency of photon emission (10-'/F) 

combined with the quantuln yield of the dye we used, TOTO-3 (0.06) [77]. b' 'tves a rate 

of 6 x 10'' photons per second. This tunneling current gives us a photobleaching rate of 

= 16 second and allows us to record 42 photons per second. We have measured the dark 

count (14.5 counts/s) and read noise (2 count) for our APD (Sec. 3.2.3) which allows us to 

compare the fluorophore signal to our noise. Using a signal to noise ratio, 

with the I> the signal rate (countsls), I), the dark-count rate, I?,, the read noise, and t the 

time of integration, we need to collect light from a fluorophore excited by 1 nA of current 

for 70 ins to get a signal to noise ratio of one. 



Chapter 3 

Instrumentation 

We have developed a home-built scanning tunneling microscope (STM) that can collect 

light from the tunneling region. Our STM was home-built i n  order to integrate an eflicient 

light collection system in the jnstl-ument design. With this light-collection system, our STM 

can record simultaneous topographical and light-intensity images of a scanned surface. In 

this chapter, we d i s c ~ ~ s s  the STM nlechanics and optics that contribute to our topographical 

and light-emission imaging. For further details concerning the STM, see the report of 

Verhage [ 7 2 ] .  

3.1 STM mechanics 

Our STIM has many nlechanical components that work together to produce good-quality 

images. In this section, we discuss those components, beginning with the approach and 

scanning mechrmisms. Next, we discuss the different tips used in our experiments. Finally, 

our method of vibration isolation is discussed. 

3.1.1 Z control 

In this section, we discuss the design of the Z-motion components of the STM. By conven- 

tion, the sample sits in the XY plane, so that Z-motion is perpendicular to the sample plane. 

The Z-motion system needs to produce and control motion over many orders of magnitude, 

from millimeters to angstroms. The required Z-motion of the STM can be classified into 
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Figure 3.1: Schematic diagram of thc Nanomotor [7S] uscd for approaching thc snniplc using a stick-slip 

operation and for creating topographic irnagcs while scanning in a fine position ~nodc 

three different types: coarse approach, fine approach, and scanning. While mosl of our 

STM is home built, we use a commercial component, the "Nanomotor" [78] to create all 

three types of motion in the Z direction with a single piezo actuator, as  seen in Fig. 3.1. The 

tip is placed in a carrier tube held by friction inside a piezo actuator. The tip itself is also 

held by friction inside the carrier tube. 

Moving the tip from several millimeters to within an angstrom of the sample surface 

involves two steps. First, a coarse approach is used to lnanually bring the tip close (z l p ~ )  

to the surface of the sample. To aid in this, a miniature video camera [79] is placed a short 

distance from the tip and sample. The coarse approach is achieved using a stick-slip motion 

created by applying a sawtooth waveform (Fig. 3.2a) to the piezo actuator. During the 

ramp section of the sawtooth, the piezo actuator expands, moving the carrier tube holding 

the tip towards the substrate surface. At the end of  the sawtooth ramp, the voltage drops 

steeply and the actuator rapidly retracts, overcoming the friction between the actuator and 

the carrier tube, leaving the carrier t~lbe stationary. The process is repeated, moving the 

carrier tube and tip 280 nm closer to the substrate surface with each cycle. This gives 

the tip a coarse-motion range of 5.7 lnm and can be set to work from I Hz to 1500 Hz. 

A 1000-Hz step rate then corresponds to n coarse velocity of 280 i.rmls. Second. a finc 
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Figure 3.2: \Vavcforni for producing stick-slip motion. (a) Sawtooth \\weform. This wwcform Icd to 

erratic displacclnent 01' the carrier t ~ ~ b e .  (b) Modilictl sawtooth \va\;eli)rm producing regular carrier motion. 

Retracting from tirll extension bcforc thc slip motion prcvents any erratic motion from damaging thc tip whcn 

closc to the substratc. Thc rcsting pcriod after the slip motion allows for any crratic motion to dic out bcforc 

thc next cycle begins. 

approach is programmed into the software that brings the tip into tunneling distances of the 

sample. In the fine-approach program. I set the sawtooth Frequency to 5 Hz and measure 

the tunneling current after each voltage increment on the sawtooth ramp, until a set current 

level is reached. Once the set current is reached, the STM goes into feedback modc and 1s 

ready for scanning. 

A basic sawtooth waveform turned out to be a poor choice for the fine approach because 

it produced many false feedbacks and crashed tips. Both of these effects are caused by large 

erratic movements of the piezo after the slip motion, probably because shock waves reflect 

and cause delayed, unintended motion of the carrier. False feedbacks are produced when 

the unintended motion creates a currcnt that is misinterpreted as electron tunneling from the 

tip to the surface. The origin of this currcnt lics in a change in capacitance crcatccl between 

the tip and sample by the approach [SO]. From the charge relation of a capac~tor, C) = C 'V,  

one has, for constant applied voltage, 

The capacitance depends on the tip-sample distance, 0, leading to a change in capacitance 
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Figure 3.3: Sample location in our STM. Thc sample rest on thc tube scanncr usctl for X and  Y mot~on .  

when the tip approaches the surface, 

where A is an effective area of the end of the STM tip. This change becomes large when the 

tip is very close to the substrate (d -) 0). I eliminated most false feedbacks by introducing 

a rest period after the slip motion and not chcclung the current during the slip motion or 

rest period. The crashed tips are caused by the erratic motion moving the tip when it is 

already very close to the sample; this was prevented by slowly retracting the tip from its 

fully extended posltron before going through the slip process. Reducing false feedbacks 

and crashed tips resulted in the approach waveform shown in F g .  3.2b. 

After feedback has been established, the piezo follows the surface profile as thc outer 

tube scanner moves the sample horizontnlly (Sec. 3.1.2). While the STM is scanning, a 

voltage is applied to change the length of the piczo actuator, using feedback to keep the 

tunneling current at the set point. The change in length of the actuator moves the carrier 

tube and tip, keeping the tip a constant distance from the surface. The piezo actuator has a 

total fine-position range of zz I ]in. 

3.1.2 X and Y control 

To create a scan, we must move the tip horizontally with respect to the sample. For our 

sehlp, the sample is placed on top of a tube scanner (Fig. 3.3). The tube scanner gves  the 
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nm 

Figure 3.4: Ciraphitc latt~cc. as sccn w ~ t h  our STM. 

X and Y displacement by moving the sample, while the Z motion is produced by the piezo 

actuator. This tube scanner has its outside wall etched into four equally sized segments. 

Voltage is then applied to opposite sides of the piezo to move the scanner and sample 

horizontally. The tube scanner can produce a displacement of 4 0 nm/V by bending towards 

the direction of movement. \Vhen the tube scanner bends, it  also moves in the Z direction, 

creating an approximately parabolic profile in the topography images that must be canceled 

out in the software. 

3.1.3 Tip production 

The sharpness of tips used in an STM affects the resolution of the images produccd. For 

good imaging, one needs sharp tips, t~~nneling from a single atom. Wit11 our setup, it is 

also necessary to align the optical equipment with the tip to capture light while imaging. 

We produced sharp tips by cutting a platinum-iridium wire at a ,,15" mglc whilc pulling thc 

cutters away from the tip. The cut tips could be used to image the atomic lattice of highly 

oriented pyrolitic graphite (HOPG) (Fig. 3.4). On the other hand, the actual point from 

which electrons were tunneling was hard to determine, which made the optical alignment 

difficult. As an alternative, I used electrochemical etching on tungsten wire to create a 

more reproducible tip shape for easier optical alignment. I produced tungsten tips with an 
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Figure 3.5: IV curve and topographic imagc of gold for a good tungstcn tip. (a) Ohmic rcsponsc of thc IV 

curve for a tungsten tip clcancd by HCl (b) Imagc of gold. takcn soon after thc I V  C L I I W ,  showing fhccting. 

etched cone shape that were sharp enough to use in the STM; however, only a few of these 

tips worked because of a tungsten-oxide contamination layer that was regularly coating the 

etched part of the tip [8 I ] .  I attempted to remove this conktmination laycs using hydrochlo- 

ric acid, but the results were not reproducible. To get :I better understanding of the cleaning 

process, I programmed an IV curve setting for the STM to study the changes in conductivity 

versus my cleaning procedure. From this, I hoped to find the cleaning procedures needed 

to produce a nearly ohmic response at low bias voltage, which is the response of a clean 

tungsten tip 1821. After cleaning, the tungsten tips occasionally produced nearly ohmic IV 

curves and good images under tunneling conditions (Fig. 3 3 ,  but imaging only lasted for 

a few hours before the tunneling current would cease, causing the tip to make contact with 

the surface. Since we were scanning in air, this was likeIy due to further oxidation of the 

tip during scanning. 

Because of the unreliable tunneling of tungsten tips in air, all the wosk doile in this 

thesis used cut Pt-Ir tips. Though locating the tip apex optically was more challenging with 

Pt-Ir tips, I could consistently create sharp tips for good imaging, without any worry of 

oxidation. 
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3.1.4 Vibration isolation 

Granite Block 

Figure 3.6: Diagram of our STM, with "bungce-cord" isolation. 

For good-quality imaging, one needs to reduce any noise as much as possible. One 

source of noise for the STM is mechanical vibration from its surroundings. To reduce this 

source of noise, we isolated the STM from the building using a soft elastic suspension 

[83.84]. The mechanical parts of the STM are placed on n large granite block (50 cm x 50 

cm x H cm, 1 1 1  z 75 Kg) and using bungee cords and a winch (Fig. 3.6), we suspend the 

block in air. This setup can be modeled as a mass on a damped spring. The equation of 

motion for the mass (base plus STM) IS then 

? I $ / )  + A 1 ( . t ( [ )  - / ' ( I ) )  + k(L(1) - , ( I ) )  = (1. (3.3) 

where :c( l . )  is the displace~nent of the mass and ~ ( 1 )  represents the displacement of the 

mechanical attachment point (the roof). To see the effect of roof movement on the STM, 
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Figure 3.7: Vcrtical vibration transmission for our STM. Thc solid linc is an cstiniatc of thc transmittivity 

of our systcrn with a rcsonant ticqucncy of 0.75Hz and < = ()..I. Vibrations whosc frcqucncy is grcatcr than 

0.85 Hz are darnpcd (vertical dashed linc). 

we can look at tlie transfer fimction ofthe system, 

where u is the frequency of the building vibrations, w,, = fi is the resonance frequency 

of  the undamped system and = - is a dilne~isionless damping parameter. I fo~lnd 

that the resonant frequency of the system is 2 0.75 Hz and the damping coefficient o f the  

bungee cords ( = 0.1. The ratio of tlie amplitude of the vibrations between the roof and the 

STM is the absolute value of the the transfer function, or transmittivity, 

and is shown in Fig. 3.7 for our resonant frequency and damping parameter. Our model 

shows that the translnittivlty is near unity at low frequency. Then, there is a nearly tenfold 

resonant enhancement near the resonance frequency of the system, followed by damping of 

vibrations for frequencies 2 0.85 Hz, as shown by the dotted line on Fig. 3.7. The resonance 
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a XY stage 
@ High-precision adjusters 
@ Tube holder; fixed pos~tion 
@ Tube scanner: hold~ng the sample 
@ M~croscope object~ve 
@ Objective holder, tilted by screws 
@ Optic mount with micrometer 
@ Collimating lens 
@ Mullimode optical fiber 

Figure 3.8: Dlagram of thc STM sctup [72]. 

enhancement and higher frequency behaviour depends on the damping parameter. Our 

damping parameter is a practical compromise between increased resonance enhancement 

and increased damping of the high frequency vibrations. 

Other sources of mechanical "noise" include sound and other high frequency vibrations, 

which cover a wide frequency range, fro111 around 100 Hz to several kHz. These vibrations 

are minimized best by malting the STM small and rigid. The resonance frequencies of our 

STM are on the order of 10 ItHz because of ~ t s  compact design. This ensures that neither 

vibrations in the surrounding air nor scanning movements nlade by the STM will excite the 

resonant frequencies. 

3.2 STM optics 

To capture l i ~ h t  produced from the tip while scanning with the STM, detection optics need 

to be able to focus on the scanning region. Because of the low light levels in our experiment, 

it is important to maximize the amount of light captured while shielding against stray light. 

Overall, the capturing of light produced by an STM can be broken into two problems, the 
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Figure 3.9: Optics insidc thc obicctivc holdcl. 
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mechanics of focusing the optics and the efficiency of the optics and detector. 

The light-capturing apparatus consists of a niicroscope-objective holder designed to 

prevent stray light from entering the experiment and to hold the light-focusing apparatus. a 

nlicroscope objective focused on the tip location, and a collimating lens to focus the light 

captured by the objective onto a fibre-optic cable (Fig. 3.8). We use two different fibre-optic 

cables, depending on whether the light was analyzed by the avalanche photodiode or by the 

spectrometer. A simple diagram of the optics ib  shown in Fig. 3.9. 

- Objective Lens Collimating Lens 
NA=1.25 NA=0.25 

Optical Fibre 
NA=0.22 

- - - 

r\ 
Optical Axis - 

3.2.1 Focusing mechanics 

+ 

The mechanical focusing of the optics is of great in~portance for capturing as much light as 

possible from the scan area. Our system was designcd to move the optics independent of 

the STM and to keep the tip position l~orizontally stationary at all times. This allows the 

optics to be focused once for a new tip and then be kept stationary until that tip is replaced. 

Focusing of the optics on the scan region uses two separate mechanisms: a vertical 

and a horizontal translation mechanism. The vertical focusing is done by the objective 

holder, which holds all the optical components and translates vertically to put the sample 
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in the focal plane of the ob-jective. The ob-jective holder does this by holding in place the 

distances between the objective, collimator and optical fibre, while allowing all three of 

these to be translated vertically with respect to the sample. Vertical focusing needs to be 

precise because collection efficiency for our setup has a sharp decline on either side of the 

optimal vertical focus [72]. The horizontal positioning uses an xy-stage that the ob.jective 

holder is mounted on. The xy-stage moves independent of the sample and tip, allowing 

the ob.jective lens to be positioned over the scan region, aligning the optical axis with the 

tip apex. Horizontal focusing does not have to be as precise as the vertical focus because 

the spot size of the ob.jective (= 2 pin) is larger than the area of plasmon emission (z  I0 

nrn) and scan range (= l ~ m i ) ,  creating a plateau at peak collection efficiency before a sharp 

decline [72]. Once the optics are properly focused, it is not necessary to move them while 

scanning because the tip is stationary with respect to the optical axis while the sample is 

moving (Fig. 3.9). 

3.2.2 Light-collection optics 

In our setup, we chose the collection optics to ~nasimize the efficiency of photon detection 

while maintaining the topographical quality of the STM. In our optical experiments, we 

are only interested in the quantity and wavelength of photons, allowing us to maximize 

collected light for these two parameters without worrying about forming an image. 

Three optical components work together to capture and transfcr light to the detectors: 
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Detector analysis 

/ Read Noise 1 2 * 1 counts 1 .I.!) * 0.1 co~~ntslchannel 

TY ~e 
Dark Count 

1 Gain I 0 82 f 0.03 elcount I /I :: * 0. 1 elcount 

Table 3.1 : Analysis of the detector 

APD 

14.5 3r 0.3 countsls 

a microscope objective to capture light, a collimating lens to focus the collected light, and 

an optical fibre to transfer the collected light to the detectors. The ob-jective used was an 

infinity-corrected Carl Zeiss HI 100x magnification oil-immersion ob.jective [86] with a nu- 

merical aperture of 1.25. This ob-jective was used without oil, which gives it an  approximate 

effective numerical aperture of 0.82. Not using oil prevents vibrational coupling between 

the sample and the ob.jective holder. Although the lack of imn~ersion oil leads to significant 

aberrations, the primary purpose of the objective was to collect light, not to form an image. 

We used two different collimating lenses, which gave us a choice of two different diameters 

of parallel light that could be coupled from the microscope ob-jective to the optical fibres. 

Both have a numerical aperture of 0.28 and an antireflective coating (Fig. 3.1 O), allowing 

the light we are interested in to be focused on to the optical fibres. The optical fibre has a 

nu~nerical aperture o r  0.25. The detectors used to analyze the light signal are discussed in 

the next two sections. 

Spectrometer 

2.81 f 0.08 co~intslslchannel 

3.2.3 Avalanche photodiode 

The avalanche photodiode (APD) is the main detector used to image the plasmon emissions 

from the tunneling current of the STM. I t  outputs TTL pulses corresponding to photon 

counts while the STM scans. These photon counts are summed by our prograin and read 

off at the beginning and end of each pixel to give the counts per pixel. The APD collects 

light over the wavelength range of 400 nm to 1100 nm, with a quantum efficiency that 

approaches 90%~ in the red and near-IR regions (Fig. 3.1 la). The results of APD analysis 

are found in Table 3.1. The dark count was found using the slope of Fig. 3.1 lc. The gain 

and read noise were found using 
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with V the variance, S the mean counts, G the gain, and I?.:,, the read noisc, on Fig. 3.1 I c 

Time (s) 

0 40 80 120 160 
Mean Counts 

Time (s) 

0 50 100 
Mean Counts 

Figure 3.1 1 : /\nnlysis ol' our optical cquipmcnt. (a). (c). and (c) Quantum cllicicncy. dark noisc and 

1nc:lsurcrnent niadc to lind thc gain and I-cad noisc of thc APD 1901. rcspectivcly. (b). (d). (1) Similar plots 

using thc spcctronieter with back-thinncd CCD 191 1 .  
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Figure 3.12: Signal-to-noisc ratio for thc APD and spcctromctcr. (a) Signal-to-noisc mtio for thc APD with 

an average signal of 1000 counts pcr second whilc scanning at 2.05 V and 2 nA. (b)  Signal-to-noisc ratio for 

thc spcctromctcr with the ovcragc signal of =: ( j  counts pcr sccond per channel whilc scanning a t  2.05 V and 

20 nA. 

To find the APDs minimum integration time for a signal larger than noise, I used the 

s~gnal-to-noise ratio [88], 
1'1 

S/.\' = (3.7)  
&l + I ) ,  1 + I ? , , ~ .  

with I' the signal rate (counts/s). I), the dark-count sate, R,, the read noise, and 1 the t n e  

of integration. With the noise measurements found In Table 3.1 and a typical s~gnal rate 

while scanning of 1000 counts/s at 2 05 V bias and 2 nA, I plotted the signal-to-noix mtro 

in Fig. 3 . 1 2 ~  From this graph, I found a 1:  1 signal to noise ratlo, w ~ t h  our avcragc slgnal. 

at FZ 3 Ins of integration time. This limits us to a maximum scan rate of 500 p~xels/s while 

using the APD. 

3.2.4 Spectrometer 

We need to observe the spectrum of our optical signal to confirm our rcsults are consis- 

tent with previous results; as well as obtnming a better understanding of' new results. For 

spectral measurements, we used a cooled C'CD spectrometer, QE65000 [ W ] ,  able to collect 

a spectrum over a range from 200 nm to 1015 nm. I t  uses an array of 1024 x 58 p~xelc, 

each pixel z 25 p,mL, to collect 11ght. A spectral signal is spread across the 1024 p~xels 
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lengthwise using a reflective grating and nlirror. Each 5 8  pixel width is binned to act likc :I 

single 58 x 25 11.m long pixel, giving a spectrometer readout of only the 1024 channels. 

I t  was necessary to analyze the output of our spectrometer to find the limits in which it 

could be used. The detector has a quantum efficiency approaching !lO'X, in the red to near 

IR regions, as shown in Fig. 3.1 I b. The results of the analysis of the spectrometer are found 

in Table 3.1. The dark count was found using the slope of Fig. 3.1 1d. The gain and read 

noise were found using Eq. 3.6 on Fig. 3.1 1 f. The spread of data points at high counts 

in Fig. 3.1 l f  arises because different channels of the spectrometer have different gains. 

Because our signal levels were low, we did not have to calibrate the individual channel 

gains. 

The spectrometer noise creates n problem for our low light signal because the light that 

we collect is distributed across lnany channels. My average signal for the spectrometer 

while scanning with the STM, using 2.05 V and 20 nA, is == 3000 counts pcr second in- 

tegrated over the entire wavelength range. There are % 500 channels collecting the signal 

giving an average of Ci counts per channel. From Eq. 3.7 and using an average signal of 6 

counts per channel and the above measured noise, I produced a graph of the signal-to-noise 

ratio per channel versus integration time, Fig. 3.12b. This graph shows the challenge cre- 

ated by spreading our signal over many pixels. We see that to gct a 1 : 1 signal-to-noisc 

ratio it is necessaly to collect data for = 1.5 s at a 20 nA set point, a large current for DNA 

imaging. This limits 11s to a maximum scan rate of 0.67 pixelsls while using the spectrome- 

ter. Unfortunately, it is not possible to set up the spectrometer CCD to bin horizontal pixels 

in order to reduce the noise. 

The spectrotneter is used in two diff'erent modes. First, it can collect n single spectl-um 

over a period of time. Second, the spectrometer can be set to capture many spectra over 

a period of time to create a spectral movie. Using the second modc, the spectrometer was 

programmed to do spectroscopic imaging (acquisition of spectra at each point of an STM 

image). Spectroscopic imaging was quite limited for us because of the low signal-to-noisc 

ratio. To create a spectsoscopic image with enough signal to overcome noise. we must use 

the STM at very low scanning frequencies. 



Chapter 4 

Sample Preparation 

Sample preparation for this experiment crossed many different fields, requiring ideas from 

chemistry, biology, and physics. Our samples were produced in various steps, as described 

in this chapter. The first step was to deposit thin gold films using epitaxial gold growth. 

The second was to label DNA with a fluorescent dye. The third was to deposit the DNA on 

our gold films. The fourth was to prepare the sample for imaging by attaching a weight to 

it. 

4.1 Gold film substrates 

We required three features of the substrates used in our experiments. F~rst, they needed 

to be conductive to use with the STM. Second, they Iiad to bc tlat cnough to image DNA. 

Third, they needed to be semi-transparent for light to pass through and be collected by our 

optical equipnicnt. Gold was used because. in thin-enough films. it could meet all three 

requirements and was relatively cheniically inert. 

Gold has a face-centred-cubic (FCC) structure. with a lattice constant of 0.408 11111 

(Fig. 4.1). The ( I  I I )  plane of the lattice is a s~ngle close-packed hexagonal layer, with 

each atom 0.288 nm from ~ t s  nearest neighbours in the planc [58] .  The ( I  I 1) plane fomw a 

triangular structure in the FCC unit cell and leads to triangular facets on A11 (1 11) surfaces 

(Fig. 4.3). 

To produce conductive. flat, transparent gold films, we used epitavial gold growth 

[92-951. We decided to use the thin-film geometry of gold on mica because it can sponta- 
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Figure 4.1: Gold crystalline structure. (a) Ail crystal face-ccntred-cubic (FCC) unit cell. (b) Diagram 

showing the ( 1  11) planc of an ALI crystal. 

neously form ( 1  1 I) facets [92], and we can control the film thickness to produce conductive. 

transparent films. 

4.1.1 Mica preparation 

Mica is often used for epitaxial gold growth because its surface 1s mostly terin~natect by 

oxygen atoms with a lattice size (0.255-0.286 nm) close to that of the (1  I I) plane of the 

gold lattice (0.288 nm) [92]. Other advantages to using mica include its low cost, ease of 

cutting to desired size, and ability to form a clean Rat surface by cleaving before use. 

Before evaporation, the mica substrate was freshly cleaved and placed into a rectangular 

sample holder equipped with a heater [96]. The mica was then heated to help form Au 

(1 11) facets [92,94]. Heating produces two effects: First, i t  helps remove water and other 

contaminants that prevent well ordered crystalline growth. Second, gold atoms hitting the 

heated mica surface have an increased surface-diffi~sion constant. Their greater mobility 

helps gold atoms to overcome energy barriers and f nd their lowest energy config~~ration. 

resulting in increased Au (I 1 I )  crystal growth. 
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Figure 4.2: Gold film crcatcd 13); thermal c \qo ra t ion  o n  mica hcntcd to 2.S0•‹C, after annealing. Assuming 

that thc dark arcns arc the dcwcttecl harc mica. one can infcr thc film thickness is inUcrluI Lo hc 42 x :I nn i .  

4.1.2 Gold evaporation 

The gold was evaporated in a \7ac~tum (% lo-" Torr) on heated, freshly cleaved mica. Thc 

mica temperature and gold evaporation rate were found LO be thc most impos~ant paramctcss 

for producing conductive. flat, thin films. 

We tried several dif'ferent mica temperatures for the evaporation of gold to produce our 

films. At room temperature, the evaporated films were grainy and could not be used to 

image DNA. At high temperature (2 350•‹C), the films were not conductive because fat, 

separated islands would form but not connect, given the short evaporation times. \\k found 

that evaporating gold on mica heated to '250•‹C produced the flattest results for conductive 
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Figure 4.3: Closc-up olgold islands showing triangular facctlng. T h s  ~nd~ca tcs  a ( I  I I )  gold susfacc 

gold films that were thin enough to be semi-transparent. As seen in Fig. 4.2, llat gold islands 

are still created on the mica heated to 250•‹C, but the lower telnperat~ire allows for better 

gold wetting, seeding more islands than with mica heated to 350•‹C. The increase In lslands 

allows for more connections during the short evaporation times, producing conductive gold 

films. 

To produce a flat surface, we also needed to control the evaporation rate. Slow ( 5  0.4 

n d s )  and fist evaporation rates (2 1.0 nmls) produced gold films without the desired 

faceting, even after further annealing (Sec. 4.1.3). The optimal evaporation rate for our 

experimental setup was = 0 Ci IIII~S-0 7 rids, producing films that showed faceting and 
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became very Hat with further annealing (Fig. 4.3). 

During evaporation, the gold film thickness was monitored using a quartz-crystal sensor 

[97] and the evaporation was stopped when the monitor read = I6 nm. We found a reading 

of m 16 nm from the quartz-crystal sensor was the onset of conductivity for our gold films. 

Though the quartz-crystal sensor allowed us to monitor film growth it was not an accurate 

reading of film thickness. For an accurate reading of film thickness. we measured the 

sample transmission coefficient (Fig. 4.4) and modeled our sample ~lsing three layers (air, 

mica, gold) [98] to find the thickness. The average transmission coefficient of O L I ~  samples 

was -- 15% at X = 632 nm. The model gave us a transmission coefficient, 

with 

and X (632 nm) the wavelength used to measure the transmission coefficient; n o ,  r i l  and 

11.) are the refractive index of ~nica (1.56 I), gold (0.16) at A, and air respectively; kl  is the 

extinction coefficient of gold (3.15) at X; and cl, is the thickness of the gold film. We then 

added a term to take in the effect of the mica-air interface. Since the mica in our samples 

was = lOOpm thick and is a weakly absorbing material, with absorption coeliicient of' 

z 110" [99], the term due to the mica-air interface can be approximated as being from the 

interface on the gold side. Then for the mica-air interface 

From our model. we estimate our gold film thickness to be x 38 nm. This estimate is 

confirmed by the difference in height between the holes and the gold islands ~ising an AFM, 

as seen in the height profile of Fig. 4.2. 
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Figure 4.4: Sctup for measuring transmission coeficicnt T .  

- 

4.1.3 Film annealing 

Annealing was necessary in producing atomically flat gold films. Annealing gives energy 

to the gold atoms, allowing them to overcome barriers and find their lowest energy config- 

uration, resulting in a better ALI (1 I I) surface [30]. It also produces larger facets because it 

allows the boundaries of islands to diffuse, merging scparate islands. 

We chose to flame anneal the gold films using a hand torch [I001 that we quickly passed 

over the film. Flame annealing was done in a dark room. where I heated the gold film until 

it gave off a reddish-orange glow. It was necessary to be cautious when flame annealing to 

prevent over-heating the gold film. Because liquid gold does not wet mica, actually melting 

the gold would cause it to bead up, leading to a bumpier surface after refreezing. After 

proper annealing, the film surface roughness regularly decreased from = 22 nm to -- 10 

nm for a 500 pm2 area. 

- 

4.2 Fluorescent-labeled DNA 

PhototIiodc 

gold 

Fluorescent dye production is an ever growing industry producing new dyes to help in the 

observation of biological phenomena. Each dye group has specific properties that make 

them the appropriate choice for different situations. In this section. I discuss dimeric cya- 

nine nucleic acid stains and of these stains specifically TOTO-3 [77], the dye we used to 

stain the DNA. I also detail the procedures used to stain the DNA for fluorescent spec- 

troscopy. 

mica 
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Figure 4.5: Chemical structure of TOTO-3. 

4.2.1 Dimeric cyanine nucleic acid stain 

Dimeric cyanine nucleic acid stains are a family of bis-intercalating dyes med for the analy- 

sis of DNA. In this family, different dyes span the entire visible range of light for emission 

and excitation. The features that make these stains well suited for DNA analysis are their 

strong affinity for DNA, fluorescent enhancement upon binding, and high quantum effi- 

ciency. 

A dimeric cyanine is made up of a linker connecting two chroniophores together. as seen 

in Fig. 4.5. A dymeric cyanine binds to DNA by bis-intercalation; both cliro~nophores are 

inserted into the DNA between base pairs. The two inserted chromopl~ores are separated by 

two base pairs, the length of the linker that fits into the minor groove of the DNA, as seen in 

Fig. 4.6. To allow the chromophores to fit between base pairs, the DNA is forced to unwind 

by 60 degrees. Once inside the DNA, four positive charges along the side chajn help to form 

a very stable complex with the negatively charged DNA. Because dymeric cyanine dyes are 

dimers with two intercalating chroniophores they have high DNA binding affinity, greater 

by several order of magnitude than a monolner of the same cyanine. Dynieric cyanine dyes 

have also been engineered to have a high fluorescent enhancement upon binding to DNA. 

The dye has a low fluorescence emission before binding to DNA because the molecule can 

rotate around the cyanine-methine bond to release energy. After insertion into the DNA, the 

dye can no longer rotate and relaxation is by fluorescent emission. These dyes also have a 

high quantum yield. 

The main reason we chose to use dimeric cyanine nucleic acid stains was that the dye 

would be inside the DNA, producing a near- I -nm gap between it and the substrate, 3s well 

as between it and the tip. The gaps prevent full quenching of the emission, as discussed in 

Sec. 2.3.4. Out of the different dyes in this family, wc necded a dye that was cscitcd by a 

relatively long wavelength of light. or equivalently by low-energy electrons. As discussed 
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Figure 4.6: TOTO-3 intcrcalating D N A .  Thc D N A  is in bluc with thc bz~ckbonc dark blue anti the basc pairs 

light blue. TOTO-3 is in rcd ant! shows how thc chromophores would cnter into thc DNA. Reprinted with 

pcr~iiission from HP Spielmann, D Wcmnicr,and JP Jacobscn, "Solution s t r u c t w  of a D N A  complex with the 

lluorescent his-intescalator 1'0'1'0 determined by N b I R  spectroscopy". Iliochemistry 34 (1995) 854243553, 

Copyright 1995 Amcrican Chcmical Socicty. 

in Sec. 5.1.3, imaging gold in air with an STM can damage the surface when using a bias 

greater than = 2.1 V. To prevent this form of damage, we used TOTO-3, a Far-red-absorbing 

fluorophore with an excitation ~naxiinum at 6/12 nm, equivalent to a 1.93 V bias. 

4.2.2 Staining procedures 

My sample-preparation protocol for attaching TOTO-3 to the X-DNA was formulated after 

several cycles of trial and error. The TOTO-3 sample was aliquoted Gom the stock solution, 

200pL of 1 inM sample in diinethyl s~~lphoxide (DMSO), into 10 samples of 100pM each 

in DMSO. Since TOTO-3 is unstable in an aqueous solution, 1 mixed i t  with the buffer just 

before labeling the DNA sample with the fluorophore. When we were ready to label the 

DNA, the TOTO-3 was diluted in buffer and aliquoted into a pipet. The DNA was then 

added to the same pipet, to produce the desired concentration. and left in the dark, at room 

temperature, for one hour. The labeled DNA was then ready to use. 

We tested the usual light emission (by optical excitation) of the fluorophore attached to 

the A-DNA in 4 mM Hepes buffer with 10 mM NaCI and 2 mM MgCI2, by nlaking various 

sol~~tions with different base-pair-to-dye ratios and DNA concentrations. Each solution was 
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Figure 4.7: A-DNA taggcd with TOTO-3 in solution. Scrics of iriiagcs captured showing DNA moving 

by diffusion. Images arc I00 /mi s I00 /mi with 80 ms bctwccn fmmcs. 

D S A  Droplet  

Gold 

Mica 

Figure 4.8: Diagram of thc circuit used for DNA deposition. 

then placed into a chamber to view. We found that using a 10 : 1 ratio with 4 ng!pL DNA 

concentration worked best for viewing the labeled DNA in solution  sing a fluorescent 

microscope with a Texas Red filter set. We used this ratio and concentration for our attempts 

to image the dye in DNA by STM. With this optimal ratio and concentration, we took a 

series of images showing the DNA moving by diffusion in solution (Fig. 4.7). 

4.3 DNA deposition on gold 

DNA needs to be strongly attached for imaging with an STM. There are many different 

methods of attaching DNA to gold, as discussed in Sec. 2.3.1. We chose to use electrostatic 

deposition because the process is simple and has produced good results [5 1,521. 

To begin the proccss of DNA deposition, we first cleaned the gold films using a UV- 
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Figure 4.9: DNA deposited on gold, as imaged by a tapping-modc AFM. 

ozone cleaner [lo21 for 10 minutes to remove any contaminants. After the cleaning, IOpL 

of labeled DNA in a 4 mM Hepes buffer with 10 mM NaCI and 2 1n1M MgC12 was deposited 

on the gold and left for 10 minutes. The gold was then held at a potential of 50 mV relative 

to the solution using the setup shown in Fig. 4.8 and left for 10 minutes. After the 20 inin 

deposition, the gold was rinsed by dipping it in distilled, deionized water [I031 three times 

to reiiiove salts frolii thc surface. The concentration of the DNA attached was evaluated 

using a tapping mode AFM (Fig. 4.9). If there was enough DNA on the gold, it was put 

on the STM and studied with the positive bias connccted to the gold to help stabilize the 

sample. 

We found that it was important to have the MgCI2 in the buffer because without it there 

was less DNA attachment to both gold for our experiment and to mica for checking DNA 

concentrations [104]. The UV-ozone cleaning also helped in attaching the DNA to gold. 

Less DNA was deposited onto samples that were freshly flame annealed but not UV-ozone 

treated than onto treated samples. This may be due to a layer of gold oxide formed on 

the surface by the UV-ozone cleaning [105] which can also change the gold surface from 

hydrophobic to hydrophilic [I 061. 
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4.4 Sample assembly 

During the stick-slip fine approach, vibrations are transfered to the sample. For our samples, 

the vibrations made it hard to obtain feedback without crashing the tip into the surface. 

Because of this, all thin-film samples needed to be attached to a small weight in order to 

make a successful approach. 

To solve this problem, 1 placed a weight on top of the sample to stabilize it, except when 

the optics were set for collecting light. With the objective above the sample and only about 

100pm from the surface, i t  was not practical to place a weight between the objective and 

the substrate. My solution was to glue. using super glue [107], a washer (inside diameter 

of 10n11n and an outside diameter of 14mm) to the downward facing side of the sample 

(Fig. 3.3). This stabilized the gold during the stick-slip approach and allowed the weight to 

hang down outside of the tube scanner and out of the way of the optics. 



Chapter 5 

Results 

In this project, we set out to study the effectiveness of an STM for imaging fluorescent- 

labeled biological specimens. To acco~nplish this. \ve first set up our STh4 for light emis- 

sion recording and tested its capabilities by characterizing plasmon emissions from gold. 

Second, we studied the topography and light emission from DNA attached to gold. Third, 

we extended the capabilities of our atmospheric STM using an argon atmosphere instead 

of air. We then tested whether the results observed in air were affected by the presence of 

oxygen or water vapour. I discuss the results of these steps In t h s  chapter. 

5.1 Gold plasmon characterization 

Our STNI can record light intensity and spectral data produced by tunneling current. To test 

this, we characterized gold plasmon em~ssions excited by tunneling current. The results of 

these tests confirm that our STM is collecting light produced by tunneling current exciting 

localized plasmon resonances and allow us to estimate the light collection efficiency. The 

results in this section were obtained wh~le  working w t h  an undergraduate summer student. 

Otto Verhage [72]. 

5.1.1 Tunneling current 

Gold plasmon emission from an STM is a result of inelastic tunneling events exciting a 

localized surface plasmon. By increasing the tunneling current, one expects an increase in 
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Figure 5.1: Plasmon light emission \WSLIS tunneling currcnl 11 1.6 V bins. Solid line is ~ h c  lincur lit LO our 

data. 

plasnion emission intensity. We recorded the light intensity while varying tunneling current 

to verif~l the light detected is a result of tunneling current. This result confirmed that the 

light emission was directly related to the tunneling current and allowed us to estimate our 

light-collection efficiency. 

We first wanted to confirm that the light coming from the sample was caused by tun- 

neling electrons. Using a Pt-Ir tip and a gold substrate. we recorded the intensity of the 

photon counts as a function of current (Fig. 5.1) with a stationary tip, us~ng our avalanche 

photodiode (APD). We found that the light intensity increased linearly with respect to the 

current set point of the STM, which confirms that the light being produced was from elec- 

tron tunneling. The variations from a linear relationship seen in Fig. 5.1 are likely caused 

by fluctuations in the inelastic tunneling contribution to the overall tunneling current [I 081 

and variations in the tunneling barrier due to contaminants such as water [109]. 

With our setup. we detect only a fraction of the photons emitted by excited plasmons. 

It is useful to study the efficiency of the setup to see where the losses in signal are and 

to confirm that our emission rate is consistent with previous results. We considered the 

following points sr~n~~narized in Table 5.1: 

1. Our STM design, discussed in Chapter 3, has the tunneling tip below the sample and 

the capturing optics above. Because of the poor transniittivity of conducting gold 

(Sec. 4.1.2), the fraction of light transmitted is z 0.15. 
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Figure 5.2: Plnsrnon light emission vcrsus STM bias. 

2. The microscope objective captures only a cone of the emitted light from the surface 

plasmons excitation. The NA of our ob,jective is 0.82 when ~ w d  in air, which corre- 

sponds to a fraction of light collected by the objective of = 0.2'2. 

3. Our collimator has a nuinerical aperture (NA = 0.25) that is slightly larger than our 

optical fibre numerical aperture (NA = 0.22). This causes the light being focused on 

to the fibre to have a larger cone angle than the optical fibre can receive. I estimate 

the loss from mismatched NAs using the square of the ratio of the NAs [l 101. The 

fraction of light that couples into the optical fibre is then zz 0 77. 

4. There is also a loss created by poor focusing alignment. The focusing loss is caused 

by the inexact lateral location of tunneling apex from the Pt-Ir cut tips which are 

large (- 80/1,1n) and irregular, as well as finding thc vertical plane of the substrate is 

difficult because we cannot see thro~~gh the substrate to view the tip when a tunneling 

substrate is in place. The lateral alignment can be improved by translating the optics 

laterally while observing the light emission intens~ty, though movement often causes 

tip crashes. The vertical alignment can be improved in the same way but the STM 

is even more sensitive to this movement, causing the tip to contact the surface. The 
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I Effect I Efficiency 

gold translnittivity 

1 fibre optic transmission 1 0.8 

microscope objective 

NA mismatch 

1 focusing elficiency I 0.23 

APD 

0.22 

0.77 

Spectrometer 

Table 5.1 : Efficiency of the optics used to detect light emission 

0.25 

detector efficiency 

Total efficiency 

STM is likely more sensitive to vertical movement because the objective can easily 

contact the substrate if it is brought much closer than the optimal distance for light 

collection. These focusing challenges made us look for a focus that allows us LO 

collect light for imaging but prevent us from making many changes which could lead 

to a bad tip. To get a rough estimate of the focusing loss, we use a ratio of the 

maximum light emission measured versus the typical light emission measured to get 

an estimated efficiency of = 0.23. 

5 .  Each detector has an efficiency of detecting the light. The APD efficiency is directly 

from the quantum efficiency of the detector at the wavelength of interest and is z 0.9. 

The spectrometer's efficiency includes both its quantum efficiency and that of its 

spectrometer grating. Its overall efficiency is = 0.23. 

0.9 

0.007 

The estimates of the various losses are collected in Table 5.1. They give an overall optical 

efficiency of 0.007 when using the APD and 0.002 when using the QE65000 spectrometer 

[9 11. This means that using the APD, we detect approximately I of every I70 photons 

emitted and, using the spectrometer, approximately 1 of every 500. 

Using our estimated efficiency and our measurement of light intensity versus tunneling 

current, we can compare our results to previously published theoretical and experimental 

estimates of the efficiency of the plasmon emission process. From the linear fit of Fig, 5.1, 

we find that our experimental efficiency for plasmon-induced light emission is 2 5 0 x 

0.23 

0.002 
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Figure 5.3: Spcctra for the light cmission using diffcrcnt bias vultngcs. Thc vcrticnl lines rcprcsent thc 

cut-off wavclcngth (cnergy) for thc bias voltage uscd. 

1W7 photons per electron. Using an optical efficiency of 0.007 (APD case), 1 calculate our 

efficiency of plasmon-induced light emission to be 0.7 s photons per electron. This is 

close to the value of 1 x 10-" photons per electron published previously [66,67]. 

5.1.2 Bias voltage 

The STIM bias voltage setting has an et'fect on the plasmon e~n~ss ion  exc~ted by tunneling 

electrons. The bias voltage affects the intensity of the plnsmon efficiency and the spectral 

emission by controlling the energy of the electrons uscd to excite localized surface plasmon. 

We measured the effect of the bias voltage settings on light emission intensity in air. 

With a stationary tunneling tip, we took many measurements of plasmon emission intensity 

while varying the bias voltage. Our experiment shows that, in air, the peak emission rate 

is = 2.1V with a stationary tip, as shown in Fig. 5.2, which is similar to previous results 

reported [ l  I I]. Below in Sec. 5.3 , we show that this peak value arises because of damage 

by our in-air STM on the gold substrate at high bias voltages. We also studied plasinon 

emission at negative bias voltage and found that therc was little emission at these bias 

voltages, an observation already nlacle by previous experiments [ l  121. The loss of light 

emission for negative sample bias voltage is not understood. 

Using a 1/4 m spectrograph [l 131 equipped with a 300 I~nes/inm blazed grating, we 

studied the spectra of the light emission for different STM bias voltages while scanning, 
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Figure 5.4: Simultaneous topographic and light-em~ssion iniagc of gold at 2.0 V and 50 nA. (a) Topographic 

image. (b) Light-emission image. 

(Fig. 5.3). Particularly :it low bias voltages (1.4-1.6 V), we notice a surprising feature: 

photons of higher energy (shorter wavelength) than that of the tunneling electrons are pro- 

duced. This apparent violation of energy conservation was first discovered by Pechoil el 

al. [I 141 and later concluded to be due to spreading of the fermi level caused by substrale 

heating [I 151. In other words, the energy of the emitted photons derives, in  part, from con- 

tributions by "background" tunneling electrons. The reason that this effect has not been 

seen at high bias voltages is not well understood. We fit the spectra for each bias voltage 

to a gaussian profile to study the peak structure of the emission. The 1.4 V spectrum was 

fit with two peaks. the 1.6 V and 1.8 V spectra with three peaks and the 2.0 V spectrum 

with four peaks. These multiple peaks are caused by the radiative enhancement from the 

resonant excitation of localized surface plasmons [I 161 discussed in Sec. 2.3.3. The po- 

sition of the longest wavelength peak (= 970-980 nm) is constant with each bias voltage. 

but the shorter wavelength peaks are not present at low bias voltages resulting in weaker, 

red-shifted peaks or missing peaks for low-bias spectra. The conclusion is that the peaks 

in the emission spectra are caused by the tip geometry and not the bias voltage, although a 

high-enough bias voltage is needed to observe each peak. 
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Figure 5 . 5 :  A 0.25 x 0.25 /rm2 imagc enclosing a 0.10 x 0. I0 /anlZ arca previously scanned at 2.1 V and 4 .5  

nA. (a) Topographic image shows a squarc area raised by 0.15 nni that is caused by damage to gold using an 

STM in air with a high bias voltage (2.1 V). (b) Simultaneously acquired light-crnission iniagc has a square 

dark rcgion, whcre damagcd gold prcvcnts light emission. 

5.1.3 Plasmon emission and topography 

One can record the simultaneous topographic and photon intensity image while scanning in 

constant-current mode. The two images rcveal information about the srlrface because pho- 

ton emission depends on local surface properties, as discussed in Sec. 2.3.3. This method 

could be used to probe materials in new ways, but, as of yet, changes in photon emission 

caused by surface features are not fully understood [I 171. One obvious mechanism is that 

the finite bandwidth of the STM feedback loop leads to imperfect tracking. The height 

variation in the STM tip would then lead to variation in photon-emission rates. Another 

mechanism is a n~isinatch in tunneling and localized surface plasmon direction at defects, 

discussed in Sec. 2.3.3. 

We created images of light emission and topography simultaneously while scanning 

with the STM (Fig. 5.4). The images show that the light emission corresponds to surface 
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Figure 5.6: ltnrtgcs of DNA showing the changc in topography with diffcrcnt tunneling conditions and 

plasmon emission yucnching by DNA. (a) Topographical imagc with a bias voltagc of 0.73 \I and 1 nA. (b)  

Topographical image of DNA with a bias voltage of 2.05 V and 2.5 nA. (c) Light emission taken simultane- 

ously with (b). (d) I-lcipht prof lc Ibs DNA in (a). (e) I-IcigIiL profile I h s  DNA in (b) .  

features found on the topography. 

While using an STM to image gold in air. one can damage the gold surface by using 

bias voltages greater than = 2.1 V [55,  11 1, 1 141. The large electric fields move around 

gold atoms. usually leading to a raised section and to areas where plasinon light emission 

is no longer possible. I observed this by scanning a square area on our gold sample using a 

bias voltage of 2. I V and 4.5 nA. After the 2.1 V scan, I expanded the range to observe the 

change caused by the previous scan. Our results show a 0.1 nm raised area i n  the topography 

image and a corresponding loss in plasmon emission from the 2.1 V scan (Fig. 5.5) .  The 

loss of emission on a gold surface is theorized to be caused by the molecules absorbed on to 

the surface that create the bump. These absorbed molecules have not been well studied and 

are hypothesized to be carbon contaminants or gold particles redistributed. To explain the 
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Figure 5.7: Light-crnission imagcs of DNA bcco~nc darkcr in s~rcccssivc scans. (a) Light-cmission iniagc 

of  DNA on gold after thc sccond scan. (b) Light-cmission inlagc takcn after translating in thc ncgative y 

direction. Thc DNA that has been scanncd morc than oncc is much darkcr than thc DNA that has bccn 

scanncd the lirst timc. 

loss in emission that would be caused by contaminants, Sivel et rrl. note that the transition 

probability depends on the local density of states (LDOS) of the tip and the subs~rate [ l  1 I]. 

discussed in more detail below (Sec. 6.1.1). Loss in emission can also be caused by the 

increase in tunneling distance when the contaminants are imaged as a protrusion on the 

surface [I 181, discussed in more detail below (Sec. 6.1.2). Another theory for the loss in 

light-emission involves gold rearrangement, Pechou L./ 01. suggest that the disorganized 

atoms of gold will produce a highly perturbed electrostatic surface potential that would 

prevent localized surface plasmons from forming [120], discussed in more detail below 

(Sec. 6.1.3). 

5.2 Imaging DNA 

Our main interest in this pro-ject was to find new ways of imaging biological samples. We 

decided to use DNA as our biological molecule because ~t 1s n well-studied molecule w t h  

many choices of fluorescent dyes that attach to DNA in different ways. 
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Figure 5.8: right emission images ol' DNA without Huorophorcs attached become darker in successive 

scans. (a) First scan. (b) Second scan ovcr thc same area. 

5.2.1 Topography 

Imaging DNA topography using an STM has produced varying results in the past, as dis- 

cussed in Sec. 2.3.2. 1 also found results that varied depending on the sample conditions and 

STM settings. 1 was able to produce contrast inversion between images with settings opti- 

mized for topography and settings optimized for light emission. The topographical images 

of DNA produced using a 0.25 to 1 .O V bias and current set points between 25 pA to 5 nA 

at a line scan rate of 1 Hz were always seen as inverted-contrast images of DNA. The DNA 

in these images have an apparent height between -0.05 to -0.15 nm (Fig. 5.6(a) and (d)). 

When imaging DNA topography using 1.8 V to 2.2 V bias and current set points between 

1 nA to 10 nA at a line scan rate of 0.125 to 0.5 Hz, settings necessary to produce a light- 

emission image: 1 found that the DNA had positive contrast. The DNA in these images have 

a height between 0.1 to 0.4 nm (Fig. 5.6(b) and (e)). Contrast inversion when changing thc 

settings of the STM is expected. The contrast inversion that we saw is likely caused by the 

change in bias voltage as the set point current had an overlapping range for both contrast. 

There are three theories that could explain this phenomena: LDOS changes, tunneling-gap 

changes, or resonant tunneling through the DNA. These are discussed in Sec. 0.2. 
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Figure 5.9: Damage to DNA tlonc by l~~nncling currcnt. (a)  250 s 250 nni2 topographic imagc of DNA on 

gold bcforc light cmission i~ix~ging. Squarc box shows whcrc the light emission images were takcn. (b) 250 s 

250 nm2 topographic imagc of thc salnc arc:\ at'tcr thc light cmission scans. I t  is no longer possible to scc thc 

DNA on a topogrilphic imayc. (c-c) Succcssivc 125 x 125 nm' light emission images of thc DNA in i~nagc a )  

using 2 V bias and 4 nA tunneling currcnt. The iniagc loses cmission over time. 

5.2.2 Light emission 

In an attempt to see fluorophores attached to DNA, we studied thc light emission crcatcd 

by tunneling electrons from the STM on labeled DNA. To excite the fluorophores in the 

DNA, recall that the TOTO-3 absorption maximum is at 642 nm ( I  .93 eV). We thus needed 

to use a high bias voltage (= 2.0 V) for an air STM. In this section, I discuss the results of 

scanning DNA with and without fluorophores attached, using high bias voltages. 

When we scanned DNA using a bias 1 1 4 V and current setpoints between 1 4  nA, 

allowing us to record the light emission, we saw thc DNA as a dark area surrounded by 
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Figure 5.10: AFM cantilcvcr foscc-distance cu~~vcs. Thc solid linc rcprcsent the approach to thc substrate 

and the dottcd linc is thc retraction. (a) R c g ~ ~ l a r  forcc-distancc curve for an AFM using 3 0.8 N/m cantilcver. 

(b) Force-distance curve with a 40 N i ~ n  cantilcver that was used in our cxpcrimcnt. Insct shows that thcrc is 

not a visible ':jump-to-contact". 

plasmon emissions from the gold surface (Fig. 5.6(c)). I t  is important to note that DNA 

shows up as a dark area in plasmon en~ission well below the emission cut-off voltage for 

a stationary tip and a scanning tip in air. We also found this to be the case for DNA with 

and without attached fl~~orescent markers. There are many theories that could be uxci to 

explain this result and I discuss them in more detail in Section 6.2. 

In an attempt to see the effects of attached fluorescent markers, I looked for a change in 

the amount of light coming from the dark DNA area, expecting bleaching of  the fluorophore 

with subsequent scans. 1 did see a general darkening of the DNA from the first to second 

scan, as seen in Fig. 5.7. After seeing this, I wanted to confirm that the change was because 

of  the fluorophores and not the DNA by imaging DNA without fluorophores attached. The 

results for multiple scans of  DNA without attached fluorophores are very similar (Fig. 5.8). 

Thus, light emission from areas covered by DNA decreases whether the DNA is labeled 

with fluorophores or not, and the dark area spreads from the first scan to the second scan. 

1 then studied the spreading phenomena over multiple scans and observed that the plas- 

mon emission qucnching area created by the DNA always spreads from the first image to 

the second image but usually changes little after this. On occasion, the quenched area keeps 

spreading with subsequent scans. This further spreading appeared when there were mul- 

tiple strands of DNA clumped together in an image. F~gure  5.9 shows an example of the 

plasmon emission quenching continuing to spread with multiple scans with "before" and 

"after" topography images. These images suggest that the DNA itseIf spreads out across the 
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Figure 5.1 I : (a) Fnpping-mode AFM image ol'a DNA film on gold alicr scanning a 2 s 2 urn' region in 

contact modc. Thc lowcr ccntral arca shows the change to the DNA when an AFM tip sweeps thc DNA to the 

sidc of thc imaging arca. (b) The hcight tracc is sct to the width of thc fcaturc so it avcragcs the hcight across 

the entirc feature. 

surface. The before and after topography i~nagcs reveal that after the spreading, the DNA is 

no longer visible on a topography image. Also, there is no raised area on the "after" topog- 

raphy image, indicating that thc scans have not damaged the gold surface. We propose that 

the spreading is caused by damage to the DNA. 1 discuss a few possible mechanisms to 

explain the damage in  Section 6.3. 

5.2.3 AFM of STM scanned DNA 

To better understand what happens to the DNA when scanned with an STM. we tried to 

look at the region scanned by an STM ilsing an AFM. At first, we tried to do this using 

separate STM and AFM instruments. It proved to be very hard to locate the region scanned 
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Figure 5.12: linages s h o n h g  the changes madc to :I DNA film using an SIN. (a) Tapping-mode /\I:iLI 

image ol'a DNA film bcfbrc scanning with an S'l'bl. 'l'hc square box is approsimatcly \\!here the STM scanned. 

(b) 'fiipping-modc AFM image ol'a DNA film allcr scanning \ v i t h  an STM. (c) I,ine profilc sho\ving thc height 

katurcs ol- thc lilni before an STM scan. The white linc on image (a) rcprcscnts the location of the linc 

profile. (d) Line profilc shojving the height features of the film nlicr an S'I'M scan. The white line on image 

(b) represents the location of thc line profilc. 

with an STM after transferring the sample to an AFM. We then succeeded in creating this 

image by using the same instrument for both the STM and AFM scans'. As Fig. 5 , 1 0 ( 3 )  

shows, a floppy cantilever is subject to a "jump-to-contact': instability that prevents holding 

the tip at the proper height needed for STM tunneling [122]. A stiffer tip (Fig. S.IO(b)) 

does not show this instability. We then used the same cantilevers for a regular AFM scan in 

tapping-mode to image the area scanned while tunneling. 

Regular conductive AFM tips are not coinmonly used for STM measurements becausc 

they are too Ilexible and bend ~ ~ n t i l  they contact the surface, or ':jump to contact", when 

'Because of the irregular shnpc of the Pt-lr tips and the nccd to look through the scmi-transparent gold 

to see the tip locntion, I could estimate the actual position whcrc tunneling occurred to nn ;muracy of only 

540lim. It \\pas then necessary to find n I s I /tmZ target within 21 80 x X O  / I I ~ '  awn.  I medc mmy STM scans 

close togcthcr for cach attcmpt, but could not scc any effect caused by thc scans In our Inrgcr AFM sciun. 
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Figure 5.13: I-leight change vs. tip-sample bias \;olt:~gc created by STM scans o f  a DNA film. ( a )  'l'hcse 

scans wcrc donc with a constant-currcnt set point, which causcs thc tip-samplc height to tlccrcasc with dc- 

crcasing bias voltagc. The dcprcssion hcight at 0 V represents thc dcprcssion crcatcd by a contact-motlc AFkl 

scan. (b) Thcsc scans wcre donc with a constant tip-S~IIIPIC hcight, achic\al by changing thc current sct point 

and scan speed for each bias voltagc. 

they are brought to within tunneling distance (Fig. 5,10(n)). When a n  AFM tip I S  brought 

toward a sample, the tip is attracted first by long-range van der LVaals adhesion causing the 

cantilever to bend. Van der Waals interaction energy give a 1 h '  dependence on distance 

which causes the strength of the force to increase quicldy as the tip is brought closer to the 

substrate [121]. This attraction is opposed by the elastic restoring force of the cantilever. 

Figure 5.14: Quantum yicld of DNA singe-strand brcaks and doublc-strand brcaks vs. incident clcctron 

cnergy. Rcprintcd figure with the pcnnission 01' F Martin. I' f%urrow. 7. Cai. I' Clouticr. I)  I lunling. and I. 

Sanchc, Phys. Rcv. Lett. 93, 068101 (2004). Copyright 2004 by the Amcrican J'hysical Society. 
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Figure 5.15: Tapping-modc AFM inlngcs showing how the dccrcnscd hcight at low tip-snmplc bias voltagcs 

Icads to more DNA swcpt to thc sidc by our STIM scan. Only thc bias voltagc is changed for each of the four 

scans (a) STJM scan using a I .5 V tip-samplc bias. (b) STM scan wing a 0.75 V tip-samplc bias. (c) STM 

scan using a 0.5 V tip-samplc bias. (d) STM scan usins :I 0.25 V tip-samplc bias. 

As the tip approaches the surface, there is a distance where the force gradient of the van der 

Waals adhesion equals tlie elastic constant of the cantilever. When the tip is brought closer 

than the equilibrium distance, the cantilever becomes unstable and jumps to contact. Oncc 

the tip is in contact with the surface, the bending is reduced as the cantilever is lowered fur- 

ther until the it reaches tip-contact zero force point (no bend). As the cantilever is brought 

closer to the substrate than the tip-contact zero force point, it bends with a positive force. 

When the cantilever is raised from the surface, tlie tip detaches when (again) the attractive- 

forces gradient equals the spring constant of the cantilever [122]. The hysteresis in force 

seen in Fig. 5.10(a) is caused by water layers on both the tip and the surface that create 

capillary adhesion. To remove the "jump-to-contact" instability, we chose cantilevers with 

40 Nlm spring constants, which is stronger than the maxiii~uni attractive force gr a d .  lent on 
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Table 5.2: Settings for our constant-height STM DNA damage scans. Electron dosage is 4 

x 10%-/nm. 

Scan 

1 

approach. This spring constant has been used by other groups trying to use an AFM tip to 

tunnel [123, 1241. We also tested the tips by doing force distance curves on our substrate. 

The curves show that there is no ':jump-to-contact" by these tips (Fig. 5 .  IO(b)). 

We produced a DNA film on gold lo study the effccls of tunneling currcnt on DNA. 

using techniques described in CIi. 4. The DNA film was roughly 5 layers thick, as shown 

by sweeping the DNA away via a contact-mode AFM scan and then in~aging the removed 

DNA using a tapping-mode AFM scan (Fig. 5.1 I). After sc:mning an area with the AFM 

acting as an STM and then imaging that area with the AFM, we saw a change in the height 

of the area previously scanned in an STM mode. This result shows the DNA is affected by 

the STM and appears to be removed from the substrate (Fig. 5.12). This removal could be 

caused either by the AFM tip sweeping aside the DNA or by the tunneling current breaking 

up the DNA. We hypothesize that the breaking up of DNA due to hinneliilg current is the 

main cause of the depression seen in this image. A small amount of DNA does seem to 

be pushed to the side of the STM scan region in Fig. 5.12(b). but not as much as we see 

using the AFM in contact mode. On the majority of scans, very little DNA is pushed to 

the side, and the depression is still present (Fig. 5.15(a)). To quantify the amount of DNA 

build up at the edges of a scan, I measured the height change across the contact-mode AFlM 

image (Fig. 5.1 l(b)) and integrated the area of the depression and the peaks in height. I 

then made the same measurement on depressions created by the STM (Fig. 5.12). The ratio 

of contact-mode AFM peaks to depression is approximately 1 : 2 and the ratio of STM 

Voltage 

0.25 

current (nA) 

0.4 

scan speed (Hz) 

0.25 
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Figure 5.16: I'lasmon light ctnission versus bins voltagc li)r dill'crcnt argon gas flush titncs. 
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dunage peaks to depression is approximately 1 : 6. 

To further test our hypothesis, we measured thc depression height for different tip- 

sample bias voltages using constant scan speed and current set points (Fig. 5.13(a)). With 

these measurement, we discovered that it was important to have more than a monolayer of 

DNA because the depressions were nearly all deeper than 2 nm. We also hypothesized that, 

if we were sweeping the DNA away during the STM scan, the depression height should 

get larger with a decrease in bias voltage, because decreasing bias voltage causes the tip- 

sample distance to decrease. Instead, we see that the depression height follows previously 

published results of quantum yield of DNA single-strand breaks (Fig. 5.14) [125] down to a 

bias voltage of 0.25 V, where the DNA appears to be swept aside. We hypothesize thnt near 

0.25 V, the tip is close enough to the surface to sweep the DNA aside. This is confirmed 

by the increase of DNA at the edge of the depressions f ro~n  0.75 to 0.25 V (Fig. 5.15). In 

Fig. 5.15, one can see that at a high tip-srunple bias voltage, there is little build up at the 

edge of a scan. But when the bias is below 0.75 V, there is an increasing amount of build 

up at the edge of a scan. This should skew our data, leading to an increase in depression at 

low bias voltages because both the sweeping motion and electron damage is contributing to 

the depression. 

To test this hypothesis, we repeated the STM-AFM DNA damage experiment, this time 

keeping the tip at a constant height. To do this experiment, we change the bias voltage as 

before and keep the height constant by varying the current. In order to keep the electron 
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Figure 5.17: Plasmon light emission peak versus argon gas flush time. 

intensity constant for each scan, we also varied the scan speed. In other words we kept 

= constant and changed the scan speed to keep a dosage of 4 x loX e-/nm while 
Vh,", 

scanning (Table 5.2). With a constant tip-sample distance, our results better follow the 

quantum yield of DNA single-strand breaks at low bias voltages (Fig. 5.13(b)). Still, these 

are preliminary results that require more investigation. 

5.3 Argon atmosphere 

The damage done to a gold surface to destroy the plasmon emission in air at voltages > 
2.1 V, might be caused by electrical breakdown of the air resulting in an arc of current 

into the gold [68]. We hypothesized that it was likely the water in the air that caused 

the electrical breakdown. To test this hypothesis, we tried using our STM in an argon 

atmosphere, which would reduce the amount of evaporated water in the system. 

We proceeded by enclosing our STM and flushing our system with argon for increas- 

ing lengths of time. We then recorded the emission intensity of the gold plasmons while 

scanning a region and averaged the intensity for the entire region. This gave us a higher 

cutoff for surface damage in air because this process requires more than a single damage 

event to quench emission. Our results show that the peak emission, and hence the einis- 

sion cut-off due to gold surface damage, shifts to higher bias voltages depending on how 

long we flushed the system with argon (Fig. 5.16). It is also interesting to note that after 
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2 hours of flushing, the emission was not cutoff at the maximum bias voltage we tested. 
We conclude that something in ordinary air, probably water droplets or oxygen, leads to the 

observed breakdown of the gold surface at high electric fields. From a practical point of 

view, this technique also allowed us to collect spectra using bias voltages greater than 2.1 V 

(Fig. 5.17) without a vacuum system. 

When looking at DNA with fluorophores, we did not observe significant differences 

when using argon or air atmospheres. The DNA still appeared as a dark region in the 

plasmon background, and there was still no sign of fluorophore emission at the higher 

voltages able to be used. For this reason, I did not spend a lot of time working with the 

argon atmosphere but spent more time trying to characterize the damage to gold and DNA. 



Chapter 6 

Discussion 

In this chapter, I discuss the results of our experiments and review theories that have been 

used to explain similar findings. First, I discuss high-bias-voltage STM damage to gold and 

review three theories that have been used to explain this phenomenon in light of our finding 

that damage is limited by an argon atmosphere. Second, I discuss the contrast inversion 

and dark DNA images seen while imaging DNA under different conditions. I then review 

the different theories that have been used to explain contrast inversion in light of the dark 

DNA images. Third, I discuss the DNA spreading seen in the dark DNA images and try to 

explain the spreading using recent results in DNA-damage experiments. 

6.1 High-bias-voltage STM damages gold 

We observed that imaging a gold substrate using bias voltages greater than 2.1 V in air 

damaged the gold surface, causing a loss of plasinon emission from that area (Fig. 5.9). 

This result has been seen by other groups using an STM in air 111 1,1201. Here, I summarize 

previous arguments that attribute the loss of plasmon emission to local modifications of the 

gold surface. I also relate our findings to these arguments. 

6.1.1 Local density of states change 

The first explanation of the lowering of emission focuses on the role played by contami- 

nants, Sivel et al. first showed that a gold film covered with a 0.5 nm thick carbon film 
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decreases plasmon emission [I 111. They then showed that scanning the area with a nega- 
tive surface bias voltage partially sweeps the carbon away and restores plasinon emission. 

They hypothesized that this process mimics how an STM creates a non-emissive area. Both 

processes are reversible using a -1.80 V surface bias voltage scan of the area. Sivel et 

al. explain the reduction in plasmon light emission by noting that the transition probability 

for tunneling depends on the local density of states (LDOS) of the tip and the substrate. 

When contaminants are absorbed onto the gold substrate, the LDOS locally decrease for 

a given energy, decreasing the transition probability at that energy. They hypothesize that 

the LDOS for the energy that inelastic tunneling electrons would use to excite plasmons is 

reduced, thus decreasing the photon emission [68]. 

6.1.2 Tip-height change 

Another effect produced by contaminants is that photon emission rates are decreased by 

an increase in tunneling distance when contaminants are imaged as protrusions on a sur- 

face [118]. Smolyanov et al. showed that light emission in air drops exponentially as the 

tunneling gap increases and fit his data using [126] 

with L the intensity of light, w the frequency of light emitted, V the STM bias voltage, d 

the tip separation distance, and k the decay constant. The factor (1 - hl//eV) models the 

effect of energy conservation, as only electrons with energy greater than hv can lead to light 

emission. For a gold surface and platinum tip they observed k = 2.3 nn- l  [126]. In our 

case, the observed emission from high-bias-voltage gold damage is greater than predicted 

using Eq. 6.1. That equation predicts that a 0.15 run tip-sample separation increase should 

decrease the light emission by a factor of 0.71, but the actual decrease is a factor of FZ 0.25 

(Fig. 5.5). Whether a more precise calculation of the light reduction could explain the 

discrepancy is not clear. 

6.1.3 Gold rearrangement 

Another theory for the loss in light-emission involves perturbed areas on the gold surface. 

Pechou et al. studied the creation of non-emissive areas under hydrophobic mineral oil 
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on newly created gold films [127]. Although the oil does not remove all water and other 

contaminants from the surface, it does reduce the amount. In a later experiment, Pechou et 

al. showed that a non-emissive area has an apparent height G 0.1 nm and hypothesized that 

the surface changes at the atomic scale [120]. Based on these two findings, they suggest 

that large electric fields produced by using a high bias voltage form disorganized atoms on 

the gold surface. These disorganized atoms produce a highly perturbed electrostatic surface 

potential that prevent localized surface plasmons from forming. 

6.1.4 Our results 

In our experiment, we find that the dark area produced by scanning with bias > 2.1 V is 

0.15 nm in height and changes light emission by a factor of z 0.25, as seen above (Fig. 5.5). 

When we tried to create dark areas in an argon atmosphere, the bias voltage necessary to 

prevent plasmon emission increased with the flush time for argon into the system. This sug- 

gests that the mechanism creating this change depends on a constituent of air, for example 

oxygen. Perhaps, molecules from air collect on the surface to prevent einission, or they help 

initiate a change in the gold structure itself to create the non-emissive area. It is possible 

to isolate which component of air creates the damage via further experiments using gases 

made of the different constituents of air. To study the possibility that the dark area is cre- 

ated by a change in height, we could measure the change in light emission versus change in 

height for our system to get a better quantitative model of this effect and compare with our 

results. To study the possibility that the dark area is created by a change in the LDOS, we 

could use scanning tunneling spectroscopy to measure the change in local density of states 

or use ultraviolet photoelectron spectroscopy and inverse photoemission spectroscopy on a 

DNA film to measure the occupied and unoccupied states before and after DNA absorption. 

6.2 Contrast inversion and dark images of DNA 

Over the course of this project, we have seen that DNA can appear as both positive and 

negative heights in a topographical image. We have also seen that the DNA appears, in light- 

emission images, to be a dark area in the plasmon light-emission background. I discuss a 

few explanations of these phenomena. 
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6.2.1 DNA-assisted breakdown 

One possibility is that the presence of DNA leads to a change in the gold structure, causing 

the dark areas to form via the same mechanism as with high voltages in air (Sec. 6.1.3). In 

this scenario, the DNA, which is infused with water, catalyzes the breakdown, creating an 

arc of current from the tip to the substrate. Two results cause me to doubt this scenario: The 

dark images of DNA, compared to the background plasmon emission, appear at voltages 

(2 1.8 V) that are lower than those where damage to gold has been seen. Second, the dark 

DNA image is seen using a 2.0 V bias in an argon-flushed atmosphere (10 minutes flush), 

which should prevent damage to the gold substrate. Still, it is possible that the localized 

concentration of water inside the DNA could bypass the usual pathway for this damage and 

allow it to happen under different parameters. One could test this further by drying the 

DNA before imaging. Even so, it is hard to see how the water in the DNA can change the 

contrast of the imaged DNA. 

6.2.2 Tunneling gap changes 

Another possible explanation for the dark images of DNA is a change to the tunneling 

gap by the DNA molecule and counterions. DNA and counterions may alter the potential 

landscape between the tip and the substrate as seen by the STM [128]. This change can 

explain the contrast inversion seen by the STM, but it relies on the increase in tip-height 

distance for the darkness. The change to the potential landscape involves the concentrations 

of counterions changing the tunneling barrier at different voltages. The charge distribution 

on DNA also strongly modifies the vacuum potential, causing the DNA to appear as a pro- 

trusion with low current settings or high voltage settings and as a depression at high current 

settings or low voltage settings. The exact tip-sample bias for this change from a depres- 

sion to a protrusion depends on the counterions present on the DNA and is thus different 

for each sample. To explain why DNA appears as a dark area in the plasmon background, 

note that in an air STM, an increase in the tunneling gap produces an exponential decrease 

in plasmon light emission [126]. Still, this explanation for the reduced emission does not 

account for the measured decrease in emission (Sec 6.1.2, above). Using Eq. 6.1, a 0.4 nm 

height change is predicted to change emission by a factor of = 0.4 to be compared to the 

observed factor of = 0.1. Again, Eq. 6.1 is given without coefficients which does not allow 
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us to rule its use out. 

6.2.3 Local density of states changes 

It is possible that the DNA absorbed onto the surface changes the local density of states. An 

STM probes the unoccupied states of the surface that are eV above the Fermi level [129]. 

As stated above in Sec. 6.1.1, the transition probability for tunneling depends on the local 

density of states (LDOS) of the tip and the substrate. When contaminants are absorbed 

onto the gold substrate, the LDOS locally decrease at a given energy, and this decreases the 

transition probability at that energy. The elastic tunneling channel is then determined by the 

unoccupied density of states at energies E = Ef + eV. For DNA to appear as a depression 

at low eV and a protrusion at high PV, it must decrease the unoccupied density of states 

for low energies and increase the unoccupied density of states for high energies [68]. This 

would give the effect of a depression at low energies and a dark region when the inelastic 

tunneling at high bias attempts to tunnel into the low-energy states and at the same time 

produce a topographic protrusion as the elastic tunneling portion goes into the less occupied 

high energy states. 

6.2.4 Resonant tunneling 

Resonant tunneling can also be used to explain some of the features we see [130]. In this 

scenario, electrons tunnel from the tip into the LUMO of the DNA and then tunnel into the 

gold surface. This pathway exists at bias voltages high enough for the electron to enter into 

the LUMO of the DNA, Vcutof,f When Vb 2 V,,to,f,f the electrons would be able to use the 

resonant tunneling path to tunnel into the DNA, which is above the gold surface, to create 

a protrusion. The resonant tunneling pathway changes how the electrons tunnel into the 

gold which effects the plasmon emission. It is not clear if the electrons tunnel inelastically 

to compete with the plasmon emission pathway or if they would change the orientation of 

electrons passing through the plasmon but if resonant tunneling is to be used to explain a 

change in plasmon emission it would suggest that one of these is true. This would lower the 

probability of plasmon excitation by tunneling electrons and lead to a lowering of plasmon 

emission. 
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6.2.5 Our results 

In our experiment, we find that the dark area created by DNA is present whenever the STM 

bias voltage is high enough to allow a light emission image to be created in a reasonable 

time (1.8 V requires 40 min to produce an image). While collecting the light emission 

image the DNA appears as a protrusion, ranging from 0.1 to 0.4 nm. The light emission 

intensity is reduced at the location of the DNA molecule by a factor of = 0.1. 

It is not clear which of the above explanations is correct from our experiment. Still, 

amongst the various possibilities described above, I believe the most plausible explanation 

is a change to the LDOS. This theory can explain all the features we see when scanning 

DNA and is integral to the tunneling process. It has also been successful in explaining 

similar results seen while imaging oxidized metals using plasinon emission in an STM. 

To further investigate the possibility changes in the LDOS are the strongest contributor to 

the imaging effects, we could use scanning tunneling spectroscopy to the study changes in 

local density of states or use ultraviolet photoelectron spectroscopy and inverse photoemis- 

sion spectroscopy on a DNA film to measure the occupied and unoccupied states before 

and after DNA absorption. As for the other explanations, resonant tunneling surely occurs 

when DNA is scanned using a bias voltage large enough to allow electrons to go into the 

LUMO of DNA. DNA spreading, discussed below also is consistent with this effect. I be- 

lieve resonant tunneling is a contributing factor to our observed results but not the greatest 

contributing factor. It also cannot be used to explain the depression seen at low bias volt- 

ages. To further investigate how resonant tunneling affects DNA imaging, we could use 

scanning tunneling spectroscopy and compare DNA vibrational modes in our plasinon ex- 

citation energy range to investigate whether electrons tunnel inelastically through DNA to 

reduce plasmon excitation. The DNA-assisted breakdown, described above, is not likely 

the reason for the darkness because this would require the DNA to be a catalysis for the 

gold damage, as the dark area appears at voltages well below regular gold damage. The 

changes to the potential barrier created by counterions can explain the contrast inversion 

seen when scanning DNA. To explain the dark area in a plasmon emission background that 

corresponds with DNA, however, requires another theory. I combine a tip-height change 

with the counterion argument to explain the light emission change in terms of this theory 

(Sec. 6.2.2). As stated in Sec. 6.1.4, to study whether the dark area is created by tunneling 
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gap changes, we could measure the change in light emission versus change in tip-height on 

a bare gold sample to get a quantitative model of this effect and compare with our results. It 

is also possible that a layer of organic material or carbon may alter the plasinon wavelength. 

For example, if damaged DNA leaves behind a carbon film, then Eq. 2.32 should use the 

dielectric constant of carbon (= 2.5), instead of air. Doing so would red shift the surface 

plasmon wavelength by a factor of 1.36, moving the plasmon peak from 750 nm (Fig. 5.3) 

to 1020 nm. Using our light detection equipment in this wavelength region, we would have 

a reduced signal because the quantum efficiency is low (Fig. 3.1 1). I believe that more 

than one of these explanations may be contributing to our results, but determining the most 

important factor is difficult. 

6.3 DNA spreading and DNA film depressions caused by 

STM scans 

Our results show a change in the light-emission images of DNA over the course of repeated 

imaging (Sec. 5.2.2). The DNA appears to spread and darken from the first light-emission 

image to the second. After the second image, the DNA changes little if there is small 

amount of DNA. But if there is a large amount of DNA coiled on the surface, the dark area 

continues to spread. Our results also show that an STM scan on a DNA film can create a 

depression (Sec. 5.2.3). The depression height follows the results of electron bombardment 

on DNA films by an electron gun. It was shown that the probability of SSB versus electron 

energies follows a curve similar to base-pair cross sections. We find that STM tunneling 

electrons create a depression height versus bias voltage that also follows closely to probabil- 

ity of SSB versus electron energies. We hypothesize that the changes in the light-emission 

images and the depressions seen on DNA films are caused by tunneling of the electrons that 

damages the DNA. This is surprising because the energy of the tunneling electrons (z 2 

eV) is well below the bond energies of DNA (= 8 eV). In addition, other polymers have 

been successfully imaged using an STM [13 1,1321. In this section, I discuss two different 

mechanisms for DNA damage by tunneling electrons. First, I discuss the possibility that 

the STM current locally heats the DNA to temperatures that destroy it. Second, I review 

recent experiments that show that DNA can be directly damaged by low-energy electrons. 
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6.3.1 Temperature considerations 

Electrons tunneling from the STM tip to the substrate dissipate some of their energy by 

heating the substrate. A hot substrate can denature and even break down DNA. 

To estimate the energy that is transfered into the gold substrate, let us consider the 

electrons as a heat source. The tunneling electrons supply a power 

with P the power, I the current, and V the bias voltage. We observe DNA dainage at about 

2 V bias and 2 nA of current, which gives a power of 2.5 x 10" eV/s. To estimate the 

substrate heating, we use Fourier's law of conduction 

with ,/I the area perpendicular to the heat flow, X the thermal conductivity, and T the tem- 

perature. Using cylindrical coordinates and assuming a steady state, we solve Laplace's 

equation to find the temperature rise, bT = F. The area perpendicular to the heat flow in 

this case is modeled as a half sphere, which allows us to solve for C to find [I 331, 

with r equal to the radius of the electron beam. Using 7.  = 1 x lo-% and X = 1.98 x 

1021 eVIinC, we estimate a local temperature increase of = O.Ol•‹C, well below the increase 

(w 100•‹C) needed to dainage DNA. 

6.3.2 Low-energy electron damage 

An unexpected recent discovery is that low-energy electrons can damage double-stranded 

DNA [134]. The observation is important because it raises the possibility that low-energy 

electrons from a sinall dose of radiation can harm human DNA. Electrons with an energy 

as low as 0.1 eV can cause single-stranded breaks (SSB) in DNA. These new findings 

have caused scientists to rethink the safe dosage of radiation used in different imaging 

processes [l35]. 

Bombarding DNA with low-energy electrons from an electron gun in a vacuum (5 x 

lop9 Ton-) gives a probability 0 (10-~ /e - )  for electrons to cause a SSB in DNA [125,136]. 
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The yield of breaks as a function of electron energy has a sharp peak at e 0.8 eV and a 

broader peak at = 2.2 eV, which Martin et al. point out is close to the modeled electron 

capture cross section of DNA [125]. The SSB probability is significant since STM tunneling 

currents of picoamperes are equivalent to = 10' electrons per second. Such currents could 

result in 2 10"reaks per second while scanning DNA, implying total destruction of the 

DNA. To estimate the number of SSB per base-pair (bp) when imaging DNA with an STM, 

I calculate the number of breaks per second using the set current and probability of SSB, 

and then convert this to an estimate for SSB per bp with the speed of my scan in bp per 

second, 

SSB  - - - SSBls  -- - I K E  

bp hpls  f L / f  

with I the set point current, I\' a constant conversion factor, E the probability of a SSB per 

electron [125], f the scanning frequency, L  the length of the scan line (forward and reverse), 

and i' the length of a bp along a ds-DNA molecule. Using Eq. 6.5, I estimate that scanning 

a 100 nrn%quare area (L =200 nm) at 1 Hz using 1 PA, would produce z 10 breakshp. It 

is virtually certain that a bp will be damaged as we scan over it at regular STM currents. 

Low-energy electrons seem to create only single strand breaks but two single-strand breaks 

in close proximity (5 7 bp) can create a double-strand break [137,138]. The high current 

density in an STM could thus easily lead to multiple double-strand breaks. 

The cross section for single-strand breaks in DNA was studied in the same way using an 

electron gun in a vacuum with energies ranging from 0.1 eV to 4.7 eV [I 391. The effective 

cross section for the production of SSB in DNA was O(10-14) cm2. Interestingly, a similar 

study was done on DNA using electrons of 10 eV to 50 eV; at this energy range, the cross 

section is also O(10-14) cm"l401. From this result, low-energy electrons have about the 

same efficiency in producing SSB as higher-energy electrons, likely because the slower 

speed of low-energy electrons allows more time to be captured by the DNA. 

There are two theories that purport to explain how low-energy electrons (0-3 eV) can 

initiate bond breakage. In the first, the electron is captured by the phosphate group in the 

backbone to form a transient negative ion that causes the break [125, 141, 1421. In the 

second, a break is caused by low-energy electrons that are captured by nucleotides in the 
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DNA and migrate to the phosphate group to form a transient negative ion that creates a 

strand break (Fig. 6.1) [143-1461. Results showing that the SSB probability depends on 

the attached nucleotide imply that the second theory is correct [147]. But the mechanism is 

still under investigation. In either case, after electron attachment, there is a C-0 bond break 

between the sugar and phosphodiester that produces the SSB [147,148]. 

With our results in mind, it is an interesting question to ask whether one can image 

DNA without damaging it. With the calculation above, one would need to scan at 20 Hz 

using 1 pA of current to have a 50% probability of bp dainage. This would allow one to 

image a single bp region with about 500 electrons. Still, with these settings it is likely that 

you would produce enough dainage across 7 bp that a double-strand break would occur. 

This brings into question the use of an STM for imaging DNA at all and also suggests 

another reason why STM imaging of DNA has historically been subject to artifacts and 

difficulties in interpretation [40]. It is possible that imaging DNA under certain conditions, 

such as in a buffer solution or at low temperature, would minimize SSB. The DNA damage 

mechanism discussed here may well be alleviated under such conditions. This is confirmed 

by the greater reproducibility of results for STM imaging of DNA at low temperatures, 

which would likely both supress the reaction and cause damaged bits of DNA to be less 

mobile. [43,44,4649,5 1,521. 
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Figure 6.1 : Proposed mechanism for a single-strand DNA break from low-energy electron attachment to 

a nucleotide, second theory discussed in the text [146]. This diagram shows how two low-energy electrons 

captured by nucleotides in the DNA could migrate to the phosphate group (1-3). Once the electron reaches 

the phosphate group, it creates a strand break (3-4). 
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Conclusion 

In this thesis, we have studied DNA using an STM in an attempt to further fluorescence 

spectroscopy. We began by preparing and testing the STM for studying light emission 

while scanning and then looked for fluorophores attached to DNA using the STM. During 

the experiments, we learned more about DNA and how the STM affects it. 

We began by setting up the STM and characterized its ability to collect light from gold 

plasmons. We measured the light collection efficiency of our APD and our spectrometer. 

Using our measured efficiency, we then accounted for the light lost in our collection optics. 

We looked at the spectrum of plasmon emission and saw the fermi level spreading seen in 

room temperature measurements of this spectrum. Then, we imaged the plasmon emission 

on flat gold and showed that it corresponded with the topographical images. Lastly, we 

investigated the damage done to gold by tunneling electrons that create a non-emissive 

region on the gold surface. 

We then created samples to study fluorophores attached to DNA. We began by devel- 

oping a protocol for preparing flat, transparent, conductive gold on mica. We found the 

optimal values for mica temperature and evaporation rate. After evaporation, we also used 

flame annealing to create an optimally flat substrate. It was important to create a flat sub- 

strate because of the DNA we hoped to absorb and view on it. To prepare the DNA for 

attachment to the gold, we used a specific buffer for better adhesion and attached fluo- 

rophores to our DNA. We checked the protocol for dye attachment by viewing the DNA 

with attached dye in a fluorescence microscope. Once we saw that the dye was attaching 

to the DNA, we used an electrostatic deposition method for attaching the DNA to a gold 
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substrate. This method succeeded in depositing controlled amounts of DNA on our gold 

substrate with minimal contamination. After deposition, we used an AFM to estimate the 

surface coverage of DNA. We created samples ranging from low densities of DNA - a 

couple of strands per micron - to high densities - a DNA film on gold, which was very 

usehl in the measurements made. 

Next, we studied DNA using an STM. We began by looking at topographic images of 

DNA on gold and found that the image of DNA corresponds typically to a 0.1 nm depression 

in the gold surface at low bias. At higher bias, the DNA corresponds typically to a 0.4 nm 

protrusion and appears as a dark area on the gold plasmon background. The dark area grew 

and became darker with subsequent scans. We found that it was not the fluorophores that 

created the described change by loolung at DNA that was not dyed and concluded that 

the DNA itself was changing. We then concluded that electrons might be damaging the 

DNA. A further review of the literature suggested that electrons bombarded onto DNA at 

the energies we were using could damage DNA. 

We next set out to study the damage done to DNA by tunneling electrons using an AFM 

to image a DNA film on gold previously scanned with an STM. We found that the DNA 

film thickness in the area scanned using an STM was significantly reduced without much 

build-up of DNA at the sides of the scan region. We also measured the depression height 

versus bias voltage during a set of STM scans and discovered that it followed previous 

work describing SSB probability versus electron energies for electron bombardment from 

an electron gun. These two results, with the change in DNA light-emission images, led us 

to conclude that the DNA was being broken down by the tunneling electrons. 

Finally, in an attempt to extend the abilities of our STM, we tested the hypothesis that 

gold damage is due to a breakdown in the air. We placed our STM in an enclosure and 

flushed the enclosure with argon gas. We discovered that we could then use higher voltages 

when imaging a gold substrate without damaging plasmon emission. For our experiment 

on DNA, the change in atmosphere had little effect because the DNA still appears as a dark 

region in the plasmon background and spreads with subsequent scans. With a molecule that 

does not break down when bombarded by tunneling electrons, the ability to use higher tip 

biases may be useful for extending the possible excitation energy range. 

In the future, it may be useful to begin by studying fluorophores on graphite, following 

Uehara et al. [27] using recent work on graphene by WA de Heer et al. [149]. For our setup, 
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we could use a thin film of graphite, allowing the fluorophore emission to pass through the 

graphite and be captured by our optics. After demonstrating that we can see a fluorophore, 

we could try using a more robust molecule, such as a polymer already reproducibly imaged 

by an STM [I 3 1,1321, to attach fluorophores to and image with an STM. Using an argon 

atmosphere also allows us to use fluorophores with a lower wavelength, and in the case of 

TOTO-derived dyes, higher quantum efficiency. This may help in the collection of photons 

from a fluorophore. 

For further study into DNA damage, we need to do more measurements of DNA film 

damage versus STM bias voltage to confirm our result. For new experiments, we could 

use the AFM as an STM to create a damaged section large enough that the area could be 

investigated using Auger or produce enough damaged DNA that it would show up in a gel 

electrophoresis measurement. We could also image the DNA on a dilute layer with the 

AFM and then study the changes to the dilute layer caused by tunneling electrons. From 

the difference seen in DNA conductance measurements and DNA damage measurements, 

it may be interesting to investigate whether tethering one or two ends of the DNA to gold 

may help the DNA to not capture the electron but transport it to the gold surface. With the 

AFMISTM setup, it may also be interesting to study the effects of STM scanning on other 

surfaces, including the damage done to gold at high biases in air. 
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