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ABSTRACT -. 

i't 
Metalorganic chekical vapor deposition (MOCVD) is a semiconductor growth 

technique that proceeds by exposing the surface of a heated substrate to vapors of 

different organic molecules. Atomic layer epitaxy (ALE) is a modification of MOCVD 

which alternates the exposure to "apors producing atoms of different columns in the 

periodical table in order to grow the crystal one atomic layer at a time. f 

The ALE growth of GaAs and InAs has been studied in situ by an optical technique 

called reflectance difference spectroscopy (RDS). For GaAs it is demonstrated that 

when trimethylgallium (TMGa) first arrives at the surface there is more than I 

monolayd (ML) of As terminating the crystal. The As lying in the topmost layer does 

not produce, any extra Ga incorporation but plays an important role in the preservation 

of the 1 MUcycle growth regime by inhibiting the desorption of As from the underlying 

layer. , 

The desorption of As from the topmost layer is facilitated by the presence of Ga on 

the surface. This is attributed to the chemical bonding of the As with methyl radicals 

produced by the decomposition of TMGa at the growth surface. The first 0.5 ML of 

incorporated Ga does not form dimers and remains invisible to the RDS measurements. 

The combined role of step edges and the redistribution of first layer As maintains the - 

As termination of the surface until that point. 

The presence of &thy1 radicals attached to the surface permits the deposition of a 

full ML of Ga and preserves the stoichiometry of the process. The methyl radicals are 

also observed to inhibit the formation of Ga droplets on the surface during exposure to 

the group I11 precursor. 

A model using gas phase reactions exclusively is developed and shows that the 

' experimental measurements of the incorporation of Ga during both the ALE and 

MOCVD processes can be reproduced, indicating that gas phase reactions have to be 

Included in any complete picture of the ALE growth process. _ 
The growth of ultrathin InAJGaAs heterostructures by ALE has been characterized 

in situ for the first time using RDS. Significant In segregation is observed when InAs is 



buried with GaAs and none is detected for the inverse structure. This asymmetry 

points to thermodynamic effects during growth favoring the exchange between the top 

and buried layers and bringing the In atoms to the surface. 
\ 

The incorporation of In on GaAs proceeds without saturatio~ for up to 4 ML 
B 

coverage as opposed to the hAs surface where In stops entering the crystal after the 

surface is completely covered. The presence of strain stimulates the formation of 

islands on the surface during In exposure which disrupts the conditions for self-limiting 

growth. 
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1. Introduction 

The level of miniaturization attained in electronics *over the last decades has been 

astounding. In 1989 the price per unit function had shrunk by more than seven orders 

of magnitude compared to the transistors of the late 50's [I]. The trend has remained 

on an exponential growth in the last decade and ever more stringent requirements are 

imposed on the characteristics and performance of the devices fabricated from thin 

semiconductor films. Of all the different techniques available today td grow such 

structures only two have displayed a level of control over the growth conditions 

sufficient to aspire at contributing to the next generations of devices. These techniques 

are molecular beam epitaxy (MBE) with its hybrid form chemical beam epitaxy (CBE) 

or organometallic molecular beam epitaxy (OMMBE), and metalorganic chemical 

vapor deposition (MOCVD) with its various acronyms (OMVPE, MOVPE). 

The ultra high vacuum (UHV) prevailing in MBE permits the use of electron 

beam based measurement techniques which gives it a definite edge over MOCVD in 

terms of diagnostics tools to optimize the growth. On the other hand MOCVD is more 

flexible, allowing the growth of phosphorous compounds more easily and because of 

the simplicity of the equipment reducing the initial capital cost. In the last decade or so 

optical techniques have been developed as in situ monitoring tools to be used in 

MOCVD, paving the way for more detailed studies of the growth process. 

Atomic layer epitaxy (ALE) was first tried on a I I W  system using I 

organometallics in the 80's copying a technique developed for ZnO [2]. The goal was 

to acquire total control of the layer thickness, composition and doping over a large area i 4' 

of the wafer. ALE makes use of a growth environment similar to MOCVD but \ - : 
w+3 \ 

f 



... /.- 
proceeds by alternate exposure to species of different groups separated by short 

purges. Since the process is supposed to self regulate itself, stopping the incorporation 

of an element when the surface is fully covered, both the value and the uniformity of 

the layer thickness are perfectly controlled [3]. The issue of doping is a little more 

d . :  complicated. Even if some material has been grown with purity levels adequate for 

device fabrication high levels of carbon contamination is still a problem today. The use 

of alkyl precursors such as trimethylgallium (TMGa) congbined with the central role 

played by surface reactions in ALE create a situation where the surface is exposed to 

, carbopsontaining groups for significant amounts of time. However, as we will show in 
i7 P 

b b  
- tkd work, the presence of these organic radicals, if undesirable f r m  a purity 

standpoint, is critical to the preservation of a well controlled cycle. 
t 

Other effects such as segregation at the growth interface create challenges for 

the ALE process. Ideally the nature of the ALE cycle should allow for a perfect 

control of the crystal composition at a monolayer (ML) accuracy. Vertical movement 

of atoms through the surface, e.g. segregation, complicates the growth severely. Assan 
L. 

example of-such a detrimental effect consider the case of the single ML InAs quantum 

well in GaAs (SMQW). This structure is believed to be a good candidate to improve 

the efficiency of active layers in some devices by confining the carriers in the InAs 

where they have a much larger mobility. The performance of such a structure defknds 

heavily on the abruptness of the interface. With a well thickness of only a few 

angstroms any variation is expected to strongly affect the dynamics of the carriers. 

This work focuses on the use of reflectance difference spectroscopy (RDS) as 

an in situ probe to study the microscopic mechanism governing ALE, and more 

specifically, the incorporation of the group I11 atom in the crystal. Substantial efforts 

have been made in the last decade to improve the knowledge of the process in the hope 

of improving the performance of the technique. The state of the surface at each stage 

of the incorporation is investigated with RDS and some conclusions can be drawn from 

the data. This constitutes the main topic of this work. - 

Starting from the results of the previous study we then push the investigation of 

the Ga incorporation in GaAs a step further. The kinetics of the growth process have 



f ' & 

been e#plained with two different approaches depending on whether MOCVD or ALE 
\ 

was conddered. Our ALE results suggest that the distinction is not as clear =.was fmt 

assumed. Using conditions thought to be exciusive to the MOCVD process we try 
" 

build a mode1 to explain ALE in terms of gas phase diffusion exclusively. 

In the last part of the thesis we report on some work that was done in=the in 
\o 

situ monitoring of the growth of actual structures. In this case the stqcture was the 

SMQW heterostructure. Indium segregation is a major problem in the growth of such 

layers, and any characterization tool that can provide immediate in situ information 

regarding surface properties is extremely valuable. 

The thesis is divided in the following way. The first two chapters deal with 

some of the theoretical background pertaining to the processes under study. Chapter 2 

L explains the basics of epitaxy with an emph is on MOCVD and ALE. The overview is 'Y 
' 

structured so the main concepts related to'i the present study are discussed. The 

concepts that generated the development of RDS as well as some theoretical treatment 

of the measurements are presented in chapter 3. 

A' detailed description of the different measurement techniques is given in 

chapter 4 along with some information on the experimental conditions of the growth. 

The growth reactor is described as well. The different topics of investigation are 

presented in their own chapters. The main project of the in situ study of the growth -. 
mechanisms of ALE is treated in chapter 5. Chapter 6 gives a description and a 

discussiQirof a simple model to explain the kinetics of the growth processes' in 
* A '  

M O ~ D  and ALE. The experimental results end with chapter 7 where SMQW 

growth is stu7died with an in situ point of view. Finally some concluding remarks and 

comments on future work are outlined in chapter 8. This works has a single appendix 

where a detailed description of the electronic feedback control of the RDS signal is 

presented. 



2. Epitaxy of I ~ - v  semiconductors 

. 
2.1 Metalorganic Chemical Vapor Deposition 

The idea of growing a crystal by exposing an existing matrix t o a  vapor blf moleqdes is 

straightforward. The first challenge one meets, though, comes from the nature of 

semiconductors themselves. Since the electrical properties of these crystals are 

intimately linked to the number of i m p u r i t i e m n t  in them, the "cleanliness" of the 

technique is crucial. In order to illustrate the kind of performance demands that will 

have to be met one has to get a feel for the extreme sensitivity of semiconductor to any 

kind of impurity. A crystal having an impurity level of '1 ppm, or in other words a 

dopant concentration of about 10" cm-', is considered significantly if not heavily 

doped. Layersthat are labeled "pure" or "undoped" have impurity contents in the 10" 
\ 

b 
to 10" M' range. Since the MOCVD process is performed in an environment where 

the pressure varies from 10 to 760 Tom, the purity of the different components (gasses, 

precursors) used has to be very high. 
& '  

# The use sf large organic molecules as a source for the elements to enter the 

crystal'makes the succes of such a task even more challenging,especially since carbon \ 4 

is a dopant for semiconductors of the 111-V family. The naturaltapproach to such a 

growth would be to proceed under an ultra high vacuum (UHV) environment using 

sources made of single atoms or simple molecules. This technique has already been 
, - ?  

developed and is called molecular beam epitaxy (MBE). The imp tovdn t  of crystal .* - . iF 

purity there, is partly a question of vacuum quality. BOA MBE and MOCVD re$ on 
e 

source purity askwell. Apart fro4 the complexity and costly nature of the equipment 



there are a number of problems thai arise from the UHV technique as well. MOCVD 
.e 

haj turned out to be not only more cost effective compared to MBE but more flexible. 

permitting the growth -of a wider variety of materials. This has created tod,ay's ' - 
~. 

situation where MOCVD claims ever increasing parts of the world's semiconductor 

thin films industry and is expected to continue doing soointo the next century. 

ALE has been borrowed from workadone initially on 11-VI semkonductors. 

The physical conditions are the same & the ones used in MOCVD except that the 

vapors are not introduced in the chamber simultaneously. Each is supplied 
0 

sequentially to the surface, separated by a -purge. In this way no interactidn is possible 

between the different molecules in the gas phase. under well eontrolled conditions, the 

growth produces one atomic layer of i- a time over the entire surface of the 

. substrate. The ideal result is a perfect control over the layer thickness and 
-$- 

composition. The reality -is considerably different, as will become obvious in the 

following pages. + 
The technique has been used with variable success over several different A 

v 
systems. The development of novel in situ techniques such as RDS provides - 

&pplementary means of gaining knowledge on the intimate workings of the growth, 
.. and improves the odds of solving the different problems. 

The following chapter will give a brief review of the principal ideas behind both , 

techniques. The first section will give a simple picture of the MOCVD process. The 
0 

concepts are presented in semi chronological way: i.e. the different topics are discussed 

in the order that they appear in the lifetime of a precursor molecule in MOCVD,hm 
1 

its extraction from the liquid ph'ase in the bubbler to its dissociation and incorporation 

into the crystal. The description is not intended to be complete. Only the basic 

principles will be discussed in order to provide the reader with the necessary tools to 

appreciate the different topics of this study. A more complete discussion has been 

published by Stringfellow [ 1 1. 

The I b t  section of the chapter will give a description of the ,experimental setup 

used for the different projects. The procedure used to calculate the different flows 

from the precursor vapor pressure will be summarized. along with details on the 



different organometallic compounds used. The chapter ends with a description of the 

pre-growth sample case where the wafer used were not "epi ready". 

2.1.1 Delivery of the pre/ursor molecule 
/ 

The first part of the MOCVD process is concerned with delivering the organic 

molecules used in the growth. This must be done in a quantitatively accurate manner in 

order to keep control over the growth process on the surface of the wafer, at the other 

end of the line. The method is very simple and uses basically only ideal gas law 

principles. 

The precursors are stored, in.liquid form, in stainless steel vessels which are 

kept at a stable temperature by being immersed in a temperature controlled etbylene 

glycol bath. The control system has an accuracy better than 0. I OC. Fig. 2.1 shows a 

schematic description df the setup. The vessel is equipped with two stainless steel 

Fig. 2.1 Side view of the vessel used to store and supply the 
organometallic precursors. 

access ports: an inlet port which goes deep into the liquid. and an outlet port that / 
collects the vapor. Hydrogen is forced into the precursor liquid and the bubbles that 

form float to the surface, becoming saturated with precursor vapor along the way. The 

gas phase on top of the liquid is assumed to be in thermodynamic equilibrium with the 



liquid. The precursor 

growth system. 

The exact flow 

vapor is then collected from the-outlet and injected into the 

of precursor vapor (f,) in the gas mixture coming out of the 

bubbler can be calculated from the ideal gas law and the assumption that the vapor 

reaches its equilibrium partial pressure at the outlet. 

- The parameters that need to be controlled precisely are: the temperature of the 

bath (Th), the pressure in the bubbler (PB),  and the flow of gas passing through it (F). 

The partial pressure ( P I )  of the liquid is taken from the literature or from the 

manufacturer and is a function of the bath temperature. The accuracy of control of' 

each of these parameters determines the total precision in the flow of molecules 

extracted from the bubblers. We have already stated that the temperature is kept within 

0.1 "C of the nominal value. The pressure controllers have an accuracy better than 

0.5% and the mass flow controllers are-used in the top 90%[of their range where their 

accuracy is better than 1% of nominal. The given value for the precursor vapor 

pressure is assumed to have an accuracy much better than that of the bubbler pressure 
Q 

so it can be neglected. The calculated value for the molecular flow coming out of the 

bubblers is therefore better-than 1.5% for all flows. Values for the different precursors 

used in our study are summarized in table 2- 1. 

Precursor 

trimethylgallium (TMGa) -10 1 200 37.1 14.3 

triethylgallium (TEGa) 15 780 2.4 1.4 

trisneopenty lgallium (TNPGa) 28 800 0.03' 0.0 1 * 
trimethylindium (TMIn) 18 800 1.47 0.82 

tertiarybutylarsine (TB As) 7 .  800 71.9 8 44.1 

Table 2- 1 Summary of the physical parameters of the different precursors used in this study 
* Values obtained from kinetic studies (see chapter 6). 
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2.1. Hydrodynamics in the reactor chamber 

The accurate modeling of the gas flow dynamics in a MOCVD reactor has been the 

subject. of seved studi tc- s with both vertical [4, 51, and horizontal chamber geometries 

@, 71.   or the vertical reactor used in this work the gas is injected through the top and 

comes down towards the susceptor as a laminar flow. A more detailed description of - 
the growth chamber is given in Fig. 4.1. The gas reaches the surface of the susceptor 

(sample stage) and is diverted sideways. The region immediately above the susceptor is 

the region where the details of the gas flow influence the growth parameters. This is 

also where they are the most complex. The contact between the gas and the surface of ' 

the susceptor produces a layer where the gas velocity is greatly reduced, and is 

negligible at least in the direction normal to the surface. This region is called the 

"stagnant flow" or boundary layer. In this region the precursor molecules are not 

dragged along with the carrier gas, since there is no noticeable amount movement of 
5 

the gas towards the surface. They must diffuse through the boundary layer in order to 

reach the surface. This is a fundamentel difference between MOCVD and other UHV 

techniques like CBE that use organometallic molecules as precursors. In the latter case 
\ 

the dynamics are in a molecuku flow regime where the precursor molecules reach the 

surface in a ballistic fashion withoGt any interactions with a carrier gas. 

\ s 

Several other effects can affect the dynamics of the gas over the surface. 

Because the susceptor is heated, there is a strong temperature gradient in the region of 
. 3 

the boundary layer which generates convection flows. Even with the use of several 
\. 

X 

simplifyhg- assumptions. the solving of the hydrodynamic equations requires the 

computing power of supercomputers. We will present a very simplified picture of gas 

dynamics in chapter 6 as part of a simple model for the incorporation of Ga in GaAs 

MOCVD and ALE. The main point to remember is that the precursor travels through 
C 

the whole system as a diluted part of the carrier-precursor gas dxture, and once it is 
4 

near the surface, only ailfusion within the mixture brings it to the surface. The 

strongest evidence of this aspect of MOCVD'is the temperature independence of the. 
- 

growth rate over a certain temperature range. In this range the precursor is 

incorporated so quickly into the crystal, because of the extremely high reaction rates on 



the surface, that the rate limiting factor becomes the diffusion of the molecules through 

the boundary layer, which depends only on the pressure of the gases. More details on 

the effects of gas dynamics on the growth rate will be given in chapter 6. 

misty of dissociation of the precursor molecule 

of the reactions taking place over and on the heated substrate surface is a 

and still the subject of debate today. We discuss in this section the-way 

the precursor molecule dissociates prior to its, incorporation in the matrix. We leave 
'J the processes happening at the surface, such as the formation of kinks and the 

adsorption, migration and incorporation of the atoms in the crystal for the next section. 

We deal specifically with reactions taking place in the gas phase immediately over the 
- 

surface. 

Several studies have considered the decomposition of organometallic molecules 

in a heated gas environment. Of the precursors used in this study, all 'but 

trisneopent~lgallium (TNPGa) have been studied extensively. The number of different 

decomposition pathways and the nature of the reition products are varied d d  depend 

on several conditions such the nature of the molecule, the carrier environment, the 

temperature, the pressure etc. The details of such reactions lies beyond the scope of 

this work so we will restrict the review to two dissociation paths, namely homolytic 

fission and p-elimination, since they characterize -the decomposition of all the 

. precursors that we have used. 

A molecule in a gas environment at high temperature collects significant amount 

of energy that can become large enough trigger its dissociation. Because it is moving 

through a gas it undergoes numerous collisions with other molecules and ions as well. 

These lunds of reactions are of two basic kinds called unimolecular and bimolecular. 

The unimolecular reaction happens when a molecule uses its internal energy to 

dissocjate. The generic equation for such a reaction is: 

The first-order rate constant for such reactions is given by: 



where k and h are Boltzmann and Planck constants and AS and AH represenk 

respectively the change in entropy of the system and the thermodynamic enthalpy 
- 

difference which is the difference between the activation energies of the forward and 

inverse reactions. Two examples of unimolecular reactions are homolytic fission, and 
B 

trimet hylgallium triet hylgollium 
C2Hs \ \: H  C2H5\ +., 

Ga- CZHS -> G o . . ~ t , C 4 2  
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8- hydride 

. Fig. 2..2 Comparison of the dissociation m 
hydride elimination). 
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elimination 

diet hylgollme ethylene 
echanisms for TMGa (homolytic fission) and TEGa (P- 

p-elimination. In the first case the reaction consists in breaking one of the molecule's 
/ 

chemical bonds by stripping a part of the molecule from the other. P-elirninatiow o n  

the other hand, proceeds through a rearran$ement of the bond structure in the 

molecule. Fig. 2.2 shows an example of each reaction. First, homolytic fission 

governing the dissociation of TMGa and a process called b-hydride elimination 

suspected to dominate the dissociation of TEGa. In the former case, one of the ethil 
li 

rli 
radicals-is slightly" distorted so 4 different atoms interact together. This type of 

@ 

unimolecular reaction is called a "four center" reaction. When the molecule reaches the 

proper configuration through slight modifications of bond angles, the bond structure is 
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modified so two distinct stable molecules are formed. In the example, one of the 

hydrogen atoms from the ethyl radical's tip transfers its bond from the second carbon 

to the Ga atom. Meanwhile the first carbon of the radical does likewise, transferring its 

bond from the Ga to form a double bond with the second carbon. The products formed 

in this way are diethylgallane and ethylene. Since no bonds haye been severed during 

the reaction the total activation energy is expected to be lower than straight homolytic 

fission. This i,s confirmed by the fact that TEGa is observed to decompose at around 
- 

300•‹C compared to 450•‹C for TMGa, which decomposes through homolytic fission. . 
In the case of a bimolecular reaction, the molecule undergoes a collision with 

- another species. In this case the equation looks like this: v 

The reaction takes place during a collision between two molecules so the 

equation rate is scaled by-the colJision frequency in the gas Z~B:  

Ir - p Z e-EIRT 
kAB - AB AB ( 2-5 1 

 he Sterie factor PAB represents the probability that two reactants having 

enough energy will be in a favorable configuration for the reaction to occur. In both 

cqes the rate of reaction depends exponentially on temperature. When plotted against 
. . 

1/T the logarithm of the rate constant kAB follows a straight line with a slope that is 

proportional to the activation energy of the reaction. This type of plot is called an 

Arrhenius plot and is the standard method of measuring E. 
-. 

- 2.1.4 Surface reactions 

MOCVD usually operates in the temperature regime where the growth is'limited by 

mass transport. The molecwssociate  during their diffusion through the boundary 

layer and enter the matrix rapidly upon contact with the surface. The precursor f l~ws 

are adjusted so the number of molecules from the group V dominates'the group III by a 

factor of 5 to 40 for arsenides. The ratio of the number of malecules from the two 

groups is called the :V/III ratio". Because of this domibance thesurface is considered 

to be continuously covered with As during the growth. The growth rate is then limited - 
B 



by the rate of incorporation of the group I11 species. Any molecule from that group 

arriving at the surface rapidly finds a chemisorption site, incorpocates into the crystal 

and is immediately covered by another As atom. - rv 

. . The sites that are most likely to favor chemisorption are the step edges and 

kinks. At these locations there is a larger number of bonds available, resulting in more 

favorable conditions for chemisorption. The incoming species can create new bonds 

with atoms underneath it as well as immediate neighbors. The growth therefore 

proceeds in a fashion where existing atomic step edges propagate along the surface 

un t i l  they meet. another and coalesce, or reach the edge of the sample. Since the 

incoming species must migrate on the surface to reach the proper chemisorption sites, 

the evolution of the step structure during growth will vary depending on the mean free 

path of the migrating molecules. When the mean free path is large the molecules can 

travel very long distances to reach a step edge. This leads to a growth mode where the 
d 

existing step edges grow at similar rates and the surface sees a succession of long step - 
edges traveling across it. This growth mode is called "step flow growth regime". , 

When the mobility of the species is reduced and a significant number of them cannot 

4 reach an edge, they incorporate in the middle of a terrace andytart the growth of a 

small island as more species collect around its edges. This growth mode is labeled 

"island growth mode". Under most conditibns MOCVD proceeds in the step flow 

mode with terraces reaching microns in size. An example of such a growth is given in 

Fig. 2.3 by an AFM picture of the surface of a GaAs layer grown by MOCVD at 580•‹C 

using TEGa as the Ga precursor. The terraces are several thousands of angstroms in 

size, testifying to the large surface mobility of the chemical species. 
* 

3 
2.2 Atomic Layer Epitaxy 

Most of the previous discussion still applies for the ALE process. The molecules are 

extracted from the liquid in the same fashion and carried to the growth chamber 
? 

through the same System as for the MOCVD process. The main differences between 

the two growth methods reside in the chemistry taking place over and on the surface. 
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The first concern in ALE is to remove the reactions in the gas phase by 

performing the growth at low temperature and using fast gas velocity. These 

conditions reduce the thickness of the boundary layer and make the dissociation of the 

diffusing molecules in the gas phase less likely because of the shorter time taken to 

re@ the surface and the smaller amount of thermal energy available for dissociation. 

Surface kinetics qd-chemistry therefore play a central role in ALE. In fact, as we will 

show, a careful study of the growth rates in ALE as well as MOCVD show that this 

last claim might haie to be modified somekhat. Iri chapter.6 we popose a model 

based exclusiv~ly on gas phase reactions to explain the experimental growth rate 
b 

measurement and obtain surprising results suggesting that gas phase reactions cannot 

be totally discarded in the understanding of the ALE process. The ALE-proc& is 

much less understood*than MOCVD and consider&le work remains to be done to 

obtain a satisfactow picture of the growth. Other problems such as large amounts of 

carbon contamination of GaAs layers grown by ALE demand a more fundamental 

understanding of the growth process if a solution is to be found. The main topics that 
F 

will be ~utljned in'this section Cover the basic principles behind ALE. The first section 

deals with the components of the ALE cycle and the role OF each parameter in the 

growth. 'The following section will explain what is meant by self-limiting growth and 

will outline the different models that have been proposed in the literature to explain this 

behavior. This explanation will act as a backdrop for gur own efforts to try to gain 

more insights in ;he self-limiting behavior of ALE. The last sectiop will summarize the 

problems that need to be solved if ALE is to be used extensively in the production of 

devices. The most notorious of these is the large amount of carbon that contaminate 

GaAs layers when TMGa is used as t h e ' ~ a  precursor. Even if the reason for such high 

incorporation is relatively well known, the exact process of carban incorporation is still 

under investigation at this point in time. 

3 



Fig. 2.3 AF'M image of the surface of a GaAs layer grown at 580•‹C by 
MOCVD. , 

2.2.1 The ALE cycle 

ALE proceeds by alternatively exposing the surface to flows from group I11 and group 

V vapors. If the process is well controlled each exposure is expected to fully cover the 
I 

surface and a full ML of material is grown during each cycle. This is done while all the 
4 

unwanted species present at the surface are rejected to the gas phase and prevented $ 

- * 

from entering the crystal and contaminating it. This process seems at least as unlikely 
a 

as the basic idea behind - MOCVD. It is nonetheless the result that is intended with such 
c 

a method. The cycle is made of four time-steps in different gases in the growth 

chamber. .The cycle starts with the surface he1 librium under a flow of the 

group V precursor. In the case of GaA system that precursor is 

tertiarybutylarsine (TBAs). The surfaceJstate is stable and the surface coverage is 

constant. The TBAs flow is then terminated and the chamber is purged of this 
, 

precursor. During that period the surface state evolves according to the growth 

conditions. After this hydrogen purg~cycle, the group 111 precursor, TMGa for 
rs 

* 



example, is introduced into the chamber. Ga atoms are added to the surface until it & 

completely covered a d ,  if the conditions are properly maintained, no more 

incorporation occurs beyond this point regardless of the duration of the exposure or the 
\ 

TMGa concentration. .This property-of the ALE cycle is cd.led self-limiting growth% 

behavior. A more detailed description of the process is given in the next section. 

Once saturation is reached the chamber is again purged of the group III 

precursor to prepare it for the group V exposure. The same criteria apply to this 

exposure 'as well. The surface becomes saturated with As and the cycle is repeated. 

The optimization of 'such a process can be quite challenging considering that the * 

number of parameters to vary is considerable. There are the flow rates and exposure 

times for all precursors. The length of the different purge times and the growth 

1 temperature need to be adjusted as well, malung the determination of the optimal set of 

parameters for a given compound a serious endeavor. The cycle needs to be adjusted 

so that the surface is fully covered during each precursor exposure. Since carbon 

incorporation has been attributed to the long exposure of the surface to carbon- 

containing radicals, shortening the group 111 exposure and the following purge step is 

more likely to diminish such an effect. Growth rate is also a factor to take into account 

when determining the ALE cycle, since it depends on the total time needed to complete 

each ML. Shorter cycles will produce a higher growth rate and make it possible to 

grow complicated stkctures in a more reasonable time. 

2.2.2 Self-limiting growth 
. - 

The ability of the surface to self regulate the incorporation of atoms is the key to an 

efficient ALE process. In this fashion some variation in the different parameters used -+ , 

during the growth is possible without affecting the condition of 1 ML of material being 

grown at each cycle. This strong control over the growth rate provides ALE with 

extremely good uniformity in the layer thickness. Variations of a few percent in the 

thickness of a layer over a 3" wafer has been measured under ALE mode compared 

with a change of about 50 % for conventional MOCVD in the same reactor. [8] The 

determination of the different parameter ranges over which the growth rate remains at 



1 MUcycle is usually performed by measuring the thickness of a layer grown with 

different values of a chosen parameter. This method' is very time consuming .and 

requires significant post growth treatment of the samples. We demonstrate in this work 

the use of in situ RDS to probe the surface in order to reach the optimal set of 

parameters in a small fraction of the time normally necessary for such a task. 

The physical and chemical factors that explain the capacity of a crystal surface 

to protect itself from continuous incorporation of atoms after it has been covered by a 

monolayer is still a very active area of study today. Surface science methods have been 

used to probe the chemical properties of the different surface structures produced by 

exposure to the different precursors with results that are so varied that no consensus 

has emerged in the understanding of self-limiting growth behavior. We now outline 

the different arguments that form the basis for the three main proposed pictures for 

self-limiting growth. In each case the experimental evidence that stimulated the 

formulation of the models will be given along with a brief dehiption of the 

mechanism. The pictures have been developed to explain results obtained for the 

growth of GaAs using TMGa as the.Ga precursor, but the basic principles can be 

applied to other As-based semiconductors and different precursors. 
t. 

2.2.2.1 selective adsorption model - 
When an As-terminated surface is exposed to TMGa, the molecules join the crystal, 

modifying the surface stoichiometry from an As to a Ga termination. Once this ptocess 

has been completed the TMGa moIecules, which are still supplied to the surface, 

change their dissociation behavior. In the selective adsorption (SA) model it is 

assumed that TMGa stops decomposing if it can't find a site on the surface terminated 
' 

by As. At complete coverage the TMGa molecules no longer stick to the surface and 

return to the gas phase without producing any further Ga incorporation. 

In support of this model, As-terminated GaAs surfaces were exposed to TMGa 

for a time longer than that needed to completely cover it with Ga. The samples were 

then taken under UHV to a different chamber where surface measurements such as x- 

ray photoelectron spectroscopy (XPS) were performed on them. These measurements 



have not detected any amount of excess Ga or C. [9, 101 The absence of excess Ga 

indicates that no droplets are formed on the surface, and the low carbon content implies 

that alkyl radicals are abseni from the surface. Since t b  surface appears to be 

completely "bare", the only possible mecipnism responsible for self-limiting growth 

has to .be some kind of site selectivity on the part of the incoming molecules. This 

model has several shortcomings as pointed out by Creighton et *a[.. [I I ]  The first 

problem with such measurement is the fact that it is performed ex situ. The time 

required to cool the sample down to room temperature and to transfer it to a different 

chamber is sufficient to allow the desorption of most volatile species from the surface. 

In the case of GaAs grown with TMGa the measured lifetimes of methyl radicals on the 

surface are of the order of a few seconds at 450•‹C so it is likely that most radicals 

present have left the surface by the time the measurement is performed. Creighton et 

(11. further argue that droplets with small dimensions (< 0.5pm) are virtually invisible to 

techniques such as XPS. 

2.2.2.2 Adsorbate inhibition model 

Since the TMGa molecule reaches the surface at varying stages of decomposition it is 
. . 

expected to adsorb on the surface while still attached to one or more methyl radicals. 

The radical(s) then act as a shield against further reactions with other molecules. The 

proponents of the adsorbate inhibition (AI) model attribute an even more important 

role to the radical by claiming that because of their size, the undecomposed Broups 
\ ' 

effectively block a certain number of neighboring sites and prevent. their interab~ons 

with incoming molecules. The coverage of the surface then becomes limited by the rate 
n 

of desorption of the radicals. We will discuss this approach further in this work and 

' show that this argument is not necessaty to explain the kinetic results. Previously 

reported high temperature ALE of GaAs [ 121 cannot be explained by this process alone 

since the lifetime of methyl radicals beyond 500•‹C becomes negligible. It has been 

argued that a difference in the method of measuring growth temperature could explain 

such a discrepancy. We treat this problem and suggest an alternative interpretation 
1 

later in this work. 



2.2.2.3 Flux balance model 

According to the previous two pictures the surface becomes totally non reactive when 

it is saturated with Ga. vu  et al. have measured the dissociation probability of TMGa 

on a Ga saturated surface and found that it remained high (0.6) at normal ALE 

temperature (425•‹C) [I31 meaning that TMGa dissociates even on a Ga terminated 

surface. According to the other models this probability should drop to zero when the 

surface becomes entirely covered with Ga and the TMGa molecules should return 
8- C 

intact to the gas phase after inte;acting with the surface. This result means that even - * 

a i * + 

when covered with Ga the surface still reacts with TMGa molecules but does not 

include more Ga atoms. This is why they proposed a model saying that TMGa does 

decompose on thd surface but one of the reaction products (Ga(CH3)) that .is returned 

to the gas phase contains a Ga atom. The balance that is established between incoming 

and rejected Ga atoms, preserves the stoichiometry of the surface. 

2.2.3 Carbon incorporation 

GaAs layers grown by ALE with TMGa as the Ga precursor are typically p type  with a 

hole concentration around 10l8 cm-'. This level of residual incorporation is too high for 
I 

many possible applications. Secondary ion mass spectrometry (SIMS) has shown that 

the residual dopant was carbon. [14] Carbon atoms having four valence electrons are 

called "arnphoteric" because they would act as a donor on a Ga site (CGa), and as an 

acceptor bn an As site (Ch).  In GaAs grown under our conditions the acceptor Ch is 

preferentially obtained. Unintentional carbon incorporation- is one of the main 

challenges facing ALE at present and a better understanding of its mechanism is the 

first step towards a solution to the problem. Some trends have been observed by 

varying different components of the ALE and measuring the effect on the carrier 

concentration. The main results can be sumrnarized'as follows: 

The carbon concentration increases with 

longer TMGa exposure time, 

higher TMGa flow, 

shorter ASH, exposure time, 



lower AsH3 flow. 

These effects can be explained by the long contact of the surface with methyl 

radical adsorbates. The most obvious way to solve this problem would appear to be to 

purge the surface for a long time after the TMGa exposure to remove methyl radicals 
* ,  

from the surface. Experiments ave shown, however, that long purges following 
i a, 

TMGa exposure have little or no effect on the carbon incorporation, suggesting that 
.. 

carbon f ncorporation occurs during the TMGa exposure, possibly simultaneously with 

the chemisorption of the molecule. [I51 Since methyl radicals are recognized as the 

carbon source, the use of alternate ljrecunors pmduiing different kinds of adsorbates 

could constitute part of the solution to the problem. TEGa has been used to grow 

layers by MOCVD with significantly lower carbon concentration, but the lack of self- 

limiting growth with this compound makes it a poor candidate. In the present study we 

report the characterization of a new precursor, trisneopentylgallium (TNPGa) as a 

possible candidate for the growth of high purity GaAs by ALE. The rationale behind i 

the use of such a molecule is twofold: I )  The neopentyl radicals have a'weaker bond-to 
4 - - ?5 

the Ga atom malung their desorp~ion frdm the surface easier. 2) The configuration of 

the molecule is expected to produce a dissociation through homolytic fission which will 

preserve the neopentyl radicals which can then act to maintain self-limiting growth. 

The details of the study are given in chapter 5. 



3. In situ monitoring 

MBE and other UHV epitaxy methods have benefited greatly from the development of 

electron beam based techniques such as reflection high energy' electron diffrqction 

(RHEED) and surface chemical analysis like XPS and Auger electron spectroscopy 

(AES). The wide range of in siru tools available has provided the crystal growers with 

a wealth of information on the microscopic mechanisms of UHV epitaxy. MOCVD on 

the other hand h& been developed mainly on ex situ measurements and post growth 
-1 

diagnostics, since the lack of a UHV environment precluding the use of ebctron beam 

techniques. This situation prevailed until the late 80's when the first in situ 

measurement technique, namely reflectance difference spectroscopy (RDS) was 

developed by Aspnes. [16] Since then several alternatives have been proposed, 

increasing the number of options available to study MOCVD growth. [I?-211 

The surface sensitivity of RDS comes from the intrinsic anisotropy of the top 

layer of the semiconductor. Because there are unfilled electronic bonds in the topmost 

layer, this layer will lower its collective energy by forming pairs of atoms, called 

dimers. As it turns out under most situations, all the dimers are formed along the same 

direction creating a strongly anisotropic layer. The underlying atomic layers, being part 

of the bulk zincblende structure, are optically isotropic. By measuring the optical 

anisotropy of the crystal, one gets information coming from the surface layer 

exclusively. This forms the rationale behind a technique such as RDS, 

The present chapter is structured in the following fashion. We first give a brief 

review of the main concepts involved in the reconstruction of the top layer of a crystal, 



since this constitutes the basis for RDS measurements. A simple theoretical analysis of 
1 

the RDS setup follows and shows how the surface anisotropy information is extracted. 

* 

3.1 Surface reconstructions 

When the surface of a semiconductor crystal is allowed to relax at high temperature it 

can lower its total energy by forming dimers. This section explains phenomenologically 

how these pairs are formed and shows how they are interesting from the point of view 

of optical anisotropy. A simple interpretation is illustrate'd in Fig. 3.1. 

Let us assume for clarity that the circle represent Ga atoms and the squares As 

atoms. If a crystal with the zincblende structure, say GaAs is cut across the 

(001)direction the top atomic plane has a square structure. An example of such a 

plane is illustrated in Fig. 3. la. In this case the Ga atoms have two bonds coming out 

of the image that are aligned in the (I 10) direction and two bonds going into the image 

aligned along the (I TO) direction. These two directions constitute the main axes of the 

surface. ~ h l s  plane has the same configuration as any other Ga plane in the bulk 

crystal. The RDS measures the average signal coming from all the bonds, and since 

there are as many bonds in one direction as there are in the other, any anisotropy 

coming from one type of bond is cancelled by the signal coming from the other type. 
t 

When an As plane is overlaid on the original surface, each atom from this plane 

has two bonds with the first layer. In the example the bonds are along the (1 10) axis. 

The remaining two bonds remain unfilled. These dangling bonds are represented by 

lobes in Fig. 3.1 b and they are all oriented along the (I TO) cpstal axis. Interactions 

between these orbitals from first neighbors create dimers with en&gy levels similar to*a 

diatomic molecule as seen in Fig. 3. lc. The surface reconstruction is sthen labeled 

' "(2x1)" to represent the change in of the surface symmetry. In order to 

preserve the charge neutrality of the surface it has been shown that one dimer in every 

four has to be removed. [22-241 An example of the reconstructed surface is given in 

Fig. 3.ld. A dotted box shows the unit cell of the surfa~e which is labelled as (2x4) 

symmetry. 



(a) '(1 X 1)' (b) '(1 11)' 

(d) '(214)' 

Fig. 3.1 Simplified view of the surface reconstruction of a zincblende semiconductor 
like GaAs. The circles and squares represent Ga and As atoms respectively. Dimers 
are illustrated by full symbols. 

Termination with either chemical group has been observed on surfaces with 

techniques such as scanning tunneling microscopy (STM). 124. 251 The labeling of the 

different symmetries is based 'on their unit c e k  The two indices cbrrespond to the 

number of periods along each direction in the unit cells. The reconstruction shown in 

Fig. 3. ld is labeled (2x4) because the unit cell is 2 periods long in the (1 TO) direction 

-. and 4 periods in the (I lo )  direction. This labeling scheme is justified by the nature of 

the other measurements used normally to obtain structural information on surface 

reconstructions. 



3,l .I Charge neutrality of the surface: missing dimer model. 

Reflection high energy electron diffraction (RHEED) observations made on the GaAs 

surface reveal that several As-terminated reconstructions have a (2x4) type 'of 

symmetry, inverting the indices for the Ga terminated surface. Before the advent of 

high spatial resolution techniques such as STM, different models had been proposed for 
t 

suck reconstructions. One of these models used groups of dimers separated by 

vacancies as the reason for such symmetries and were later confirmed by direct STM 

measurements. Simple energetic arguments were' invoked to explain the missing 

dimers. [22, 231 We give a brief summary of the concepts motiviting the missing 

dimer models. The example is discussed for the As terminated surface but the same 

reasoning applies to the Ga termination. 

In the zincblende structure each atom has 4 nearest neighbors. The As atom 

has five valence electrons in its 4s and 4p orbitals. In the crystal these orbitals 

reconfigure to form the 4 lobes of the tetrahedral sp' hybrid orbital. Each lobe contains 

on average 514 electrons. When the As is on the surface, only two of the four lobes 

form bonds to the Ga in the bulk with 2 112 electrons as part of these bonds. When 

forming a dimer, the remaining 2 lobes of the sp' orbital rearrange into \ two bitals of 

different types. One lobe (p-like) extends towards the other As atom in the dimer and 

.contributes I electron to form a covalent bond. The last part of the orbital takes a s- 

like spherical shape and takes the remaining 1 112 valence electrons. The energy in 

this last orbital is well below the Fermi level. It should therefore be completely filled. 
I 

There is a deficit of 112 electron in the structure for it to be balanced. - - 

The way to accomplish this balance is to remove every fourth As dimer. When- A 

this is done, four Ga atoms from the underlying layer have each one lobe of their sp3 

orbital exposed. For a Ga atom there is 314 electrons in each lobe. The energy in these 

orbitals lies higher than the Fermi level forcing them to remain empty.  he 3 electrons 

obtained from these orbitals are used to fill the 6 s-like orbitals in the remaininga3 As 

dimers and full charge balance is achieved. 

This state is considered stable since 

are then empty and the ones that are below 

all the levels that lie above the Ferrni level 

are filled. This'type of argument has been 



used to explain the presence of reconstructions such as the (2x4) As terminated and the 

(4x2) Ga terminated. Other types of reconstructions are- observed in GaAs as will be 

discussed in the next section. The principles governing their structures can be quite 

complex, and lie beyond the scope of the present work. 
- 

3.2 Optical anisotropy: rehectance difference spectroscopy 

We have seen in the last secti0.n that the dimers forming on a reconstructed 
. . .  

e do 

so along one of the crystal axes (I 10) or (I TO). Since each individual dimer is si&lar 
s, .% 

to a diatomic molecuk, it is expected to exhibit electronic energy levels having b&thth 

bonding and antibonding character. Interaction ~ith'~o1arized light ha ing the ele&ric f 
field oscillating along the dimer diection is likely to generate transitions between the 

different states which would not be stimulated by light polarized in the other direction. 

Transitions within the dimers affect the absorption characteristics of the surface and 

therefore the reflectivity. The reflectivity of the surface is thus different for the two 

polarizations. It is this difference that is measured by RDS. Energy spectra of the , 

difference can then characterize hpecific surface reconstructions, since each of them has v 

a different arrangement of dimers which'have different chemical or struckral signature. 

It is worth noting here that although the information comes almost exclusively 

from the top few angstroms of the crystal, the light still penetrates deeply into the 

material. The strength of RDS is to extract the surface related signal very selectively. ' 

3.2.1 Theoretical analysis 

The detailed treatment of electromagnetic waves passing thro@ anisotropic media has 

been done at length in the literature. [26-281 In the case of a semiconductor and its 

surface the reflectance can obtained by decoupling the isotropic bulk and the 

reconstructed surface layer. The three media are then the ambient, the surface, and 'the 

bulk layers. For the RDS measurements we- are concerned with the reflection of 
9 

polarized light from the crystal. The angle of incidence is small And can be considered 

to be normal to the surface. We use a and s as indices for the ambient and substrate 

media respectively. The surface being anisotropic, the two crystalline axes are 



identified scflarately. The reflectance diffeknce - b / r  between 'the two main crystal 

,axes is given by: 

where r, ,, and r, represent the complex ~fl&tance for light polarized alon'g the two 

main crystalline axes, E, is the dielectric constant of the different regions, h is the 

wavelength of the light, nuf is' the index of refraction of the ambient and d is the 
7 

---% 

thickness of the layer that is c~nsidered as the surface and -is assumed to be much 
I 

'smaller than. h . 

For the different surface reconstructions the only variation is the preceding 

equation comes from the surface dielectric constants E , ,, and E io . Interpretation of 
@- 

the RDS signal relies on the accurate estimation of these parameteis, but their accurate 

value is difficult to obtain. This is the main reason why very few attempts have been 

made at modeling measured RDS energy spectra. RDS still remains '8 mainly 

qualitative technique today. 
6 

Equation 3-1, relates the surface anisotropy to the difference in the complex 

reflectance for light polarized along the two main axes. The ,purpose of the optical 
w 

setup is to measure that difference. A simple analysis of the setup used for this work is 
-- -? - 

given in chapter 4. The setup that we used is baseQQO a desigh by Aspnes et al.. [29] -. 
A - 

3.2.2 Spectral information 

By varying the frequency of the light monitored by the RDS setup we can 
4 obtain spectral information on the state of the surface. Each reconstruction has a 

d 

characteristic spectral signature that has been catalogued by comparing the RDS 

a spectrum with RHEED [30] and grazing incidence x-ray scattering (GIXS) 

measurements.- [31] Different features in the RDS spectrum have been attributed to 

transitions within the dimers. [32] 



Fig. 3.2 is an overview of the main spectra encountered in this study for GaAs. 

The corresponding proposed reconstructions are labeled for each spectrum. Features 

appear mainly at three different energies, 1.9, 2.6, and 4.2 eV. The first two energies 

have 

Note 

beq  related to electronic transitions within Ga and As dimers respectively. [30] 
i = * '9 

the inversion of sign of the 2.6 eV part of the spctrum between the (2x4) and 

c(4x4)/d(4x4) surfaces because of the orientation of the As dimer in the latter case that 

is rotated by 90". The 4.2 eV-,feature has been thought to be related to transitions in 

the As dimer [30] but since it does not show the same change in sign as the 2.6 eV 
i 

feature, such a relation is unlikely. The exact origin of that feature remains uncertain at 

i energy ( e ~ )  
Fig. 3.2 RDS energy spectra of surface reconstructions of GaAs as 
identified by RHEED. 



this point. For the purpose of the present work we will use uniquely the first two 

energies. 

Fig. 3.3 shows examples of each of the main reconstructions of GaAs. Only the 

top two atomic layers are represented. The squares 'symbolize As atoms while the 

circles represent. Ga. The solid symbols highlight the d imer ig  atoms of the surface. 

The unit cell of the reconstruction symmetry is given by a dotted box and justifies the 

different labels used for the identification of the reconstructions. 

Fig. 3.3 Surface reconstructions commonly observed in UHV GaAs. The 
As and Ga atoms are respectively represented by squares and circles. 
Dimerized atoms have solid symbols. 



4. Experimental Details 

4.1 Epitaxy system /PA 

4.1.1 MOCVD reactor and gas handling system 

The MOCVD reactor was manufactured by Thomas Swan (UI <) in 1993 and consists 

of a commercial gas handling unit coupled with a reactor chamber customized for the 
e 

specific needs of research. The carrier gas was ultra high purity (UHP) compressed 

hydrogen stored in interlocked gas cabinets. The nitrogen used in the different purge 

and vent lines is obtained by evaporating liquid nitrogen from a conventional tank. The 

gas handling system consists of high purity stainless steel tubing butt welded together 

and using VCRTM fittings to reduce dead volumes. The exhaust gases from the reactor 

are purified through an activated carbon scrubber. 

A schematic view of the growth setup is given in Fig. 4.1. Hydrogen is 

supplied to the carrier lines as well as the bubblers for extraction of the precursors. 

Pressure in the bubblers is controlled electronically and the bubbler temperature is kept 

constant by ethylene glycol baths. The flow from each bubbler can be directed either to 

'the carrier line where it is brought towards the growth chamber or exhausted to a vent 

line when not needed. The carrier lines enter the reactor chamber through the top and 

several hydrogen purge lines are added to maintain the gas flows laminar in the reactor 

and to keep the windows clean. Section 4.1.3 is devoted to the detailed description of 

the growth chamber. The RDS setup is mounted vertically over the reactor. 
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Fig. 4.1 Schematic view of the gas handling system for the MOCVD reactor. The RDS setup is 
mounted vertically on a metal plate over the growth chamber. 

4.1.2 Supplying the precursors to the growth chamber 

Hydrogen is continuously passed through the bubbler during a growth run. The 

mixture of hydrogen and precursor vapor is then introduced in a carrier~line going to 

the reactor chamber or diverted to vent according to the needs of the growth. Two 

carrier lines,'one for the group I11 precursors and one for the group V precursors, 

direct the flows to the growth chamber. In order to suppress any fluctuations in a 

pressure the total gas flow passing through both carrier lines is kept constant by a 



computer controlled makeup flow. When the precursor flow is removed fro Y 
carrier line and directed to vent, the makeup line injects an amount of gas identical' to 

the one that was removed, presenting the total flow of the line and suppressing any : 
*- 

turbulence in the gas dynamics. In order to further minimize the flow transients, the 

vent line is kept at the same pressure as the carrier line by a differential pressure 

controller. A feedback loop adjusts the vent flow to achieve the pressure balance. 

4.1.3 Growth chamber: technical details 

The details of flow control and prevention of pressure fluctuation are given in the . 
experimental details in the previous section. We use different carrier lines for elements 

1 

from each groups to prevent any early reaction between the precursors and to better 

control gas switching in ALE and as well as unwanted memory effects. A delay of 0.35 
I 

s was observed between the gas switching and the time of subsequent surface transients 

measured by RDS when using a gas velocity of 50 cmls in the growth chamber. GA 

A side viewcof the growth chamber can be seen in Fig. 4.2. The chamber 

configuration is ins a design proposed by Brennan et al. for in situ x-ray 

measurements. [33] It is composed of a stainless steel vertical reactor equipped with 

- optical ports to allow both normal and Brewster angle access. The carrier flows are 

introduced through different lines in the top of the chamber where they mix and 

proceed down a quartz nozzle in a laminar flow pattern. The use of a nozzle serves the 

purpose of decreasing the amount of material necessary to perform the growths by 
I 

bringing the major part of the precursor molecules directly on the susceptor. To 

maintain the laminar flow of gas in the chamber, Hz is supplied to the ring shaped 

volume surrounding the nozzle with a flow that generates the same gas velocity as the 

carrier flow through it. Other Hz flows are supplied to the side window ports to 

maintain a pressure slightly higher than that of the chamber in order to prevent the 

formation of deposits on the side windows. We have found that using a purge flow of 

10 sccm would keep the windows reasonably clean for about 10-30 runs, depending on 

their lengths, without disrupting the gas flow in the chamber. 
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Fig. 4.2 Side view of the growth chamber. The inlets with 
their respective gas species are identified. 

' 9  

The sample sits on a graphite susceptor heated from the back by a resistive 

graphite heater. The-temperature is monitored by a pyrometer looking at the back of 

' the susceptor through a quartz light pipe. The pyrometer was calibrated periodically 

using a thermocouple in contact with the top surface of the susceptor under the same 

flow and pressure conditions used for the growths. The variation with time was * 

observed to be typically less than a few degrees and always inferior to 10•‹C. The main 

source of variation Was the coating of the susceptor during subsequent growths, 

decreasing its thermal conductivity. A summary of the growth parameters is given 

below: 

Reactor pressure: 50 Ton 

Alkyl total flow: 600 sccm 

Hydride total flow: 600 sccm 
f- 

Total gas flow: 5 slm 

Window purge flow: 10 sccm 

Gas velocity: 50 c d s  



Sample preparation 
* ' 

GaAs substrates, approximately 1 cm2 in size, were taken from semiinsulating 

vertical gradient freeze wafers either exactly oriented in the (001) direction or with a 2' 

miscut towards the (1  10) direction. The nominal etch pit density of the wafers was 

below 5000 The InAs substrates were exactlyxut in the (001) direction. In all 

cises the new wafer was quoted as "epi ready" by the manufacturer so the early 

samples taken from the wafers were directly introduced in the reactor without pre- 

treatment. After some time, though, the surface of the wafer started to collect some 

oxide. The samples were then prepared using the following procedures. 

For GaAs wafers: 

1 )  5 min. in an ultrasound activated acetone bath, 

2) 5 rnin. in an ultrasound activated methanol bath, 

3) rinsed in deionized water, 

4) 2 min. in a 5: 1 : 1 (H2S04:H202:H20) solution, 

5) rinsed in deionized water, 

6) blown dry with nitrogen. 
+ 

For InAs wafers: 

1 ) 5 min. in an ultrasound activated acetone bath, 

2) 5 min. in an ultrasound activated methanol bath, 

3) rinsed in deionized water, 

4) 2 min. in HF (10% ~ o l .  in deionized water), 

5) 2 min. in a 19: 1 (methano1:Br) solution, 

6) rjnsed in deionized water, 

7) blown dry with nitrogen. 
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4.2 Reflectance difference spectroscopy 

4.2.1 Description of the optical setup 

I 

Fig. 4.3 shows a schematic representation of the' RDS setup used in our experiments. 

The evolution of the polarization of the light as it passes through yhe system is 

Fig. 4.3 RDS optical setup as i t  is 
configured on the vertical plate. Each 
component is identified by a label and 
discussed in the text. 

represented in Fig. 4.4. In the figure letters 

corresponding to the labelling of Fig. 4.3 are 

assigned to each components. The light is 

emitted by a wide emission (200-800 nm) Xe arc 

lamp (model L2174, Hamamatsu) (a) and is 

linearly polarized using a MgF2 Rochon prism (b). 

The light is then directed on the sample (s) whose 

main axes are positioned at a 45" angle with 
0 

respect to the polarization of the light. The 

components of the polarization along the two 

crystal directions are therefore equal. When the 

light is reflected, its polarization is siightly shifted 

because of a small difference in its components 

created by the anisotropic reflectivity. Note that 
-# 

this effect is greatly exaggerated in Fig. 4.4 for 

clarity. The actual difference between the two 

components is of the order of one part in lo4.' 
The next device along the line is a device called a 

photoelastic modulator (PEM) which consists of a 

fused silica bar that can be made birefringent by a 

piezoelectric cell that induces a stress through the 

material (c). This stress is modulated in a 

sinusoidal fashion at 50 kHz and the maximum 

retardation can be adjusted by an electronic 

33 



controller. We used the PEM-90 model sold by Hinds Instrument. In our case the 

PEM maximum retardation is set at h / 2 .  Thus the retardation oscillates between 

-h /2  and +31/2 with a frequency of 50 kHz. The axis along which the stress is 

applied is positioned to be perpendicular to the direction of the original polarization of 

the light prior to reflection. Any shift in the polarization induced by the sample 

anisotropy is modulated by the PEM at 50 kHz. The analyzer (dl is made of a quartz 

Rochon prism set to choose the polarization along one of the sample's main axes. A 

specific wavelength is then monitored by a 0.25 m grating spectrometer (e) in 

conjunction with a wide spectral response multialkali photocathode photomultiplier 

tube (Hamamatsu, #R374) (f). The intensity of the light reaching the detector consists 

of a DC signal corresponding to the light reflected by the bulk portion of the sample 

which is isotropic, and ahmall modulation coming from the anisotropic surface layer. 

Using a simple lock-in amplifier technique the amplitude of the modulated signal can 

be measured efficiently. The ratio of the amplitude of the modulated to the DC signal - 

is of the order of I O - ~ - I O ~ ~  which is well within the range of commercial lock-in 

amplifiers. The instrument that was used in the present work is the SR830 digital lock- 

in amplifier manufactured by Stanford Research. Since the value measured is the ratio 

of the 'amplitude of the oscillation to the DC signal, provisions have to made to either 

measure the DC directly or maintain it at a given value during the experiment. 

Several factors can affect the DC component of the signal. Since it mainly 

originates from the bulk, absorption or interference effects can change its intensity. 

Interference modulates the DC signal when a layer of a given material is grown over 

one of a different kind. Light waves reflected by the surface and the interface between 

the materials interfere and produce a modulation of the reflected intensity as the layer 

thickness changes in a Fabry-Perot-like fashion. Since RDS measures W R ,  this 

modulation of R will affect the RDS signal with an effect coming from the bulk that will 

be visible during the growth of thick layers. This kind of phenomenon has been used in 

our lab as a tool to control the reproducibility of growth rates. In the experimental 
% 



conditions of the present work though, the thickness of the layers grown is so small 

that those modulations are negllgibie. 

The emission spectrum of the arc lamp includes several features m,d varies in 

intensity across the energy range we use, also changing the value of the DC signal 

hitting the detector. The easiest way work around such variations is to maintain the 

~d level of the signal by varying the sensitivity of the detector. We hold the DC level 

constant by varying the photomultiplier gain via the tube voltage with the use of an 
d 

electronic control circuit. The details of the circuit used in our setup are given iri 

appendix A. 

In order to avoid any modification of the light from birefringence 

coming from other components, we used front surface spherical &d flat mirrors coated 

against oxidation of the aluminum surface, using a special coating for use in the UV 

range of the spectrum. 

4.2.2 Analysis of the optical response 

The electric field of a trniform transverse electromagnetic plane wave can be 

represented in the Jones vector notation by: 

Since the present analysis deals exclusively with monochromatic waves, w 

remains the same so the time dependence can be suppressed. It can be restored by 

multiplying any vector by elwand taking the real part of the expression. Furthermore 

since the spatial dependence is the same for both components of the polarization it can 

be taken out of the vector. The wave is then given by: 

Here again expression 4-1 can be obtained by taking the real part of (4-2). The 

vector contains all the information on the direction, amplitude and phase of the 
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Fig. 4.4 Propagation of the pol&~zation thrsttgk--&-different 
components of the RDS setup. The reference frames ,are al~gne&--~-----------~--- 

-~ 

-- - 
with the main axes of the sample surface. -~- 

:idh. Since none of the components in the RDS setup affect the wavelength of 
1 

the light and the measurement is strictly concerned with the amplitude of the of the 

light, we need only use the vector part of the expression. Under the Jones notation 
't 

every optical component can be expressed by a 2x2 matrix and the optical setup can be 

analyzed simply by multiplying theinatrices of each components. .[28] 

A schematics of the different stages of the setup is shown in Fig. 4.4. First we 

consider the wave coming out of the polarizer expressed as: 



where we have used E, = Euer'a . We chose the main axes of the surface as the' 

basis for the vector representation. The light is polarized at 45' from the main axes so 

that the components are equal in both directions. Using r, , ,  and qi,  foe the complex 

reflectance along the two directions we obtain for the reflected light: 

The PEM is oriented so its main axis is at 45' off the crystal axes. The wave 

coming out of it is given by: 

The factor e"' corresponds to the retardation applied by the PEM which is 

modulated so 6, = rr sin or . The preceding expression shows that the 

(I 10)component of the light is constant in time and corresponds to the sum of the 

complex reflectances. The other kompopent is modulated between the two Aid& 

'(5 jo -r110)* 

Likewise the analyzer is positioned to select one of the main axes so the light 

entering the spectrometer and ultimately the detector is expressed as: 



The detector signal is proportional to the intensity of the wave so: 

I (t) = I + N(t), (I 

P 

The trigonometric functions can be expanded in their Bessel-function series as: 

cos6 = cos(n sin W) 

sin6, = sin(n sinot) 

and the expression for AI becomes a series of the type: M 

We need to retain only the first two frequency thrms for the RDS 

measuremknts. The expression for A I / I  is given by the expression: 

where we have used: 
\ 

The term in o depends on the phase change through the reflection and the 

second harmonic depends on the difference in reflectance. The measurements of our 

study only monitor the 2 0  term. The great majority of the catalogued spectra have 

been measured with the second harmonic. It 7S also this tirm that has the lowest . - level 

of error induced by imperfections in the components or retardation because of stress 

induced birefringence in the window. [34] e 

* 

4.2.3 Determination of the zero 

Several conditions can affect the RDS in a systematic way. Components can be poorly - 
aligned or can have intrinsic imperfections. The reactor + windows. because of-the 

4 



I 

vacuum inside the chkber ,  are under stress. Just as the PEM uses stress to ienerate 

birefringence, the window can modifj the polarization of the light. The component 
m 

intrinsic imperfections have been calculated to affect the second harmonic signal oily to 

the second order and can be neglected. 1341 The misalignment of both the polarizer 2" , 

and the PEM shift the signal as a whole and are not expected to have a frequency 
\ 

dependency. The stress induced birefringence in the window will likely have a- spectral 

response and can modify thk shape of the collected spectrum. The procedure to , 

remove such effects from the data uses the capability of our system to rotate the 

sample. 1n principle a rotation of 90' changes the sign of the RDS signal coming from 

the sample but leaves the other effects unchanged. 

Before each experiment the surface is stabilized and a RDS spectrum is 

collected. The saqqble is then rotated by 90" and a second spectrum is measured. Let 

S,,,, be the total measured RDS signal and conversely S,,, and S,,p, the signal corning 
u 

from the sample and the optics respectively. The optics contribution can be extracted in 

the following way: 

As example of such a procedure is illustrated in Fig. 4.5. The two RDS spectra 

are of opposite signs and the average of the signals gives the spectral response of the 

other effects combined. Since the setup is aligned at the beginning of an experiment the 

. procedure- needs to be applied only once and the obtained background can be 
I 

subtracted from each spectrum taken during the experiment. 
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Fig. 4.5 Example of the procedure used to masure the 

h contributions, of the component misalignment and 
imperfection to the RDS signal. 

4.2.4 Time resolved spectral measurements . 
C -. 

The RDS energy, spectiurn of a surface can be obtained when its state is stable enouBh 

to permit data collection. With our setup the time needed to collect a spectrum from 

1.5 to 5 eV is about 1 min. It iS obvious that the standard procedure can't be used to 

obtain information on the surface at all instants of an ALE cycle for instance. The 

surface is changing continuously during the cycle and only single frequency monitoring 

can be done. This state of affairs does not necessariw preclude obtaining time resolved 

P 
bergy spectra however. ' 

Aspnes has used RDS with a procedure that indirectly produces the spectral 

information during a certain growth sequence. [35, 361 If the sequence produces a 

series of surface states that are highly reproducible it can be repeated an unlimited 

. number of times without generating any cumulative effects that would affect the RDS 

spectrum. The procedure uses the fact that each sequence is highly reproducible to its 



advantage. Single energy RDS monitoring can collect data with a frequency of up to 8 

, measurements per second. Each individual measurement is taken by an electronicaliy 

triggered A/D converter within the digital lock-in amplifier, making it very regul i  in 

time. Each individual cycle is monitored at a different energy. In order to.ass re that 3 - 
the time measurements all coincide between the different sequences, a trigg&ng signal - I I 

7 

is sent to the lock-in sampling system to initiate the monitoring at the beginning of each 

sequence. This trigger is linked to the switching of one of the valves on the reactor. 

Once a complete set of energies have been monitored during the sequence, the RDS 

spectra can be ewacted by building them from corresponding time points. This is done 
5 I 

after the experiment e using a computer program. In this fashion we can obtain complete 

energy spectra over the entire ALE cycle only 0.125 s apart. 

4.3 X-ray diffraction 

X-ray diffraction (XRD) is a characterization technique that is essential to any growth 

facility. Its ease of use combined with its powerful capabilities make it the tool of 

choice as an ex situ feedback for crystal growth. It can quickly provide the crystal 
P 

grower with important information such as layer thickness and composition, the 

presence of strain relaxation or contamination of the layers. Recent improvements of 

the equipment has also allowed very accurate lattice constant. measurements and 

reciprocal space mappings, which push the diagnostic ability of XRD even further. As 

we will discuss later in this section XRD can even be sensitive to fractions.of a ML of 

material buried within a crystal. This section describes the diffractometerthat we used % 

to measure the growth rates on our samples as well as the amount of material 

embedded in the crystal by heteroepitaxy. The procedure, to gain such information is - 
outlined as well. A 

4.3.1 X-ray diffractometer 

The machine that we used is the model 300 manufac~ured by BEDE Scientific in the 

UK.  schematic view of the setup is shown in Fig. 4.6. The x-rays are generated 

from a 2 kW electron beam hitting a Cu target. The x-rays are emitted by the K a  



x> 

transitions in the Cu and have a wavelength of 1.514 A. Two channel cut Si (220) 
ri. single crystals are used to both collimate the beam and make it monochromatic. The 

'\ 

conditioned beam is then directed towards the sample. The angle of incidence is 

accurately controlled by a multiple axis goniometer. The diffracted beam is detected by 

an extended dynamic ;ange (EDR) detect& which consists a the combination of a 

scintillator with a photomultiplier tube. The unit is sensitive to x-rays in the range of 4 

to 25 keV. , .The use of small slits before the detector A cuts down the noise due a0 ' . 
scattered x-rays. The sample is rotated using the high precision stage to an angle 8 and 

the detector is positioned to remain at the specular angle 28. Both angles are varied 
4 

simultaneously and the signal is collected to obtain what is commonly called a "rocking 

curve". Using a high quality GaAs single crystal we have obtained linewidths- as small 

as 15 arcseconds with this setup. Using the higher resolution mode, the linewidth can 

be improved to as narrow as 4 mseconds but with a significant reduction in the 

intensity ofthe signal. All the measurements of this study have been made in the low 

resolutionhigh dynamic range mode where resolution is sacrificed to allow higher 
F signal intensity. a 

crystals 

x-ray source 
(Cu Ka) / 1 

monochromator collimator 

sample 

Fig. 4.6 Schematic view of the x-ray diffractometer. The sample and detector stages are rotated 
through angles of 8 and 28 respectively. 



"-3.2 Growth rate measurements 

Several techniques have been used to measure tHe thickness of epilayers. One of the 
= - 

( most common consists of usingia mask to cover part of the growing surface. After the . 

removal of the mask the height of the step between the masked region and the epilayer 

is measured by surface profilometer. This technique has the advantage of being 

effective for any epilayer thickkess but requires several be-  and post-growth 

treatment steps. The technique that we wed is much simpler. It has been 

demonstrated that even a fraction of ML of a foreign material inserted inside a crystal 

greatly affects the rocking curve. [37, 381 

* 
4.3.2.1 Kinematic description of the rocking curves 

This section gives a simplified description of the effect of a thin inserted layer on the 

diffraction of x-rays. A more complete treatment can be achieved using the dynamical 

theory but for the sake of simplicity we will leave this interpretation to the reader. The 

details have been reported earljer. [38] The kinematic theory gives a justification for 

the presence of fringes in the rocking curves for a thin layer inserted in a crystal. 

According to that theory the reflectivity of a thin layer as a function of the angular 
'$ 

deviation o around the Bragg angle OB is given by: 
I 

s i n 2 ( ~ y )  
R = la/' = ( 4-14 ) 

y2 
, 

where 

'? 

and 

I 

xh is the hth Fourier coefficient of the polarizability, 3c the x-ray wavelength, A ,. 

the layer thickness and yo' and yh the direction cosines of the incident and diffracted 



waves. P r  a layer that is much thinner than the x-ray extinction length the reflectivity eh 

&hibitsJa series of fringes around the main peak which are commohly called 

Pendell6sung fringes. The angular skparation between adjacent fringes is given by 

AY=n so it is relatedbto the layer thickness through the equation: 

L .  - 
We consider now the reflection from a structure composed of 3 layers, namely 

. the cap and'inserted layers and finally the substrate that we label 0 , l  ,and 2 respectively. 

The amplitude of the reflected wave field is given by the expression: 
bP 

I 1112 , 

where 

In the last two expressions a, represents the attenuation of the signal through 
4 

absorption. The reflectivity of the 3 layer structure is equal to 101' : 

R, = 101' - 
= Qo2 + Q12 + QZ2 

+2[@0@1~o~((90-(91)+~1@2co~((91-(92)+@0@2c~~((90-~2)] (4-20)  

On the other hand if we calculate the reflectivity for the same structure without 

the inserted layer or simply a monocrystal we get: 

with 

( 9 0 = 4 Y ,  I 

( 9 2  =4Y? +2Aoyo. 



.. 
For simplicity we assume that the cap layer and substrate have the same 

J th ickneshd  we make the approximation that the inserted layer is so thin that the *. 

intensity of the diffracted field coming from it can be neglected. Using these* 

approximation, the difference between the reflectivity of the two structure is given by: 

. where we have used 

We can see that the difference in reflectivity is equal to the reflectivity of the 

thick layers modulated by two sinusoidal functions taking into account theL phase shifts. 

The first function depends on the total thickness of the 3 layers and the second singles 

out the .effect of the inserted layer. Thi's result shows that the presence of a thin, layer 

of material inserted in a crystal produces a modulation of the signal which depends on ' 

the thickness of the inserted layer. A simple representation of that effect is shown in 

Fig. 4.7. First consider the Bragg condition. The waves diffracted from planes in the 

Fig. 4.7 Kinematic justification for the modulakion of the diffracted beam when a thin marker layer is 
inserted in a single crystal. The wave fields diffracted from the cap and buffer layers interfere. 

45 " 



substrate are coherent with each other and interfere constructively. X-rays coming 

from the cap layer planes are also coherent among themselves. . These two 

reconstructed wave fronts, however are not coherent because their respective phase is 

shifted by cp which depends on.the thickness of the marker layer. They will therefore 

interfere with each other. w e n  the angle is varied around the Bragg condition the 

interference between the two wave fields modulates the signal. . 

i A closer look a1 the rocking curve of such structure shows that the psition of 

the fringes around the Bragg peak varies with inserted layer thickness. The kinematic 

treatment we just outlined does not explain such a shift. The dynarnical theory is 
i 3 

needed for such a demonstration. This approach properly keeps track ok the multiple 

reflections that can happen in a layered structure with a variation of the ,refractive 

-index. With the dynarnical theory the boundary conditions are preserved at each 
7 

heterointerface. The shift in the position of the fringes relative to the main Bragg peaks 
, >  . 

is reproduced well with this treatment. The details have been reported in ref. 38. The 

marker: , 

cap: 
23b0 A GaAs 

0 (arcseconds) 

Fig. 4.8 Modulation of the diffracted x-ray intensity by the presence of - 
a thin InAs layer in GaAs. The dots reprqsent the experimental data 
and the solid line the simulation using the dynamical theory. 



simulation program we have utilized to fit the rocking curves and obtain the growth 

rate values as well as the. inserted !ayer thickness makes use of the dynarnical theory. 

An example of a fit is shown in Fig. 4.8. The technique is sensitive to inserted layers 

with a thickness aS low as 0.25 ML for InAs layeis aserted in GaAs. However it does 

not give absolute information on the distribution of the InAs within the crystal. 

, 4.4 Atomic force microscopy 

This section gives a description of atomic force microscopy (-) with some details 

on the microscope that was used in our studies. A brief overview of the technique used 

to acquire the morphology information is outlined first and the section ends with 

technical information on the microscope. 

1 

4.4.1 Contact and non-contdct modes 
I 

'L 

\ AFM uses the interactkons between -a sharp tip and the atoms on the surface of the 

material to obtain information on its morphology. As the tip is brought within a few 
1 

angstroms of the surface different forces are exerted on it. Fig. 4.9 shows an - 

illustration of the force applied on the'tip as a function of distance from the surface.. 

At long distances the van der W,aals interaction produces an attractive force 
f 

(negative on graph) on the tipjwhile for short distances the force becomes strongly 

repulsive (positive). When the microscope is used with the tip in the attractive force 

region it is considered in the non-contact mode. Similarly the strongly fepulsive part of 

the curves corresponds to the contact mode where the tip is actually "touching" the 

surface. This is the mode that we used for this work. In this mode the gradient of 

force is extremely steep, meaning that the slight change in the distance between the tip 

and the sample surface results in a large variation i i  the repulsive force. Inversely if a 

given force is applied to the tip, its position relative to the surface will de well 

determined. This constitutes the main idea behind the contact mode of operation. The 

main components of the setup as well as the procedure to acquire the data are outlined 

in the next section. 



non-contact 

tip- to-sample distance 
Fig. '4.9 Interatomic force acting on the cantilever as a 
function of the distance between the tip and the sample. 

4.4.2 Description of the microscope and data acquisition 
* 

The position of the tip is detected by ieflecting a laser beam from a mirror on the back 

of the cantilever and using a position sensitive photodetector (PSPD) to record the 

position of the refle%ted beam. The detector is made of two photosensitive cells 

mounted side by side. When the system is adjusted for a measurement the reflected 

spot is adjusted so it is located at the junction between the two cells and the signals 

coming from each detector are equal. Any small variation in the position of the spot 

can be recorded by monitoring the difference in the two detector signals. With such a 

configuration the detector can measure tip vertical movements of less than, 1 A. Fig. 

4.10 shows a schematic illustration of the microscope. 
f 



Information on the surface morphology can be obtained in two different ways: 

using a constant stage height or a constant tip force. We have used the second 

technique. A given force is applied to the tip as the sample is moved laterally. Any 

change in the height of the surface is detected by the PSPD which relays the signal via a 

feedback loop to the piezoelectric cell controlling the vertical movement of the stage 

which correct? the height to maintain the PSPD sepal constant. The morphology is 
f 

then obtained by plotting the changes in the height of the stage. This way the entire 

sample is scanned with the same force applied to the tip. 

The total range of the scanner stage is 100 pm x 100 pm laterally. The spatial 
I 

resolution of the system depends on the tip size and is of 100 A for our case. The 

samples are mounted in air on the stage with double sided adhesive tape. The 
0 

formation of oxide with time has not been observed to affect the quality of our images. 

Most samples were measured minutes after they w e taken out of the growth chamber p' 

Fig. 4.10 Basic components of the atomic force microscope. 

I 
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but images measured several weeks later did not show significant differences from dle- 

ones taken immediately following the growth. 

Since the main crystalline axes on the surface are parallel to the sample edges, 

b 4 

most of the features f the morphology have a preference for these Irectiun. We 

mounted the samples at a 45" angle with the scanning direction in order to avoid any 

confusion between real features and systematic drifts of the mi'croscope electronics. 



5. Growth Mechanisms 

Even if the ALE process takes place in an environment similar to MOCVD, the 

mechanisms governing the growth differ considerably. ALE is normally performed at 

lower temperatures than MOCVD growth. This has the effect of slowing down all 

thermally driven reactions such as precursor dissociation and surface reactions. ALE 

also supplies precursors from one group at a time to the surface. Any reaction between 

precursor molecules of different groups in the gas phase are. supressed in ALE. The 

accumulated knowledge of these processes in MOCVD must therefore be renewed for 

ALE. The following c hapteheports on our contribution to that endeavor. 

During the ALE cycle the surface is submitted to two distinct types of 

conditions: hydrogen purge and precursor exposure. Under the first type'of condition 

there is no net growth of ttle crystal. These are the steps in the cycle where the 

chamber is purged of any remaining precursor molecules from previous exposures. 
Y 

Desorption of chemicaf species that are weakly attached to the surface also occurs 

during that time. When the surface is exposed to precursor molecules of a given group 

(I11 or V), they react with the surface and new atoms are incorporated in the crystal. 

We will devote most of the coming chapter to this part of the cycle and more 

: specifically to the exposure to the group I11 precursor. 

The problem of group I11 incorporation will be investigated with the following 

questions in mind: . A 

What is the state of the surface when the first group I11 molecules 

react with it? 

How do the group I11 atoms enter the layer? 



1 

How does the surface reconstruct as more group 111 atoms are 

incorporated? 

What keeps the incorporation within 1 ML even though none of the 

known adsorbate-free reconstructions has that coverage? 

What is'the role of the m 9 y l  radicals in the self-limiting behavior 

of the growth? 

We arc going to treat each of the preceding problems individually. The first 

part of the study considers the surface during the time it is purged before being exposed 

to the group 111. We then proceed to look at the surface state during the whole group 

I11 exposure using time resolved RDS. The absolute amount of group I11 atoms that 

enter the layer is then measured by XRD and we compare the results with RDS data. 
- % 

Using these results, we propose a model for the evolution of Re  surface as the group 

111 atoms gradually cover it. .a. , 
4 

t -- 
a 

The mechanisms that preserve the morphology and inhibit the formation of Ga 
E 

droplets are investigated with AFM and the role of methyl radicals is assessed. In the 
'$ last section of the chapter RDS is used to extract some activation energies for the 

desorption of the alkyl species attached to the surface after the group I11 exposure. 

5.1 Arsenic desorption 

The state of the surface at the initial moments of the group I11 exposure and more 

"PP specifically the amount of As covering it is very important in the elucidation of the P 

P 
stoichiometry problem. The goal is to understand why the surface collects exactly 1 

ML of group I11 atoms during exposure. Two situations were investigated in previous 

work. The first situation has an As stabilized surface that is reconstructed in the (2x4) 

fashion with less than a single layer of As on top. In this case it is impossible to 

account for a growth rate of 1 MUcycle. There is not enough As on the surface to 

generate 1 ML of material during group 111 exposure. In the other cases the surface 

was typically reconstructed in the ~ ( 4 x 4 )  sywmetry which is terminated by more than 1 

- ML of As. In this case most authors simply stated that the "excess" left the surface 

during the purge cycle preceeding the group I11 exposure. 



% In order to verify this last claim we have performed in situ monitoring of the 
* ., 

surface during As desorption for both GaAs and InAs. The results constitute an 

important elemknt of our model for the incorporation of the group I11 dement during 

the ALE cycle. 

5.1.1 GaAs - 

We begin with the study of group V desorption with GaAs as it is the most 

documented 111-V compound of all. Most .of the known surface reconstructions have 

, been investigated and their respective RDS energy spectra have been reported [39,40]. 

A summary of the RDS spectra for the different surfaces from our data is given in 

' Fig.S.2. We will use these spectra as the basis of our analysis. The experiment 

proceeds as follows: The surface of GaAs, initially stabilized under TBAs at 470•‹C is . 
4 

then purged under hydrogen until the RDS signal shows signs of saturation, at &hich 

point the TBAs flow is re"sumed. The top panel of Fig. 5.1 shows the RDS signal taken 

at the energy of the As dimers, i.e. 2.6 eV, for that energy is expected to show the 

biggest changes during desorption of As from the surface. The labels represent time 

points at which the complete corresponding energy spectra are given in the lower panel . 

of the same figure. For the sake of simplifying time interval reading, we have chosen 

the moment ofthe termination of the TBAs flow as the origin of the time axis. . 

The RDS signal is stable under TBAs and the corresponding energy spectrum 

indicates that the surface has the d(4x4tlike character (i) in Fig. 5.1. Almost 

immediately after the termination of the TBAs flow, the' signal shows a rapid change. 

After 3.7 s of purge the rate pf change in the signal decreases noticeably. .At that point 

the spectrum 'resembles that of the ~ ( 4 x 4 )  (ii). This fast modification of the spectrum is 

generated by the quick desorption of excess As from the d(4x4) surface. An activation 

energy of 59 kcallmol was obtained using SPA for this part of the desorption [41]. 

Sakamoto et al. have also reported a two step As desorption on GaAs (001) and their 

value of the energy of activation of the first process was 50.5 kcaYmol [42]. The shape 

of the RDS signal during the desorption does not allow us to obtain kinetic information 

and compare with these results. The RDS signal does not exhibit the required; 



exponential shape that is obse SPA suggesting that the signal is not directly 

proportional to the concentrati on the surface. 

Between 3.7 s and 30 trum slowly shifts as a whole to-wards a more 

positive response but remains with an essentially c(4x4Flike shape. This can be seen 

time (s) 

\ 
(iv) - - - - - - - - - - - - - - -  

Energy (eV) 

Fig. 5.1 In siru RDS monitoring of the desorption of As from the GaAs 
surface. The top panel shows the time transient at 2.6 eV. The specific 
instants during the transients are: (i) 0 s, (ii) 3.7 s, (iii) 30 s, and (iv) 
180 ap.. The corresponding energy spectra are shown in the lower panel. 



by comparing spectra (ii) and (iii) with Fig: 3:2. After more than 30 s of pu'?ge, the 

spectrum starts to go through a complete change in shape where the 2.6'eV negative 

feature, attributed to second layer As dimers, starts to disappear, being replaced by a 

new positive feature at the same energy. This trend persists until the RDS spectrum 

takes a clear (2x4)-like shape after more than 3 pin. of purge (iv). A very similar set . 

of energy spectra could be observed by cooling down the GaAs surface from 600•‹C tb 

200•‹C under a constant As flow in UHV [30]. The main conclusion we draw from 

such an experiment is that the ~ ( 4 x 4 )  reconstructipn remains foi more than. 34 s under 

an\s free environment at 470•‹C. Any attempt at explaining the stoichiometry of ALE 
+ 

growth must account for the fact that the As stabilized surface is always terminated by 

more than one layer of As. This surface is sufficiently long lived to rerqain in effect 
a 

under most ALE conditions. 

The only reported comparison of InAs surface reconstructions with RHEED and RDS 

measurements showed both an As terminated (2x4) and an In rich (4x2) 

reconstruction [43, 441. In addition to those RDS spectra we observe a different 
J 

spectrum when the surface is stabilized under a TBAs flow at regular ALE 
6 

temperatures. Fig. 5.2 shows such a spectrum taken with a TBAs partial pressure of 22 

Pa at 390•‹C.- It is chara&erized by the two dominating features at 2.3 eV and 3.5 eV 
' 

respectively. It differs considerably from the (2x4)-like spectrum which also has two 

main features but they are much broader and are located at slightly different, energies . i 

I (2.1 eV and 3.6 eV). The exact atomic structufe of such a reconstruction is not known 

but by analogy with the GaAs case, it can be expected that the TBAs stabilized surface . 

has a larger As coverage. The As dimers in the TBAs stabilized surface do not s p m  to 

be in a direction opposite to the dimers on the (2x4) surface as is the case for the GaAs 
I .  

~ ( 4 x 4 )  surface. Proper RHEED studies would need'to be done to verify this I 

- assessment. For thessake of clarity in this work we will use the label "As super rich" 
t 

(ASR) for the surface hnder TBAs. 



I ASR 

energy (eV) 
Fig. 5 .2  RDS energy spectra of the InAs surface with .(solg) and without 

. (dotted) TBQ overpressure. The corresponding recontruction for the purged 
surtace has been idenzfied as (4x2), The other spectrum is called "As super 
rich" (ASR) in this work. a 

The time resolved RDS signal of the purged InAs surface taken at 2.3 eV is 
)C 

shown in the top panel of Fig. 5.3. Key instants during the purge are labeled in a 

fashion similar to the GaAs case ahd the corresponding spectra are glven infhe lower 

panel. The initial spectrum represents the surface when it is stabilized under TBAs and 

is a good example of the-ASR surface. When the TBAs is iritermpted the signal drops 

almost instantly to A near zero level. A spectrum taken half way thi-ough this drop at 

-0.25 s shows the same two features of the ASR surface but slightly mpdified towards 

the (2x4)-like Characteristics. -- 



One boint is important though; the low energy feature for InAs is not shifted 

compared to th; ASR surface like it  is for the (2x4) surface. R a t  fact remains true - 

,until the signal reaches a minimum near zero at 0.75 s where all th& =mains in the" 

RDS spectrum. is the'higher energy feature. * What happens a f t e n v d  is hnplYY the 

+4 time- (s) 
- 0 25 50 * 75 , 

(ii) -- 
% 1 iii) : . t, > 

ASR 

P 

Fig. 5.3 In riiu RDS monitoring of the desorption of As horn theInAs -' 
surface. The roman numerals coqspond to specific instants and their 
energy spectra areodisplayed in the lower panel. 

3 



. . 
slow growth of another low energy feature now h a t e d  at the right energy (2.1 eV) 

until'the signal becomes stable after roughly a minute. At that point the surface has the 

standard (2x4)-Ii ke RDS spectrum: 

This two step desorption process gives evidence that the ASR surface has a 

somewhat different dimer structure than the (2x4). The fast transient is due to the 

rapid desorption of loosely bound As that constitutes part of the ASR surface. 

Presumably, in contrast to the GaAs ~ ( 4 x 4 )  surface, the di'mers on the second layer of 

the InAs ASR reconstruction are aligned in the same direction as the (2x4) dimers, i.e. 

there is no rotation of the dimer. At present we have no detailed model of such a 

structure. The desorption of the second layer As breaks the dimers and seems to 

proceed much faster than the following process which should be the formation of the 

dimers on the (2x4) reconstruction. The spedtrum taken 'after 0.75 s of purge 

represents the surface when no significant dimer structure is present at the surface, 

which explains the flat shape of the specrrum around 2.3 eV. From that point on a new 

structure slowly develops at 2.1 eV indicating that the dimers being formed have a 

different local environment than the ones present in the ASR surface. 

We have recorded the evolution of those two processes as a function of 

temperature to obtain information on the energetics involved. The first part of the 

.% transient is almost linear and can be characterized by a straight line. The second 
t 

partion of the desorption signal has a shape that is very close to an expanential decay. 

The rate constant of that exponential can be measured as well from simple fitting of the 

RDS signal. The functions that were fitted are: 

for the "fast" first part and 

RDSs,ow = A - ~e -" 
for the "slow" portion of the signal. In order to compare the values of the parameters 

' 

found in this way, we have plotted the iogarithm of the values of B and (Ck) versus T 

for the fast and slow process respeciively. The resulting Arrhenius plot is given Fig. 

5.4. Both parameters exhibit strong linear behavior to produce values* of activation 



energy of 49.6 kcal/mol and 58.5 kcaWmol for the fast and slow processes. It is , 

interesting to note that the activation energy of the fast process is close to the r e p o w  
C 

value for the heat of formation of As2 of 52.5 kcaYmol [45] and the slow process lies 

close to the heat of formation of As4 at 54.2 kcal/mol [46]. This similarity might be - 
' * 

coincidental but if we compare these results with the energy reported for the same two 

processes on GaAs we observe the same trend. 

"slow': 58.5 kcd/rnol\ 

Fig. 5.4 Arrhenius plot of the two pans of the RDS transient for the 
desorption of As from the InAs surface. 

For GaAs the excess As deiorbs much faster with an activation energy of 59 

kcallmol and thereafter the As leaves the ~ (4x4)  surface at a slower rate with an energy 
' 

barrier of 63 kcal/mol [41]. In both cases the faster process has the lower energy of 

activation. Both values are lower for the InAs case as can be expected from the 

weaker crystid bonds. The relation to the heat of formation of the AS, molecules could 
i 

be valid if the activation the same for both compounds.' Then it could 
* 
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argued the energy barrier is the formatiin of the molecule in the gas phase. Since the 

activation energy is not only dependent on the compound but also exhibits the proper 

behavior based on bond strenght arguments, it is likely that the measured activation . 

energy is related to the local environment of the desorbing As atoms at the surface: 

The two processes in GaAs have been attributed to a fast transition from the 

d(4x4) to the ~ ( 4 x 4 )  reconstruction and a slow change from a ~ (4x4)  to a (2x4) 

symetry.- For the case of InAs the sequence consists of a fast transition from ASR to 

an unidentif~d structure presumably without dimers and a slow transition to the stable 

(2x4) reconstruction. Both systems show a double step-process of As desorption but 
-% 

there seems to tk some difference in the structure of the surface. 

5.2 Group Ill incorporation 

Now that the state of the surface upon the arrival of the first group I11 species is known 

' the next section deals with the reactions between the group I11 precursor molecule and 

the surface. The interactions of the molecules with the second layer of As and the role 

played by the latter in the growth will be investigated. The particular characteristics of 

the surface under self-limiting conditions and the evolution of the surface 

reconstructions during group I11 exposure give further insight in the microscopic 

mechanisms at play. 

5.2.1 GaAs 

TMGa is the most common precursor used in the ALE of GaAs but because of the high 

levels of residual carbon left in the layer it has been hindered in its way to commercial 

applications. Typical residual hole concentrations in the loi6 - ld8 cm-) have been 

ohtained with TMGa [47]. Adsorbed methyl groups are responsible for the high 

carbon incorporation. In conventional MOCVD the carrier gas removes the major 

portion of the methyl radicgls and further reaction with TBAs at the growth interface' 

makes the growth of high purity layers possible. Using fast gas streams in a technique 

called pulsed jet epitaxy (PJE) at temperatures closer 

low carbon concentrations could be achieved [48] 

to normal MOCVD conditions 

but in general the conditions 



required for such low concentrations, namely very short pulses, short or, even non 

existent purges, and high temperature make ALE doubtful at best [15]. - In fact the 

samples displaying the best purity have been obtained with a growth rate qf less than 1 

MUcycle, The problem of residual carbon remains a major concern with' ALE at this 

point'and one way to explore some of the solutions is to look for alternate sources 

which would exhibit the proper self-limiting behavior but with a much lower residual 

carbon contamination of the layers. We have investigated TNPGa as a>possible 

candidate for low carbon GaAs grown by ALE. The details of the study have been 

reported previously [49] and will be detailed as part of Mr. Phillip Yeo's Mash's 

thesis. 

Fig. 5.5 shows a compariSon of growth rate data for TEGa, TMGa and TNPGa 

at 470•‹C. The ALE cycle was (V:H2:III:H2): 6s:2s:Xs:2s. It is clear from these results 

Group Ill Exposure Time (s) 
Fig. 5.5 Growth rate as a function of exposure time to the group 
I11 exposure at 470•‹C. The arrows are positioned at the time 
needed for the RDS transient to saturate. 



that TEGa does not exhibit self-limiting behavior. This is a well known fact and it has 

been proposed that 

produces a surface 

the dissociation of TEGa through a P-methyl elimination process 
J 

,-& 

where the Ga atoms are the formation of droplets is 

possible. Our morphology studies using AFM give the fifst direct confirmation of such 

a claim and will be detailed in section 5.5. For the other two sources however, self- 

limiting growth is observed. The observed Ga incorporation from TNPGa is very a> 

similar to Ga incorporation from TMGa for the conditions we have used. This 
b 

demonstrates the capability of the former precursor to produce good self-limiting 

growth. Under the proper flow conditions we have verified that self-limiting growth 

was possible over a range of temperatures comparable to the one for TMGa (400- 

500•‹C). This is consistent with the dissociation pathways which is expected to involve 

homolytic fission for both molecules. 

The Ga incorporates more or less linearly for the first 80% of the coverage 

before slowly saturating at exactly 1 ML coverage and maintaining that coverage -for 

several seconds. The long linear portion of the incorporation is a departure from the 

standard kinetic theory and requires further consideration that will be discussed in the 

next chapter. The fact that the amount of material grown during a single ALE cycle 
e 

saturates at exactly 1 ML is somewhat intriguing since at no point is the surface 

terminated by only one ML of an atomic species, at least from the known 

reconstruct io ji. 
Anoth r point that must be noted is the fact that for- all precursors the Ga is t 

obseived to start incorporating immediately upon the arrival of the precursor 

molecules. It seems that the pr'esence of a second layer of As on the surface does not 

affect the incorporation of Ga. We will show in the next few sections that the Ga does 

not insert itself between the two As planes but simply ejects the second layer As as it 

reacts with the surface. 

We have used RDS in a real time mode to characterize the three sources 

available to us to grow GaAs by ALE. TMGa and TNPGa as self-limiting sources, 
A 

decomposing via homolytic fission and TEGa as an example of a n m  self-limiting 

precursor, dissociating by P-methyl elimination. By choosing a specific RDS energy 
1 
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we can highlight certain instants during the cycle where interesting changes are 

occurring. The natural choice is 2.6 eV, the energy sensitive to As dimers on the 

surface. Fig. 5.6 shows the RDS signal monitored at 2.6 eV for a specifically tailored 

ALE cycle with a long purge after the group I11 exposure to allow the surface to 

stabilize. The origin of the time axis is chosen tg be when the TBAs is turned off. The 

signal is recorded for the three precursors used at 470•‹C. In all case the signal is 

initially stable under TBAs. Just as we observed in the deskption experiment, upon 

termination of the TBAs flow the signal first rises sharply while "excess" As is 

desorbed and the surface reaches the ~ ( 4 x 4 )  state. When the group 111 precursor is 

introduced in the chamber the signal first rises quickly until it reaches some positive 

maximum value and then starts going down again. The subsequent nature of the * 
transient depends on whether the s o m e  is self-limiting or not. 

For the two self-limiting precursors (TMGa and TNPGa) the signal reaches a 

certain value and then exhibits a slow rise until the exposure ends. The situation is 

different for a non self-limiting source (TEGa) where the signal continues to decrease 

before saturating and remaining at that value without change for the remainder of the 

exposure. The reason for such a difference will become more obvious with the spectral 

study of the surface but by looking at the effect of the subsequent purge, some clues as 

to what is happening can be inferred. When the surface is purged after having been 

exposed to a group I11 precursor there is a slow decay to a stable state for a self- 

limiting source which is absent in the non self-limiting case, suggesting the presence of 

some kind of adsorbate on the surface when a self-limiting source is used. 

When TBAs is reintroduced in the chamber the signal recovers quickly to the 

original level for a stable surface. It should be noted that the formation of droplets 

during TEGa exposure is not detected by the RDS signal since they are essentially 

isotropic in nature. In Fig. 5.6 the labels (a) to (0 identify the instants at which we 

have recorded the energy spectra shown in Fig. 5.7 

Those instants are: 
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TBAs TMGa 
I 

TBAs 

I U  

TBAs TNPGa 
I 

TBAs 

TBAs TEGa 
I 

TBAs 

Time (secs) 
Fig. 5.6 RDS signab monitored at 2.6 eV during an ALE cycle for the 
three precursors. The energy spectra of the different instants of interest 
are compared in Fig. 5.7. 

a) ~ermination of TBAs. 

b) End of purge and onset of group 111 exposure. 

C) Maximum of transient during group III exposure. 

d) Saturation of transient during group I11 exposure. 

e)  End of group 111 exposure. 6 
f) Stable surface during purge following groug I11 exposure. 



Fig. 5.7 is composed of two panels where we compare both TNPGa and TEGa 

to TMGa, represented by a dotted line. The labels explained above are given in the 

center column between the panels. 

The surface under TBAs (a) has the familiar shape of the d(4x4) surface typical 

of MOCVD growth conditions at 470•‹C. The behavior during the subsequent purge is 

also identical, the surface reverting to p ~ ( 4 x 4 )  spectrum before the group I11 precursor 

is introduced (b). Even 'during that exposure the sequence of surface states is almost 
d 

identical for the best part. The spectrum slowly evolyes towards a (2x4)-like shape as 

shown in (c), in agreement with results from the same experiment previously reported 

[35, 361. At signal saturation (d) the spectrum for a self-limiting source (TMGa and 

TNPGa) have an undetermined shape unlike the surface for the TEGa exposure which 

has a spectrum resembling the one attributed to the (4x2) surface. This strongly 

suggests that the surface exposed to TEGa does not collect other chemical species 

perturbing its reconstruction. The surface immediately forms Ga dimers which are then 

exposed to. the incoming partially or completely decomposed TEGa molecules without 

the protection they need to prevent the formation of droplets. This will be further 

supported by AFM studies in section 5.5. ' 

The lack of a 

ethyl groups because 

purge has little effect 

transient following T E G ~  exposure also suggests the absence of 

the surface being already in its stable configuration, a hydrogen 

on its state. The spectra for the beginning (e) and the end (f) of 

the purge cycle are basically identical. On the contrary the surface exposed to the other 

two sources, having a mixed state after the group I11 exposure (e), eventually relaxes to 

a Ga rich state_which has a RDS spectrum close to the one reported in the literature for 

the (4x6) Ga-terminated reconstruction [40]. 



The main difference between self-limiting and non self-limiting conditions is 

therefore only the way the surface reconstructs during the Ga incorporation. In fact a 

"clean" process where the surface is smoothly transformed from an As terminated " 

reconstruction to a Ga terminated one is not ideal for self-limiting growth. Since the 

RDS signal is a measurement of the local arrangement of atoms the difference could be1 

either in the-surface reconstruction, the presence of adso~baes or both. 

- - TMGa 
I - TEGa 

P 

Fig. 5.7 RDS energy spectra of the surface during the ALE cycles 
illustrated in Fig. 5.6. The letters identify the specific instants. 



5.2.2 lnAs 

In situ monitoring of the surface for InAs gives the same kind of information as 

' that obtained for G d s .  We used TMIn as the In source to grow InAs by ALE and 

obtained self-limiting behavior between 350•‹C and 430•‹C with an optimal tempehure 

of 390•‹C [50]. We have already pointed out that the only reported RDS energy 

spectra for InAs are the (2x4) As-terminated reconstruction and the (4x2) In-rich 

reconstruction. [43, 441 The ASR surface we observe under TBAs is given in Fig. 5.2 

as well. The In-terminated surface which has a (4x2) symmetry is very similar to h e  

Ga-rich surface of GaAs with the main feature at low energy ( = I  .6 eV). 

With these three surfaces as. a background for data analysis we have performed 

in-siru monitoring of the surface during ALE and the results are summarized in 
P 

Fig. 5.8. The top panel shows the RDS signal measured at meaningful energies namely 

1.8 eV (dotted line) and 2.4 eV (solid line) as we expected them to be related to 
- 

transitions in the In and As dimers respectively by analogy to the GaAs case. =h+e+-- 

fashion reminiscent of Fig. 5.7 the sarnevinteresting instants of the ALE cycle are 

labeled and their energy spectra are presented in the lower panel of the figure. 

The surface under a flow of TBAs (a) has the ASR configuration and it is stable 
" 1 

t 

until the TBAs supply is terminated. d t h i s  point the surface arts to go through the 

different transitions that were studied in detail earlier in this work (see section 5.1.2) 

and the surface state just i prior d to the'exposure to TMIn is given in (b). The signal 

transient observed at 2.4 eV is very similar to the GaAs case where a ~ a k  is reached, 

followed by a decrease to eventually lead to saturation. The surface at the peak of the 

signal (c) has an RDS signature that is almost identical to the (2x4) surbce from Fig. 

5.2. This also is in perfect correlation with G a ~ s  where the surface has  a (2x4klike a 
w' 

character after a few seconds of TMGa exposure. 



Time (sec) 

Energy (eV) 

Fig. 5.8 In siru RDS monitoring of the InAs surface during ALE. 



The spectra at saturation and at the end of the TMIn pulse ((d), and (e)) have 
I 

new features at 2.2 and 4.25 eV respectively. The orizn of~these peaks-is unknown at 

this point but the general trend is the same as with GaAs where. the spectrum takes a - 
hybrid-like shape after saturation until the end of the group I11 exposure. The state of 

& 

- the surface after the hydrogen purge is of an In-terminated (4x2)-like nature also in 

line with GaAs. This result demonstrates that InAs ALE with TMIn as the group I11 

precursor proceeds according to the same processes as GaAs ALE with TMGa. This 

strongly suggests that methyl radicals also play a role in the self-limiting mekhanism for 

this system. We have shown earlier that the ASR surface contains more As than the 

(2x4) reconstruction just like the GaAs ~ ( 4 x 4 )  surface. has considerably more As than 

the (2x4) surface. The only differences between the two- systems are the energies 

involved. TMIn decomposes at lower temperature than TMGa becayse of the weaker 

CH3-In bond. The. features appearing in the RDS spctrum when the surface is. 

saturated with In at 2.2 and 4.25 eV are similar and at lower energy than those 

observed for GaAs at 2.6 and 4.5 eV in agreement with the'difference in bond energy. 
s 

5.3 Preservation of the stoichiometry 

At this point we have demonstrated that the surface of the crystal is terminated by more 
/"- than 1 ML of As when the first group I11 precursor molecule arrivwat the growth front. 

I 

We also showed from our time resolved RDS that the surfaci seems to remain As 

terminated for a good part of the group I11 exposure (see Fig. 5.7b-c for example). 

This can be explained in three different ways. In one interpretation the first group I11 '. 
atoms to arrive at the surface are kept from incorporating in the crystal by the presence 

of As in the second plane where they should sit. There would then be a time delay 
' 

between the onset of the group I11 exposure and the actual incorporation of atoms in 

the laykr,-while the second ldyer As leave the surface. Alternatively the group I11 

atoms might intitially insert themselves between. the two planes of As and replain 

hidden from the RDS measurements. Such a situation would probably generate more 

than 1 ML of growth per cycle since once the group I11 have filled the first plane by 

being inserted between the As atoms there would still be plenty of As available on the 



surface to grow a second plane of group 111 atoms Finally the third explanation is that 
* - 

the group 111 precursor dislodges the" second layer As as it is inco-prated but 
h 

oonfigures itself in such a way that no dimers are formed, making the incorporated 

group I11 atoms invisible to the RDS measurements. The following sections investigate 
*. 

such a problem and propose a mode! for the incorporation of group I11 atoms dbring . 
\ 

ALE. , > \  

5.3.1 GaAs 

t During the group 111 exposure the state of the surface continuo~sly changes. From the 

time resolved RDS it is M ~ c u l t  to determine exactly the amount of Ga in the layer 

because the spectra are often of a hybrid form which does not correspond to b y  

known reconstruction. In order to avoid that plbblem-we have designed an experiment 

where we obtain a stabilized RDS energy speetrum for diff~ent exposure times. The 
"- 8 

'experiment consisted of the following sequence of operations for the whole range of 

TMGa exposure times. 
a 

1 )  Stabilize the surface under TBAs. 1- 

2) Purge the surface for 2 s. 

3) Supply TMGa for a given time. " 

4) Purge the surface until the RDS is stable. 

I ) .  

I 

5) Measure the energy spectrum of the surface. 

The energy spectra we obtained in this fashion can be sorted into three different 

categories which are illustrated in Fig. 5.9. The first category corresponds to TMGa 

pulses that stop before the RDS signal reaches the maximum of its transient (betweenib 
- 

* 
and c in Fig. 5.7). We observe in this case that the purged surface is close to the (2x4) 

As-rich reconstruction. The second set of spectra correspond to TMGa pulses that are 
6' 

shorter than the saturation time but longer than the first category (between c an& d in 

Fig. 5.7). In this set the spectra do not correspond to any known reconstruction but 

are close to a simple linearxombination of the As-terminated (2x4) and Ga-terminated 
' 

(4x6) reconstructions. An example of such a combination is given as a dotted line &.  
\ 



Energy ( e ~ )  
Fig. 5.9 RDS spectra of the surface of GaAs after a long purge with different 
TMGa pulse durations (given in the insets with thcRDS transient). 

Fig 5.9b. The agreement is not perfect but still quite satisfactory. Lastly all the spectra 

corresponding to TMGa pulses longer than the saturation time resemble the (4x6) 

h given in Fig. 5 . 9 ~ .  The function we have used to 1 .the data is as follows: 

S,,,,, +(I-~)s,,,,, O S a  l .  ( 5-3 ) 

A detailed report of the results of the fits is given in Fig. 5.10. The RDS. data 

are represented by solid lines and the fitted spectrum is shown by a dotted line. The 

TMGa pulse duration is labeled on the right of the graph. The agreement is satisfactory 



,< 
* X 

even for the spectra with TMGa pulses between 1.75 and 2.75 s where the shape of the 
' 2  

spectrum changes rapidly a id  takes highly mixed configurations. . ; 

b- * .  
It is interesting to compare the results of the fits with both the,RD&signal and 

i: 

the measured growth rates. Fig. 5.1 1 odrlays the fraction a ofJ4x6) recdn&u&ion 
-" * 5 

(dots), the RDS signal - (dashed line) and a smooth i&"&ation of,&e XRD results 

(solid line) for comparison. As we alread have pointed out,the RD'S sp&trum does 
/ > I 

nbt seem t o k  modified during the fi&t phke O ~ T M G ~  ,, exposure .a that jkludes - .  the first 

1.5 seconds. , I  ~ h ;  XRD iesults tell us 0.5 ha,  of:^$ i; included in .the 

layer during that period. This the f i ~ '  hypothesis that we 

considerid must be discarded. from t& first instant and 

nbdelay% oberved , a i ix  the inc oration.. ~lsosinfe  the x ~ D  data demonstrate that no 
6 

-, more than I MLvof Ga is.incorpo;ated in the layer, the second hypothesis must be 
I e ' 

wrong as well. The ~ a G o m s  are not inserted between t h ~  two As planes. They are k 
* a 

a - 
' entering the layer by dislodging As atoms from the top layer. We must now consider 

I .  
I = I 

I .  

7- - where they go to explain the fact that they are invisible to RDS. 
D *. - I '  

1 * - 3 .  
The key to the explanation comes from the fact that RDS is'only sensitive to 

+. X 

- 4' dimers on? the surface and not directly to;relative concentration of atoms. The Ga - 1 

atoms are incorporating in the cjstal but they do riot form dimers. If the Ga atoms 
- 

P 

, 7 were forming regions with a surface coverage close to the ~a rich surface, the dimen 
\?> %- 

they would form would affect the RDS spectrum by generating a negative signal in the 
w %- 

P 1.8 ;V region,-The extra As occupying the ~a sites are most probably responsible for 
- .  

petiurbingsthe dimer formation. ~ h k  nature of the Ga incorporation sites can influence . - ' . 

the formation of %timers. If thq Ga atoms are incorporated at the step a g e s  for 
. 

example, the As from the adjacent terrace can then move iaterally to cover them, 
e 5 

inhibiting the formation of dimers and preserving the egective ,is termination. More %i 
. * a 

getails on su~h;~;m apprhach- yill be given when we  disc^@& a model for the entire 

process. 
: -, . . 



Energy (eV) 
Fig. 5.10 RDS spectra of the purged, GaAs surface as a function of TMGa 
exposure length at 470•‹C. The dotted lines are fits according to the ratio 
aiscussed in the text. The values of the ratio are plotted inFig. 5.1 1 .  



In the second, phase, with a Ga coverage of 0.5 to 1 ML, the purged spectrum 

gradrially changes from a pure (2x4)-like shape to the saturated (4x6)-like 

reconstruction. The change proceeds linearly in time suggesting that each new Ga 

added to the surface forms a dimer with the neighboring atoms when the surface is 

purged. It should be noted here that the dimers are not necessarily formed immediately 

because the RDS spectrum does not have the exact (4x6) shape before the surface is 

purged (see Fig. 5 . 7 ~  and d). 

Phose I Phase II * Phase Ill 

Alkyl Exposure Time (s) 
Fig. 5. I I Overlay of the Ga incorporated in the layer as measured by MU) (solid, 
line) with the fitted ratio (dots). The RDS transient at 2.6 eV (dashed line) is 
included for comparison. 

- The RDS spectrum of the surface during the second phase of the incorporation 

tps a generally negative response in the low energy end even though there is still a peak 

at the As dimer position (Fig. 5 . 7 ~  and d). It is probably due to the fact that the surface 

is composed of dimerized regions of both kinds. With the addition of methyl radicals 

that further perturb the reconstruction ofmthe surface the resulting RDS spectrum is 

different from any "pure" recoqstruction as compiled by RHEED studies. 



. 
Once the'surface has been covered with 1 ML of Ga, the spectrum of the 

purged surface stops changing and remains df the (4x6) nature. .The RDS spectrum 
01 

taken during the ALE cycle does not have the typical (4x6) shape howevkr. We have 

already argued that it must be modified by the presence of adsorbates on the surface. - 
Previous pDS studies have shown that when the stable (4x6) surface is exposed to 

TMGa i t  450•‹C the signal decreases rapidly and returns to the original level when the 

TMGa flow is  stopped.[5 I ]  This was attributed to adsorption and partial dissociation 

of TMGa molecules on the surface, liberating methyl radicals which in turn attach 

themselves to adjacent Ga atoms, breaking the dimer fornation. The situation is 

identical in our case aad a similar argument can be used to explain the modified 

spectrum during the saturated part of the incorpkxation. When the surface becomes 

saturated with Ga the TMGa molecule still dissociate at the surface but the Ga atoms 

do not attach to the surface. The methyl rdicals produced by this dissociation 

completely coat tbe surface. This coating layer of methyl radicals .. probably plays a role 

in preventing more Ga from entering the crystal. We will investigate this hypothesis in 

section 5.5. Z 

We know now that in the first phase the Ga that enters the layer does not form 

dimers. We know also that even if the initial Ascoverage of the surface is more than 
4 

1.75 ML the net amount of material grown during one complete cycle is exactly I ML. 
Z 

Where or -more importantly when did the extra As go? It is reasonab'le to assurhe that, 

the early Ga to enter the layer will disrupt the second layer As since it sits on \natural 

Ga sites. The opposite is also true: the presence of second layer As intennixed with the 

Ga will likely hinder the formation of dimers. At this point our results suggest ;hat the 

second layer of As does not participate in the stoichiometry of ALE. The As atoms are 

displaced by the incoming Ga and desorb without generating any growth. Another 

question arises then: Is the presence of Ga on the surface influencing the desorption of 

the second layer As? 

To verify the effect of Ga on the surface on the second layer As we have 

compared the RDS transient at 2.6 eV for different TMGa pulses in the first moments 

following the exposure. Fig. 5.12 is an example of such a comparison. The dashed- 



. *  

dotted line represents the RDS signal when TBAs is terminated and the surface is - s 
- 2 

allowed to purge. We know,already that the surface remains in the ~(4x4)  for everat 

minutes from the desorption experiments. 

When a very small amount (0.25 ML) of TMGa is suppliedto the surface, the 

- RDS signal quickly increases and stabilizes as shown by the solid line. The thick part 

of the signal shows the evolution of the RDS duhng the TMGa exposure. Immediately 

after the termination of the TMGa flow the signal rises to the level characteristic of the 
< 

(2x4) yeconstruction. The' layep is then is terminated with a single layer of As. Also 
I 

shown as a dotted line is the RDS transient for a TMGa supply larger than I ML. It is- 

clear tliat the addition of even a small amount of Ga to the surface greatly decreases the 
4 

time it needed to desorb, the remaining second layer As. p i s  means that the Ga atoms 
P 4 

on that layer are either replacing As atoms, helping neighboring As atoms to desorb or 

both. This can easily be exkcted since the top layer As bonds to the surface are much 

weaker than the Ga bonds and probably are furher weakened by the presence of a Ga 
4, 

3 

atom nearby. 



Furthermore the methyl radicals liberated by the reaction of TMGa or its 

byproducts with the surface will attach to neighboring As and likely help.them desorb 

due to the stronger MeAs bond'compared to MeGa as evidenced by the difference in 

dissociation energy between TMGa (59 kcaymol) [52] and TMAs (68 kcal/mol) [53]. 

Recent work on the (2x4) surface in UHV has shown that upon'adsorption of TMGa at 

least one methyl group is transferied to a nearby As [54]. This argument forhs one of 

the cornerstones of our model to explain the stoichiometry problem in ALE. 
t 

5.3.2' lnAs 

The desorption experiment we have performed on InAs suggested that the As- 

terminated surfaces effective in ALE are very similar to the GaAs case. The swalled - 

ASR surface has a higher coverage-of As than the (2x4) surface and probably more 

than. 1 ML. We now attempt to verify if the similarity extends to another p,art of the 

ALE cycle namely the group HI exposure. The results from the same purge experiment 

are given in Fig. 5.13 for part of the range of TMIn exposure time. Here again the 

I I I 
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Fig. 5.12 RDS transient for the desorption of As from 
the GaAs surface with no TMGa (dot-dashed line), 0.25 
ML TMGa (solid line) and > 1 ML (dotted line). 

4 
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quality gf the fits is satisfxlory with only a slight disagreement in the 0.75 to 1.5 s - * 

C '  

range when? the spectrum changes rapidly. fhe  value of the fraction of (4x2) s t  C . - - 
contributions (triangles) is plotted Fig. 5.14 to compare with both X I b  (thick lirab&) 

L 
A 

and RDS (thin h e )  results. The same general features can be observed in the evolution . * .  

0. 

of the purged spectrum with In coverage. The first half of the full exposure time does 
A 

f f  - # 

1 '_ 

not produce any noticeable change in the shape of the purged - ,  'surface which is. - ' .) f - 
. v 

essentially a (2x4) reconstruction. 
. 

At a surface In coverage of a b o ~  0.45 ML the spectrum abruptly+'starts I 

changing towards the (4x2) reconstruction up to a coverage of about 0.9 ML when th& 
, < * -  

RDS shows a pure In terminated surface. Any longer TMIn exposure gerierates a 

(4x2) reconstruction after the hydrdgen purge. The same sequence of three phases 
% 

therefore observed for both GAS and InAs confirmiig the extended similkity between 
7 .  

the ALE of these compounds.. 

In this case howeve; the XRD measurements do not indicate a sataration at 1 

ML exactly. The surface In coverage seems to stabilize at 1.1% ML. This might. indicate 4 
- * 

that the TMIn molecules are less effective in removing the top layer As while. they 

incorporate. Another reason could be related to the different As configuration of the 

InAs ASR reconstruction. The bond structure of the top layer As in this case might 
/-- prevent the desorption of some of them.  hei incorporating In can then insert itself 

between th_e two As planes and more than 1 ML is accumulated on the surface. 

Using all the inforpation we have collected fot. the.two materials we can - . . 

sugges<a possible model for the incorporation of the group I11 atom in GaAs and InAs. 

special attention will b6 devoted to the stoichiometry issue. The model is detailed in 

the next section. - 



Energy (eV) 
. Fig. 5.13 RDS s p i r a  of the purged InAs su$ace as a function of TMIn 

exposure length at 390•‹C. The dotted lines are fits iccording to the ratio 
discussed in the text. The values of the ratios are plotted in Fig. 5.14. 

> ,  79 
1 



- - 
TMln exposure time (secs) . 

Fig. 5.14 Overlay ofthe In incorporated in the layer as measured by XRD Ithick line) with the , 

fitted ratio (triangles). The RDS transient (thin line) is included for comparison iA 

5.4 Model for the chemisorption of the group Ill atoms . 
We can now assemble the evidence gqthered,in the last sections and combine it with 

previously reported results and try to build a credible model for the incorporation of the -. ' . 
. c* 

group 111 atom . in ALE of Fa& .or I n k .  H& is a summary of the facts that our 

model kill need-to include to exblain the ALE under our' growth co"ditions. The 

reader shouldpte that the modet is fashioned mainly after the GaAs ksults so will use 
2 

Ga an$ As i q  components but because of the many common characteristics in our 

results3wirh I d s  a very similar sequence of events is expected .a for this material as well: 



The initial surface has a ~ ( 4 x 4 )  reconstruction with a surface coverag; of 

1 S O  to 1.75 ML of As. (ASR for InAs) 

T b  ~ ( 4 x 4 )  reconstruction has a relatively long lifetime under hydrogen at 

a '  

Thi's lifetime is reduced to only a few seconds when a very small amount of . ' . 
P 

Ga (0.25 ML) is supplied to the surface. 
' 

- - r -  \ 
1 

\ - 
The Ga enters the layer ,froin the very, first instant of exposure and 

, %  . - = 

accumularPs linearly for most of the process and 'eventually saturate; at t - - 
-5, 

- * ML coverage. 
( .  

i The first 0.45-0.5 ML of Ga does not fgh dirners when the surface is . 

- I 

purged. 

Exposure times that extend further than the time needed for -surface 

saturation do not generate growth but the surface does not reconstrucr'in* 

the usual Ga rich way until it has been purged. 
' 

Some important configurations of our-mddel are illustrated in Fig. 5.15. On the. 
La--- 

left of the figure we show schematically the state of the surface immediately after the 

@ TMGa pulse ends, if there is one. The right side gives the configuration of the surface 
&_- -- 

- Q -- 
once it has been purged long enough to stabilize the RDS 3gnal and should therefore 

provide information of the lbcation of the incorporated Ga. Beside each configuration 

the respective surface coverages are given. In some cases the total of the two 
- - 

_-/- 
_-- --mveqp~I& pt ,add up to .I ML. This is because we have included in the values of 

---i - 
surface coverage all'the aro'ms that are ixthe last two atomic planes of the surface so in/ 

= -L 
i 

t k d  principle the total should remain under 2 MI+. These two planes gue the ones 

cdnstantly reconfigured as the d a c e  stoi&~rnetry is modifd and it is more 

convenient to use a modified coverage in this case. An example of this is the ~ (4x4)  

surface. The top layer As is lmated in a cqstal plane where Ga atoms normalIy sit. 

Under the cpnventional notation, wheq the sum of the coverage of Ga and As should 
\ 

be equal to 1 ML, it is difficult to cbkacterize this surface because the total As ' ' 

coverage alone is more than 1 ML. On the other hand, if v p  compute the last two , 



atomic planes of the surface and expect a total coverage for both species that is less 

i than 2 ML, we get 1.75 ML for As 0 ML for Ga. When we purge the surface and 

reach the (2x4) reconstrvction which has 0.75 ML of As and still no Ga. Then it is 

easy to see that the surface has simply lost 1 ML of As in the process. 

I 

The top two surfaces represent the situation where no TMGa is supplied to the 
* 

surface at all before arvd after the long purge. The ~(4x4)  is purged until it stabilizes to 

a (2x4) state. We assume here that the reconstruction it reaches is the P(2x4) even 

though it could be another state of the (2x4) fimily. We have no way to verify this 

from our results but experiments using long purge times following AsH3 exposure have 

End of phase II (TUGo: 1 11) a 

Before hydrogen purge 

0 Ga CHJ 
= dimerized As dimerized Ga ( Legendo 

Fig. 5.15 Schematic illustration of our model for the incorporation of Ga during ALE of GaAs. 
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i shown that the growth rate decreases and stabilizes at around 0.75 ML .&&ting that 
. P 

the surface reconstruction must have the same As coverage [55]. Any second layer As 

and part of the first are desorbed during the long purge segment and do not participate 

in the growth. This is important since the initial As coverage is 1.75 ML with 0.75 ML 

of these on thesecond layer. As long as the TMGa exposure attaches one Ga to every 
a 

As on.the first layer, the I MUcycle condition will be respected. 

During the first half of the Ga accumulation on the surface (phase I) the TMGa 

) molecules, decomposed to different degrees, attach themselves to the crystal, 

dislodging an As atom each time, and releasing one or more methyl radicals. These 

methyl rad!cals can then react with neighboring As dimers, breaking them and forming 

a methyl-As bond on the surface. Since this bond is relatively strong, it is much easier 

to desorb the MeAs group than the second layer As from a dimer. This explains the 

observed decrease in purge time needed to reach the (2x4) state when a small quantity 

of Ga is added to the surface. When such the surface is purged at this point the second 

layer desorbs as before, leaving the incorporated Ga on the surface. The presence of ., 

these Ga atoms w~ll llkely keep any first layer As from leaving the surface keepingthe 

As coverage at 1 ML. 

We know that the first 0.5 ML of Ga do not dimerize. The most likely reason 

for such a behavior has been explained by Creighton. [56] According to his picture the 

atoms on the surface of a semiconductor can move within their respective planes on the 

surface and %arrange themselves. Using such an argument, Creighton, shows tha ? a 

surface can be transformed from an As-terminated to a Ga-terminated structure without 
1 

adding or removing any atoms. Using the argument of this model we propose 

explanation for the inhibition of the Ga dimer formation during the first 0.5 ML of 

coverage. The process is illustrated in Fig. 5.16. 

Fig. 5.16a shows a stable As-terminated surface with steps on it. We have 

. represented here only the first layer of As, which has a I ML coverage, because only 

those atoms actually participate in the growth., As we have already discussed, the 

second layer As desorbs during Ga incorporation, The presence of second layer As 
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Fig. 5.16 Mechanism inhi6ting the formation of Ga dimers through the redistribution of As atoms 
from the step edges. 

however keep'the first layer coverage at 1 ML. If there was no As on the k o n d  
I 

layer, the surface would relax to a (2x4) reconstruction which has only 0.75 ML of As. .. 
We &suve that the first Ga atoms are incorporated at the step edges (b). We 

performed AFM measurements on GaAs layers grown by ALE under similar conditions 



and they exhibit atomic terraces which is an indication that the growth proceeds by 

nucleation at steps-%* the surface. Once the ~a .&oms  are attached to the edge of a 

terrace they effectively extend its surface. The As atoms covering the 

redistribute~themselves so the coverage is more uniform. Some atoms then move to 
d 

cover the incorporated Ga and prevent the formation of dimers (c). 

This process can bq sustained until the available As is insufficient to cover 

enough Ga. atoms and dimers start to appear. There has been (2x4) surface 

reconsthctions observed that had surface Ga concentrations of up to 0.5 ML as in the 
% 

case of the ~ ( 2 x 4 ) .  No stable As rich surface has been observed with less than 0.5 ML 

of As on the surface. 

When a full ML of Ga has Zntered the layer no second layer As remains and the 

coverage of both species is effectively 1 ML which is the situation we were looking for 

to explain the 1 Wcycle  growth mode. Some supplement4 information is needed 

though to explain how it is p s ib l e  to accumulate more than 0.75 ML of Ga on a 
* - 

surface in spite of the fact that no adsorbate free reconstruction has that surface 

coverage. Creighton et al. [57] have studied the problem and demonstrated that the 

presence of methyls on the surface changes the reconstruction to a (1x2) and contained 

about 1 ML of Ga. -%in that surface is purged all the methyl radicals leavethe 

surface and most probably part of the Ga as well. The process is illustrated in the 

lower part of Fig. 5.15. The stable surface reconstruction is the Ga-terminated $(4x2) 

or another Ga rich configuration such as the (4x6). This is in agreement with our 

observ'ations for GaAs and sufficiently close in the case of InAs to attribute the same 

process to ALE in this case as weI1. ' 

5.5 Morphology study of the self-limiting A process 
8 

This section deals with the last part of the Ga incorporation, namely the evolution of 

the exposed surface after is has acquired a full ML of Ga. In section 5.4 we have 

argued that methyl groups attached to the surface change the surface reconstruction 



and aisturb the system enough to allow 'one complete ML of Ga to chemisorb. The 

attribution of such a key role for the methyl radicals constitutes a definite position in a 

much debated topic, that is, the mechanism underlying the self-limiting growth of 

GaAs, and for the first time InAs. In chapter 2 we have given a brief review of the 

different schools of thought on the matter. One of these schools, the selective 

adsorption (SA) model, discards the role of methyls totally and relies entirely on the 
t 

selective affhity of the group I11 molecules. The other two models attribute a 

significant role f ~ r  the methyls but differ in their interpretation of the mechanism 

the adsorption of the group I11 precursor. The adsorbate inhibition CAI) 

approach states that methyls attached30 the surface physically block the way for other 

group I11 molecules to react with the surface. It states that molecules arriving at the 

interface are just repulsed by the methyl radicals and do not react at all. The flux . 
balance (FB) model on the other hand says that T M G ~  molecules still react with a 

methyl covered surface but the products contain one Ga atom so there is no net gain of 

Ga during the reaction. In the last two models, a significant number of free methyl 

radicals are produced by the decomposition of TMGa on the surface and they play a 

central role in the self-limiting behavior. 
1 

The only morphology study of ALE that we are aware of was done under self- 

limiting conditions [%]. It is widely believed that when the incorporation of Ga is not 

self-limiting the extra Ga gathers to form liquid Ga droplets on the surface. In our 

, case, these droplets shoild then react with TBAs to form GaAs structures and the 

controlled growth conditions preserving the smoothness of the surface are jeopardized. 

The extreme sensitivity of AF&l to surface irregularities and its non destructiveness 

make it a method of choice to study a problem such as the formation of droplets during 

ALE. We have used this technique for the first time to probe the surface ex situ after a 

;ingle ALE cycle had been p8formed. The first part of the study was to ascertain the 

capability of AFM tB show the difference between a self-limiting growth and one that 

is not. For such an experiment we have used 2" o h s c u t  substrates that were 

exposed to a group 111 dose equal to 2 ML of Ga. The surface was then purged and . " 
cooled down @ room temperature under-a flow ofTBAs. 



" 5.5.1 Droplet formation 
\ 

Fig. 5.17 isja composite of the results for the three sources studied in section 5.2. AU 
. . 

pictures have been normalized to the same gray scale given on the left. A picture of the 

substrate simply annealed in TBAs with no growth is given in Fig. 5.17a. The main 
P 

crystalline axes are oriented at 45" on all the pictures. 

We observe some measure of step bunching frorll the growth of the buffer layer. 

The average terrace width for a 2' miscut surface is 75A which is smaller than the 
p. 

lateral resolution of the AFM of about l00A meaning that individual terraces should be 

virtually invisible to the microscope. We observe nonetheless horizontally oriented step 

edges uniformly distributed over the suiface. Since the miscut -is towards the (1 1 I)  . 
direction, the initial terraces are at 45" from the picture's edges. The same type of step 

bunching was observed on all the miscut samples and was assumed to play no 

significant role in the morphology of ALE.' Thiscould be confirmed by comparing the 

\ 
results from miscut substrates with the ones obtained from exactly-cut samples. All 

morphologies coming from identical conditions were within experimental error from 

Fig. 5 17 AFM pictures of the GaAs surface after 1 ALE cyc 

each other. 

. , 
a group 111 exposure equivalent to 2 ML. Picture (a) shows the 
buffer layer only. The groip III precursors are TEGa (b), TMGa 
(c), and TNPGa (c). 



The pictures shown in Fig. 5.17b, c, and d show the surface after an ALE cycle 

where the surface was exposed to 2 ML of TEGa, TMGa; and TNPG~ respectively. It 

is obvious that for self-limiting precursors the surface remains smooth with only some 

irregularities that could be due to the rather long exposure (double the satudtion time). 

In the case of TEGa several clusters resulting from the solidification of Ga droplets are 

observed, randomly distributed on the surface. We do not detect a correlation between 

the droplet distribution and the step orientation. We also observed very sirniIar 

morphologies with exactly cut substrates as will be discussed below. 

These two results show that the formation of Ga droplets is not triggere at 

step edges. When th; gray scale of the image is extended (not shown) the shape of e i 
droplets is observed to be a hollow conical shape, somewhat reminiscent of a volcano 

with a wide chirnney.The size distribution of the driplet is very n k o w  as well. They 

are on average 3500A at the base and 250A high. The "chimney" has an inverted 

conical shape and is l000A at the top and is 2008, deep. the average volume of a 

droplet is then approximately 4x lo8 A'. There is 19 droplets showing on the picture 

which corresponds to a total volume of 7 . 6 ~  lo9 A3 or 1 . 1  ML of GaAs. , 

When a sample is grown under these conditions and 200 cycles are executed 

using TEGa with 2 ML pulses (6 s), the XRD measurement shows weak fringes that 

correspond to a p w t h  rate of 1 MUcycle but AFM investigation shows tall droplets 

as shown in Fig. 5.17b. XRD is only sensitive to the crystalline planar regions of the 

- sample so the fringes correspond to the thickness that was grown between the droplets * 

I I 

and it is measured at 1 ML during every cycle. . This' means-that a ML of material is 

grown between the droplets as well, bringing the total material to 2.1 ML which is 

close to the nominal value of 1 ML. The droplets therefore are eficient nuclealion 

centers and all the G a  in excess of the 1 MUcycle regime gathers at these sites. The 
r, 

growth seems to be self-limiting between the droplets though and a distance of the - 
t 

order of 1 pm show that there is some sort of adsorption Selectivity in the process even 

for TEGa. 



5.5.2 Effect of methyl radicals 
4 . y  

In order to verify the effect of methyls on the surface 'we have used exactly cut 

qbstrates since they show wide terraces which facilitates the analysi f the data. We 
, ,- 

first looked at the surface morphology for a self-limiting source and TEGa as the non 
i 

self-limiting precursor. Fig. 5.18 gives a comparison of the buffer layer only (a) with 
I 

TMGa (b) and TEGa (c). In each case here the total group 111 supplied to the surface 
3 

was b ML according to our RDS and XRD characterization. After the group" 111 

exposure, the surface was purged for 10 s before being cooled to room temperature 

under TBAs. The buffer layer shows very regular terraces roughly 2500A wide giving 

a 4alue for the residual miscut of 0.13" towards one of the crystalline main axis since 

this Case as well the samples are positionedso the main axes are 45" to the picture's 
.. . ' edges. This is evidehce that the buffer layer grows in a stepflow growth mode. 

Substrates cut from the same wafer were used so this picture can be used as reference 

for compbison. The surface exposed to TMGa shows a terraced structure as well 

although the width is not as regular. The fact that we recover the same structure as the 

buffer layer is not necessiuily an indication of stepflow growth for the ALE as was 

deduced in reference 58 since in this case we simply covered the entire surface with an 

extra@ of material. After the surface has been completely covered it should mimic 

whatever morphology the underlying layer had regardless of the growth mode. 

The TEGa exposed surface has a very different morphology. The step structure * 
, of the buffer layer is still visible but there is formation of islands and noticeable 

disruption of the step edges. The large islands, which spatial distribution resembles that 

* 6 

I 

Fig. 5.18 AFM pictures of the GaAs surface for a IML exposure to TMGa (b) 
and TEGa (c). Picture (a) shows only the buffer layer. 



h - 
of the droplets in Fig. 5.17b, will act as nucleating sites for further Ga incorporation. 

The height of the islands is still at the ML level even if the amount of deposited Ga is 

half of what it was for the figure 5.17b. The droplets are therefore formed mainly after 
0 

the surface h& already been coverea with Ga. There is some measure of self- 

regulating of the growth even for a precursor which does not produce adsorbates 
P 

, providing some credit for the SA model. 

7%; next step in the investigation is to focus on the methyl radicals themselves. 

We know that TMGa provides, methyl radicals during the exposure and we have shown 

earlier RDS evidence that they can be desorbed by a hydrogen purge of several 

seconds. We have verified already that TEGa 'arriving at a surface devoid of methyl - 
radicals will generate droplets very efficiently. We first saturate the surface by exposing 

it  to I Mt of TMGa and we purge the surface for various intervals. The surface is then 
h 

exposed to 1 ML of TEGa before being cooled to room temperature under TBAs. Fig. 
L 

5.19 is a summary of the different morphologies as a function of purge time. The 

hydrogen purge times between the two pulses are 0s (a), 2s *(b), and 10s (c) 

respectively. When no purge is allowed before the -TEGa exposure the surface is 

covered with methyls and the morphology -remains atomically smooth even though 

there is formation of small islands. c e  formation of droplets has been almost totally 

prevented. If the surface is purged for 2s; several droplets are observed with an 

average height of 40 A. Lastly for a long purge where all the methyls have been 

reqoved, the droplet structure is similar to the normal 2 ML exposure. We can deduce 

from these results that the methyls are very efficient i'n preventing the formation of 

droplets during ALE. They must therefore play a critical role in the self-limiting 

growth in ALE. We have bbserved site selecfivity with TEGa to some extent but the 

effect of the presence of methyl group on the surface is more pronounced. 



Fig. 5.19 AFM picture of the GaAs surface after the exposure to 1 ML of 
TMGa and 1. ML of TEG~ separated by 0 s (a), 2 s (b), and 10 s (c) of hydrogen. 
purge. 

It seems that there is some degree ofselectitity in the ALE process, s ~ ~ ~ o n i n ' ~  

the SA model. It is a difficult task to analyze our data in the:frarnework of the other 

two models. It seems that methyl groups act as a shield for the surface so that the 
0 

TMGa cannot reach the chemisorption site and decompose. When a region of the 

surface has lost its methyls, the TMGa molecule can then act as a supply for methyl . . 

radicals by decomposing on a site in that region and according to the FB model return a ' 

Ga to the gas phase but also generate one or more free methyl radicals that can then 

attach themselves in the vicinity of the decomposition site and regenerate the methyl 

k coverage. It seems that all three models p rticipate to the self-limiting growth regime - 
- to different degrees. Our experiments show that methyl radicals are present and play a 

central role in preserving the stoichiometry of the surface. 
* 

5.6 Alkyl desorption 

5.6.1 GaAs 

If we follow the assumption that the presence of alkyl radicals of some sort on the 

surface after the exposure to the group 111 precursor ,is responsible for the modified" 

RDS response, we can expect to obtain kinetic information by studying the signal 

during the following purge. In this regard TNPGa can be expected to leave neopentyl 

radicals at the surface, producing effects useful for the understanding of the growth 

process. For instance if site blocking by adsorbed alkyls is important then this effect 

should be more pronounced for TNPGa as the radicals would be larger in size. 



The effect of desorbing the radicals from the surface is to allow the formation 

bf Ga dimers so the best energy to monitor for the modeling of the desorption is 1.8 eV 

corresponding to the position of the structure attributed to those dimers. Since the 

dimer structure is seen tq be stable immediately after he surface has been saturated > 
during.TEGa exposure, we assume that the rate of formation of the Ga dimers is fast 

compared to the rate of desorption of the alkyls. Therefore the signal response can be 

expected to be limited by the desorption and not by the formation of dimers even 

though it is the dimers that create the anisotropy. 

We have proceeded to model the decaying RDS signal after the exposure to the 
* 

group I11 precursor over the same temperature range for both TMGa and TNPGa. Fig. 
4 

5.20 show an Arrhenius plot of the fitted data. ,An example of one of the fits is given in 

the inset. We observe a deviation from the linear behavior at higher temperature. This 

is due to the fact that the Ga rich surface is not stable at those temperatures under a 

hydrogen flux. This has been previously reported and attributed to the cherpisorption 

of residual As coming from the reactor walls or the susceptor [35]. The accumulation 

of As on the surface modifies the surfack affecting the RDS signal and keeping it from 
+ 

saturating and having a .true exponential shape. At lower temperature: this 

incorporation of As is slow enough to be ~eglected at leqt for the early part of the 

signal. . @ 

The first striking result of such a measurement is that both sources have an 

identical profile. The rate constants obtained from the fits coincide completely for all 

temperatures. This is surprising because of the very different nature of the desorbing 

species that we expected to observe. The adsorbed alkyl for TNPGa exposures is 

therefore the same as for TMGa: methyls. How can this be possible? What reaction 

path would leave methyl radicals instead of neope&ls? AsTt turns out there is a 
,' 

possible &type reaction that could be applied to the surface reaction of TNPGa and 

the presence of methyls at the surface It has been demonstrated that 

the decomposition of TNPGa proceeds by homolytic fission, by 

breiking the neopentyl bond to the Ga. [49] However, the subsequent steps of the 
= 

decomposition can be proceeding differently. When a partially decomposed TNPGa 
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Fig. 5.20 Arrhenius plot of the time constant of the RDS transient during the surface 
purge following the group 111 exposure for TMGa (empty) and TNPGa (solid). "The solid 
line is a least square fit. The inset shows a typical RDS transient with the fit given by the 
solid line. 

molecule, let's say mon+neopentylgallium, reacts with the surface, there can be a 

rearrangement of the neopentyl radical which leaves behind a methyl radical and 

produces an isopropylene molecule in the gas phase. The reaction path is as follows: 

In this equation we have left the methyl radical term separate'to account for the 

fact that% can attach itself to either the Ga atom rom the originally reacting molecule S 
or any other atoms from the surface in the vicinity of the reaction site. Fig. 5.21 gives a 

a 



schematic representation of the reaction. The same., type of b t h y l  reaction has been 

observed with trdisobatylgallium for the growth of GaAs by chemical beam epitaxy 

(CBE) [59]. The almost identiial kinetic behavior of TMGa and TNPGa suggests that 
P 

the latter decomposes via a kmethyl reaction path. 

8- methyl 
elimination 

c hemisorbed I c hemisorbed 

CHs 

NPG methyl group 
Fig. 5.2 1 Decomposition of the mononeopentylgaliium via the P-methyl elimination process. - 

In order ,to further investigate this claim we have measured the c&on  

incorporation during growth with both TMGa and TNPGa and compared their level for 

similar growth conditions. The hole concentration was of the same order giving more 

support to our interpretation of the reaction path. This is a significant setback in the c 1 
* .  

development of TNPGa for the growth of high purity GaAs. The idea of using heavier 
s 

alkyl radicals to lower the carbon incorporation has to account for all the 
t 

decomposition pathways possible for the precursor and for simple tri-alkyl type of 
I 

molecules, the heavier the molecule, the more likely it is to decompose through P- 
/ 

methyl eljmination, defeating the purpose altogether. This is true at least for the tri- 

alkyl family of molecules. Other configurations could be considered as candidates for 

low carbo ALE but no viable alternative as yet k e n  reported. 

e energy ri'e calculate from the plot is 59 kcaVmol a value considerably 6 
z higher then the ones given in most previous reported values which range from 38 to 45 



kcallmol [ l l ,  Fig. 51. The reason for that is not clear to us. RDS single energy 

monitor is not simply related to the number of Ga dimers on the surface making the 

direct interpretation of the signal diffrcuk The swprising similarity between the two 

sources remains valid though. - 

The same type of experiment can be applied to the desorptiuq of the radicals from the 

InAs surface after the (TMIn exposure. By investigating the shape of the RDS transient 

in Fig. 5.8 we can seee that the signal starts to drop when TMIn is tuned off and 
C b 

,- 
changes linearly until it reaches a stable level. By calculating the slope of this transient 

for a range of temperatures we obtained the Arrhenius plot shown in Fig. 5.22. The 

time constant shows good linear dependence and the calculated activation energy is 

5 1.1 kcaYmol. It is again much higher than the values measured in GaAs. Since the 

methyl-In bond is weaker than the Ga-methyl bead, this result is also, surprising. It 

does show the right trend with respect to our measurement for GaAs though. Again . 
/ 

the reason for such a discrepancy is not clear. The theoretical energy for the formation 

of dimers on a semiconductor surface is expected to be around 46 kcaYmol. It is 

possible that the assumption that the dimer fknation is fast enough to be negligible 

' may be incorrect. 



Fig. 5.22 Arrhenius plot of the slope of the RDS signal during the 
hydrogen purge following TMIn exposure in ALE of InAs. 

5.7 Conclusions I 
8 

In summary we have applied RDS and kFM in different ways to probe the surface 

during ALE of GaAs and InAs to obtain hformation on the incorporation of the group 

111 element in the crystal. We have found that during the group 111 exposure the 

surface is initially covered with more than 1 ML of As. The second layer As does not 

participate in the growth by generating more Ga incorporation but does play a role in 

the preservation of the first layer at full coverage. -The Ga atoms are incorporated 
A' 

continuously from the first instant until the sufface is entirely cbvered. The methyl 

radicals play several roles in the growth by attaching themselves to As atoms in the- 

second layer and helping in their desorption. They &o stay with the incorporated Ga 

to generate a different reconstruction that allows 1 ML of Ga to be on the surface. We 

also have shown that the presence of methyl radicals at the sufface prevents the * 
formation of Gadroplets. 



6. Kinetic study of the growth process 

6.1 Introduction 

Since the early days of ALE, relatively few efforts have been devoted to the different 

; processes taking effect during group I11 incoporation. ?'his is especially true for the 

early moments of the group 111 exposure but it can be explained by the fact that when 

one is optimizing the ALE cycle, thg ultimate aim is to find conditions that will produce 

a complete ML of growth per cycle. Because of that the chosen conditions were 

almost always in a regime of full coverage. The models that were then developed to 

simulate the incorporation could easily be misled by the scarcity of data in the partially 

- covered part of the growth. Most models assumed' that the incorporation was 

proceeding kith a simple, Langmuir type adsorption scheme. Under this assumption 

the atoms or molecules from the gas phase contact the surface on a given site and 

incorporate only if the site is favorable. Under this approach the rate of incorporation 

is directly proportional to the traction of favorable sites,on the surface. 

Some experiments, including ours, have looked closely at the early moments of 

group I11 exposure and found that the rate pf incorporation is not continuously 

changing with coverage but actually remains constant untipmore than three quarters of 

the surface is covered (see Fig. 6.4). [54, 601 In this section we propose a model to 

explain the different behaviors of the growth rate. After a brief review of the other 

models, we give a special focus on a model proposed by Aspnks st al. involving strictly 

surface related reactions without decomposition of the precursor in the gas phase to 

explain the growth rate profiles [60]. This model is themly one that was deliberately 
k 



' % 

designed around the premise of modeling the linear Ga incorporati,on during TMGa 

exposure for the ALE of GiAs. 

a 

6.2, Literature review 

6.2.1 Other models ' 

The first reported attempts at modeling the time dependen~e of the Ga incorporation 
f 

during TMGa exposure [ 12, 611 have wed staidard kinetic adsorption theory. This 

approach states that the probability of adsorption of molecule reacting with the surface 

is proportional to the fraction of unoccupied sites. The rate of adsorption is therefore 

large initially and continuously decreases as the surface becomes covered with 

adsorbates. On a plot of surface coverage as a function of time, an exponential 

dependence is expected. The main concern of these early mod& was to determine the 
w 

steady state coverage of the surface and to mdel the'time required to deposit I ML of 

material. The details of the initial moments of the incorpoiation were neglected. 

Later some observations were reportedstating that the rate of deposition of Ga 
4 

on GaAs when the &face is exposed to a flow of TMGa remains constant for a 

significant part of the coverage [54, 601. This difference was investigated by several 

groups who tried to gain some insight into the underlying mechanism. Creighton and 

Bansenauer [62] supposed that the growth proceeded in two separate phases without 

attempting to explain bow. They proposed t w ~  different schemes where one had a 

hea r  incorporation in the early stage-and found that it produced a better agreement 

with their experimental growth rates measurements. Yu [63] has gone a little further 

by introducing a steric factor to simulate -the blocking effect that an adsorbed TMGa 

molecule has on the sites immediately adjacent to its position. The model also includes 

a term redresenting the desorption of methyl-Ga groups from the surface which is 

responsible for the self limiting behavior of the growth. Neither of these models was 

used to directly simulate the time dependence of th-e Ga incorporation. This task was 

undertaken by Aspnes et al. in detail. Their model uses strictly surface based reactions 

to reproduce the RDS signal dudng TMGa exdosure. &ye following section will 



outline the mai* features of their model &d set the stage for our own explanation for 

the linear incorporation behav'lor. . 
, 

6,2.2 Precursor mediated approach 

Since the experiments from reference 60 were performed at very low temperature 

(370•‹C), the authors have assumed that all the chemical reactions were taking place at 

the growth interface and neglected any gas phase processes. This assumption is 

supported by observations at low temperature of a GaAs surface covered mostly with 

physisorbed TMGa molecules. The basic idea behind the model is that physisorbed 

molecules, because of their size, effectively cover a certain number of surface sites. 

The molecule can then decompose and the Ga atom can incorporate at any of the 

surface sites located anywhere in the "covered" area. This subtle change greatly 

modifies the dependence of the Ga chemisorption probability on the surface coverage. 

Whereas under the standard models this probability is simply proportional to the 

fraction of available sites, it is greatly increased by permitting the Ga to effectively 

"sample" several sites before desorbing to the gas phase. Using 8 as the Ga surface 

coverage the probability of incoabration of a given Ga is given under standard 

adsorption theory by: 

When the same Ga is allowed to react with n  different sites it will chemisorb 

with a probability given by: 
'% 

~ ( 0 , n ) =  (1 - e n ) .  

which remains close to unity even for significant values of coverages as n  increases. 

This characteristic influences the growth rate in such a way as to make it almost 

independent of surface coverage at least for small ' values of 0. Using such a 

framework Aspnes et al. [60] have found that the value of n that reproduced the data 

with the best agreement was 5. This value is reasonable for the number of sites that are 

covered by an non-decomposed TMGa molecules. 



If we try to use this type of model to reproduce our data we encounter several 

problems. ,First our growth temperature of 470•‹C is beyond the range where the 

surface is expected to be covered mainly by TMGa molecules. It is in fact mainly 

covered by MelGa and some Me2Ga [MI. The site blocking process is therefore 

unlikely to act in the same fashion under those conditions. Also at that temperature we. 

already see some signs of saturation in the MOCVD growth rate meaning we are in a 

mass transport limited regime. In their model, Aspnes et al. [60] have assumed that the 

.boundary layer did not exist and that the rate of arrival of the molecules at the surface 

could be deduced by gas kinetics. Since ALE of GaAs is performed at temperature 

where some degree of mass transport is observed, this assumption cannot be used. A 
B 

different approach must be proposed to explain the linear behavior in the Ga 

incorporation., 

Our method of tackling the problem is to go to the other extreme. 

assume that no molecules are dissociated at the surface but that all cracking of the 

precursors happen in the gas phase. When the temperature in the gas becomes high 

enough, all the molecules dissociate and the growth rate simply depends on the rate at 

which they can' reach the surface. At lower temperature, partial decomposition of the 

molecules are responsible for a decrease in the growth rate. The molecules can reach 

the surface with the same rate but only a fraction of them are dissociated and in a state 

that permits them to chemisorb. This assumption is not as unreasonable as it may 

- seem. Our observations on the growth rates of MOCVD and ALE strongly "sggest 

that diffusion plays an important role in ALE as well. When we compare the rate of 

incorporation of Ga at the inital instant bf TMGa incorporation, we find that it is within 

a factor 2 of the measured MOCVD growth rate under the same conditions. Since 

MOCVD is assumed to .be diffusion limited, ALE must be governed by the same 

dynamics since the growth rates are so similar. 
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6.3 Gas phase based model 

6.3.1 Theoretical description 

When the gas is traveling through the growth chamber (Fig. 4.2), it reaches the 

susceptor with some vertical velocity but is then deflected towards the edges and the 

exhaust. Near the surface of the susceptor there is a region where the vertical 

-. component of the gas velocity is negligible. The region is called the stagnant or 

bbundary layer. In this layer the gas can be considered to be static and the dominating 

transport mechanism of the dilute species is diffusion. In the framework of our model 

<: it is during this diffusion that the TMGa molecules will sometimes undergo a pyrolytic 

fission of a methyl-Ga bond. This is an important difference with the model of Aspnes 

et al. [60] where all dissociations happen at the surface exclusively. A schematic view 

of the overall process is shown in Fig. 6.1. 

-, 

Consider a TMGa molecule that arrives at the top of the boundary layer where 

it starts,to diffuse through the H2 carrier gas. At some point along the way there is a 
* - 

- 
( _probability that the molecule will decompose via pyrolysis and lose one or more of its 

d 

meth 1 radicals. Once it has ~rossed the boundary layer and reached the surface, we i' .1 

suppose that it will incorporate into the crystal accordingto the following probability; 

P=l if the molecule has lost at least one methyl rad.ka1 

P=O otherwise. 

We also suppose that the incorporation proceeds instantly so the surface is 

always considered "bare" and that there is no adsorbed molecules, neglecting any sort 

of site blocking effects. Finally our picture assumes that each molecule reaching' the 

surface reacts with it in a Langmuir type of interaction meaning that the probability of 

incorporation depends on the coverage according to equation (6-5). 

Since molecules are continuously swept away at the growth interface, a 

concentration gradient is established across the boundary layer and a net flux of 

molecules appears. Using simple diffusion theory the flux of molecules through a 

surface in the gas phase and the ideal gas law the flux is given by Fick's law [65]: 



hydrodynamic 
gas phase 

' \ I  growth 
a interface 

PC Po 

TMGa partial 
pressure 

Fig. 6. I Schematic view of the gas dynamics near the surface during the MOCVD process. On the 
left side a graph gives aCqualitative illustration of the precursor partial pressure as a function of 
distance from the surface. 

where p is the precursor partial pressure and D the diffusion constant for TMGa in HZ. 

In the boundary layer the molecules migrate by diffusion driven by the incorporation of 

@a in the crystal, lowering the partial pressure at the surface and creating a pressure 
*%- 

- 
J;?% 

= gradient. In,-the mass transport limit of the growth in MOCVD the effective partial 
* - 

pressure at the surface drops to zero and the growth rate depends only on the diffusion 7- I' 

4 



. coefficient which h%a weak temperature dependence.  his explains the relative 
J 

constant growth rate at high temperature. 

~ r o m  the conservation of chemical species the flux across the boundary layer 

must be equal to the rate of incorporation. Replacing the flux term with the coverage 

rate we get;. 
L-/--- 

Inthe equation n, represents the density of sites-on the surface of the crystal. 

Since the flux of molecules is constant across the boundary layer we can substitute the 
ED 0 

concentration gradient wi expression involving the TMGa partial pressure at the 

top of the boundary layer nd immediately over the surface .@,). 
C 

where we have used 6 as the thickness of th,e boundary layer. The exact value of 6 is 
\ 

d- ficult to determine because its very definition is arbitray. In his book Stringfellow f 
[ I ]  defines the boundary layer as the region in the gas where the vertical velocity is less 

than 99 % of its maximum value. We assume in our model that it is an area next to the . 

surface where the gas is essentially stationary and all molecular transport is done via \ \ 
diffusion. This argument is not rigorously justified but constitutes a useful first order 1, . 
approximation. The hydrodynamic equation can be solved exactly for a vertical reactor 

and the value of 6 is given by: I 

where a is a constant and u is the kingmatic viscosity, defined as the ratio of the 

dynamic viscosity to the mass density of the g v :  

We also assume that the gas flow through the chamber is perfectly laminar and 

that no recirculation is present. The effective TMGa partial pressure over the surface is 

therefore given by the expression: 



This expression illustrates the mass transport effect on the partial pressure of 

the different vapors over the growth surface. As the molecules y e  incorporated into 

the crystal with a faster rate, the concentration of molecules over the surface decreases. 

Using the classical kinetic theory of gases to obtain the- rate of-collision of the 

mol&ules in the gas phase per unit area of the surface as function of partial pressure 
\ 

we obtain: 

The growth rate is proportional to the number of decomposed molecules that 

hit the surface per unit time so we must introduce a term showing the fraction o!%l 

moiecules that will be in a reactive state when they do interact with the prospective 
. . 

sites. This fraction can simply be expressed in the Arrhenius form with an attempt 

frequency v  and an energy of activation Ed. The growth rate is then given by: 

de 
n, - - pll v r e  -0 ) .  

dr - J ~ ~ E M ~ T  

We have used" r = S ' / D  as the residence time of the molecules in the boundary 

layer and the term (1 -0)  is the probability of the reacting surface site of being 

unoccupied by a Ga atom. The activation energy defined here is different than tke one 

used by Aspnes et al. in the sense that it represents the dissociation of the molecule 

through collisions in the gas phase, not on the surface. It should be noted that we are 

not using any multiple site sampling inour model as was the case with the one used by 

&e same authors: It will shown later that it is not necessary to introduce that effect in 
.& 

our model to obtain the long linear incorporation rate in ALE. 
(- 

Using equation 6-14 for the expression of p,, and rearranging the terms we 
I 

/ obtain a differential equation for the coverage of the surface. 
, ' --- 

f 
k 



The strong temperature dependence in the denominator of the factor in square 

brackets is responsible for the transition from the .kinetically limited to the mass 

transport limited growth modes as the right side terrn becomes comparable to or larger 

than unity. 3ln the low temperature range the term is negligible compared to unity and 
, I  

the factor can be discarded so the growth mte is approximated by: 

which has the proper exponential temperature dependence o? the kinetically limited . 

growth regime. On the other hand at high temperature the exponential terrn becomes 

much Jarger than unity and the growth rate takes the form: 

The temperature dependence in this case is weak and corresponds to the mass 
#--- 

transport limited growth moae where the growth rate is determined by the number of 

molecules that can diffuse through the boundary layer pet unit time. 

The diffusion coefficient D canbe obtained from the empirical expression [6]: 

where the pressure is given in atmospheres. 

The adjustable parameters in the model are: 6, v , and Ed. From equation 6- 17 

we can see already that the high \t emperature asymptotic limit of the growth rate will 

determine the value of 6. The other two parameters are somewh'at more complicated 

to differentiate. In the low temperature region both will affect the growth rate. The 

attempt frequency shifts the whole curve because of its direct effect on the number of 
1 

a decomposed molecules. When the frequency is increased the number of decomposed 
e 

molecules goes up as well, affecting the growth rate. The activation energy affects the 



.growth rate in a different fashion but* its main effects can be observed in the same 

region as the attempt frequency. At very low temperature the slope of the growthzrate 

curve in the Anhenius plot is determined by this energy. It is in the transition region, 

where ALE of GaAs is usually performed that all the parameters are important and only 

a curve fit will provide meaningful information on the ,processes involved. h e  

following section gives the results of such fits on the growth rate for the MOCVD 

growth of GaAs using both TMGa and TNPGa. In the first case the parameters. are 

close to previously reported values. By using some of the values obtained, we then 

attempt to deduce some information on the poorly characterized TNPGa precursor. 

6.3.2 Comparison with growth rate data 

Before attempting to simulate the growth rate data w e ~ u s t  'first reflect on the order of 
d 

magnitude of the values we expect to fihd for the different parameters. Many efforts 
I 

have been devoted to thq numerical modeling of the gas dynamics in MOCVD reactor 

chambers [4-8, 661. For a -horizontal reactor operating at atmospheric pressure with 

helium as the carrier gas the value of the boundary layer was found to be rnillimetek 
). 

[67]. The kinematic viscosity depends on the pressure through the density term and on 

the nature of the carrier gas. Helium has a dynamic viscosity twice as large as 
P 

hydrogen [68] and the pressure jn our case is an order of magnitude smaller. ~ h e s e  

two combinelo produce a value for 6 that is expected to be about 3 times larger. The 

value for a vertical reactor might be significantlyedifferent as well. 

%The values for the energy of activation and the attempt frequency differ 

depending on the source. Jacko and Price [52] have characterized the pyrolysis of 

TMGa and obtained 59.5 kcal/mol and 3.5~10" s-I. DenBaars et al. have obtained a ' 

value of 58 kcal/mol by studying the decomposition of TMGa in heated hydrogen. [69] 

Activation energy values obtained during the MOCVD process are in the range 40-45 

kcaUmol and are usually deduced from the slope of the Arrhenius plot at low 

temperature. 

The best fit of equation 6- 15 with the growth rate data using TMGa is given in 

Fig. 6.2. We attempted to fit the M&VD and not the RDSlALE data because the 



Fig. 6.2 Growth rate measurements for GaAs grown with TMGa 
as a function of temperature obtained by XRD (solid dots) and 
RDS (circle). The solid line shows the best fit using the model 
outlined in the text. 

values obtained by RDS are not an actual direct measurement of the growth rate at 

zero coverage. As we have explained earlier the RDS measures only the time required 

to deposit one complete layer of Ga. It is not a measurement of the rate of 

, incorporation in the very first moments of the exposure. The MOCVD data is more 

, , significant in this regard: The quality of the fit is quite satisfactory considering the 

approximations inv~lved in the model. The model exhibits the required qualitative 
f 
1 

behavior through the whole temperature range. The values of the adjustable 

parameters are given in table 6.1. A value of 15 mm for the boundary layer thickness 

seems.to be lyger than expected. This is understandable considering the crudeness of 

our approximation in the definition of this parameter 

The TMGa partial pressure was 0.14 Pa according to the manufacturer's data. 

The values of the activation energy and the attempt frequency (57 kcallmol, and 
16 - 1  1.2~10  s respectively) are surprisingly close to the values of both Jacko and Price . 

and DenBaars et al.. [6 11 In fact the low r value of the attempt frequency found by the 

first authors is probably due to the fact that their experiment was performed at 13 Torr 
S 

- 
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and ours at 50 Torr. They also differ considerably from the values we obtain directly 

from the low temperature slope of the Arrhenius plot (49 kcaYmol). This result could 

explain why the activhtion energies obtained from the gowth rates are dl lower than 

the value yielded by the pyrolysis experiment. It seems that in the region where the 

slope was computed the value of the correction term in equation 6-15 is not close 

enough to unity justify the approximation of a true exponential behavior. The slope is 

Fig. 6.3 Growth rate measurements for GaAs grown with TNPGa 
as a function of temperatur'e obtained by XRD (solid dots) and 
RDS (circle). The solid line shows the best tit using the model 

1 

- 
oulined in the text. 
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The task of modeling the growth rate data using TNPGa is complicated by the 

? I 

TMGa TNPGa Literature 
PC (pa)  0.14 0,075 d a  
6 (mm) 15 15 a few mrn's [67] 

Ed (kcaVmol) 57 54 59.5 [52] 
v (2) 1 .2~10 '~  1.2y10'~ - 3 . 5 ~ 1 0 ' ~  [52] 

Table 6- 1 Fitting parameters used to model the growth rate data. The values in bold were allowed i 

to vary while the other values were kept constant. 
0 

> 

I 0s 



fact that we do not have a reliable value of p ~ . .  The exact value of the diffusion 

cpefficient is not known either so we chose to use the same value as for TMGa. In 

, order to circumvent the unavailability of the partial pressure data we make that quantity 

a variable parameter and instead fix the value of the boundary layer thickness at 15 mm 

for this fit as well. Also we decided to use the same value for the attempt frequency 
b 

because we can expect the process to be similar. The resulting fit to the data is shown 

in Fig. 6.3. The values corresponding values of the activation energy and the partial 

pressure are 54 kcaVmol and 0.075 Pa respectively. As can be expected from bond 

strength argument, the activation energy for TNPGa is lower than TMGa. A summary 

of the physical parameters for both sources is given in table 6.1. The values shown in 

boldface are the pqameters that were allowed to vary during the fit. 

6.3.3 Comparison with ALE growth rate 

Using the parameters obtained by the fit to the MOCVD growth rate we have 

0 2 4 -- 6 8 
TMGa Exposure Time (s) . 

Fig. 6.4 ALE growth rate of GaAs using TMGa as 5, 

the group I11 precursor. The solid line is the fit 
from the model outlined in the text. The dotted 
line shows the prediction of the standard Langmuir 
theory. 



/ * 
inlegrated equation 6- 15 and plotted the evolution of the Ga coverage as a function of 

TMGa exposure time and the result is shown in Fig. 6.4. The agreement is striking 

especially since it was achieved using parameters from the fit to the MOCVD growth 

rates. This constitutes a confirmation that the processes governing the growth rates of 

, MOCVD are the same as in ALE, at least for our temperature regime and reactor 

conditions. The gas phase model completely reproduces the long linear incorporation 

at low coverage. The reason for such a behavior is simple. As. the surface becomes 
b 

covered with Ga there is an increased,number of decomposed TMGa molecules that are 

e gas phase because they did not find an available site. This has the effect 

the partial pressure of decomposed TMGa molecule immediately over the 

surfaq and consequently the number of molecules hitting the surface per unit time. 

The two effects end up canceling each other and the incorporation rate remains roughly 
I 

constan't even for large coverages. The difference with the simple adsorption model 

given by the dashed line is obvious. 

6.4 Conclusion 

This chapter reported on the study of the kinetics of growth in ALE. Using RDS to 

m 
+s 

measure the time needed for saturating the surface w i th '~a  during exposure to TMGa 

we have shown that the growth rates calculated from these measurements were 

qualitatively similar to the MOCVD results. using the same procedure we could show 

that TNPGa had the same behavior as TMGa and that its decomposition energy was 

lower as expected from bond strength arguments. 

Several models have been suggested to explain ALE experimental growth rate 

measurements results such as ours. One of them, proposed by Aspnes et al. [60] 

assumed that in ALE the molecules strictly decompose at the surface and that no 

diffusion Iimited regime is present. Starting from the RDS monitoring of the surface 

during TMGa exposure in ALE of GaAs they proposed a model to explain the 

sustained constant Ga incorporation rate up to more than 0.8 ML of surface coverage. 

Since the Langmuir approach taken literally fails to reproduce such results, they ma6 

the assumption that a TMGa molecule adsorbed on the surface can chemisorb at any of 



the sites that lies underneath it. This picture which is credible at low growth 

temperature breaks down under normal GaAs ALE conditions where a significant 

number of TMGa molecules are at least partly decomposed when they reach the 

surface. Furthermore, growth rate measurements in MOCVD show that diffusion plays 

an important role at normal ALE temperature and that these effects must be 

considered. 

We have proposed a model that assumes that the TMGa +molecules +re 
2 

decomposed only in the gas phase and that the growth rate at short exposure times is 

determined by the rate of diffusion as in standard MOCVD. The surface reactions were 

assumed to be instantaneous and depended only on the state of decomposition of the 
C 

molecule and on the surface coverage. From such a picture we were able to extract 

physical parameters that were in agreement with previous experimental measurements. 

It is however true that the surface is mostly covered with TMGa molecules at low 
< 

temperature. Our model cannot pretend to explain the situation then. Some reported 

values for the decomposition energy as measured from the slope of the Arrhenius plot 

seem to'be lower than the value obtained from gas phase measurement. Our model 
* 

suggests that this is due to the fact that the region where the slope is measured still 

involves significant gas phase decompositions. The real situation ~f8&1~1nvolves 

- 
-. both gas phase and surface reactions. 

9 The measured ALE Ga incorporation profile was also reproduced by ouq simple 
s / 

model. The fit was very good considering that the parameters used were taken from 

conventional MOCVD results and none of them was allowed to vary to fit the data. 

45 The multiple site 'sampling effective in the surface reaction mde t  is not necessary in 

our model to reproduce 'the data. Again the reality is probably a superposition of both 

effects since the molecules have a certain mobility on the surface permitting the 

interaction with more than one potential site. On the other hand at higher temperatiure 

the molecules are mostly decomposed in the gas so their mobility is reduced by the 

presence of dangling bonds interacting with the surface. 

Fig. 6.5 shows an interpolation of our MOCVD growth rate data as a function 

of temperature. Both Aspnks et al. [60] and Dapkus et al. [lo] argue that at low 
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Fig. 6.5 Temperature dependence of the growth rate. The cross hatched 
regions indicate purely limited regimes. The square shows approximately 

. the temperature window for ALE of GaAs. 

temperature, the TMGa molecules reach the surface intact and that diffusion does not 

play a role in limiting the growth rate. In both cases however the experiments were 

performed at temperatures below 400•‹C which is well outside the usual ALE window 

for GaAs (430•‹C-500•‹C) represented by a box in Fig. 6.5. At such low temkratures, 

the ALE growth rate is general1y~;observed to saturate well below 1 Wcyc le  because 

of the large amount of undecomposei TMGa molecules adsorbed on the sGrface that 

inhibit further reactions with available sites. [lo] This mechanism is usually identified; 
-- 

- as steric hindrance. At the higg temperature end oF&e ALE window the MOCVD - 
9 - 

growth is already observed to saturate, just like the ALE saturation time (see Fig. 6.4), 

indicating the gas phase diffusion is playing a significan~ role in limiting the growth rate. 

The mass transport limited and kinetically limited growth regions are identified by 

crosshatched patterns. 



7. Heteroepitaxy 

9 

One of the principal reasons for using a technique such as ALE for the growth of . 

, . .- 
epitaxial structures is the potential control of the layer composition and thickness with 

monolayer accuracy. The reality is somewhat less ideal and absolutely abrupt interfaces 

are still a challenge for ALE. Even though ALE can effectively eliminate basic 

problems common in conventional MOCVD such as depletion of precursors leading to - 
lateral variations in the growth rate, turbulent flows and limits in the gas switching 

P 

speed, there are a number of problems -that remain to be investigated and solved and 

one of them is the segregation of atoms at the growth front. 

*In order to lower its total surface energy, a crystal might find it favorable to 

rearrange its top few layers of atoms'by bringing the species with a lower surface 
' , 

energy to the surface and burying the ones with a higher su e ewrgy. This process 
A 

is called segregation and has a lot of interest Gcent~y. Segregation effects 

have been observed in different systems with detrimental effects on interface quality 

and alloy composition. The first section of this chapter will discuss such a phenomenon ' 

as seen by RDS. This constitutes $e first reported in situ monitored segregation effect 

in MOCVD. 

The idea behind the use of quantum wells (QW) in semiconductors is to take 

the carrier movement from the 3 dimensions of the normal crystal and confine it  in the 
m 

2 dimensions of a thin well. In doing so the quantum mechanical picture of the&er 
-+ 

behavior changes, resulting in very high carrier confinement which is useful for many 

device applications. When the thickness of the well becomes comparable to the size of 

the wavefunctions of the carriers we also observe a modification of that wavefunction 
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and the energy attributed to it as well. One of the systems that has been investigated - 

extensively is the InAs quantum well in a GaAs matrix. From the point of view of 

strain the critical layer thickness of about 1.5-2 ML makes that system one of the most 

strained of all in the field of 111-V semiconductors. Significant efforts have been 

devoted to the study of the InAs/Gds system a d  many interesting effects are 
4 

observed. The $owth of'those extremely thin structures is very well suited for the 

advantages of ALE so we have done some work on the RDS characterization of the 

ALE of InAs single ML's in GaAs. The second and last section of this chapter will 
' report our results from the study. 

7.1 Indium segregation 

7.1.1 Background 

When a comp~und A is grown over a different material B several forces enter the 

picture affecting the growth patterns like the growth mode or the stoichiometry of the 

crystal. In the case of heterostructures the interface abruptness is one of thecritical 

parameters that needs to be controlled. Conditions such as lattice mismatch, surface 

energy and reconstruction can affect the way the atoms from compound A wet the 

surface of B. 

The total energy stored in the dangling bonds of the surface is called the surface 

energy. Its value depends on the strength of the individual bonds. In the case of 

InAs/GaAs heterostructures, two types of bonds need to be considered. Since the Ga- 

As bond is much stronger than the In-As bond, the surface energy of GaAs is expected 

to be larger than that of InAs. In the growth of these heterostructure, when a situation 

arises where one material is deposited on the other, the system will try to rearrange 

itself in order to minimize its surface energy. For example, if Ga is deposited on InAs, 

the system will try to lower the surface energy by bringing the In atoms from the bulk 

to the surface and burying the Ga atoms. This process is called segregation. 

Surface segregation is well known in heterostructures and has &en initially' 

observed and studied in metals [70]. The first observations of such an effect in 111-V 



semiconductor epitaxy involved the surface stoichiometry of ternary compounds. The 

surface composition of Gao.7Alo.3As is found to have a higher Ga concentration than the 

bulk and In containing compounds such as G~,51no.5As and A l o . S I ~ . S A ~  are observed to 

have In-rich surfaces [7 1, 721. The lowe; surface energy of Ga in the first case and In 

in the second, forces them to the surface. Similarly the smearing of heterointerface by 

the migration of group 111 atoms to the surface has been known for several years for a 

variety of structures such as GaAs on InAs [73], AlAs on GaAs 1741, and GaSb on 

AlSb 1751. In this work we give special attention to the InAdGaAs heterointerface. 

The ultimate goal is to grow a single or submonolayer InAs QW in GaAs. 

Several reports have claimed that InAs forms clusters nanometers in size when 

thin ( 1-2 ML) layers are deposited on a GaAs matrix [76-801. The effects of this 

clustering on the interface quality is still being debated at this time. The islands are 

mostly monolayer thick and are elongated towards the (i 10) crystal \ ,  direction. Their 

\ P 

size varies with total InAs coverage but in the first stages of islanflwidths of 4 nm in 

the (1 10) direction have been observed prior to GaAs burial. [76] All these results 

point to a significant difference in surface dynamics in heteroepitaxy. The maih reason 

'that makes InAs ultrathin QW's so attractive is their high photoluminescence efficiency. 

Short period superlattices with a period made of 1 ML of InAs and 4 ML's of GaAs 

have been successfully used to fabricate lasers @I]. 

7.1.1.1 Segregation models 

Different approaches have been used to explain segregation in heteroepitaxy. The 

simplest has been based on a phenomenological picture where a fixed fraction of the 

low surface energy atoms travels to the surface when a different type of material is 

deposited over it. If for example, GaAs is deposited on top- of InAs, which 

corresponds to the studied case here, some of the In from the covered layer will 

exchange with the Ga on the surface due to the lower surface energy of InAs as 

discussed in section 7.1.1. Let o be the probability of an In atom of exchanging when 



GaAs is deposited on top of it and xsi the fraction of In on the surface after deposition 

of the i th GaAs monolayer. Before GaAs is added to the ciystal we have: 

In the subsequent layers the surface composition varies as: 

x ,  = o r .  ( 7-2 

If we now look at the actual In amount left behind the growth front when GaAs 

is grown, we obtain for the resulting In profile: 

x, =(I -O@' , \ '  

and by making this relation continuous an exponential decay in the direction of the 

growth z is obtained: 

where d is the thickness corresponding to I ML. 

Other models using more physical arguments have been proposed [82-841 but 

due to the simple qualitative nature of our study we will restrict ourselves to the 
4 

phenomenological picture: The only parameter of interest- in the, model is the 

> segregation coefficient 6. 

7.1.2 In situ study 
L 

The ALE sequence for inserting one plane of In a GaAs matrix is very simple: we 

replace one of the TMGa pulses of the GaAs ALE by a TMIn pulse. If the exposure is 

long enough we should have a complete ML of InAs in the crystal. From previous 

work we have determined the optimal conditions for the ALE of GaAs [85] and InAs 

[86]. Using this information we chose the conditions for the growth of the quantum 

wells. We used 390•‹C as the growth temperature in order to keep the thermally 

activated segregation to a minimum. A growth rate of 0.8 ML per cycle was measured 

for GaAs at that temperature but it is very sensitive to temperature because of the 
d 

exponential dissociation of the TMG precursor. It is therefore expected to vary 

somewhat from sample to sample. Thus we are not truly in ALE mode for the 

measurements, ' but more accurately flow modulation epitaxy. Two types of 



heterostructures were grown for comparison. In each- case one group I11 pulse is 

replace by the other element with an exposure time that is expected to include 1 ML of 
0 

material in or around the well. 

The structures were grown using the following growth sequence: 

bbB" layer in "A" matrix 

1 )  "A" buffer layer grown at 560•‹C. 

2) Temperature lowered to 390•‹C. 

3) 4 "A" ALE cycles. 

4) 1 "B" ALE cycle 

5) 40 "A" ALE cycles 

6) "A" cap layer grown at 500•‹C. 

note: the ALE growth sequence were (H2:III:H2:V): 2:8:2:4 for GaAs, 

2:3:2:4 for InAs 

The labels "A" and "B" represent either GaAs or InAs depending on the 
C 

structure. Fig. 7.1 shows a schematic view of the structure. The energy chosen for 

I 'A' I cap Ioyer (500•‹C) 

4 cycles ALE (390•‹C) I 
L 

' 'B' 1 cycle ALE (390•‹C 

'A' 
4 cycles ALE (390•‹C) 

I 'A' ' 

I buffer layer (580•‹C) 

monitoring the surface state depends on the nature of the 

host crystal. For the InAs layers inserted in GaAs (A: 

GaAs, B: InAs) the energy was 2.6 eV and 2.3 eV was 

used for the complementary structure (A: InAs, B: G S s ) .  

These energies are related to transitions in the As dimers 

of the host crystal but are also affected by changes in the 

Ga (or In) dimer structures (see Figs 3.2, and 5.2). The 

evolution of the RDS signal during the growth of a InAs - 

QW is shown in Fig. 7:2: .The origin for the time axis has 

been set at the point of the TMIn pulse. 

The RDS transients preceding the well are highly 

reproducible, a testimony to the stability of the growth 

conditions during ALE. The RDS response corresponding 

to each individual cycle is identical t6 the others. When 

Fig. 7.1 Schematic view of the one TMGa pulse is replaced by a TMIn pulse the RDS 
heterostructure. 



signal i? shifted upwards and remains modified during several of the following cycles. 

Even after more than 20 cycles the RDS signal is still slightly modified. 

The shape of individual cycles is also strongly perturbed beyond the growth of 

the well. The general shape of the cycles is not only shifted upwards btlt the signal ' 

transient is modified. The biggest difference happens during the TMGa puke in the 

few cycles that follow the In insertion. After this perturbation has disappeared, the 

cycle shape is still shifted upwards. It appears the this shift starts to decrease only once 

the cycle has recovered somewhat the right shape. This could be due to the presence 

of In clusters on the surface. Since these clusters are probably more than 1 ML thick 

the self-limiting behavior of TMGa may be disrupted because the surface is no longer 

atomically flat. The RDS signal is then perturbed during the TMGa exposure. Once a 

few ML's have been laid on top of the In clusters, the only In remaining on the surface 

is segregating and lies in the Ga plane as an alloy. This situation, where the surface is 

flat again, allows the TMGa to remain self-limiting. The data does not permit us to 

draw any conclusions on the origin of that perturbation but, as will be shown later in 

this section, it is related to the amount of In on the surface in excess of I ML. 

Since white light penetrates well into the 'layer it  could be argued that the 

-100 0 100 200 300 400 
time (secs) 

Fig. 7.2 RDS signal measured at 2.6 eV during the growth of a InAs SMQW in GaAs. 
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t Fig. 7 .3  RDS signal measured at 2.6 eV during the gsodth of 1 ML of GaAs in I n k .  

assumption stating the bulk is isotropic in the case of the zincblende structure breaks 

down in the well and the contribution to the signal is expected to show on the RDS 
" * 

response until the amount material covering the well is thicker than the penetration 
/ 

depth. The obvious way to verify that RDS is really only sensitive to the surface 

composition is to grow the complementary InAs/GaAs/InAs :'antiwell" structure which 

is not expected to show segregation. 

We have done the experiment and the results are illustrated in Fig. 7.3. Here 

again the cycles are reproducible before the inserted layer but in this case when TMGa 

is introduced in the chamber the signal is modified for the remainder of that cycle only. 

The following cycles are virtually identical to those preceding the Ga insertion. 

Subsequent XRD measurements confirmed that close to 1 ML of GaAs was 

incorporated in the crystal, confirming that RDS remains effectively a surface 

measurement even for heterostructures. It should be noted though that the total 

amount of material in the both structures does not surpass the critical thickness of 2 

ML so the inserted layers are pseudomorphically strained. 



The stoichiometry of the surface hk also been monitored by interrupting the 

growth after each cycle. The procedure consisted of two parts. The RDS signal was 

monitored during the 'WE cycle until the TBAs exposure step was reached. fit that 

point the ALE was stopped and the &face was kept 'under TBAs until the RDS 

stabilized. A RDS energy spectrum was then meawred and the process was repeated 

for every cycle until the RDS signal had returned to the normal ALE shape. 

With the results we can push our understanding a little further. The spectra for 

the InAs QW structure are summarized in Fig. 7.4. The measured growth rate during 

GaAs ALE in those conditions is 0.8 MUcycle. The estimated cap layer thickness is 

labeled beside each spectrum. The top spectrum labeled "GaAs" was taken after the 

I GaAs 

1 2  3 4 . 5  .6 
Energy (eV) 

Fig. 7.4 RDS energy spectra of the TBAs 
exposed surfack as 2 function of the 
number of ALE cycles for the InAs SMQW 
in GaAs. 



lait cycle preceding the In insertion. it corresponds to the now familiar d(4x4) surface 

that is observed at this low temperature. The following spectrum (InAs) shows a 
.esse- 

strongly modified spectrum with several new features. At this point &strong new 

feature is present d2 .4  eV which is very close to the normal InAs As dimer feature at 

2.3 eV. This featwetis also observed after more cycles have been deposited on top of 

the In with a slight change in energy position. Its intensity is observed to decrease with 

cap layer thickness to be almost unobservable after 20 cap layer cycles. 

The presence of In on the surface alters the As dimer structure on the top layer. 

The bottom spectrum shows the RDS signature of a 50 A Ino l l G ~ . s p A s  coherently 

strained layer on a GaAs substrate where we observe the same feature which confirms 

our argument for the presence-of In on the top layer of the crystal. 

energy (eV) 
Fig. 7.5 RDS energy spectra of the TBAs 
exposed surface as a function' of the 
number of ALE cycles for the GaAs ML in 
InAs. 



The difference in the InAs/GaAs/InAs structure is even more obvious. Fig. 7.5 

shows the same spectra taken duringthe growth of such a structure. The surface has 

the normal As super rich configuration under TBAs before the Ga insertion but is only 

slightly modified after the deposition of the GaAs ML. The same main features are still 

present albeit somewhat disturbed but far from a GaAs-like surface. The deposition of 

only 1 ML of 1 n ~ s  is enough to return the surface to i normal InAs-like shape. The J 
similarity of the GaAs s e t r u m  with InAs can in fact be expected from In segregation 

as well. When the GaAs layer is grown, the underlyiag In travels to the surface and 
.B - exchanges sites with the Ga atoms of the top layer. The surface therefore remain6 

almost Ga free even after TMGa exposure. This result means that In segregation is 

present in both structures but with very different results. For the InAs QW soGe 

fraction of the In travels to the surface when a GaAs ML is deposited and the 
- 

phSnomenon is repeated each time a new GaAs ML is grown to bury the InAs, 

resulting in a much larger deviation from the nominal structure in this case. 

7.1 -2.1 Measurement of the segregation coefficient 

We have monitored the RDS signal during the growth of the GaAsflnAsIGaAs 

structure for different TMIn pulse lengths. The amount of 1h in the structure was then 
\ measured by XRD using the procedure described in chapter 4. The results are 

Q 
presented in Fig. 7.6. The measured In content of each structure along with the TMIn 

f 
, -< ' pulse length is given beside-each transient. We observe that the number of disrupted 

, cycle transients increase with the total In inserted in the crystal. The only case where 
. . ' P  . 

the perturbation is absent is for an In cdntent of less than 1 ML. ~h ' is  suppons the 
I hypothesis of In clustering 'on thk surface and destroying the self-limiting deposition of 

Ga. 
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Fig. 7.6 RDS signal at 2.6 eV monitored 
during the growth of InAsIGaAs 
heterostructures with different TMIn pulse 
durations. 

As expected the RDS signal of each cycle is shifted more as the amount of In is 

increases. The recovery of the signal to the original ALE shape has a shape that is 

close to be exponential. Using the phenom nological model oulined in section 7.1.1.1, 7 
and more specifically equation (7-4) we can obtain an estimate of the segragation 

a' coefficient from the RDS ata. In order to reproduce the change in RDS intensity at 

every cycle we have plotted the RDS signal at t the TBAs exposure for each 

cycle. The results for the 3 structures shown in ig. 7.6 are given in Fig. 7.7. n\e solid 

lines are least square fits to the data using e q u a h  (7-4). The fits do not reproduce 

the data for the first few cycles where the shape of the signal during TMGa exposure is 

disrupted. Since this effect is probably related to a flatness effect due to uneven In 

distribution we decided to leave this pan of the signal out of the fit. The segregation 

coefficient that we obtained through this procedure is .0.74&0.08. There was no 



thickness (ML) 
I \ 

Fig. 7.7 variatiodof the shift in the RDS signal as a function of 
for the heterostructures of Fig. 7.5. The solid 

square tit  to the data. 

appreciable variation @tween the structures with different In content. Early work in 

MBE using surface probes such as XPS and Rutherford back scattering (RBS) gave a 
, - :4 

value of 0.8M.1 for growth a1 480•‹C [87] and more recently Muraki et al. have 

obtained a value 0.7M. 1 at 370•‹C in good agreement with our results. [88] 

7.1.3 Conclusions 

In the preceding section we have shown the presence of In segregation during the i 

growth of InAsIGaAs heterostructures. RDS can be used to monitor the ALE growth 

of heterostructures and constitutes "an efficient probe for interface quality 

measuremsnts. Even though ALE should, in'principle, provide perfect control on 

interface abruptness due to its sequential nature, thermodynamic effects participate and 

alter the results. RDS is a powerful technique that can be used in situ to monitor the 

presence of segregation. It can also be used in the search for ways of improving 

interface quality. Because it is non invasive several sets of parameters can be tested on 

the same sample. Aslong as the surface of the wafer remains smooth, a buffer layer 



can be deposited over the previous structure and a new one can be grown with different 
-?! 

conditions without the need to prepare a new wafer. Using such a procedure we were 

able to achieve the growth of single and submonolayer InAs QW's in GaAs which 

displayed very narrow' and &ong PLnfeatures [89]. 

Surface effects such as In segregation in heterostructures have been monitored 

in situ for the-first time. RDS transients during ALE of GaAs were modified after the 
,' insertion of an In layer in the structure. Using the in situ RDS measurements as a 

probe of the In concentration of the surface we were able to measure a value for the 

phenomenological segregation coefficient that is consistent with previously reported 

results. 

With the treatment outlined in chapter 4, we have demonstrated that XRD is 

only sensitive to the total phase shift created by the inserted In in the structure. The 

latfice constant perpendicular to the surface of an InGaAs layer coherently strained on 

a GaAs matrix varies linearly with the fraction of In. Each monolayer of material in the 

structure has 3 modified lattice constant depending on its In content and each 

subsequent. The shift in the position of the planes of the cap layer correspond to the 

total contribution o@each plane near the region of inserted InAs that contains In. XRD 

can therefore only detect the total amount of In and cannot provide any information on 

the distribution through the crystal. If we follow the phenomenological model and 

assume that the segregation proceeds homogenously, our measured value of the 

segregation coefficient suggests that the In is spread over several monolayers in the 
5 

crystal and that each individual monolayer consists of a dilute InGaAs alloy. However, 
t, 

the fact that the first few RDS cycles are modified during TMGa exposure might be an 

indication that the segregation does not proceed evenly during the growth. For 

example the segregating In might be composed mainly of the "extra" hi contained in 

the several ML's thick InAs clusters that form'during the TMIn exposure. The "base" 

of these clusters might stay within the original layer without segregating, creating an In 

rich layer followed by a series of very dilute InGaAs layers. More local types of 
6 

measurements such as extended x-ray absorption fine structure (EXAFS) or x-ray 

standing wave will be needed to settle these questions. 



7.2 Breakdown of self-limiting behavior for ALE heteroepitaxy 

The advantage of ALE for'the growth of heterostructures is the total control over the 

nature of the vapors ~EWT& at the surface. We have demonstrated in the last section 

that despite the fact that the crystal is grown one atomic layer at a time the interface 
I 

quality can be altered by other effects such as segregation. Another condition that 

needs to be controll,ed for proper ALE to be performed is the preservation of a self- 

limiting growth mode throughout the structure. In order tb keep the surface atomically . # 

smooth it is imperative to suppre s the formation of droplets during exposure to the 

- 
1 

group I11 vapo$ As we hZve seen earlier the mechanisms for self-limiting growth are 

complex and may be disrupted easily. 

The well controlled ALE of both GaAs and InAs is possible under the proper 

conditions. Since their respective self-limiting growth temperature windows are 

separated [14] the proper choice of growth temperature for heteroepitaxy of both is 

difficult. The temperature that was chosen in this work was at the higher end of InAs 

ALE (390•‹C). At this temperature GaAs grows with only partial ML coverage during 
+ 

each cycles (0.8 MUcycle). InAs on the other hand is self-limiting at this temperature 

[86]. In a previous report GaAs was shown to partially lose its self-limiting 

characteristics when grown on an 1nAs.substrate [14]. We will show here that the 

same type of breakdown in the growth behavior is observed with InAs grown on GaAs. 
C 

A study of the RDS monitoring of the growth of heterostructures at hfferent 

temperatures gives some evidence of a similar phenomenon. Fig. 7.8 shows the RDS 

, trace taken at 2.6 eV during the ALE of InAs single ML QW's at different 

temperatures. The time axis has been normalized to the number of cycles. The lo*est 

trace shows a structure grown at 370•‹C. At this temperature the conditions produce 

e .  around 0.4 ML per cycle. The segregation seems to carry over several cycles but due 

to the partial coverage of Ga at each exposure, real assessment of segregation is 

ambiguous. The remaining traces all produce 1 MUcycle of GaAs with a 1 ML InAs 

cycle inserted in the structure. 
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Fig. 7 .8  RDS signal monitored at 2.6 eV during the ALE growth of InAs 
SMQW's in GaAs at different growth temperatures. The time axis has 
been normalized to the number of cycles. 

The structure grown at 430•‹C takes approximately 10-12 cycles for the RDS 

signal to return to the normal GaAs ALE. At 470•‹C such a recovery takes more than 

20 cycles. This temperature dependence of the segregation goes against early reports 

that claimed that segregation did not vary between 420•‹C apd 560•‹C [87] but agrees 

with most recent studies which observe an increase in the segregation at hgh 

temperature [82,88]. The top two traces show results for structures grown under 

identical conditions except that the topmost structure has four times the TMGa dose . 

(twice the flow, twice the time) of the lower one. In both cases the ALE preceeding 

the In insertion is stable and xlf-limiting. After the In is deposited though, the first few 

cycles of the high dose structure show an increasing shift of the RDS signal, indicating 



the presence of surface roughness. The shift stops increasing after 12- 15 cycles and the 

shape of each cycle returns to the one preceeding In insertion. Some surface roughness - 
could be noted on the surface after the'growth. These data indicate that the GaAs 

cycles lose their self-limiting character when In is present on the surface. The 

following section will study the incorporation of In on a GaAs surface. 

7.2.1 Experimental results 

Figs 7 .9  and 7.10 show the XRD measured growth rate for both homo- and 

heteroepitaxy for InAs at 360•‹C and 390•‹C respectively. For both temperatures the 

homoepitaxial growth rates show self-limiting behavior, saturating at 1 ML per cycle. 

The In incorporation shows the same features as observed in GaAs i.e. the rate of 
.3 

incorporation remains constant until more than G.8 ML of In has entered the surface. 

$ a  
On the other hand the incorporation of In on GaAs is not saturating at all. In is 

deposited with a rate that remains constant up to several ML's. The 360•‹C data show 

a linear incorporation up to 4 ML's with no signs of saturation. All this indium comes 

from a single TMIn exposure. 



TMln exposure time (secs) 
Fig. 7.9 Growth rate measurements for homo- (dots) and heteroepitaxy (triangles) of 
InAs by ALE at 360•‹C. 

If a single TMIn exposure-of 6 s is replaced by two cycles with a 3 s exposure 

which correspond to 1 ML of InAs each, the total In is the same as can be seen by the 

star in Fig. 7.1'0. The In incorporation is therefore insensitive to the surface coverage 
r 

or to the amount of As available for reaction. Under these condition every TMIn 

reaching the surface results in a In atom added to the crystal. According to our data 

the rate of incorporation of In is not different on GaAs than on InAs. Both growth rate 

profiles agree within experimental uncertainty which differ from the results of Brandt et 

al. [90] who have observed a decrease in the growth rate for In deposited on GaAs 

under MBE conditions. 
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TMln exposure h e  (secs) 
Fig. 7.10 Growth rate measurements for homo- (dots) and heteroepitaxy 
(triangles) of InAs by ALE at 390•‹C. 

'i, 

Photoluminescence characterization of the same structures was performed by 

Dr. Yves Lacroix from Prof. Mike Thewalt's group and the results are presented in Fig. 

7.1 1.  The TMIn exposure time is given beside each emission spectrum. The main QW " 

luminescence emission feature is labeled by an asterisk in the short exposure spectra in 

order to differentiate it from the underlying GaAs spectrym. The excitonic and donor 

acceptor pair luminescence for the 6ulk GaAs are labeled "X" and "DAP" respectively. 

We observe a continuous shift of the luminescence towards lower energies in 

accordance with larger well widths confirming the XRD results. There is a large 

difference in the emission linewidth between the 4 s and the longer exposures. The 

longer exposure times exhibit a much wider emission band. This is due -to the 

extremely thin well (<20 A) compared with the size of the free exciton wave function 



1200 AJ. As the well becomes thinner the fraction of the exciton wave function that 

ovqrlaps it becomes smaller and variations in the effective width due to interface 

difference in emission peakwidth could be partial relaxation of the layer, since the total 
* d indium content approaches and even surpasses 1.5-2 ML critical thickness for 

TMIn exposure time i&nger than 4 s. 

However, from the XRD rocking curves of the structures we did not observe 

Energy ( e ~ )  
Fig. 7.1 1 Low temperature photoluminescence emission spectra of InAs SMQW's in GaAs 
as a function of TMIn pulse length.' The asterisk identifies the QW related emissio 

a 



any appreciable relaxation of the layers even at high In content. The reported critical 

layer thickness is around 2 ML for the InAsIGaAs system. At 3W•‹C, even for 4 ML of 

InAs the crystal remained coherent. This is probably due td the formation of InAs 

clusters durin the long TMIn exposure which provide partial strain relief at their 3 
boundary with the host crystal without introducing dislocations. These clusters have 

recently been observed by AFEM for similar structures. [9 11 As was explained in section 
I 

4.3.2.1 the XRD signal from the substrate and cap layer. The region of 

inserted In only the rocking curve by decoupkng the two GaAs 

layers. 

A comparilon.of the 6 s and~he  '2x3 s" TMIn exposure PL spectra shows that 

the latter has two distinct PL emissions for the QW. The higher energy emission of the 

"2x3 s" sample coincides with the QW luminescence of the 6 s sample but the spectrum 

also has an emission band at a slightly lower energy. Clustering is probably responsible 

for this extra emission as well. It seems that in the "2x3 s" sample there are two 

distinct phases in the well. The emission en;rgy is lower in the clusters where the 

effective well width is larger than nominal, and higher in the regions around the clusters 

where the well is either closer to its nominal width or consists of an InGaAs well with a 

larger band gap than pure InAs. The main point of the PL study is the finding that In is 

continuously incorporated in the crystal during TMIn exposure even though there is 

onl) 1-2 ML of As available to form the cry&al at that moment. It appears that the In 

droplets are dissociated and replaced by InAs clusters during, the following TBAs 

exposure. A detailed study of the emission linewidths of these structures, especially for 

the submonolayer structures has been published. [89] 



The temperature dependence of the In incorporation rate on GaAs is illustrated 

in Fig. 7.12. There is no noticeable difference kctween 360•‹C and 390•‹C. A 2 s TMIn 

exposure at 470•‹C confirms that even at higher tempera- In incorporates into the * 
layer with the same rate. The rates wergfiited with a straight line and gave 1.021t0.05 \- 
k s  at 3 6 0 " ~  and 1.03B:M &s at 390•‹C. 

TMln exposure time (secs) 
a I 

Fig. 7.12 Comparison of heteroepitaxial growth rate of InAs on GaAs at 360•‹C and 
390•‹C. The lines are linear square fits to the data. The cross symbol shows a result at 
470•‹C. 

1 



We have characterized the incorporation of In on a GaAs surface under ALE 

conditions. The In is observed to incorporate with a constant rate that is independent 

of temperature. Photoluminescence results show that the In forms a quantum well with 

increasing width as more atoms are incorpofated. The formation of clusters is believed 

to explain the large peak width observed for In content exceeding 1 ML. 



Concludina remar'ks 

In the recent years several new diagnostics tools have emerged to help crystal growers 

improve their understanding of the epitaxy process. This change has had dramatic 
es 

-? %_ effects in the _field of vapor phase epitaxy like MOCVD where most of the 
*. 

*.L understanding + had been acquired in a post growth setting. Until in situ monitoring was 

made available to the growers the optimization of the growth had proceeded in a hit 

and missfashion reminiscent of an art such as cooking. The layers were grown with 
"@- 

conditions chosen by the operator and the result was evaiuatd after the growth. ' 

Conclusions were then drawn from the characterization results and new parameters 

were chosen for the next try. I 

Very few means were available to detect systematic problems such as hardware 

drift, and the intuition and experience of the crystal grower were his or per main assets. 

Nowadays several tools can be installed on the growth reactor to monitor the stability 

and reproducibility of the machine from growth to growth, such as IR or UV 

absorption units to monitor systematic characteristics such as the stability of gas flows 

or the line transients. Optical techniques Lave opened a new variety of possibilities for 

MOCVD growers since they can be used under atmospheric or slightly sub- 

atmospheric pressures in effect during growth. Of these techniques relatively few have 

a strong selectivity for information coming from the surface. RDS is one of them. This 

characteristic combined with its non invasive nature make it a privileged tool to study a 
3 

process so intimately tied to surface reaction such as ALE. 

We have mounted the RDS setup on our newly acquired reactor in the first 

weeks following the first growth. Since that day RDS has been used as a routine 

135 



monitoring tool for every growth regardless 6f the 'nature of the technique. It has . . 
proven itself extremely useful to detect subtle effects Such as slow roughening of the 

surface when a buffer layer is grown oh a badly cleaned substrate. Variations in the 

mass flow controller outputs have been detected during our experiments with the 

growth of GaSb. In retrospect RDS has turned out to be a very usefurtool for us. 

In the case of the present work the technique was applied to the study of a 

specifrc process, ALE. The growth of GaAs by ALE being the mbst documented, we 

foched most of our attention on this material. ~ " e  have shown that contrary to the 
r 

current beliefs the surface of GaAs retains its double layer'of As as its termination even 

after the 2 s purge following exposure to TBAs. Most previous interpretation were 

discarding this possibility because it was believed that every As on the surface would 

participate in the inclusion of a Ga atom in the crystal. A growth rate of 1 ML per 

cycle could not be explained with the presence ~f almost 2 ML of As when the Ga 

atoms arrive at the growth fronr: Our work has shown that not only is the presence of 

second layer of As a fact in ALE but i t  is critical for the establishment of a 1 MUcycle 

growth mode. The second layer of As, because of its relatively stable bond structure to 

the underlying firkt layer atoms inhibits their desorption. This desorption would occur 

under normal single layer termination because of charge neutrality arguments and 

reconstruction of the surface. 

The interactions between the Ga atoms on the surface with their As neighbors - 
have been shown to be important. The second layer As leave the surface more red ly  

when there is some Ga present. We have attributed this effect to a combination of 

displacement of As by incorporated Ga and a facilitation of As desorption by the 

formation of a methyl-As bond. 

The Ga gradually covers the surface until a complete ML is included. Here 

again the natural coverage for an adsorbate-free surface is not 1 ML but 0.75 ML for 

the normal Ga rich reconstruction. The presence of methyl radicals attached to the Ga 

atoms changes the conditions and permits a full h4L of Ga to enter the layer and remain 

there to complete the cycle. This constitutes the second role played by the methyl ' 

radicals. Their third and most importarit role was demonstrated in a surface 

136 



f? 
morphology study that we performed on GaAs surface skurated with Ga. We were 

able to show that the presence of methyl radicals on the surface inhibits the formation 

of Ga droplets and maintains the self-limiting character of the growth. 

The important role of methyl radicals on the controlled AL wth has several 

repercussion on the future of the technique as a candidate for speci plications. The 

high concentrations of residual carbon in GaAs grown by ALE has been a major factor 
P 

in the relative lack of interest of the industry for the technique. ~ r o m  the result of this 

work and others it seems that methyl radicals which are thought to be responsible for 

the incorporation of carbon, are also essential to the self-limiting behavior of the 

growth. This tradeoff constitutes a significant hurdle to overcome if the technique 

hopes to achieve high purity material. The solution might lie in a different type of 

precursor. The configuration of the molecule should allow it to dissociate through 

homolytic fission to keep some radical 'attached to the Ga upon incorporation in order 

to maintain self-limiting growth and to allow the formation of a reconstruction with 1 

ML of Ga. The same radical must then have a bond to the Ga that is weak enough to 

be easily desorbed during the subsequent purge. . * 

On the other hand the microscopic process by which the carbon is incorporated 

is not knoww The residual levels of doping correspond to a 1 ppm cqncentration 
I 

approximately. This is several orders of magnitude smaller than the methyl 

concentration during the process. The radical removal is therefore relatively efficient. 

There might be some specific microscopic environment that retains the radical at the 

surface and permits its decomposition and the incorporation of the carbon atom. 

Experiments on miscut substrates have shown that the carbon incorporation is not , 
affected by a larger concentration of step edges. The mysterious favorable sites are not 

simple step edges as one might suggest. 

In the study of self-limiting growth the proposed role of the radicals have been 

manifold. One of these roles was to cover the surface and block a certain number of 

sites from reacting with other TMGa molet%les. This argument was used to explain 

the constant Ga incorporation rate during group 111 exposure in ALE. We have 

demonstrated that for GaAs the temperatures used for ALE are high enough for gas 
2 



phase reactions to take place. The ability to fit The growth rate data of other models 

relying exclusively i n  surface dynamics has been used as an argument to claim their 

pertinwce. We have shown that a model using exclusively gas phase reactions can also 

reproduce the same results and even explain the ALE data. We think that this 
b 

dembnstrates that a complete picture of ALE should include both kinds of reactions. 

The reality seems to be much more complex for ALE than was first thought. 

Finally the potenti 1 of RDS as an in situ probe for the growth of complex 

structure was demonstrated in the monitoring of the surface during the growth of 

SMQW of InAs in GaAs. The presence of In segregation in those systems has been 
B 

indirectly inferred in the past from post growth ex siru urements but we have 

shown that RDS is $deed exclusively sensitive to the top few angstioms of the crystal 

and can be very efficient in detecting processes such as segregation. 



Appendix A: Electronic feedback for 

- the RDF setup. 

rl r Since the RDS setup weasures the ratio AR/R two different approaches are possible to 
' 7 .  4 - 

accbrately do so. Both values of the ratio can be measured independently, allowing for 

more flexibility in the use of the setup and providing accurate informalion of both the 

Ac and DC sigfials, or one *vzilue can be kept constant by some kind of electronic 

control and the other measured. 'The second method has the advantage of being 
** 

simpler and easier to implement and is the one that we have chosen for our 

experiments. This appendix describes the electronic circuit that was used to control the 
. . 

level of the DC signal. Fig. A.1 shows a simplified flow chart of the different 

components of the circuit as well as the current and voltage levels around the feedback 

loop. The programmable power supply is controlled by a DC voltage between 0 and 3 

V corresponding to a supply voltage of 1500 and 600 V respectively. The current 

output of the PMT is convened to voltage and the DC part of the signal is extracted by 

a.low pass filter. This signal is then compared to a reference signal by a differential I 

amplifier and, in the case of a discrepancy, a signal is sen1 to the programmable power 

supply to .change the PMT gain. Fig. A. 1 shows the schematics of the electronic - 

feedback circuit that we have built to control the DC signal. It uses analog electronics 

to control the gain of the PMT through a programmable gain power supply in order to 

keep the DC signal'level constant. The circuit behaves well for the requirements of the 

system. No oscillation of the feedback loop is observed even during the rapid changes 

of the response when the spectrometer is quickly repositioned to the start of a new . 

scan. 
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*Fig. A. I Simplified schematic representation of the circuit detailed in Fig. A.2. 
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Fig. A.2 Electronic circuit used to regulate the DC signal in the RDS setup. 
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