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Abstract

The crystal structure of LiyNip.xOp for 0<x<1 is determined. For x<0.62,
LixNi>.O7 has the disordered rocksalt structure. For 0.62<x<1.0, Li and Ni
atoms segregate into Li rich and Ni rich layers normal to one of the 4 (111)
directions in the cubic lattice. This breaks the cubic symmetry and an
apparently continuous transition to a hexagonal phase occurs. At x=1,
alternate cation layers are nearly pure Li and pure Ni. The degree of order is
quantified by defining an order parameter, 1, which we take to be the
difference in the Li composition of neighboring metal atom layers. Using X-
ray diffraction and Rietveld profile refinement, we have measured 7 versus x.
We model LixNip.xO7 as a lattice of oxygen atoms into which cations (either Li
or Ni ) can be inserted, subject to the constraint that the number of cations
equals the number of oxygen atoms. Interactions between cations on nearest
and on next-nearest-neighbor sites are included, and the lattice gas model is
solved using mean-field and Monte Carlo methods. We find that the nearest-
neighbor interaction is not sensitive to the observed ordering and that we can
describe the experimental variation of 1 versus X for an appropriate choice of

the next-nearest-neighbor interaction.
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1. Introduction
1.1 Rechargeable Batteries

Electrochemical energy storage will become more important as the shortage
of fossil fuels and pollution grows more serious. Renewable energies such as
solar or wind will be widely used energy sources if a more efficient method is
found to store their energy. Electrical energy is the most convenient one to
use, and rechargeable batteries can directly change chemical encrgy into
electrical energy. However, energy densities of commercial secondary batteries
(typically 100 Whkg-1) are far below energy densities of non-renewable
and polluting fuels such as gas or  oil (12,000Whkg-1). If the large
cﬁfference between [1] theoretical (up to >1000 Whkg-1) and practical cnergy
densities of batteries were reduced considerably, then secondary batteries

could be widely used in electric cars and other applications.

The periodic table is the best place to start looking for a suitable material for
batteries. Electronegativity and atomic weight are initial factors to be
considered for high electrochemical energy densities. The elements in the
upper left corner should be candidates for the anode and the those in the
upper right corner (except for the noble gases) for the cathodes without
considering cost or safety factors. Although hydrogen is the lightest atom, it is
not the best element for the anode since solid hydrogen does not exist at
room temperature. Metal hydrides (e.g. HyM) are used for the anodes in Ni-
Metal hydrides cells which are rapidly replacing Ni-Cad cells in the

marketplace. Lithium is the next material to be considered and it provides



the highest theoretical charge density (3860 Ahkg-1). Other possible anode

materials are Al (2980, Caf1340), Na (1170), and Zn{820).

Secondary lithium batteries have some advantages over conventional
technologies [2}. They can operate at room temperature and offer high energy
density (up to 100 Whr/kg for AA-size cells). They can store energy for a long
time (up to 5 to years) without much loss and offer high cell voltage (up to
3.5 volts per cell). However, safety problems have to be solved before they are
widely available. Furthermore their cost is higher than conventional

technologies.

Rechargeable Li batteries mainly consist of three materials, the negative
electrode, the positive electrode and the electrolyte. Most electrolyte solvents
are chosen from propylene or ethylene carbonate, 2-MeTHF, and DME [6]. The
electrolyte salts are usually LiAsFg, LiCF3503, LiPFg, or LIN(CF3503)2. High
rate lithium batteries have very thin electrodes (100 microns thick) because
these liquid electrolytes usually have conductivities about two orders of
magnitude lower than the aqueous electrolytes used in Nickel-Cadmium
cells. Thin electrodes are used to lower the dissipation inside the batteries.
Polymer electrolytes like LIN(CF3503)2 /polyethylene oxide (PEO) can not
achieve good rate capabilities without extremely thin electrodes since
conductivities of the electrolytes are two orders of magnitude lower than

those of liquid non-aqueous electrolytes.

Betore the serious safety problem associated with secondary cells was
recognized, metallic Li anodes or Li-Al alloys were used as anodes throughout
most of the 1980’s. Other alloy systems such Li-Woods metal appeared in

some commercial cells. After the very poor safety record was reported [7], new

[0}



technelogies were not used in battery fabrication without carelul
consideration of safety. Recently, attractive cells have been found where a
second Intercalation compound is chosen for the negalive electrode {3, 4, 5].
The negative and positive electrodes are both intercalation materials and the
Li atoms shuttle back and forth between the electrodes when a cell operates.
Such cells have been called "rocking-chair" cells. Now, low surface area (<10

m2/g) carbon is used for the negative electrode in these rocking chair cells

There are many materials used for the cathodes of rechargeable Li batteries.
Many new technologies developed rapidly in 1980's because of many choices
for the cathode and anode and for the electrolyte. On the other hand, much
work must be done before a new technology can displace old ones. Many
factors such as safety, good performance and cycle life are important for
practical uses. It is very difficult to find a cathode material which satisfies all
the needs for practical uses; here we just introduce some of the materials used
for the cathodes. Many metal oxides have been studied carefully for their
electrochemical properties; these include vanadium oxides, chromium

oxides, manganese oxides, cobalt oxides and nickel oxides.

Vanadium oxides have been studied extensively as cathode materials. It has
been found that Li atoms can intercalate into these materials. Some structural
aspects regarding these compounds have been reviewed by Abraham [8].
Many reports appeared characterizing V,Os, LiV3Og, VgO13 [9, 10, 12, 14}. X-
ray diffraction, electrochemical and infrared techniques are common

methods to investigate these materials.

Several steps in the voltage-composition profile occur during discharge of Li

cells with crystalline V035 cathodes. Above 2.0 V, three charge equivalents



corresponding to LisVzU0s can be provided, which corresponds to a charge
density of 440 Ahkg 't Theoretical energy densities up to 650 Whkg1 are
achieved during slow discharge for primary 1i/ V05 cells [9]. However, good
cycling behavior is observed only if x in LiyV70Os is limited to 1-1.5 [10]. It has
been confirmed [29] that VoOs is very sensitive to overdischarge and that V-O

bo s are broken for x>1.

Li1xV30g was introduced as a cathode material for Li cells by Nassau et al.
in 1981 [11]. Every LiV3Og unit can accept up to three more lithium atoms by
chemical intercalation with butyllithium [12]. Li/LiV3Og cells have a
theoretical charge density of 280 Ahkg'l and a specific energy of 680 Whkg-1.
Its application is limited by the disadvantages of low electronic conductivity
and high oxidizing capability which may result in electrolyte decomposition

{13].

VgO13 was used as a cathode material by Murphy et al. [14]. Much
subsequent work concentrated on the electrochemical characteristics of VgO1i3
and its performance in secondary Li cells with organic electrolytes. Each V¢O13
unit can accommodate up to 8 Li  with butyllithium  when
nonstoichiometric. The highest capacity is obtained for 2.17<x<2.19 in VO
[15]. VO13 (n=8) has a large theoretical charge density (420 Ahkg-1), but only
six Li can be inserted reversibly in V¢O13 [16]. The discharge is divided into
three main steps corresponding to the consecutive transfer of one, three, and
four electrons. VgO1q3 is practically insoluble in organic solvents in

comparison to VoOs. This gives a low self-discharge rate and good shelf life.

Chromium oxides, CrOy have been studied as cathode materials in the range

2<x<2.67 [17]. Yamamoto et al. reported [20] that amorphous Cr3Og is better



than crystalline Cr3Og samples. Varta studied primary Li/CrOy cells and
obtained practical energy densities of 270 thg'l (18], Toyoguchi et al. {19]
developed coin-type Li/Cr;O5 secondary batteries which claimed practical
energy densities of 170 Whkg-! and could give 400 cycles. Chromium oxides
appear to offer very high theoretical energy densities when used as solid

cathodes in Li cells.

MnO; is the most popular cathode materials for galvanic cells since it is
cheap and has reasonable capacity and electrode potential. Currently, cight
billion primary zinc/manganese dioxide batteries are produced each year [21].
MnO3 has been investigated as a cathode material in primary Li cells since the
1970's [22]. Sony used to produce secondary Li batteries based on MnO; [23].
These AA cells offered very high practical energy densities of 125 Whkg-1 and
240 Wh/I at discharge rates of C/2.5h (discharge the entire capacity in 2.5
hours) with an average voltage of 2.8V. It is claimed that these cells can
achieve 1000 recharge cycles. Self-discharge is low at about 1% per month {23].
However, there are still some serious safety problems to solve before these
cells can be really successful products. Moli Energy's Li/MnO; cells were

similar in performance to the Sony cells.

Nickel oxides are another successful cathode material in commercial
secondary cells. Ni/Cd cells are now used world-wide and their sales have
reached US $ 1.3 billion per year. MNickel oxide has been considered as a
cathode material in alkaline cells since 1887 [24]. Even though some patents

appeared in 1900/1901, their electrochemistry is not yet fully understood .

The open circuit voltage of Li/LixCoO3 cells is as high as 4.7V for x=0.07 [25].

Theoretical energy densities of 1070 Whkg! can be obtained based on x=1 and



an average discharge voltage of 3.9V. But the high discharge voltage and
oxidizing power of the LiyCoOj can cause the decomposition the electrolyte,
forming polymeric films on the electrode surface [26] and corroding the
underlying metal support. Nevertheless, at least one company (Sony) is now
exploiting the highly promising characteristics of LiCoO; for practical

rechargeable batteries.

Many companies are working hard on rechargeable Li batteries. Early in the
1980's, Moli Energy Ltd. in Burnaby, B. C., developed the first commercial
AA-size rechargeable Li battery with 300 cycles. The cell had thin electrodes,
using Li-125pm and MoS; on Al foil as electrodes. These Li/MoS; AA-size
cells stored about 1.4 Wh of energy and weighed 21 grams. However, several
séfety incidents involving the cells [27] forced their withdrawal from the
market. Li/MnO; AA-size cells were announced in the late 1980's by several
companies (Sony Energytec, Moli Energy Ltd. and Matsushita). Those
constructed at Moli Energy stored about 2 Wh of energy, weighed about 19
grams and had a 200 cycle life time. Because of safety problems, these cells
were never introduced in the marketplace. On the other hand, the safety

problems in Li-alloy/MnQO; coin cells are rare since the cells are very small.

Now it is understood that the poor safety of rechargeable Li electrodes is
caused by the large area of contact between the cycled Li and the electrolyte.
This unstable surface becomes larger and larger when the cells are cycled and
thermal and/or electrical abuse results in the unacceptable situations.
Apparently, if the surface area of the negative could be kept small or if less

active materials were used, the poor safety could be improved.



In the rocking chair approach, both negative and positive electrodes are
intercalation compounds with high reversibilities. The surface area of the
powders used as electrodes is kept small during cycling to ensure the
conditions for safety. Sony has fabricated LiCoO>/Carbon rechargeable
batteries in a variety of sizes. The AA size cells can store about 1.4 Wh energy
and be cycled up to 1200 times. Many other companies are now concentrating
on the rocking chair approach to construct rechargeable Li batteries.

LiNiO; is another choice for the cathode. Many studies have been made to
understand the electrochemical characteristics of Li-Ni-O materials. Since this
thesis concentrates on LiyNiy. O, it is very useful elaborate more about work

done on that material.

1.2 Li-Ni-O Materials

NiO has the rock-salt structure. Li-Ni-O compounds usually have one oxygen
atom per metal atom and are normally based on layers of close-packed oxygen
atoms . LiNiO; was first prepared by Dyer et al {30]. Goodenough et al. [31, 32]
and Bronger et al. [33] studied the phases in the solid-solution series
LixNip-xO2 (0<x<1). They showed that a disordered rock-salt structure exists
for x<0.56 and that partial cation ordering occurs for x>0.6. They suggested
that there is an ordering of the cations in the alternate (111)c ((111) in the
cubic structure) planes and calculated the order parameter as a function of x
based on the magnetic measurements and the analysis of X-ray diffraction

patterns.



LiNiOy has the space group R 3 m with 311:2.876/1 and ch:14.19A. Other
Li-Ni-O compounds exist besides LiNiOz . Additional lithium can also be
inserted electrochemically into LiNiOj to form a new Li;NiO; phase (1T-
LioNiO7 ) with the Ni(OH), structure [28]. When the additional Li is removed
from LipNiO;, the host lattice reverts to the LiNiO; structure, but there is
substantial hysteresis in the voltage of Li/Lij+yNiO; cells during this phase
transition. The analogous phase, Li;CoO3, does not form when additional Li
is added to LiCoOy by electrochemical methods. The transformation
between these phases can be made by displacing O-Ni-O sheets normal to the
c-axis. In the 3R-LiNiO; structure, all cations are octahedrally coordinated by
oxygen and the Ni layers adopt ABCABC-stacking to maximize the distance
between cations. When Li;NiOj, forms, additional lithium must be
accommodated within the lithium containing layers. This necessitates a
ﬁlling of the tetrahedral sites accompanied by a displacement of the O-Ni-O
sheet so that the Ni layers exhibit AAA-stacking; this maximizes the distance

between cations . This phase has the space group P 3 mil.

The orthorhombic phase of Li;NiO; was reported by Rieck and Hoppe [34].
who found a=3.843A, c=2.779A. The 1T-Li»NiO; phase is changed to the

orthorhombic phase when heated to 500°C.

Room-temperature electrochemical extraction of lithium from nearly
stoichiometric, layered LiNiO; gives the solid solution system Lij.xNiO3 .
The normal spinel Li[NijO4 is formed by a 200°C anneal of the metastable
layered compound LigsNiO; obtained by electrochemical extraction lithium

from LiNiO; at room temperature [35].



In addition to structural studies, lithium nickel oxides have been studied as
catalysts for the direct conversion of methane to higher hydrocarbons
through oxidative coupling {36] and for other oxidation reactions such as C-O
oxidation [37]. The selectivities observed for oxidative coupling of methane
are comparable to those of other catalysts such as Li/MgO [38]. The good
electronic conductivity also allows the use of lithium nickel oxides as an
electrocatalyst for methane oxidation and improved selectivities have been
reported under conditions where oxygen ions were electrochemically
pumped away from the oxide catalytic surface. Electrocatalytic and oxygen
exchange kinetic data indicate that oxide ion diffusion is significant, but little

quantitative information is currently available

The "rocking-chair" rechargeable batteries that use lithium intercalation
compounds for the positive and negative electrodes are safer than batteries
that contain free-lithium metal because of the unstable character of lithium
metal. LiNiO; [4, 28] has been proposed as an electrode material in secondary
Li batteries, because Li can be electrochemically de-intercalated from this
material to form Lij-yNiOs. LiyCg is used as the anode which has a chemical
potential close to that of Li metal. Cells with LiNiO; as the cathode with
petroleum coke as the anode have been made, and they have high energy
density, long cycle life, excellent high-temperature performance, and low self-
discharge rates. Furthermore they can be repeatedly discharged to zero volts

without damage, and are easily fabricated.

The performance of the cells depends on the stoichiometry of LixNip 4O
used in the cell. Ni atoms enter the Li layers and presumably these Ni atoms

impede the diffusion of Li. Therefore, it is important to know how much Ni



enters the Li layers as a function of x, so it is necessary to have a careful

structural study on this solid solution.

1.3 Studies of Order-Disorder

X-ray diffraction is one well developed method to study order-disorder
transitions. Binary alloys, such as p—~CuZn, are typical examples where order-
disorder transitions have been investigated by the X-ray diffraction methods.
Review articles include those by Nix and Shockley [39], Lipson [40], Guttman
[41] and Gerold [42]. LixNip.xO2 is not a binary alloy (it is a pseudobinary), but
its order-disorder structure can be studied in a way similar to that which has

been successful on the binary alloy of f—Brass.

The B brass phase of the copper zinc system occurs in a small range of
composition near the equiatomic composition CuZn. The atoms are found in
the ordered structure if brought to equilibrium at low temperature. In the
ordered structure, the cube corners are occupied by the copper atoms while
the cube center positions are occupied by the zinc atoms as in the CsCl
structure type. This is a body-centered-cubic structure. At somewhat higher
temperatures, the structure is not perfectly ordered, but most of the copper
are still on the cube corners and the zinc atoms are still on the cube center
positions. The long-range order still exists, but it is only partial long-range
order. The critical temperature is around T.=460°C depending on the exact

composition. The long-range order disappears above this temperature, and

10



the corner and center positions are occupied randomly by copper and zinc
atoms. Although long-range order vanishes above the critical temperature,
short-range order still exists. This means that the probability of occupation of
certain positions are affected by the occupation of close-neighbor positions

but not by the more distant positions.

For long-range order in binary compositions, there are two kinds of atoms A
and B and two kinds of positions, o-sites and B-sites. Perfect long-range
order is defined as that which occurs when the a-sites are all occupied by A-
atoms and the B-sites by B-atoms. If N is the number of atoms in the sample,
Na=xaAN and Np=xpg N, such that x4+xp=1, where x4 and xg are the atom
fractions. If yo and yp are the fractions of a-sites and f-sites, then yq+yp =1.

The number of each kind of site is given by Ng=yoN and Ng=ygN.

Nix and Shockley introduced four important parameters: r for fraction o.-
sites occupied by the right atom; 1w, for fraction of a-sites occupied by the
Vwrong atom; rp for fraction of B-sites occupied by the right atom; wy for
fraction of B-sites occupied by the wrong atom. Suppose each site is occupied
by one atom and there are no vacancies. Two relations between the

parameters are immediately obvious:
Tatwe=1 and rgt+wp=1,

since the fraction of the sites occupied by A-atoms equals the fraction of A-
atoms and the fraction of the sites occupied by B-atoms equals the fraction of

B-atoms. There are two equations, which are easily obtained

Yal atYBUp=>A and ypgrp+y i o=xp

1]



It is convenient to define the Bragg-Williams long-range order parameter n
for nonstoichiometric compositions that n is linearly proportional to (rp+rg)
with n=0 for a completely random arrangement and 1n=1 for the completely
ordered stoichiometric phase with rg=rg=1. Then the long-range order

parameter is expressed in the simple form:

N=ratrp -1

The parameter m can not reach its maximum value of unity except for a
stoichiometric composition with perfect order-range order. With such a
definition of order parameter, the structure factors for nonstoichiometric
compositions are proportional to mn for the Miller index related to this ordered

structure. The order parameter 1 is thus easy to observe in X-ray experiments.



2. Sample Preparation

LioCO3 and NiO are usually used as the starting materials to prepare Li\Ni,.
xO2. When LipCO3 and NiO in the proper ratio are ground and heated
between 650°C and 850°C, the LipO resulting from the decomposition of
Li,CO3 combines with NiO to form LixNiy.4O2. This method is good for
small x. However, since pure LiCO3 only decomposes at high temperature

(800°C) , we need more processing to form pure LixNiz.xO> with x near 1
| because of the remaining Li;COg3 phase. At higher temperature there is a loss

of Li due to volatilization of Li salts.

Here LiyNiy.xO2 samples were prepared by reacting stoichiometric mixtures
of LIOH*H,0O and Ni(OH), . The powders were ground with a mortar and
pestle and then heated at 700°C for 2 hours in air followed by slow cooling
over several hours to room temperature. LiOH reacts rapidly with NiO,
(which forms when Ni(OH); decomposes around 300°C), which minimizes
the Li loss due to extended heating that commonly occurs when LipCOj3 is
used a starting material. Li;CO3 appeared when the Li:Ni ratio was more
than 1. This could be avoided by carrying the reaction out under O3 (LiyO
forms instead), but still we could not prepare single phase materials with

x>1.

13



3. X-ray Diffraction

There are three factors which are considered in calculating the intensity of X-
ray diffraction: scattering from electrons , scattering from an atom and

scattering from crystal structures.

The results of scattering from electrons are derived from electromagnetic
theory. An accelerated charge radiates, and the electric field produced by the

accelerated charge is given by

asin o
E= q -

'R (1.1)

where ¢ is the velocity of light, a is the acceleration of the charge g, R is the
distance between the charge and the observation point. « the angle between R
and a. Figure la shows the directions of a, R and angle a. The observation

point is P.
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Figure 1a In classical electromagnetic theory, a charge g with

acceleration a produces the electric field €
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We consider a single free electron at the origin of figure 1b with an
unpolarized primary beam directed along the X-axis. We choose one
direction for Eg as shown in figure 1b and then the amplitude of the
unpolarized beam is summed over all directions. A force is exerted on the

electron which produces

ebyy . ek, .
ay = dr oy oo a, = dz = oz G
nt m n m
Using (1.1), we have
2 2
e°E e’E
Ey =—Lcos¢ E, =—3F
mc*R mc°R

where the relation between € and E is that

Eyy = Egysin2mut &= E, sin2mvt

Epz = Egy sin2mot £, =E, sin2mvr

The resultant amplitude E at the point of observation is given by

4

i -2 -2 e 2 3 )
E-=E, +E; =~———(E;, +E;,cos” ¢)
i m "R’

Since the incident radiation vector lies in any orientation in the YZ-plane

with equal probability, the Y-axis and Z-axis are equivalent and

¥ o ] a
< By >=< E;, >= 5 < E; >

and

The intensity 1 is proportional to <E2>, and the scattered radiation intensity is

given by

16



q

e 1+cos® ¢
]:]0 2 4p2 o] ) .
m ¢’ R 2 (1.2)

and (1+cos2¢)/2 is called the polarization factor.

X I r

n

SO

l')

Figure 1c Scattering by a group of electrons at point ry,.

The wave length of the diffracted X-ray is comparable to the size of an atom.
The phase difference from different parts of an atom must be considered.
Figure 1c shows the scattering by a group of electrons. At position rp, sp and s
are the unit vectors of the direction of the primary beam and the direction of
the point of observation P respectively. In terms of a wave front through O,

the instantaneous value of the field at point ry is given by:

17



The total path is X3+X, , the magnitude and phase of the scattered beam at P

due to electron m, is

i

;0 2 |
£, =% _cos[amur - -;1’5()(i +X,)]

mc*X,

Here a 180" jump in phase in the scattering is dropped: it doesn’t affect the

final results since it is the same for all the electrons. Using the usual plane-

wave approximations with Xy --->R , we get
X, +X,=r,-s, +R~r,-S=R~(s~s,)T,

In terms of the complex exponential, the sum of the instantaneous fields at P
is given by

2
Eoe“ 2 uw—(RIAY) (2rifA¥s~s4)T,
=B iy,

e 2
mc* -

where the sum over n is for all the electrons in the atom.

It each electron is spread out into a diffuse cloud of negative charge.

E 63 2t ot R (2rif A )55, )1,
e = L0l mtuirs ”ZJE p.dvV

Y]

— —e
ComeR

n

where py, is a charge density for electron n in space. The scattering factor per

electron is given by
j‘ — je(?_:-:i//.)(s—su ”pdV

If the charge distribution has spherical symmetry for each electron in an

atom, the scattering factor for the atom with several electrons is

“_U dr

.
ki (1.3)

s1

f=Y [4mp,00



If we consider the intensity scattered by a small crystal, intense peaks occur
only when the Bragg law is satisfied. Since the planes of a given Miller index
are spaced on the order of the wavelength of the X-ray, the phase difference
from scattered X-rays from the planes must be considered. The structure factor

is defined as

_ » 2R, vhy, 4z )
Fu = 1e
n (1.4)
where h, k, 1 are Miller indices and xy, yp, Zy are the fractional coordinates.

This structure factor does not include thermal vibration parameters.

In powder X-ray diffraction, the ideal powder consists of an enormous
number of very tiny crystals of size 10-*cm or smaller with totally random
orientation. These samples can be obtained as fine grained precipitates [43], or
by grinding coarse crystalline material, or by making filings in the case of

metals. Here we use LixNiz.xO; powder ground with pestle and mortar.

For a powder sample, the large number of small crystals is distributed in all
orientations with the same probability. Thus, there is a number of
orientations for a small crystal in which X-ray scattering can satisty the
Bragg condition at the same Bragg angle; these orientations correspond to a

certain Miller index, and the number of orientations is the multiplicity.

X-ray diffraction measurements were made using a Phillips powder
diffractometer. The radiation used for the powder method is the CuK oy

doublet, where A1=1.54056A and Ay=1.54404A.

The diffractometer is illustrated in figure 1d. The sample is a flat-faced slab

of powder. Monochromatic radiation from the source goes through the



entrance slit E, and strikes the sample. The diffracted radiation is selected by
the detector through a narrow receiving slit R. The distances EO and OR are
made equal, and the sample face is maintained symmetrical with respect to
the primary and diffracted beams. The pulses produced in the detector are
amplified and fed to a computer. During the measurement the detector is
fixed at a particular angle for some time, and there is no measurement while
the angle is changed. The sample face is kept symmetrical with respect to the

primary and diffracted beams because the detector turns at an angle 28 while

the sample turns at angle 0.

X-ray

S
ource/ / E R N\ Detector

Q
Sample

Figure 1d  Xeray diffraction patterns in powders are recorded by the counter diffractometer

For powder patterns recorded by a powder diffractometer, the handling of
the systematic error can be complex. There are systematic errors even with a
well-built ditfractometer having a very accurately graduated scale. They

usually result from three effects:
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1. The beam penetrates below the sample surface.
2. There is a zero error in the setting of the 26.
3. Axial divergence error occurs.

Error 1 is of importance for samples with low absorption coefficients, but
LixNiz.xO2 is not this case. Error 2 is solved by adjusting the zero point in the
Rietveld fitting program [44]. Error 3 consists of two parts. One is a constant
term Ad/d=h2/(8R2) , where d is the distance of diffracting planes, R is the
distance of OR in figure 1.3, andh is the size of the entrance slit. The other is
relative to cos20 and it can be eliminated by a cos28 extrapolation. The
constant term h2/(8R?) is about 10-6 and it implies an error Ad/d about the

same order.

Thermal vibration affects X-ray diffraction. The most familiar effect of
thermal vibration is the reduction of the intensities of the crystalline
reflections by the Debye temperature factor exp[-2M]. It gives a method for
obtaining the mean square amplitudes of vibration of the atoms <lg?>. Since
it weakens the reflections that we desire to measure, we must correct for it in
crystal structure determinations where quantitative values of the structure
factor are necessary. It is easy to understand that vibrations produce a diffusc
intensity and reduce the intensities of the crystalline reflections. The
intensities are reduced by a factor exp[-2M] for a crystal containing only one
kind of atom. For the general crystal containing more than one kind of atom,
one replaces each f, in the structure factor by fyexp[-Ml. The factor, M, is

given by

M, =812 <>, (sin6){A?
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where <ugs2> is the mean square component of displacement of atom n
normal to the reflecting planes. For simple structures, the value of the factor
exp[-2M] can be obtained directly from the measured integrated intensities,

and the corresponding values of the root mean square components of

displacement <142>1/2.



4. Structure and Order Parameter

The compounds LixNi2-xO2 are structurally related to NiO which has a
rock-salt structure with ac=4.168 A. In this structure, the metal ions occupy
one Face-Centered Cubic (FCC) frame while the oxygen ions occupy the other
FCC frame. These two FCC frames are shifted by a;/2 along one of the three
cube axes. For 0.0<x<0.62 LixNiy>_.4xO> is cubic and for 0.62<x<1.0 it is
hexagonal. Fig. 2(a) shows the metal atom positions when x=1 and ¢, and ay,
are cell constants in the hexagonal structure. When ch/ah:2\fg the unit cell is
equivalent to cubic one with aczﬁ ap.

As figure 2a shows, the metal atoms segregate into predominantly Li filled
layers (L layers) and predominantly Ni filled layers (N layers) near x=1. As x
in LixNip_xO2 decreases, Ni atoms must move into the L layers and Li atoms

may move into N layers. We define a long-range order parameter as

N=1<xp>- <xn> | (2.1)
where
<X[> 4+ <XN> =X (2.2)

and where <x;> and <xn> are the average Li concentrations in the [, layers
and N layers respectively. In figure 2a, =1 since the structure is perfectly

ordered. Figure 2b shows a situation for x<1 where the lattice is partially

o
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ordered and has n<I1. Finally, figure 2c shows the cation positions in NiO

which has =0 according to our definition.

Profile refinements are methods that minimize the difference between
experimental and calculated intensities to obtain structural information. In
our profile refinements, we refine the concentrations x; and xy. In an L layer
each site is filled by an average atom consisting of xy, Li and (1 - x1) Ni. In an
N layer, each site is filled by xy Li and (1 - xn) Ni. Since lithium has only
three electrons, we are most sensitive to lithium through the absence of Nij,
since we assume the number of cations in the structure equals the number of

oxygen atoms.

)
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Fig. 2 Metal Positions in LiyNiy_xO»
(a) x=1.0 and n=1.0, LiNiOy with the perfect ordered structure.
(b) 0<x<1, and 0<n<1 with the partial ordered structure

(c) x=0.0 and n=0.0, NiO
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5. Refinement Results

5.1 Rietveld refinement method

The Rietveld structure refinement procedure was first introduced in 1966
[45]. The method is widely used in X-ray and_ neutron diffraction. It is for
crystal structure refinement which does not use integrated powder diffraction
intensities, but employs directly the profile intensities obtained from step-
scanning measurements of the powder diagram. Fourier techniques assist the
Rietveld method when used in the ab initio solution of crystal structures

from powder diffraction data.

The first program in Rietveld method was written specifically for the
analysis of neutron diffraction data from fixed-wavelength diffractometers by
Rietveld [1969]. It was developed further by Hewat [1973] and used successfully
by a number of other workers. The method has been extended to the
refinement of neutron patterns recorded with time-of-flight diffractometers.
The program for the analysis of X-ray data appeared in 1977, and a more
advanced program was used to solve crystal structure problems subject to

quite sophisticated constraints.



The program for the Rietveld refinement was described by Wiles and Young
[46] in analysis both for X-ray and neutron diffraction patterns recorded with
conventional (fixed wavelength) diffractometers. The structures of two
coexisting phases can be refined with this program which also accommodates
data recorded for two wavelengths (such as the X-ray doublet). The
background can be refined or prescribed in the program as required. There is
a built-in table of X-ray scattering factors, and neutron nuclear scattering
lengths , and calculation of symmetry operators from a standard space-group
symbol for easy use. The new program [44] called LHPM1 was developed by R.

J. Hill and C. J. Howard and is used here to analyze the X-ray data.

The basis for the Rietveld method [44] is the equation

Y. =Y, +2Gik[k
k (3)

where Yij.is the net intensity calculated at point i in the pattern and Yjp is the

background intensity. In our calculation, Yj; was chosen as A+B6+C/0 and

A, B, C are profile parameters. Gjx is a normalized peak profile function. Iy is

the intensity of the kt" Bragg reflection and k is summed over all reflections

contributing to the intensity at point i.

Based on the introduction of Chapter 3, , we give the expression of intensity

I.
Ii=SMLi | Fi | 2ZWg (4)

where S is the usual scale factor, My is the multiplicity, Lg is the Loreniz

polarization factor, W is an isotropic Debye-Waller factor which we have



assumed is the same for each atom in the unit cell, and Fg is the structure

factor

Fp= Z/{ exp[2mih i, ]
=i (5)

where f is the scattering factor of atom j, and /i, r;  are matrices representin
] g ] j p .

the Miller indices, and atomic coordinates respectively.

The ratio of the intensities for the two wavelengths comes directly from
quantum mechanics and is equal to 1/2, so that only a single scale factor is

required. The peak profile function Gj is chosen as the pseudo-Voigt

function
112 12
G, =y—2—[1+CX.]" +(I-y)—L—rexp[~CX]
ik kan_[ .y ( Y. HLJI“‘ p[—C X, ] 61)

where Cg=4, Cj=4In2, Hy is the full-width at half-maximum (FWHM) of the

kth Bragg reflection, Xx=(26;-26)/Hy, and 7 is a refinable 'mixing' parameter.

The pseudo-Voigt function can be assigned a fixed shape of any type between
its limiting Gaussian and Lorentzian forms (y=0 and 1 respectively for the
pseudo-Voigt). The peak shape can be varied across the pattern by application

of the function
Y=Y+ Y22 0+73(26)2 (6.2)
where yj, 2, y3 are refinable parameters.

For this profile type, the variation of the peak FWHM is defined by the

function described by Gaglioti et al. [47].



Hi=(Utan26+Vtan 6+ W)I1/2 (6.3)
where U, V and W are refinable parameters.

The least-squares procedure uses the Newton-Raphson algorithm to

minimize the quantity

R=Yw (Y, -1,
; (7.1)

where Y, is the set of observed diffraction intensities collected at each step

across the pattern, Y. is the set of corresponding calculated values obtained

from equation (3), and w; is the statistical weight assigned to cach

observation. The minimisation of R is undertaken over all data points

contributing to the peaks and the background. The weight w; assigned to cach

. I~
observation was w;=V Y, .

The quantities used to estimate the agreement between the observations and

the model during the course of the refinement are as follows:

(i) The profile R factor, R},

E,Y -Y,/

Yy, (7.2)

(i) The weighted profile R factor, Ryyp,

v Z“ ,Y,; (7.3)

and (i) The Bragg R factor, Rp

21 (7.4)



where Iy, is the ‘observed' integrated intensity of reflection k calculated at the
end of refinement after apportioning each Yj, between the contributing peaks

and background according to the calculated intensities Ic.

In the Rietveld refinement, the values for the X-ray radiation wavelengths
are &=1.54056A and 2;=1.544404, and the intensity ratio of 21 and A3 is exactly
0.5. The width (range) of calculated profile (in units of Hy) beyond which it is
set to zero was 3. The coefficient in formula for polarization correction is
0.808 due to diffracted beam monochromator. The individual isotropic
temperature factor and anisotropic temperature factors were not used. Only
an overall isotropic temperature factor was included in the refinement. The

number of parameters was between 10 to 15 and the number of the data

points was between 1400 to 1900.

5.2 X-ray Refinement Results

Figure 3 shows X-ray diffraction profiles for several LixNip_.,O» samples, to
show the changes in the profile which occur as x changes. The (003)y peak
decreases in intensity as x decreases, becoming weak and broad below x=0.62,
indicating short-range instead of long-range correlations. The sharp peak
appears only when the average composition of the L and N layers differs. The
ratio of the intensities of the (101)y and the (102)y, (006) peaks changes with

x and has been previously used to estimate x in LiyNip_xO; [28].

Figure 4a shows an example of a Rietveld profiie refinement for one of our

samples. For x>0.62, the fits included at least 12 Bragg peaks while for x<0.62



only 6 (including 2 peaks between 807 and 1007 26) experimentally measured
peaks could be used. For x<0.62, the Rietveld program is unable to the fit the
broad short-range order peak well near 268 =18.5", because its width does not
follow the functional form used by the Rietveld method. Nevertheless, we
refined the entire profile and considered the short-range order peak separately
as we describe later. Figure 4b shows the Rietveld profile refinement with
x=0.667 which is above the order-disorder structure transition, the peak near
26=18.5"s fit well. Figure 4c shows the results with x=0.55 just below the
order-disorder transition, the peak near 26=18.5" becomes broad and the
calculated peak can not follow its width. Figure 4d shows the results wilh
x=0.45 which is in the disordered phase far from the transition point(; the
peak near 26=18.5" in experiment is very broad and weak, the calculated peak
is weak too but the width is narrow. Table 1 reports the results of our
r‘éfinements. For all refinements, Rp, was less than 3.4%, indicating good

agreement between the data and the structural model.

The composition of the samples are determined in two ways. First we simply
use the mole ratios of the starting materials mixed in the synthesis. The
Rietveld program gave a second value for x, obtained by summing the xpy and
xp returned by the program. We call the first composition “x from synthesis”
and the second “x from Rietveld profile fitting”. Figure 5 shows that these
compositions agree well with each other, which gives us confidence both in
the quality of our samples and the refinement method. The solid line in
figure 5 shows the line “x from synthesis”="x from Rietveld profile fitting”.
Apart from 2 points, our data fall systematically to one side of the line

suggesting some small problem with our refinement methods or in the

original stoichiometries of our starting materials. In what follows, we plot
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refined quantities versus “x from Rietveld profile fitting” for consistency.

Substituting “x from synthesis” does not change the results significantly.

All Rietveld profile fitting is based on the hexagonal structure, even if the
structure could be fitted by a cubic structure for 0.0<x<0.62 (The (003)y peak
will disppear in calculation if it is fitted by a cubic structure while the broad
and weak (003)y4 peak exists in experiment). The cell constants ay and ¢}, in
figure 7 and figure 6 are in good agreement with the data given by other
workers [31, 28]. For x<0.62 in the cubic structure, the refined x differ by less
than 0.03 between the cubic and the hexagonal structure used in the Rietveld
profile fitting. Figure 8 shows v/24 a,/c}, from Rietveld profile fitting in the
hexagonal structure, for 0<x<1. When @ah/chzl the structure is cubic. The
error bars are iarger for x<0.62 than those for 0.62<x<1.0, because fewer Bragg
peaks are included in the refinements. In our estimate, the composition of
the order-disorder transition is best obtained from figure 8. We measure

xc=0.62.

Figure 9 shows the order parameter 1 versus “x from synthesis”. At x=1, full
order is still not obtained since n=0.96; this means there are some Li atoms in
Ni rich layers and some Ni atoms in Li rich layers even for stoichiometric
LiNiO2 . This result agrees with that from recent neutron scattering
measurements on LiNiO; [55]. For x<0.62, there is still short-range order as
evidenced by the weak and broad peak in the (003)y position. Our Rietveld
refinements are all done in the hexagonal system and do not treat the short
range order peak well. The refinement gives non-zero long range order
parameters below x¢=0.62 in an attempt to fit the weak broad peak. We have
sketched a guide to the eye in figure 9 which indicates how the long range

order parameter must behave. We have indicated with squares, those fitting
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results which are an artifact of ous procedure and not indicative of true long-
range order. More careful fitting of the critical scattering is needed to {ully

understand the short-range order.
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Fig. 3 X-ray diffraction patterns for three LixNiz.xO, samples with x as
indicated in the figure. Miller indices for Bragg peaks referred to in the text

are indicated.
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Figure 4a Experiment and fitted profile for Ligg¢3Niy 03502 as indicated in the

figure. The difference between the two profiles is also shown.
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Figure 4b Experiment and fitted profile for Liggg7Nij 33307 as indicated in the

figure. This sample is in the ordered phase.
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Figure 4c Experiment and fitted profile for Ligs5Nij 4502 as indicated in the

figure. This sample is in the disordered phase.
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Figure 4d Experiment and fitted profile for Lig45Nij 550, as indicated in the

figure. This sample is in the disordered phase.
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0.667 (1)
0.600 (1)
0.550 (1)
0.500 (1)
0.450 (1)
0.400 (1)
0.350 (1)
0.300 (1)
0.250 (1)
0.200 (1)

0.695 (10)
0.638 (10)
0.585 (12)
0.524 (12)
0.496 (14)

436 (13)
0.399 (13)
0.331 (13)
0.301 (14)
0.208 (11)

an (A)
2.8762 (1)
2.8804 (1)
2.8854 (1)
2.8910 (2)
2.8964 (2)
2.9044 (1)
2.9090 (4)
2.9122 (5)
2.9172 (5)
2.9188 (6)
2.9256 (8)
2.9262 (13)
2.9321 (10)
2.9403 (5)
2.9444 (2)

I Results of Profile Refinement for Li,Ni; O, Samples

Ch (A)
14.190 (1)
14.201 (1)
14.213 (1)
14.227 (2)
14.234 (2)
14.250 (1)
14.254 (4)
14.272 (4)
14.287 (5)

14.380 (5)
14.424 (1)

O(z)(D)
0.2581 (3)
0.2559 (3)
0.2579 (3)
0.2571 (3)
0.2568 (3)
0.2571 (3)
0.2573 (4)
0.2560 (5)
0.2554 (8)
0.2538 (1) -
0,561 (5)
0.2553 (10)
0.2547 (11)
0.2542 (10)

cubic

(1) O(z) is the z component (parallel to cy) of the oxygen fractional atomic

coordinate.
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Sample XL XN N Rwp Rexp  RB

OO0 N Oy T e W N

1 0.980 (9) 0.021 (3) 0.959 141 89 3.00
0.947 (9) 0.002 (6) 0.945 12.8 9.7 3.36
0.915(3) 0.017 (8) 0.898 142 9.1 2.35
0.843 (3) 0.012 (1) 0.831 13.6 9.0 2.26
0.750 (4) 0.040 (8) 0.710 12.8 9.1 2.43
0.630 (4) 0.065 (9) 0.565 11.5 9.2 2.92
0.502 (5) 0.136 (9) 0.366 125 6.7 2.10
0.436 (6) 0.148 (10)  0.288 129 6.7 1.96
0.329 (6) 0.195 (10) 0.154 992 34 1.39
10 0.309 (8) 0.188 (11)  0.121 15.8 10.2 1.31
11 0.264 (7) 0.172 (11)  0.092 15.8 10.5 1.52
12 0.224 (6) 0.175(11)  0.045 7.93 5.0 0.90
13 0.185 (7) 0.146 (11) 0.039 15.8 10.2 1.52
14 0.171 (7) 0.130 (12)  0.041 6.69 5.0 1.07
15 cubic cubic 0 9.09 48 1.21

X* is from synthesis
X** is from Rietveld profile fitting (x=XL+XN) and T=XL-XN
***The sample is fit in cubic structure

RB is defined in (6)
Wi ¥ = Yie ) %
R, =2 RS

!
and wi is the weight of peak

exp 2
WLy, . . . .
2 Yio where N 1s the number of observations and P is the

number of least-squares parameter being estimated.



6 Lattice Gas Model

The system LixNi;.,O, consists of one FCC frame of oxygen and one FCC
frame of metal cations. The octahedral interstitial sites of the oxygen lattice
are where the cations can be positioned. At each site, either a Li atom or a Ni
atom can be placed subject to the constraint that we have x Li and (2-x) Ni
atoms per formula unit. A lattice gas model is therefore appropriate for the
treatment of this material. Interactions between metal atoms cause the
ordered arrangement in the (111)c planes. Fig. 10 shows the structure of the
metal frame. There are twelve nearest neighbors (checkerboard circles) and six
next nearest neighbors (grey circles) for each site (black circles). All the six
next nearest neighbors do not share the same (111_)(: plane with the site at the
origin. However, six of the nearest neighbors share the same (111)¢ layer with

the atom at the origin and the other six do not.

In the lattice-gas treatment [56] we assume interactions between pairs of
metal cations occupying nearest neighbor (nn) and next nearest neighbor
(nnn) sites and neglect longer ranged interactions. These are denoted J;NN,
JiEN=]3NL, [;LL for Ni-Ni Ni-Li and Li-Li first neighbor interactions
respectively. Next nearest neighbor interactions use the same notations,

except the subscript 2 replaces the 1. The model Hamiltonian is [56] then
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g Next-Nearest-Neighbor

Interaction

S @
Nearest-Neighbor
Interaction

Figure 10 The cation FCC frame showing the nearest neighbor (checkerboard)

and next-nearest neighbors (grey) to a particular site (black). The first and

second neighbor interaction energies are shown.
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" N 1 a 7 N N
= ,LLLZ)(,» + 1 Y Zy,. + EZ/.IIU‘,\',._\'j + J}“‘,\;yj + JIV‘y,.,rj + JlMy,-yj/
! ! i
NNN
l,- - - .V" . ;'7. - i\"l\!
+~§Z[./21,xi_xj Sy Ly A Sy ]
i (8.1)
Here, x; =1 if site 1 is filled by Li and x; =0 if site i not filled by Li. y; =1 if site i
is filled by Ni and y; =0 if site i is filled by Ni. uN¥ and ut are the chemical
potentials for I.i and Ni atoms respectively and the sums over the interaction
terms run over all pairs of nearest neighbor atoms (the first term) and all

pairs of next nearest neighbor atoms (the second term).

In our model we assume that all available sites are filled by either Li or Ni
and that there are no cation vacancies. This allows considerable simplification

of our Hamiltonian, since then y; =1 - x;. Making this substitution, we obtain

1 NN NNN !
H= 2 L, + »2—1, Z.ri,x-j + —;—Jz Z.r,..rj +Nu" +6NJ™ + 3NI 62
i i,J 4 .

where
T e e e A )
o=t 4 2

and

»

*

LL, NN LN
=0+ I 2!
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Because we can redefine the zero of energy, we drop the constant terms NuV
NJ{NN and NJ,MN in our subsequent analysis. Here, X; is equal to 1 if a site is
filled by Li and x;=0 if it is not. Therefore, we have transformed the
Hamiltonian from that commonly used for A-B alloys to that used for lattice-

gas models in the usual fashion [48].

In order for the (111)c super-lattice ordering to be stabilized it turns out that
one must have J, 20.51];1; for details the reader is refereed to reference [49].
For this case, a mean-field Bragg-Williams treatment of the problem is useful
which we make below. In the Bragg-Williams model, we assume a
superlattice structure commensurate with the ordered state. Assuming (111)¢
ordering, the Bragg-Williams Hamiltonian (8.4) is obtained by replacing the
s.ite occupancies x; with x+71/2 and x-n/2 for sites on alternate (111)¢ cation
planes. Here x=<x;> is the average lithium concentration in the cation sites,
equal to x in the compound LiyNij.xO and 7] is the order parameter defined

earlier, in equation (2.1).

Dropping constant terms from (8.2) we have
. AV on N2
H =[Ny + Ele [6(x ~ ’é’)(-\ + 5) +3(x + ‘"2")2 +3(x - 5‘) |

1 AN Ny
Fo NLBG+ o) 43 =5 (8.3)

and we obtain the Bragg-Williams Hamiltonian

IR
: 47? (8.4)

N

S~

S~
[y

%zm+3(  t
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from which we can imimediately see that the nearest neighbor interaction, Jy,
does not couple to the order parameter in mean field theory. Figure 10 shows
this as well; distributing 6 Li atoms randomly over the 12 nearest neighbors of
a central Li atom “costs” 6]; in energy, the same as if the atoms are in the
ordered state, so we do not expect [; to couple to this ordered state. The order
parameter 1 is actually four-fold degenerate corresponding to the four cubic
directions; (111) (1 11)(11 E) and (1 11) with order parameters My, Ny, N3 and

N4 , respectively.

Does the system select just one 1 or some linear combination of all four? To
answer this question, we consider the relative entropies for these two
situations. In mean-field theory, entropy is maximized in lattice gas
5rrangements with all site occupancies equal to one half, which is not possible
in an ordered state with n>0. When n=#0, entropy is maximized in ordered
states where the magnitude of the deviation from half occupancy, is the same
on each site. This certainly true for our ordered state where alternate (111)
planes have average compositions x+1/2 and x-1/2 . In an ordered state
which is a mixture of the four (111) states, the magnitude or absolute value of
the deviation of the average occupation from 1/2 will vary from site to site.
Hence, the entropy is maximized in phases corresponding to one of the four
possible (111) super-lattices and not in a mixture. A detailed proof [56] of this

1s given in appendix one.

The Bragg-Williams free energy is easily shown to be

F _H TS

N N N

50



H o &I . :
- N ~F o T"_) n(x +}i\ff(/ (-\'+—j~‘1)lﬂ(! ~ (X «%-j;]«)\,

! . o v

Expanding in powers of 1, we obtain

F ) .
I =ux+ 32/, +J,)x" -—3—./3 "+ kA, T(Inyv+({ —x)In(l - )

k T 1 ! 2o kT 1 1 J
[ -+ 11 [**
8 I—x 197 (I-x) (9.2)

Using the Landau theory of phase transitions, we expect that F will be

minimized for n=0 whenever

I‘T[1+ ! ]—-3/,>0 _
9 1—x . (9.3)

and that F will be minimized for n>0 whenever

M[l ———] 37,<0
2 x 1-x (9.4)

This phase transition to n#0 occurs in the Bragg-Williams treatment when

equality holds above, giving

6J, (9.5)
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where x,. 1s the critical lithium concentration in LixNi1.xO beyond which
ordering in (111)¢ planes occurs. The data in Figure 8 show that the ordered
state disappears for x<x.=0.62 in LiNiy O, which corresponds to x.=0.31 in

LiyNijO. Substituting x,=0.31 into the above equation gives

B _g.78
Kyl (9.6)

Rewriting the Bragg -Williams free energy given by equation (9.1) as

7 ]
/]\/:%”L Sk, Tlx, Inx, + (= x)In( = x,) +x,Inx, + (I — x,)In(/ = x,)]

= p (a4 50,4 )y —%J x, —1,)°

-4 ...

-

k,T .
+——[x,Inx, +(U—x)In(/=x,)+x,Inx, + (I —x,)In( - x,)]
4 A A A B 8 B B (101)

where x4=x+1/2 and xp=x-7/2 are the site occupancies for sites on alternate
(111)c cation planes. In equilibrium, the chemical potentials, is and pp of the

2 sublattices must be equal because they can exchange particles. Therefore

IFIN) O(FIN)
= = 0
v, oxy (10.2)

Thus

i
L+3J(1 + )+ 37, +£lln +E,=0
2 - 1“« (10.3)




where Eg is a constant and

%“'“ 3 (x + )+ 30+ k“;T In \ +£E,=0
g R (10.4)
These equations are then arranged
XAA e Xy _ e
I=x, and 17 (10.5)
where
2 H
E,=——[E,+—=+3J,(x, +x,)+3J.x,]
Skl 2 ' O (106)
and
2 U
Ep=——[E,+—+3J,(x, +x,)+3J).x,]
ks 2 07

The equations (10.5-10.7) are easily solved by an iterative method and are used

to find the relation of i1 versus x and the mean field phase diagram for the

model.

Figure 1la shows 1 versus x in LixNiy.xO2 for J2/(kpT)=0.78 and for

J2/(kpT)=1.35 (chosen so that the maximum in 1 agrees with the data)

calculated by minimizing the Bragg-Williams free-energy given by equation

(9.1). This can be directly compared to the data in Figure 9. The agreement is

encouraging and suggests that better solutions to the statistical mechanics,

such as Monte Carlo methods, are in order. Figure 11b shows the mean-field

phase diagram for the model.
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Fig. 11 (a) The order parameter versus X calculated by the Bragg-Williams

model for the values of Jo/kgT shown

(b) The order-disorder phase diagram calculated using the Bragg-

Williams model



7 Monte Carlo Results

The Monte Carlo method [50] is now commonly used in physics. The name
Monte Carlo comes from similarity of this method with roulette games that
use random numbers. The Monte Carlo method does not use the same
method as roulette games to produce the 100 required random numbers but
uses computers to create them in order to save time. The random numbers

are then used for simulating configurations of the system.

| In thermodynamic fluctuation theory, the distribution function of any
macroscopic variable will be sharply peaked around its average value; e. g.
for the energy E itself, the distribution will be peaked at <E>1, which is
proportional to N, while the width of the distribution will be proportional to
V' N. The Ising model is one of the typical samples studied with the Monte
Carlo method. On a scale of energy per spin in Ising model, the width of the
distribution shrinks to zero as 1/yN for N to infinity. Thus, at any
temperature, a rather narrow region of the configuration space of the system
contributes significantly to the averages; a very small fraction of the
generated states would actually lie in this important region of configuration

space.

In the Metropolis method, the sample is chosen with a probability
proportional to the Boltzmann factor itself, i.e. , the states are distributed
according to a Gaussian distribution around the appropriate average value. In

the Ising model example, one starts with some initial spin configuration in
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Ising model, Thermal fluctuations are simulated by repeating the following

six steps again and again:

1) Choose one spin to be considered for flipping (5; to -54)
2) Calculate the energy change AH relative to that flip.

3) If AH<O0, flip the spin, otherwise calculate the transition probability W

defined by W=exp(-AH/kgT) for that flip
4) Generate a random number p between zero and unity
5) If p<W flip the spin, otherwise do not flip
6) Calculate the averages as desired with the resulting configuration

1In the lattice gas model, each site has two states, x;=0 (empty) or x;=1 (filled).

The Hamiltonian is

1 NN 1 NNN
H= -5112.1"..\7]. + 512 23}-‘}- + Z;Lr,.
b i i (11.1)

If the site is empty, xj=0, and the energy change on filling the site is

NN NNN
AH =03 x,+J, 3 X, + 1
J J (11.2)

If the site is filled, x;=1, and the energy change on emptying the site is

AN NNN
4 el ] v . Y e
L_‘IH"‘ "l@’xj \IEZ.A- /J
g (11.3)
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For x;=0, if AH<0 , fill the site. If AH>0 , generate a random number, I,
between 0 and 1. If exp [FAH/kgT[>P , ({ill the site; otherwise, leave it alone.
For x;=1if AH<0 , empty the site. If AH>0 , generate a random number P

between 0 and 1. If exp[-AH/kgT]>P, empty the site; otherwise, leave it alone.

The FCC lattice is composed of four simple cubic lattices and has 4 atoms per
unit cell. Our lattices ranged in size from a dxdx4 unit cell to a 12x12x12 cell or

from 256 atoms to 6912 atoms. The boundary condition in one dimension is
X7=XL+]

where L is the even number of FCC lattice in one dimension. It is important
to save computer time in this calculation by labelling each neighbor or next
ﬁeighbor site by one integer. However, it is much easier to locate a neighbor
or a next neighbor site by four integers. Figure 12 shows the way to label the

neighbor and next neighbor sites by four integers.



st

C3(0, 0, 0)

C1{0, 0, 0)

Figure 12 The FFC cubic structure is composed of four simple cubic lattices. Points

on the same simple cubic lattices have the same color.

Any site can be labelled with the four integers (n, ly, ly, 1z), where 1<n<4 is
one of the 4 simple cubic lattices in the FCC structure and 1<ly, ly, 1; <. label
the site position on the single cubic lattice. Hence the six next-nearest-
neighbor sites of the site Cr(0, 0, 0) are Cy(1, 0, 9), C (-1, 0, 0), Cx(0, 1,0), Cx(0, -
1,0), Cu(0,0,1) and Cq(0,0,-1). The iwelve nearest-neighbors for C1(0, 0, 0)
are C2(0, 0, 0), C2(1, 0, 0), C2(0, -1, 0), CaA1, -1, 0), C5(0, 0, 0), C3(0, -1, 0), C3(0, -1, -
1), C3(0, 0,-1), C4(0, 0, 0), C4(0, 0, -1), Cy4(1, 0, 0), C4(3, 0,-1). The twelve nearest
neighbors for C3(0, 0, 0) are C4(0, 0, 0), C1(0, 1, 0), C1(-1, 0, 0), C1(-1, 1, 0), C3(0, 0,
0, C3(-1, G, 0), C3(-1, 0, -1), C5(0, 0, -1), C4(0, 0, 0), C4(0, 1, 0), C4(0, 0, -1), C4(0, 1, -

1).  The twelve nearest neighbors for C3(G, 0, 0) are C1(0, 0, 0), C1(0, 1, 0), C1(0,

Ln
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1,1),C1(0,0, 1), C2(0, 0, 03, C2(0, 0, ), 2oL, 0, 0), Cx(1, 0, 1), C4(0, 0, M, Ca0, L, 0y,
0

(1,1, 0). The twelve nearest neighbors ~.r Cy0, 0, 0) are CO, 0,

4

0), C1(0,0,1), C1(-1, 0, 03, C1(-1, 0, 1), C2(0, 0, 0), C2(0, 0, 1), Co(0, -1, 1), Ca(L, -1, D),
C3(O/ O/ O)/ C3(O; —1; O)/ C3\_1/ Q/ 0)1 CS(_]-/ —11 O)

We fransfer the four nuwribers into one number for convenience in the

calculation. Any I can be treated as "<I<L under the boundary condition.

Here we use the Monte Carlo method to calculate the order parameter
versus x and T. As order develops, we do not know a-priori along which of
the 4 equivalent cubic directions (1 1 1), (1 1 1,01 —i) or (1 1 1) the order
develops. To calculate the long range order parameter, we calculate the
average site occupancy in layers norr.al to (111) and then take the difference
between the average occupancies of the et of alternate planes. This we call n;.
V;/e repeat this procedure for planes normal to the {1 1)1 Dand (11 1)
directions, finding My, N3 and N4 respectively. In the ordered state, only one of
the 4 order parameters is significantly different from zero. The overall order

parameter, 1 is then defined to be
1
n=(n)+mn+n;+n;)? (12.1)
to ensure that our computation is sensitive to the development of Jong range

order in any of the 4 possible directions and to ensure that 1 is positive.

Figure 13 shows 1 versus x in LiyNiy.4O» calculated for J; =1.2kpT with [j=-
0.5kgT, for a variety of lattice sizes. At x=1, when the lattice is half filled by Li,
the order parameter reaches a maximum of 0.92, which is approximatcly

independent of lattice size. However, the order parameter depends on the

lattice size near the critical composition, x.. The finite sized lattice we use

L
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shows residual order below x,. which decreases as the lattice size increases.
Figure 14 shows <n> versus x for [, =1.35ksT calculated by Monte Carlo (L=12)
and mean field theory for [,=1.35kyT and J;=0.78kgT. We see that mean-field

theory can not fit the data both at x=1 and x.=0.62 with the same ).

The data in figure 8 suggest that experimentally x.=0.62 and the data in
figure 9 show that the maximum in 1 at x=1 is 7,,,,=0.96. Figure 14 also shows
our attempt to fit the data with the Monte Carlo calculation using [, =1.35kgT
(/1 can be chosen within a wide range without affecting the results
significantly ) on the largest (12x12x12)lattice size considered. The fit is
excellent in the ordered state which shows that LiyNip.4O2 can be well

described by a lattice gas model.

The critical composition, x. , where order develops, is most determined by

plotting the fluctuations of the order parameter,
N(<n2>-<n>2) (12.2)

versus x . Noise free fluctuation quantities such as <n2> - <n>2 are very
difficult to calculate with conventional Monte Carlo methods, particularly if
successive spin configurations are highly correlated (auto-correlation). In
order to alleviate this problem mentioned in reference [56], we have used
Ferrenberg and Swendsen’s Multi-Histogram method [51], which allows

optimal use of all the simulation data.

The probability distribution at chemical potential u, P, (x), is generated by
building a histogram of the number of times the lattice gas configurations

have x in the range x; and x;+Ax, where i labels a bin in the histogram and Ax



is the bin size. In this work we used Av=4x10-5. From the re-weighting

transformation

_ P(x) exp{—=fBx(1' —u)}
2 Bx)exp{=Px(w' ~p)]

P(x)
(12.3)

one can see that the exact probability distribution at u actually contains all the
necessary information needed to calculate P, (x) for any other chemical
potential p’. In practice Pu(X) only contains information on distributions for p
near |, because of poor counting statistics in the wings of the histogram far
from <x>,. However, data quality can be improved considerably by combining

IS p y P O

numerous histograms generated at different p’s.

In order to obtain an accurate estimate of x. in reference [56], we have

calculated the following three fluctuation quantities

N(<n?>-<n>2) (13.1)
N(<x?>-<x>2) (13.2)
N(<xn>-<x><n>) (13.3)

which all have maxima at the phase transition. Figure 15a shows the
fluctuations in the order parameter 7 for three different lattice sizes, [.=4, 8
and 12. Two other lattice sizes, L=6 and 10 (not shown) were also simulated.
The solid lines in figure 15a are calculated using the multiple histogram
method and discrete data points are obtained by standard averaging at each j
simulated. For each u, 1000 mcs (Monte Carlo Step) were allowed for the

system to reach equilibrium and a further 10000 mcs for averaging of
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thermodynamic quantities. In order to estimate x.in the thermodynamic

limit we have extrapolated assuming a power law dependence on lattice size

X (L)=x (o) + AL (14)

The fits (figure 15b) were rather insensitive to the exponent z but the best

results were obtained for x.(00)=0.620(5) and z=1.5.

Figure 16 shows the phase diagram calculated by the Monte Carlo method
with L=12. The phase transition point is taken at the point of maximum
fluctuation of the order parameter. With J;=-0.5kgT, the ordered phase has
the maximum kpT/J;=1.05 at x=1 and the minimum at x=0.4. Figure 17
shows the order parameters m versus x calculated by the Monte Carlo method
Qith L=12 and J;=-0.5kgT. The order parameter M reaches 1 at x=1 for

J2/kgT>1.6.

Figure 18 shows the effect of J; on the results of 1 versus x.. With J»=1.35kgT
and L=12, changes in 7, have a negligible effect on n for -0.5kpT<]J1<0.5kgT
and do not effect x. significantly. However, when J1 becomes larger, especially
when J;1>], these changes are significant. At J;=2.0kgT, the ordered phase only

occurs very near x=1.



0 0.4 0.8 1.2 1.6 2.0
x in Li Ni, O, |

Fig. 13 The order parameter n from the Monte Carlo calculations for various
lattice sizes and a fixed next-nearest-neighbor interaction constant. The results

are averaged over of 1000 equilibrium ensembles

63



M

1 [ [ 1 [ T ] T ) i

- MF J, =1.35k gT Monte Caric
J2=1.35kgT

0.8 Jy =05k gT 7

" MF J, =0.78kgT
0.6

0.8 12 1.6 2
x in Li Ni,_ O,

Fig. 14 Order parameter, 1n, versus x in LixNi;.xO; The solid points are the
data from figure 9 and the curves are from the Monte Carlo simulation (L=12)

and the mean field theory
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Fig. 15 (a) The fluctuations in the order parameter calculated from Monte
Carlo averages (data points) and the Multi Hislogram method (solid lines) for
3 lattice sizes. Averages and histograms generated from 10000 Monte Carlo

steps at equilibrium for J; =1.35kT and [;=-0.5kT.

(b) Power law (see text) extrapolation of X, to infinite lattice size giving
x.=0.620{5). x/s for finite lattice sizes were calculated from 3 fluctuation

quantities that all have maxima at the phase transition.
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Fig. 16 The phase diagram is calculated by Monte Carlo method with L=12
and J1=-0.5kgT.
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Fig. 17 The order parameters are calculated by Monte Carlo method for

variety of J» with L=12 and J;=-0.5kgT.

67



M

T

10 - T | !
J,=1.35kgT
0.8 :
J, /k gT= \

0.6 .
[ .0.5, 0.0, 0.5 _

0.4 B 1.0 .
i 1.35 - |

0.2 L 2.0 ! ]
} 1 i i 1

0-00% 0.4 0.8 1.2 1.6 2.0

x i L1, N1,.,0,

Fig. 18 The order parameters are calculated by Monte Carlo method for

variety of J; with L=12 and [,=1.35kgT
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8 Short-Range Order

Figure 19 shows the (003)y Bragg Peak region measured at several values of x
in LiyNip.xO2 . The data are displayed with different intensity scales, but this
does not affect the peak shape. As x decreases below x=0.62, the width of the
peak increases rapidly. The broad weak peak indicates the presence of short-
range order, the precursor to the the long-range order which develops for
x>0.62 as suggested in Figure 9. This short range order represents the
tendency of Li atoms to avoid simultaneously filling next-nearest-neighbor

sites.

69



T I I l
(003) Region |

w““*”\,\
M oy x=0.35

\\‘ e S PV,
wa M=O.45 ]

/
‘..,J N x=0.55 ]

JL x=0.67
i |
15 20

lntensity arb. unit

I T 3

25 30 35
Scattering Angle (Degrees)

10

Fig. 19 X-ray diffraction shows the short-range order in LiyNi;.,O, for

0<x<0.62. The Bragg peak in the (003)y region has been multiplied by a scale

factor which increases as x decreases to make the peak visible at low x
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9 Discussion

We have shown that the order-disorder transition in LiyNis.O» is well
modelled by a lattice-gas treatment. Our model reproduces the data very well
using J, =1.35kpT for small values of J; (e.g. |]11<0.5kgT ). These resulls
clearly suggest that ], is larger that J; in this material. This is somewhat
surprising since the cation-cation bond length corresponding to [ is V2 times
that corresponding to J; and usually interaction strengths decrease with
distance. However, the interactions J; and J; are made up of net Li-Li, Ni-Ni
and Li-Ni interactions as given in equation (8.2), each of these interactions is

very complicated to estimate.

We have know J;=1.35kgT , and that the X-ray diffraction measurements
reported here have been made at room temperature. It remains to determine
the value of T (T#Room Temperature). In our opinion, the important
temperature is that at which the Ni atoms can no longer move. For the
lattice gas treatment to be reasonable, both Li and Ni must be mobile and
diffusing freely from site to site. During cooling of our samples the Ni atoms
freeze at some temperature; (probably around 600°C since synthesis of LiNiO;
is very slow(>40hours) at this temperature); thus our samples are “snap
shots” of the equilibrium that existed just above that temperature. Using
T=600"C, we calculate [;=0.11¢V. Preliminary high temperature diffraction

measurements using an in-sifu furnace show that the ordered phase in
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Ligas™Niy 340y is reversibly suppressed at about 1000 C, consistent with our

estimate of T above. Further high temperature work will be done later.

s

One goal of our research is to extract the cation-cation interaction energles 50
that we can model the behavior of Li/LiyINiO; batteries with lattice-gas
models as has been done previously for other intercalation compounds [53,
54]. Unfortunately, we have shown that the value of the nearest neighbor
interaction, most important for that application, cannot be determined from
the order-disorder in LiyNip.xOj since the nearest neighbor interaction is not
sensitive to the observed order parameter. Other measurements, such as the

variation of the Li chemical potential in LiyNiy.xO2 with x are needed to

determine the Li-Li contribution to [;.

The Li transition-metal oxides (LiMO;) show a rich variety of structures
based on close packed oxygen layers [52). The Li and M atoms form a variety of
ordered arrangements which can probably be explained by suitable choices of
cation-cation interaction energies in a lattice-gas formalism. One of our future

Lo

goals is to determine a set of interactions consistent with the observed

structures.

td
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Appendix

The following is an argument that entropy is maximized when only one of
the four degenerate order parameters 1y, 13, N3, or Ny is selected, we must

write the general site occupancy as

8
X=X %Z ,exp(ig, 1)
=1

§

(A1)

where x is the uniform site occupation. rj is the lattice vector for site i, and
the qq are the eight ordering wavevectors, qi=(1, 1, 1), qu(l 1), qa={( 1
1, 1), qa=( 1 , _‘;,1), q5=-q1, 46=-92, 47=-93, q8=-g4. Reality of the x; implies the

following constraint
My, = Mg, (A2)

N =M, %,

= I* . . . f . . ~
Thus = T and we define ™ with similar relationships for the

other 3 order parameters. Substituting (A1) into the Landau expansion (9.2)

we obtain
FJN=px+3020, + )% +(I‘—Z—-L«;—§~J2)(nf+n§+n§+n§)
8 x(1-x) 4
5_7:(_1_ 1 YA
192°x*  (1-x)y" (A3)
where

FH=3 1.n,1,M:0(q, +4; +4, +4,)
apre (A4)
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; Sy, +4,+q, +q, ) . S " , : .
where 2T T T s o diserete delta function. Expanding the fourth

order term (A4), we have

A “4@17, #3201 + 2T 7,)

174 “‘,l)

= 24(3] ZU(X 2“22 +2771772?73774)7
(A5)

which delermines whether one ng is selected or not. In order to make a
meaningful comparison of free energies, the values of the ng must be chosen

so as to satisfy

T 2 2 2
AN AN =0 (A6)
For simplicity, we will test the two extreme cases for which (A6) is satisfied:

Case 1: N1=12=" 3_—:]‘14:}’}[/2

{ 1 1 pu
f = 74(3 - I —1n)Y=63 4
n' ] gl n) n .
Case 2: 11}=1, N2=N3=14=0
F =246 - 2n") = 247" (AB)

Since the coefficient of the fourth order term is positive definite and
(AB)<(A7), the free energy is lower for case 2 than for case 1, i.e. only one of

! -

the tour n's will be selected.
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