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Abstract 

There are two coinillon inetllods for coinpariilg disease iilcidence rates (such as cancer) 

in two poyulatioils (such as pulp and paper workers vs 11011-pulp and paper workers). 

In cohort studies. tlie two groups are followed over time a i d  the incidence rates are 

dircctljr compared. Tliese types of studies can be inefficient for low incidence diseases 

when verv large sainple sizes are needed. Case-control inethods take each incidence of 

disease and match it to a control. Then contributiolis from variables such as exposure 

to clienlicals to tlie disease iilcideilce rate call be determined. While inore efficient 

than cohort studies, direct incidence rates cannot be computed. 

This thesis used a newly proposed method, the case-cohort study, that combines 

features of both typcs of studies. Because it uses two cohorts. it uses more inforination 

than the case-control study but also gains efficiency from the iilatching of cases with 

controls. 

While this i i ~ t h o d  has been extensively theoretically developed in the literature, 

it has only be applied to simple probleins or simulations. We used this new method 

to reaiial~ze a long ruiiizing study conducted by tlie British Columbia Cancer Agency. 

IVhile thc new mctllodology did not give dramatically different results, it did yield 

improved precision in estimates (implying that it will be easier to detect excess disease 

rates). Some potential dangcrs in the uncritical use of this method were also identified. 
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Chapter 1 

Introduction 

In epideiniology. a coi~or-t is generallv used to designate a group of people wlio share a 

coininon experience or condition. Epidemiological studies often involve the follow-up 

of a largc cohort of subjects, a sinall fraction of whom will develop a disease at an 

endpoint, or endpoints of interest during a prescribed follow-i~p period. 

In 1982. ail occupational cancer research prograin was initiated in British Columbia; 

one facct of this ongoing project was aimed at  detecting occupatioi~al cancer risk fac- 

tors. One of the studies was based on collecting lifetime occupational history from 

male incident cancer patients, aged 20 or older, ascertained from the British Coluinbia 

Cancer Registry between Janllary 1. 1983 and December 31. 1989. Based on this pre- 

liminarj, analysis a two-phase study of British Col~nnbian pulp and paper workers was 

initiated. 

Chapter 2 will start with an introduction to some terminology that is coinn~on 

in epidemiology. The inain objective of Chapter 2 is to describe the designs and the 

niethods of analyses that arc used in to analyse the data on the pulp and paper mill 

workers of British Columbia in Clmpter 3. Section 2.1 will describe the cohort design. 

The objective of this section is solely to devclop a hackgroiund of the work that has 

already been dolit. on the British Coliuinbiaii pulp and paper workers. Section 2.2 

begins with a brief description of the case-control design and how it compares to 

the cohort dcsign. The nested case-control design is introduced in the general case. 

However, the focus of this section is the matched case-control design since it is used 



in tlie application tlcsc.1.il)ed iii Cliaptei 3. In this section tlic tlesigii. tlie liictliod for 

aiialjrsiiig and tlie prohlenis xvitli tlw design arc tlescri1)etl in dctail. Finally. section 

2.3 disc l~sses tlic case-colioit design, n-liicli i \  tliv tlcsigi~ of iiiost iiite~est for tliis 

~xojec t .  Tlie t l tqy i  is i l~ t~oduccd in dctcxil for botll binary rcsponsc data a i d  time to  

response data, the latter heing tlie liiost relevant for tlie application in Cliciptctr 3. To 

conclude tlic cliapter. the Cox Proportional Hazards model is introduced so that it 

can he inc111ded in tlie dcscription of liow to conipute tlie niaxinluni psc~~dolikelihood 

estimator of tlie case-cohort design. 

C l~ lp te r  3 tiescribes the two-phase study of the British Co1unit)iaii pulp and paper 

workers. Scctioli 3.1 and 3.2 give an overview of the chapter a i d  a background to  the 

two-pliasc studv. Section 3.3 recounts Phase I which investigated the cohort's inortal- 

itv a i d  canccr incidence outconies. In this first phase of the study of British Columbia 

pulp and paper workers. no attempt was made to classify workers by departinelits and 

no exposure data were obtained that might provide explanations for the differences in 

cancer patterns observed between workers a t  mills running different processes. Phase 

11, whicli is described in section 3.4, was a matched case-control studv with detailed 

work history and exposure assessment based on mill-specific job exposure matrices. 

The aim of this project is to apply the case-cohort inetliod, first proposed by Prentice 

(1986). to  this complicated real data situation. The data collected iiicluded enough 

inforination to  analyse as a case-cohort design, but part of the data was ignored so as 

to  treat as a nlatched case-control design. We first re-analyse the data as a matched 

case-control for a single cliemical, and then re-analyse it as a case-cohort design using 

all available information. The two analyses are compared and contrasted, in addition 

the ease of application and stability of the case-cohort analysis is explained. 



Chapter 2 

Methodology 

I11 an ol~servatioiial st,udy there is no nianipulatioii of the st,udy factors by the in- 

~est igat~or.  111 other words. the investigator has no control over doses, treatinelits or 

exposures. 

Bcfore start,iiig t,he disclissioii on the different observational designs, it is impor- 

h i i t  to carcfidly define the teriniiiology that will be used tllroughout this projcct. 

The source population (or cohort), though soinetiines referred to  as a population, is 

a saiiiplc which  represent,^ a hvpotlietical study population in which a cohort study 

may have been conducted: it is this hypothetical population that one wishes to  make 

inferences about. For example. one may use the 14 paper and pulp mills in British 

Columbia as a solme population, but it is actually viewed as a sample of the hypo- 

tllctical population of all tlle mills where particl~lar chemicals of interest are used. 

Froin this exaiiiple, it is clear that the sample is not randoill, and often this is the 

case. Soinetiines it is not possible, or too expensive (with respect t,o time and money), 

to  take a random sample. The source population is treated as a random sainple so 

that inferences can be made about the entire population. 

Table 2.1 gives a depict,ion of t,liis project's scenario, where t,lie source population 

is representd by Al + B1 + A. + Bo. Witliin the source populat,ion there are sub- 

cohorts or groups: an exposed g~,oup (A1 + B1) and an unexposed group (Ao + Bo). It 

is possible t,o have more than t,wo groups: however, for this project. we will restrict 

to  two groups. In addition, there is tlle case group (Al + A"), which represents the 
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discascd iiidi\icluals, and the cont1.01 y~.oup (Bl + Bo). which rcprescnts the lion- 

diseasccl individl~als. 

Disease Noii-Disease 
Exposed A 1 B 1 A1 + B1 
Uilcxposed A o Bo Ao + Bo 

A1 + A0 Bl + Bo 

Table 2.1 : Depiction of the Sonrce Population 

There are two primary types of ohscr~ational designs ill epidemiology: t l ~  cohort 

design and the case-control design. Table 2.2 compares the cllaracteristics of these 

designs. 

Cohort 

Begills with a tlefiiied population at 
risk 

Cases not selected but ascertained by 
continuous surveillance 

Coinparisoil group (i.e. , noii-cases) 
not selected - evolved naturally 

Exposure ineasured before the 
developnlent of disease 

Risk or iiicidence of diseases 
a i d  relative risk nleas~~red 

Case-Control 

Gencrallj. lultlcfiiicd p o p ~ l ~ ~ t i o i i  
at risk 

Cases selected hy investigator from 
an available pool of patients 

Controls selected by investigator 
to resenhle cases (nlatching on 
auxiliary variables) 

Exposure measured. reconstructed 
or recollected after developnlent 
of disease 

Risk or incidence of disease cannot 
11c measured directly: relative 
risk exposme call be estimated by 
odds ratio 

Table 2.2: Coiilparison of cl~aracterist~ics cohort and case-control study designs 

A inajor difference between t,lw cohort design and the case-control design is who 

is being coinpared. The cohort design looks at exposed versus unexposed. whereas 
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tlie case-control design is interested in discascd versus non-diseased. In the coliort ap- 

proach. sampling is based on exposllre wllcreas in the case-control approach sanlpling 

is based oil outconle (disease or not). A collort study uses all individuals in tlic source 

populatioli. 111 a case-coiitiol st~icly niost cases (diseased) occurriiig ill tlie source pop- 

ulatioii a i d  old\- a rai~dom saiiiple of the control (non-diseased) group arc selected. 

One can view tlie case-control design as biased sampling, with over-saiiipliiig of cases. 

This makes case-control studies more efficient: one does not llave to study all persons 

in the source population wllo do not develop tlie disease but only a small sample from 

thein. Uiifortunatelv, this sanipling sclienie lianlpers coiiqmting ally direct measure 

of risk. bccal~se tlie resulting sample of cases and controls is not proportional to  the 

nuinbtr of cases and non-cases in the underlying source population. This is the main 

difference between tlie two designs. 

Both coliort and case-control designs measure frequency, but in cohort studies 

the frequency of different outcoines is measured. while in case-control studies the 

frequency of tlie preslmed causal factors is nleasured. I11 coliort studies. risk can be 

expressed as relative risk (risk ratio) and attributed risk (risk difference). I11 case- 

control studies risk is expressed as an odds ratio. 

Tlic remainder of this chapter describes a i d  compares tlie designs in detail and 

soine nletliods used to  analyse them. Then a new design, proposed by Prentice (1986), 

is introduced as an alternative. 

2.1 Method I: Cohort Study 

In a cohort study the primary question addressed is, "What are the health effects of 

a given exposure?" 

Long term follow-up (cohort) studies of human populations. particularly of in- 

dustrial workers, have provided tlie most convincing evidence of tlie link between 

exposure to  specific environmental agents and cancer occurrence. I11 epidemiology, 

the word cohort is often used to designate a group of people wllo share a coininon 

experience or condition. I11 other words. a cohort is simply a group of persons who 
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have pi c.sunlcd ant ecedeilt cliai act crist ics in coniinoil and who are followcd through- 

o11t their expc.ricncc so that O ~ I C \  i1iav o l x c ~  vc t he dcvclopi1i~ilt or 11011-developinent of 

a give11 llealth outcouie. For exanlple: (i) all first year stucici~ts ill a ui~iversity during 

iL pati(wldr d( cdeiiiic whr. 01 (ii) all tlw gall-Illadder patielits ivlm were operated on 

in a give11 hospital durii~g a certain period of tin~c.. 

Often. if there are two groups ill tllc study. one of tlieni is clesclil~ed as the exposed 

group - tllose individuals who l m ~ e  experiel~ced the potential causal event or coildition 

- and the other is thought of as tlle unexposed, or reference. group. If there are inore 

than two groups. each may bc characterised by a different level or type of exposure. 

For example, all occupatioilal cohort study of cheinical workers might comprise sub- 

cohorts of workers in a plant who work in different departiilents of the plant, with each 

sub-cohort being exposed to  a different set of cheinicals. The investigator measures 

and compares tlle iiicideilce rate of the disease i11 each of the study groups. 

Exposed and uiiexposed groups a t  one point in time are then followed to  assess the 

differences in health outcomes between them. Follow-up from exposure to outcoine 

is tlle key feature of a cohort study; it gives assurance about the sequence of events, 

ilaiilely the occurrence of exposure prior to  outconle. a basic requirement to infer 

causalitv. 

In a cohort study, the investigator controls i~eitlier the exposure coi~ditioils nor the 

attribution of exposure to study subjects; the subjects ill the cohort are selected after 

exposure status lias been charactcrised. As a result, risk factors of the liealth outcome 

are likelv to be unevei~lv distributed between the exposed and unexposed groups 

leading to differences in baseline risk. To ensure relative comparability between the 

exposed and the unexposed subjects. the investigator can only control the selection 

of tlle unexposed group. 

There are two types of cohort studics: prospective cohort studies and retrospective 

(historical) cohort studies. The priinary difference between these two studies is the 

way in which the follow-up over time is conducted. The prospective cohort method 

asseinbles the cohort in tlle present, and follows the individuals prospectively into the 

f~lture. The investigator assesses exposures i11 the present and watches for disease 

in the futnre. A solute population is generally a "representative" sample of the 
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liypotlietical poplilation: this saiiiple may be a randoill saiiiple. or it niav be based 

on soniethiiig. sl~cli as exposure. The maill advantage to this iiietliod is that it allows 

oiie to collect exactly the iiiforiilation tliouglit to be reyuued; liowever. it docs have 

the d i ~ ~ t d ~ ~ m t a g e  that iiiniiy years iiiav elapse befoie s~ifficient cases of disease have 

developcd for analysis. In contrast. the retrospective cohort study allows one to 

identif~ a grolip with certain exposure cliaracteristics. by incans of liistorical records, 

at a certain tiefincd time in tlie past, and the11 reconstruct the disease experience of 

tlie grolip between the defined timc in the past and tlw present. In addition, in the 

retrospective cohort design. like the prospective collort design. sainpling is not based 

on case/disease status. The inaiii advantage is that results are potentially available 

iniinediately, and the disadvantage is that the inforiiiation available on the cohort may 

not be conipletely satisfactory. since it would most likely lime been collected for other 

purposes or be subject to recall bias. Prospective studies, altholigh more accurate. are 

costlv and often impractical due to their time requirement. Retrospective studies are 

nlore frequently used as they are faster and cost less. Tlie two types of studies have 

a fliildai~iental characteristic in coininon: the iildividuals coinprisiiig the cohort are 

identified, and ii~forinatioi~ on their exposure obtained, before their disease experience 

is ascertained (Breslow and Day. 1987). The goal of both studies is to compare exposed 

and unexposed individuals. 

The design and execution of a cohort study will depend on the individual circlim- 

stances of the study. and its aim. Even though the scope and purpose of different 

stlidie5 inm vary widely, there are a number of issues in the design and execution 

that require atteiition, irrespective of whether the study is prospective or historical. 

These issues are as follows: 

0 Iilclusion rules ii~list he clear and  ina ambiguous. 

0 Dates of entry and exit mist  be well defined. 

Follow-up over time of the individuals enrolled in the cohort study is tlle essential 

feature of the study; th i s  the follow-up mechanisms to be used must be choseii 

carefiilly. 
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The c.xtc~it and detail of the illforiliatioil oil exposure sliould reflect the rela- 

tionship lxtwccn exposurc and excess risk that the investigator might expect. 

111 additioii one rcquircs to know: (i) the dates at wliicli exposure started and 

stoppetl. as wcll as tlie sul~ject's agv wlieii cxxposure started, and (ii) in relation 

to exposure level. quantitative information is rareljr available thro~lghout the 

period. Thus one has to decide wliicli sunnnary measures are most informative. 

It is iinportant to collect information on any auxiliary variables that nlay have 

an effect. 

Thc possible reslllts the s t u d ,  could j i ~ l d  n ~ e d  to be investigated hefore sub- 

stantial resources arc devoted to the study. Studies that have low power for 

detecting realistic levels of excess risk should not be performed, unless their 

results can he merged with those of otller studies. 

2.1.1 Analysis of the Cohort Study 

The following section gives the simplest form of analysis of the cohort study. The 

object of the section is to give a backgrou~id to  the application discussed in detail in 

Chapter 3 and not to  describe all possible analysis methods. 

Analysis of data from a cohort study involves estimation of tlie rates of cancer 

and other diseases of interest which occur among cohort menlbers during tlie study 

period. Cohort studies, by recording disease occurrence in a defined group. provide 

measures of incidence. or inortality rates. and it is these rates that provide the basic 

ineasures of disease risk. Analysis of cohort data typically iiivolves a conlparison of 

the rates observed ill t'he study group with rates for tlie general population. This is a 

ilsefiil way of identifyiiig diseases which occur a t  especially high or low frequency in 

the cohort, so they may be studied further in relation to  particular exposures. 

Two measures of effect are used in cohort studies: the incidence (or mortality) 

rate ratio wl-lich is t,lie iiicidence rate or outcoine in the exposed group relative t,o 

the unexposed one; and tlie risk ratio or relative risk which is the proportion of tlie 

exposed cohort developing the liealt,h outcome of interest relative to the unexposed 
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OllC. 

Tthlc 2.3: Two 1)y Two Contingency Tal~le For Calculating Risk 

Froin Table 2.3, tliv Relative Risk (RR) is: 

prot~ability of disease given exposed 
RR = 

probability of disease given unexposed 

Furthermore. i11 niainr cohort studies, staildardizcd inortality ratios (ShIR) are 

used to coinpare the inortalities. This index is the ratio of the rate of mortality of 

disease aillong tlie worker group. to  the rate of mortality ainoiig some reference group. 

Also. standardized incidence ratios (SIR) are used to compare cancer incidences. This 

index is the ratio of the ratc of mortality and iilcidence of disease among the worker 

group, to  the ratc of incideiice ainoilg the reference group. 

Llore coinplex nlodelling is used wheil analysiilg cohort studies; houwer, since 

sucll was not done to  analyse the cohort phase of the application in Chapter 3. it will 

not be discussed i11 this project . 

2.2 Method 11: Case-Control Study 

2.2.1 Description 

I11 a case-control s t~ ldy tlie primary question addressed is, "IVhat are the contribut- 

ing ca lws of a givcn disease?" Case-control studies are the most frequently used 

epideiniology study design. They exailline the ca~~se-effect relationship from a per- 

spective opposite to  tliat of a cohort study. 



CHAPTER 2. AIETHODOLOGI' 10 

Consider the lmsic ctisc-c~iitrol study design. Inlaginc two sub-cohorts. exposed 

aiicl mltxposed, that call be denoted hy the subscripts 1 and 0. respectively. Now. 

suppose tliat wc want to study the rclatioiisliip of exposurc incidence rates ill tllcsc 

pop~l~itioiis.  Tlie disease iiiciclt~ilc~c~ late tlluiiig a time period t (e.g. 1 j.ear) iiliglit be 

expressed for the exposed grollp as 

a i d  for tllc  ine exposed group as 

A0 I. = , 
To 

wliere A, allti A. are the respective n~mlbers of iildividuals in who111 disease developed 

during tiim interval t ,  and Tl and To are tlie respective ainouilts of person-time at  

risk of tllc disease spent in the exposed and unexposed groups, and thus I I  and I. are 

the incidciice rates for the exposed and unexposed and are estiinates of the rates of 

diseast. c~ntl noii-disease given t llc exposm e in tlic 11~yot hetical study population. 

I11 a cohort stl~clj~, the iluiilerator a11d the denoininator of each rate are evaluated; 

doing so requires eii~mlerating the source popnlation and keeping it under surveillance. 

A case-control study attempts to observe the source population more efficiently. The 

efficiencv of tlle case-control study comes from the use of a control series in place 

of complete assessinelit of the deiioiniiiators of the iilcideilce rates. The cases in a 

casc-control study should 11c the same individuals wlio would be considered cases in 

a hypothetical cohort study of the same source population: using the notation above, 

the cases are the Al + A. individuals. 

Case-control stltdies are best understood by defining a source population, a sample 

which rcprrseilts a lwpothetical studv population, in which a cohort study might have 

been cond~lctcd. If a cohort studv were undertaken. tlle primary tasks would be to 

identify the exposed and uilcxposed denomillator experience, measured in persoil-time 

category or study cohort. In a case-control study, the cases are identified and their 

exposure status is deterinined just as in a cohort study. but denoininators from which 

rates could be calculated are not measured. Instead a control group of study subjects 
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is saiiipled fi  om t lie lion-diwased sub-cohort. 

Tlie pllrposc of tlie coiitiol group is to estiiiiatc the relative (as opposed to tlie 

absolute) size of tlie exposed and ~l i iex~~oscd dciioiniilators withill the source pop~l- 

latioii. i.c. % / T I .  Froiii tlie estiiiiated ielativc size of the deiioiiiiiiators, tlie relative 

size of the iiicideiice rates (or incidence proportions) can be estimated. since 

and An. Al and ail estimate from the sub-sample of To/Tl are available (related to  

two-phase sampling ill surveys). 

Thus. case-control studies yield estimates of relative effect measures. Because the 

control group is used to  estimate the distribution of exposure in the source population. 

the cardinal requirement of control selection is that the controls must be sampled 

independently of their cxposure status. 

Case-control studies first identify and select the cases and controls; these groups 

are then followed l~ackward ill time to  assess wlietlier their rctrospcctive past patterns 

of exposure differed before the cases actually developed the healtli outcome. Tracking 

backward from outcoiile to  aiitecedeiit is characteristic of case-control studies: it is 

inferred that cliffereiices ill exposurc patterns between cases and controls are likely a 

cause of tlie outcome. 

A cohort study faces forward in time (whether collected prospectively or retro- 

spectivelv), starting with a defined population and its exposure status, and observing 

the subsequent disease experience, whereas a case-control study faces backwards in 

time, starting with the disease status, and recoiistructirlg the exposure history from 

wliicll it emerged. 

Usually, all cases occurring i11 tlie population of interest are iiicluded in the study, 

but only a fraction of tlie potential controls are selected. This makes case-control stud- 

ies more cost effective: one does not have to  study all persons i11 the source population 

who do not develop the disease but only a sniall sample from them. Unfortunately, 

this saiilpling scheme hailipers complltiiig any direct measure of risk, because the re- 

sulting sample of cases and controls is not proportional to tlie liuiiiber of cases and 
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non-cases in the underl\-ing source population. 

As a final conlnient, if a cast-control study is nested within ;I dcfincd cohort. it is 

referred to as a nested case-control study. Usiiig this defiiiitioii. ilest~d-case control 

studies are ofteii used ill occupational epiclcniiological studies. 

2.2.2 Comparison with the Cohort Study 

I11 the present section. the relative merits and drawbacks of tlie cohort study as corn- 

pared to the case-coiitrol study are discussed. In the coliolt approach a group of 

iiidividuals is defined. their exposure determined and their s~tbseql~ent disease experi- 

ence ascertained, whereas in the case-control approach, tlie cases of a specific disease 

are identified together with a suitable comparison group, and iilforinatioil on exposure 

before disease onset obtained retrospectively. Described in this way, it would seen1 

natural that the latter liiiglit appeal if the focus is on causation of a specific disease. 

and the former if inter~st  is on the h~al t l l  conseq~~elice~ of a given exposllre (Breslow 

nild Day, 1987). 

There are inany reasons tliat (and situations for whiclz) the cohort design is more 

appealing than the case-control study. One such feature is that tlie results of the 

cohort study arc considered iiiore conclusive than results froin case-control studies. 

Another important issue is bias. The cohort stndy has a lower potential for bias 

thaii the case-control study. In cohort ~tudies  recall-bias and selection bias can be 

eliminated, whereas in case-control studies recall bias can cause inajor problems and 

selection bias is almost impossible to evaluate. Another advantage of the cohort 

approach is that ~t is good for establishing the temporal sequence and the natural 

history of diseases. In contrast, the case-control approach cannot assess temporal 

relationsliips because: i) it is hard to decide when a disease was actuallv acquired; ii) 

becal~se the controls Inav be "at risk" longer than the cases, it is possible to obtain a 

lloilseilsical result that exposure decreases an individual's chance of being diagnosed 

with the disease: and iii) the case-control design misses diseases still in a latent period. 

A final advantage is that the cohort design can estimate overall and specific disease 

rates. usually incidence rates. I11 contrast the case-control approacli cannot calculate 
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incidence; in acklition. it caililot calcitlat,e populat,ioii relative risk or a t t r ibuta lh  risk. 

Case-control stitdies have predoliliilat,ed i11 tllc hist,ory of cancer epidemiology 

(Breslow and Day, 1987). This would suggcst that there are several disadvant,ages 

to tlle coliort design: despite t,lic atlvant,ages discussed t,hits far. 

The following is a discussion of t,lie reasons t,hc case-control design is inore appeal- 

ing t,llan the cohort design. Tiiiie and nioney are a very important features in designs. 

A inajor disad\wltage t,o t,hc cohort st,udy is t,llat it hecoines stroiiger t,he longer the 

study contiintcs. Therefore, a cohort st11dy limy lead to  a coillinitlrlent over many 

years, wllich call ill turn be a very expensive operat,ioil. I11 contrast,, a, case-control 

study is inexpensive and can be accoinplished quickly because events of interest have 

already occurred. 

The case-cont,rol study is more appealing thaii the cohort st,ltdy when the disease 

of interest is a rare disease. Recall that in the case-control study the proport,ion of 

cases and 11011-cases is not the same as in the underlying popitlation; however, in a 

cohort stitdy the proportion of the soitrce population being diseased is the same as in 

the population, which may cause problems if tlie disease is rare. If tlie ratio of cases 

to coiltrols is low, then the cohort will have a milch higher sample size than the case- 

control design. This makes the lat,t,er more appealing. This is the inain application 

and the main reason case-cont,rol studies are so popular. A few other advantages of 

the case-control are: (i) it can study several potential exposures a t  the same time and 

(ii) it lends itself well t,o hospit,al-based studies and outbreaks. 

To conclude, it is important to  mention two features t,hat t,he two designs share 

in coininon. First, in bot,ll designs, inferences can be biased due to confounders. A 

confounder is any circumstance: other than the desired exposure, that, makes one 

group different than another; the confounder must also he associated with disease 

out,coine. Confo~uilding can be protected against through randoin selection. Second, 

both allow for inference when a raiidoinised cliiiical trial would be unethical. For 

example. if one is interested in the effect of exposure to  cheinicals on cancer, it is 

itnethical to  randoilily assign iiidividuals to  that exposure. 
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2.2.3 Stratified Case-Control Study 

In tlic grneral \ituation of the stratificrf case-control tlesigii the cases arc dividcd 

into strata l~ased on somc allxiliar17 variable. e.g. age ranges. Tllc controls are the11 

nssigilcd to the appropriate stratum and a stratified sample of controls is taken. Tlie 

case-control study descrilwd prtviously is a special case of the stratified case-control 

design with only one stratum. The situation tliat we arc interested in (i.e. tlic one 

used in the British Columbia pulp and paper study) involvcs stratifying so deeply 

that tlwrc is one case in each stratuiil and i"l controls callcd nlatclled case-controls. 

As in the general situation. the 111 controls are iiiatclled to  each case based on some 

auxiliary variable. sl1c11 as age. I11 practice, it is difficult to stratify so deeply that 

there is only one case in eacli stratum. For exaiiiple. if the auxiliary variable used for 

lnatching is age (in wars).  it is quite likely that tllcre will be inore tllan one case at 

each age. In this situatioi~ the controls that also fa11 in that stratuiii are randornly 

matdied to cases and treated as matched. 

Tlic km7 elenl~nt of a strat ificd case-control design is that t lie controls onlv nerd 

to be followctf to the time tliat their nlatclied case obtaiiis the disease. 

2.2.4 Analysis of the Matched Case-Control Study 

Since the case-control stud!. and general stratified case-control design were not done 

in the applicatioii in Chapter 3. the i i ~ t l i o d s  of analvsis will not be discussed. For 

this project. we will coilfine ourselves to the method tliat was used in this application, 

the matcl~ed case-control study. 

hlatched case-control studies are typically analysed using conditioilal logistic re- 

gression for matched sets. Conditional logistic regression is used to investigate the 

relatioilship between an outcoiile and a set of prognostic factors; it is a coniinon 

metliod for analysing a case-control study. The conditional approach is best restricted 

to  inatclied case-control designs, or to similar situations involving very fine stratifica- 

tion where its use is in fact essential in order to  avoid biased estimates of relative risk 

(Breslow and Day, 1980). 
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One dcsign wllicll occurs oftw ill practice. and for whicli tlle conditional likeli- 

liootl takcs A particl~larly siilipl~ forin. is tllc situatioii w11c1.e cach case is individually 

niatclicd to oiic or illore controls. Tlie i i ~~n i l~e r  of coi~tiols can 1 ) ~  a fixcd inui~lm,  

01 it can Val\.- fro111 set to  set. 

Suppose that tllc ~ " k f  I nlatched sets contains Al ,  controls in addition to the case. 

Denote the A-vector of exposures for the case in this set by st" = (xZol. ..., z,OK) and 

the exposurc vector for the j f ' ~ o n t r o l  (J = 1, .... A l l )  by x,, = (x , ,~ ,  ..., z,,~<). Now, 

we want to devclop the the conditioilal likelihood. 

Coiisidtr the binary dependent variable y ,  which indicates whether (y = 1) or not 

(y  = 0) an individual develops the disease. and a series of iildepcndent regression vari- 

ables x = (xl. ..., .cIc). The conditional probability forinula for y given z is modelled 

AS 

Now. we nwd to t a k ~  into accomit the inatclied sets AS described above. 111 this 

case, the a ' s  are allowed to vary from stratum to stratum. However, tlle 0's 1-ei11ain 

fixcd so that 

I11 order to account for this fact in the probability 

consider t,he conditional probability of the retrospective 

model. it is appropriate to 

data given the Mi + 1 sets 

of values for tlle z variables which are sampled in each stratum. iL1ore precisely, 

suppose it is kilowil that n/Iz + 1 data vectors x,, for j = 0.1, . .. , MZ are observed 

in the I ~ ' '  stratum. but it is not known which of these corresponds to the case. The 

coilditional probability that the first vector correspoilds to the case, as observed, and 

the remaiiider to the controls is 
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Each coiiditional prolxhility Pr(xl?j) of risk factor values iiiay be expressed as 

Now, sllbstiti~tiiig (2.1) and (2.3) illto (2.2). 

Thus. the the coilditioilal likeliliood for all strata is: 
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w11c.r.e p" = ( , I l .  . . . , (j,, ). If nil\- of the r 's are inatcliing vnrial~les. taking t hc same 

va111c f o ~  wcli iiieiilher of a niatched set. tlleii their contribution to the likelihood is 

zero: tl~erofore, tlie corrcspoiiding , j  cai~not 11c estiniated. This is a re i~~~i lder  that 

il~atcl~ed clesigiis prccll~lc tlie aiial~,sis of ielative iisk associatt.tl with tlie i~iatcl~iiig 

variat~lcs: however, by defiiling seine interaction or cross-product teriils involving both 

risk factors and inatcliing variables, one iiiajr inode1 how relative risk changes from 

one matched set to the next (see Breslow and Dq', 1980). 

If there is a single inatclled control per case, the conditioilal likelihood simplifies 

even further to 

This may be recognised as the ~ulconditional likelihood for the logistic regression model 

where tlie sainpling m i t  is the pair and the regression variables are the differences in 

the exposlues for case versus control. 

Familiar statistical packages, such as SAS. are available to perforin conditional 

analysis for hot11 matched and, more generally. stratified designs. 

2.2.5 Problems with the Matched Case-Control Study 

There are several reasons for considering alternatives to a inatched case-control design. 

To begin with. the aligimlent of each selected control subject to its inatclied case seems 

inefficient. Jlihv'? Because the subject ma\r also properly serve as a member of tlie 

coinparison group for cases occurring at a range of other times. I11 addition, the strict 

applicatioii of the time-matched case-control approach would involve the selection of a 

new set of controls for each distinct disease category lliider study. whereas intuitively 

a single coinparison group should suffice as in full-cohort analyses (Prentice, 1986). 

The inetliod for ailalysing a stratified case-control design is as follows. The in- 

dividuals are followed through time, and considered "at risk", until they experience 

the event (diagnosed with cancer) or they are censored (leave the study or the study 

terminates). The cases are the individuals who are diagnosed with the disease and 
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tlic controls are tlle individl~als who arc disease-free at the end of tlie study. Since 

the controls rcnlain in the stltdv longer tlian the cases. they are exposed for longer: 

thcrcforc. this would potcntiallp ca lw a bias against the individ~~als who do not expc- 

rielice ;ti1 event. Tlius. if one wcrc to follow the controls until the end of tlie follow-up 

period. it would be possible to obtain a nonseilsical result that exposure decreases 

ail ii~dividual's cl~ance of 1)eing diagiioscd with the disease. To avoid such a scenario, 

thc controls are only follow~d until tlieir 11iatched case is diagnosed witli the disease. 

Thtre is notliing inherentlv wrong with tlle approach; however, quite often. informa- 

tion oil tlw controls is available until the end of tlle follow-up, or it is easy to obtain. 

This is true of thc British Colunibia pulp and paper study discussed in Chapter 3. 

The question is. does it matter if we use tliis additional inforniation or not'? 

2.3 Method 111: Case-Cohort Designs 

The difference between the matched case-control design and the case-cohort design 

is subtlc. Recall that in tlie niatclied case-control desigi~ the controls only needed to 

be followed until tlieir iliatclied case is diagnosed with tlie disease. I11 a case-cohort 

design, the individuals are followed separately; therefore the controls are followed until 

tlie end of the study. Quite ofttn. information until the end of tlie follow-up is available 

for tlie coiitrols, or it does not cost 11111~11 to obtain tlie inforination. Therefore. using 

tlie above definitions, quite often a case-cohort design is used and then a matched 

case-cohort iiletliod of analysis is applied to the data. In this case they are tlie same 

sanlple design with different iilethods of analysis; liowever, in tliis project, we will 

refer to them as different designs. 

Before starting the discussion on tlie case-cohort design, it is iniportant to define 

some additional terminology to bridge between the typical wording in failure time data 

and the Cox proportional hazard inodel and epidemiology studies. Fazlure will be tlie 

same as experiencing the event (i.e. being diagnosed with the disease). Censorzng 

will be synonymous witli an individual leaving the study lion-diseased. 

The case-cohort design is most useful in analyzing time to failure in a large cohort 

in which fail~lre is rare. A case-cohort study viewed as failure time data coiisists 
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of a raildoiii saiilple, t,he suhcohor-t. aiid any addit,ioiial cases not in the subcohort. 

Covariate iiifornlatioii is collect,ed from all failures (i.e. cases) and a representative 

sainplc of censored ohservat,ions (i.e. the subcohort of coiitrols). Sampling is done 

without respect to time or disease status, a i d ,  therefore, the design is morc flexible 

tlian a matched case-control design. Despite the efficiency of tlie iiietllods, case-cohort 

designs are not often used because of perceived ~nalyt~ic  coiiiplexity. 

Designs in whicli a suhcoliort is cliosen at  the start of tlie study t,o const,itute 

the control group are discussed by Prentice (1986). For failure tiiiic data, the semi- 

paranlet,ric Cox (1972) proportioiial hazards model is routinely used. Observed fail- 

ures are typically more influential tlian censored observations in such analyses. 

Relative risk is the ratio of the probability of an event in t,lie case group to tlie 

probahilit,y of the eveiit iii tlie coiit,rol, adjusted for covariates. This provides a iiatural 

approa,ch to tlie inodelliiig and uiiderstaiidiilg of the dependence of disease rates on 

aspects of the preceding covariate history. I11 the presence of a large cohort with 

infreql~ent disease events, t,lle efficieiicy with which relative risk parameters may be 

est,iniated depends strongly on the number of subjects experiencing failure, but the 

inarginal contribution from subjects not developing disease is small. In considering 

covariat,e sanipliiig proced~ires, it is then natural to consider designs in which covariate 

histories are assembled for all tlie cases, along wit,li an independent random sainple 

(with replacement) of the control subjects at  each distinct failure t,ime. Although 

t,his gives rise to a partial likelihood approach to relative risk regression estimation, 

it leads t,o poorer efficiency results t,llan does the odds ratio est,inlator under simple 

case-control sainpliiig with unniatched controls (Self and Prentice, 1988). 

Accordingly, Preiit,ice (1986) proposed a case-cohort design to efficiently analyse 

cohort data when inost observatioiis are censored. Conceptually, a random sample 

of the cohort,: or "subcohort" is designated prospectively as the source of coiiiparison 

ohservatioiis for tlie observed events. All failures are iiicluded wlletlier in tlie subco- 

liort or iiot,. but censored observations are included only if in the subcohort. However, 

the pot,ential to assess covariates for all nienibers of the cohort nlust exist since one 

does not know i11 advance which individuals fail. 

Prentice (1986) proposed a pseudolikelihood procedure for relative risk regression 
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parameter cstiniatioii. This pse~tdolikcliliood iiliinics tlic. form of partial likelihood 

estiiiiatioii of tlie regrrssion coefficient ill this proportional hazards model. Also. 

a variaiice cst inlator was proposcd t liat i cquii es coiiiput at ioii of cuvariaiices aillong 

score conipoiient s t licit arise from the sanipling design. A corresponding est iiilat or was 

also givcn for the cmiiulative baseline failure rate, for wliich no estiination procedure 

currciitly exists under time-niatchcd case-coiitrol sampling. Theriieau and Li (1998) 

suggest that this iiiodel can he coinp~~ted simply using the Cox Proportional Hazards 

fi~nctioil in one of the statistical packages. 

Tlie rcniaiiider of this sectioii discusses the case-cohort design in detail. In addi- 

tion. tlw Cox Proportional Hazards inodel is introd~tced followed by a description of 

how this model can he 11scd to aiialyse the case-cohort desigii. 

2.3.1 The Case-Cohort Design: Binary Response 

Before focusing on our maill interest. relative risk estiniation, it is instructive to begin 

wit11 a disc~~ssion of odds ratio estiination. based on the follow-ltp of a coliort of size 

n to observe whether D = 0 (went does not occur in specific time period)or D = 1 

(evelit occltrs during a specified time period). 

Suppose initially that one is interested in the dependence of failure probability on 

the presence, 2 = 1, or absence, 2 = 0, of some covariate. Denote p,, = P r ( D  = 

i .  2 = j )  (2. j  = 0 , l ) .  If one assumes that there is no censoring. then a coiiventional 

cohort approach would iiivolvc observation of the number of failures do and dl ,  and 

the nuinher of subjects no and nl,  corresponding to z = 0 and z = 1, respectively. 

no - do, nl  - dl ,  do and d l  are the colints in the cells/boxes depicted in Table 2.4. 

Table 2.4: The Counts in the Case-Cohort Design: Binary Response 

Each box has a different probability (think of the boxes being bigger or smaller) and 
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wc fix tlic nluiilm of 1)alls tliat fall to bc n ;  no - do + n l  - d l  + do + d l  = n .  The 

prol~al~ility of cacll box is 11,). wit11 constraint. p00 + 1101 + 1110 + 1111 = 1 this is a 

casc in wllicli tlic co~uits arc not independelit. Tliis iiiodellrd via a iilultiiioiilial. wit11 

lik(~lilioot1 of t lw foi ill 

whcre p = (poo.  po l ,  p l o  p I l ) .  It follows that the respective nlaxiinuiii-likelihood esti- 

inators are 

Therefore. because of tllc illvariance of tlie inaxiimi~i likelihood estiniators, the inax- 

iiiluni likelihood estiinate of the odds ratio X = pl lpoo(p lopol ) - l  is 

- & ( n o  - do)  X = 
- d l )  

(Prent,ice, 1986). Tlie variance of the log of the odds is approximately the sum of the 

inverse of the counts. Thus, j3 = logX has asymptotic variance coiisistent,ly estimated 

by d o p 1  + d l 1  + (no - do)-' + (n1 - d l ) - ' .  

Suppose now that the entire cohort is monitored for failure as before, but that 

covariate values are assembled only for a raildoilily selected subcohort of size nz < n, 

and for any additional failing subjects that are not in the subcol~ort. The counts 

for this scenario are depicted in Table 2.5. The total number who exposed (z = I ) ,  

unexposed (z = O ) ,  and the graiid total are the same as in the situation depicted in 

Table 2.4. Tlie individllals used in tlie analysis are the ones that fall into the following 

cells: n2o - ko. r r ~  - k l  . do and d l .  
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Ta111~ 2.5: Tlic C'o~mts in tlic. Case-C'oliort Design with a Sul~cohort: Biiiary Rcspoiise 

If oilc re-paranictcrizcs sl~cli that 

poo = p a  and pol = p(1 - a) 

and notes that y = 1 - plo - pll.  the likelihood function for such case-cohort data is 

proportioiial to  

(Prentice, 1986), where (nzo,ko) and (nzl.kl) are the iiuinbers of subjects and cases, 

i.e. failures, correspoiiding to  ,- = 0 and z = 1, respectively, in the raiidoinly selected 

cohort, and d = do  + d l .  ,4s before. Plo = do/n and = dl/n. I11 addition. it 

is easy to show that ii = (nro - ko)/(rn - k), where k = ko + kl. Now. recall that 

X = p1 Ipoo(plopol)-l. Re-parailleterizii~g, one obtains: 

with 

Iilvariailce of the masinlum likelihood estimators then yields /j = logX. As before, 

tliis has asymptotic variance coilsistentlp estimated by do-' + dl-' + (mo - kO)-' + 
(ml  - k1)-I (Preiitice, 1986). 

Prentice and Pyke (1979) show that the odds ratio estimators and their asymptotic 

variance matrices may be obtained by applying the original logistic regression model 

to  the case-control study as if the data had been obtained i11 a prospective study. 

I11 summary, using tliis inforination. Preiltice (1986) shows that asyniptotic inference 
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on the odds ratio ill a case-cohort study call hc carried out by applying the biiiary 

logistic fai11u-c iliodcl 

directly to  tlie so + sl sul~jects for wlmin covariate data is 

subjects and s o  = n1 - k subcohort il~ei~lhers who turn out 

assembled: sl = d failing 

to iiot fail. Furthermore, 

Preiltice also deiuoiistrated that the case-cohort data provides a iiatural estimator 

q = s l / n  of tlle n~arginal disease probability y = P r ( D  = 1). though inforinatiori 

on q is not, in itself. 11sef~11 for large sample odds ratio estimation. It is possible to 

permit parameters in (2.1) and the subcohort selection to  be stratified on baseline 

characteristics. 

2.3.2 The Case-Cohort Design: Time to Response Data 

Sclreral gencralisatioiis of the above forniulation will be sii~l~dtaneously considered: the 

use of actual times of failure (cases): the replacelllent of odds ratios by relative risks; 

the allowance for lat c entry into the cohort. ce~lsorship and even int erinit tent exclusion 

from the cohort risk set: and a relaxation to  allow non-exponential relative risk forms. 

For notat ioid convenience, allowance for stratification on haseline covariates will he 

deferred. 

For now, time can be thought of as tlle time since the beginning of the cohort 

study; however. in some applications. other specifications, such as age. may be more 

appropriate. Let Z( t )  denote a covariate measureinent on a subject a t  time t .  Now, 

let X{t: Z(u) .  0 5 11 < t }  denote the failure rate of interest a t  time t for a subject with 

preceding covariate history {Z(u), 0 < u < t ) .  Consider the relative risk regression 

model, which was introduced by Cox (1972), 

(see Prentice, 1986), where r ( x )  is a fixed function with r(0)  = 1 (e.g. r (x )  = 1 + x 

or r (x) = e"); X ( t )  is the colunin 11-vector coi~sisting of, possibly time-dependent, 
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fiuictio~is of (Z(11). 0 < 11 < t )  and possiblj, product ternls lwtwccn s ~ ~ c l i  fimctions 

and t :  / J  is a ~ollliim p-vector of regression ~~araiiieters to 11c estiniated; and Xo(t) is a 

l~aselinc liazard functioli correspoiidiiig to a staiiciarct covariate history for wllicli tlie 

~iiodellctl reglessmi v c ~  t oi A-(t) r 0. 

Let K, ( t ) .  ass~liiliilg it lias a r ig l l t -coi i t~n~~os saniple pat11 (Prentice, l98G). be tlie 

obser\wl ii~i1il)c1 of events for suhject 1 I ~ I  to and including time t :  in other words, N, 

takes tllc value zero prior to an ohservcd failure oil the the rtlL s~lbject. and the value 

one thereafter. Also let Y,( t ) ,  assuming it has a left-continuous sample path (Prentice, 

19%). take a value of one when subject L is at risk for failure (and under observation) 

and zero otherwise. Now, consider a cohort of size n .  Let { N ,  ( u ) ,  Y ,  (u), 2, ( I L )  : 0 5 
cr < t )  denote colmting, cellsoring and covariatc histories for the st" sllbject prior to 

time t. 

Now, define the time of failure or censorship for the zt'hsubject as: 

t ,  = nriw{tll/,(tr) = 0: all n > t }  

/ 
~g indicator as: 

;ox (1972) defined a partial likelihood function ill tlie following way: 

wllere q, = (t,)?-{Xl (t,)P). This is under standard illdependent failure tiiw and 

independent censorship assumptions and full cohort data. 

Suppose now that there is a subcohort, C, of size m selected from the censored sub- 

cohort. In addition, {Nil x) processes are available for all cohort members; however, 

covariate histories are only available for members of C and for subjects that fail. Now, 



let K ( t )  = { I  lAl; ( t )  = 1): i.c.. the set of slibjects failing at or hefore time t .  Thus, 

co~ariatc. liistorics at tinic t will he asslulled available for subjects in M ( t )  = K ( t )  uC. 

Also. let ~ ( t )  = D ( t )  U C'. where D ( t )  = { / T , ( t )  # V , ( t p ) } :  this is cnipty uiilcsa a 

faillut. occurs a t  tiiiiv t .  Filially. let 

Prentice (1986) suggests t,liat for estiniation of the relative risk parameter f i ,  using 

such case-cohort data, one sliould inaxiniise t,lie funct,ion 

TI ?illy difference between expressions (2.2) and (2.3) is that in (2 .3) ,  the 7"~enorn- 

I sum over subjects at  risk in &(t,)  rather than over subjects at  risk in 

c .  Since expression (2.3) does not generally have a partial likelihood 

(Prentice. 1986), it is termed a pseudolikelihood. 

aimurn pseudolikelihood estimate, A, is defined by a solut,ion ~(6) = 0, 

is the score function. Noting that 

the score function reduces to 
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where 

In sllnimary, Prentice (1986) proposed a pseudolikelihood procedure for the rela- 

tive risk parameter along wit,h heuristic procedures for parameter estimation; a corre- 

sponding estimator was also given for the cumulative baseline failure rate, for which 

no estimation procedure existed, for time matched case-control sampling. Prentice 

alr ' ?wed that s~lbcohort saiiipling rates call be allowed to vary anioiig strata. A 

I- function for /3 can be written as a product of terms (2.3) over strata. 

,ie (1988) developed the asyiiiptotic distribution theory for the case- 

.ium pseudo-likelihood estimators using a conibination of nlartingale and 

,lation convergence results. They also developed corresponding asymptotic 

j expressions for relative risk parameter estinlation. 

J.3 The Cox Proportional Hazards Model 

As mentioned previously, Therneau and Li (1998) suggest that the Cox Proportional 

Hazards model can be used to compute the pseudolikelihood estiiilator of the previous 

section. Therefore, it is necessary to give a brief description of t,he Proportional 

Hazards model. 

The hazard or risk function h(t) gives the instantaneous failure rate assuming that 

the individual has survived to time t ,  
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In other n-ortls. t,lie llazt~rd or risk fimction h(t)  approxinlates the proportion of sub- 

,jects tljiilg or 11aviiig (:v(:nt,s per unit t h i e  near time t ,  where f ( t )  is tlie probability 

density f~uict,ion and S ( t )  = Pr(T > t )  is tho survival funct,ion. 

Llrlieii it coliort, is su1)tfivided illto t,wo sul)c~oliorts. C1 (exposed) and Co (unex- 

posed), by thc presence or absence of a certain characterist,ic (a11 exposure such as 

sinoking). each subcollort correspoiids to its own hazard or risk fimct,ion and the ratio 

of two such functions is called the relative risk, 

h ( t ;  C,)  
RR(t)  = 

( t ;  Co) ' 

In general. RR(t ) ,  is a function of time and measures the magnitlidt of an effect; 

when it remains constant we have the proportional hazards model, which assumes 

that lifetime and failure time data are indcpendeiitly distrihnttd with the hazard 

function given by 

,tor of observable, possibly time dependent, covariates, and ho(t) is 

.tion a t  x(t)  = 0 (or h[t; I"] ) .  This is a special case of tlie regression 

,n page 23. The "regression coefficient", /3, represents the relative risk on 

.e. One of the reasons for the model's popularity in fitting failure data is that 

.low11 parameter, p, can be estimated by partial likelihood without putting a 

ietric structure on ho, and thus, this model is more flexible. Even though the 

Jel makes a number of assumptions which may not always be completely satisfied, 

fitting such models can have both descriptive and analytical value. 

2.3.4 Computing the Maximum Pseudolikelihood Estimator 

The Self and Prentice (1988) estimate of b, which is nearly identical t o  the estimate 

proposed by Prentice (1986), can be computed fairly easily,  sing any Cox (Propor- 

tional Hazards) model program that allows for an offset term (Therneau and Li. 1998). 

~f one assumes that there is a concurrent registry which can he used to identify all 

of the subjects who experience an event, the11 the goal is to  collect covariate data on 
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only a subcohort of the sil1,jects. randoinly sampled from the cohort. and allgment 

tlie sample wit11 all of those s d ~ j e c t s  wlio experience an event. 

Let x be a constructed variable which is equal to zero for subjects in the raiidol~i 

si~l~coliort a i d  takc soiile l a ~ g e  negative v ~ l u e  (c.g. -100) for subjects who have 

experienced the event. If thew are subjects who are ill both the subcohort and have 

experieiiced the event of interest, then enter tlieiil into tlie data as two separate 

observations: one with J. = 0 and status equal to  censored, and one with x equal to  a 

large negative number a i d  statils equal to  event. Now, the model is fit with offset(x) 

as a term on the right hand side (Therneau and Li, 1998). The offset function is, in 

a sense, putting weights on the observations. 

Observations which are not part of the subcohort, altliougll formally part of the 

estiination of the mean. do not in actuality affect the result since they have a relative 

weight of erp(x), which is very small, when x is a large negative number, as compared 

to the subcohort subjects who have a relative weight of exp(0) = 1 when computing 

the mean. 

Time depeiident covariates are coded bv breaking each subject up into multiple 

observations, each over an interval (start, stop]. Each observation contains the values 

of the covariates that apply over that interval. along with a status variable that 

indicates whether the interval was terminated with an event (1-yes, 0-no). 

Now. assume that we have computed the Self and Prentice (1988) estimate using 

this method. Because of oversanlpling of cases with an event, the usual estimate of 

variance will overstatr tlie prrcision of (Therneau and Li. 1998). Nevertheless, Self 

and Prentice (1988) proposed an asymptotically consistent estimate of wzr(&: this 

estimate has been criticised as being overly coinplex for practical use (Therileall and 

Li, 1998). However, Themean and Li (1998) show that oar@) can be calculated by 

standard packages as 

where -i-l is the "standard" variance estimate returned by the Cox model program and 

Dsc. is the subset of tlie nlatrix of d k e t a  residuals that contain only those rows from 
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the sulxdiort C: (I = nlln is the proportion of cases sampled. Tlle dfljeta residuals 

arc a matrix. wllcrc the ltll row gives the approxiiiiatc cllange in the coefficients due 

to  the add~tion of subject 7 .  Tlic dfl~eta matrix coiltailis tlie dfljeta rcsidllals. with 

each coluiiiii i( alcd by t lie st aiidc~i c l  tlcvic~tioii of t liat c oefficicnt . For tllosc compl~ter 

packages which returii dfbet a residuals, this i epreseiits a verv siiliplc calculation to 

correct the "standardisec-l" variaiice estiiiiate ? - I .  

LiTriting the Self and Prentice (1988) estimate in this form. gives filrther insight 

into the meaning of the estiiilate. Let 14 he the true coefficient for the (infinite) 

population at la1 ge, fiC the estimate for t hc cohort, if data were collected on all of the 

sltbjects therein. and :j,, the value for the actual study as conducted. Tlle first term, 

7 ' .  is an estiinate of var( j ( ) .  the estiinated variance that would h a w  been obtained 

if all of the subjects in the cohort had been used in the coinputation. The second 

term is an estiinate of the finite sample contribution var(A,l cohort). 

Another option is to treat the data as the results of a weighted randoin sample, as 

in survey niethods (Barlow, 1994). Let n( t )  and m( t )  be the numbers of cohort and 

subcoliort subjects which are at risk at time t. The subject with an event is in the 

sampled risk set with probability 1, b11t each of the other subjects with probability 

a ( t )  = m(t) /n( t ) .  Then the sainpling weight uj,(t) = l / a  ( t)  for the subcohort, 1 for 

the event at time t and 0 for the other (un-sampled) subjects. 

In the case of the Pulp and Paper hlill Worker exainple in Chapter 3. all of the 

weights are equal to one. Tlle reason for this is that the subcohort is the cohort, thus 

m(t )  = n ( f ) .  

Both the Self and Prentice (1988) and Barlow (1994) estiinators will converge to 

the true /3 in large samples (Therneau and Li, 1998). If a ( t )  is constant over time, 

then the proposals are very sinlilar and only differ in how inuch weight is given to the 

actual event at time t in computing the weighted mean. 

Although it appears to be simple to  calry out the case-cohort design with time to 

response data, it has only been done for very simple examples. 



Chapter 3 

Application of Case-Cohort 

Analysis met hod 

3.1 Overview 

Based on some preliminary analyses: the British Columbia Ca.ncer Agency initiated a 

two-phase study of Brit,isli Col~mibian pulp and paper mill workers. Phase I investi- 

gated t,lie coliort,'~ nlortalit'y and cancer incidence outcomes; Phase I1 was a matched 

case-control study (on age ranges). 

The iiiatclled case-control method was analysed using conditional logistic regres- 

sion with age-range matching. The cases and t,heir matched controls were followed 

through time and coiisidered "at risk'' until t,liey experienced the event (e.g. diag- 

nosed with cancer) or they were censored (left the study or the study terminated). 

The coiltrols were cutoff at tjlie date their iiiatclied control experienced the event; 

therefore not all tlie available illformation was used. The B.C. Cancer Agency wished 

to  investigate how tlie results would differ, if a t  all, if all of the available information 

was used. 

A case-cohort design using tlie survival analysis method, as previously described, 

addresses this issue. For each individual, the time-dependent covariates are divided 

into intervals, such tlmt each interval contains the values of the covariate along with a 

status variable t h t ,  ii~dicat~es whether the interval terminates with an event. This will 
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allow the investigator to 11sc all of t l ~  available ii~fornlatioi~ without the potential bias 

in the iilatclled case-control nzetllod since now each individual is examined separately. 

Although this nlcthod has hecn developed theoretically. it lias oiily beell applied to 

sinlplc pr ol~leins or siii~ulatioi~s. 

In this chapter, we describe the 1)ackground. discuss the phase I of the stlldy and 

re-perform the nlatclzed case-control analysis. 111 this project. we are only interested 

in one chemical. black liquor. So, we re-performed the matched case-control analysis 

for only this one clzcinical. Similarly we only consider one cheinical in the case-cohort 

method. We then applv the case-cohort nietliod using the Cox Proportional Hazards 

function (discussed prcviouslv) in S-Plus: the time-dependent covariate is cuinulative 

exposure and the event is the diagnosis of prostate cancer. I11 order to  obtain a dose- 

response relationship. cuinldative exposure was coded as a categorical variable. When 

compared with the results from tlie matched case-control study the trends appear to  be 

similar: however, there are some differences that suggest the case-cohort inetliod may 

be inore appealing. One major problem, however, is that ,  although the case-cohort, 

model worked nicely for certain exposure level breakdowns. it did not converge for 

others. Thus, there does appear to  be a problcin with tlie stability of the estimation 

procedure. It is possible that this difficulty is inherent in the nlodel foriiiulatioii or 

it may be fixable via iizanipulatioa of thc S-Plus Cox Proportional Hazards function 

or via creating a new computer program specific t o  the methodology. This stability 

problem requires future investigation before the case-cohort model can be used over 

the case-control model. 

3.2 Background 

The following section discusses tlic work from two studies completed at the British 

Col~lnlbia Cancer Agency (Band et a1, 1997; Band et al., 2001). Pulp and paper is a 

major industry in British Columbia; it produces almost one third of Canada's annual 

pulp and paper tonnage. Wood can be converted to  pulp by meclzanical, seinicheinical 

and chemical processes, the most prevalent in Canada being tlie latter. In chemical 

pulping. lignin is soluhilized under the following two conditions: the acidic or sulfite 



CHAPTER 3. APPLICATIOK OF CASE-COHORT AXALYSIS AlETHOD 32 

process. anti the alkaline. also called kraft or sulfate. process. the latter hcing the 

11105t conmion. The active cllcmical ill tllt s~~ l f i t c  piocess is hisulfite salt that is 

us~lally aiilnloni~~ni bnsed. whcrcas in tlic alkalilie process. the active cllcinicals are 

a iiiixtuie of sodiluli h~~dloxide r~ilcl  sodiuili slllficle. Aftei clellgiiification. the pulp 

may be bleached; cl~rrcnt practice involves use of coililiilations of chlorination with 

elemental chlorine. alkaline extraction with sodiuin hydroxide. aiid various oxidative 

stages using sodium or calciuin hypochlorite, chlorine dioxide. or hydrogen peroxide. 

Thus, d ~ ~ r i n g  chemical pldping. pulp and paper workers are exposed to  known or 

suspected carcinogens, including organic clilorinated compounds, sulfuric acid mist, 

formaldehyde, and arsenic and chloroform (the last two have been previously used as 

antisap stain). 

In 1982. an occupational cancer research program was launclied in British Columbia 

based on the review of results of previous epidemiologic proportionate mortality, co- 

hort. and case-control st~ldies of pulp and paper workers. It was found that although 

excess risks for several cancer sites liave been suggested. results were inconsistent. 

This is inainly becal~se of liinitations of the studies based on vital statistics or on 

small numbers. Altliough these findings relate to pulp and paper workers in general, 

thry do not take into accouilt the two main types of pulping processes, kraft and 

sulfite. Of the numerous studies that have been conducted, only five include data 

for these processes. Based on these studies, there is evidence of increased risk among 

kraft mill workers for stomach and colon cancers, lymphosarco~na, reticulum cell sar- 

coma, and Hodgkin's disease: in addition. there appears to  be an excess risk in sulfite 

pulp mills for cancer of the stomach, rectum. pancreas, bladder, kidney, lymphosar- 

coin, and reticulum cell sarconla . Furtkermore. paper mill workers were found to  be 

a t  increased risk for colon, pancreas, and lung cancer; one study reported a marked 

excess of lung cancer among paper board workers. 

One branch of the 1982 occupatioilal cancer research program was directed towards 

detecting occupational cancer risk factors. The initial study was based on a death 

certificate analysis of all deaths in BC from 1950 to  1978. later updated to  1984. This 

fir st st udv revealed a statistically significant increase in the proportional mortality 

ratio for l\-inphosarcoma and reticulunl cell sarcoma in pulp and paper mill workers. 
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The second studv involved collecting lifetiinc occupational history from inale iiicicknt 

cancel patients of at least 20 years of age ascertained froill tlie British Colurnbia 

Cancer Registry bet~veen Jaiiuary 1. 1983 and Dcccnlber 31, 1988. Based on the 

preliiiiiiiar~~ analysis. the otltls ratio for iioii-Hodgkiii's lyiiiplioiiin appealed to be 

significantlj~ increased for workers in the pulp and paper iiidustrv. These filldings 

lead to the iilitiatioil of a two-phase coliort study of Britisll Colunlbia pulp and paper 

workers. Thc objective of pliase I was to investigate tlie cohort's mortality and cancer 

incidence outcoines; phase I1 was a matched case-control study with detailed work 

history and exposurc assessnlent Imsed oil inill specific job exposure inatrices. I11 the 

first phasc. no attempt was made to classify workers by departments and no exposure 

data was obtained that might provide further explanations. However, the second 

phase should assist in evaluating whether the excess risk for specific cancers reflects 

the exposure among subsets of workers. 

Phase I: Cohort Study 

All illembers of the cohort were male workers with a t  least one year of einployinent 

in one of 14 pulp and paper mills between Jaauary 1, 1950 and December 31, 1992. 

The inills were included in the study if: (i) they started prod~lction in 1970 or earlier, 

(ii) they have had a ininiilluill of 1000 workers ever eniployed, and (iii) records were 

available for a11 enlployees. I11 order to determine if workers were eligible, questiori- 

mires were sent to  illailagcineilt of all pulp and paper illills in British Columbia; the 

questioilnaires requested inforination on the type of mill, when production began, an 

estimated iulinber of total workers ever employed, and the quality and availability of 

records. All male workers with a t  least one year of employment in eligible mills on 

January 1, 1950 until December 31, 1992, the cut-off date for follow-up, were enrolled 

in the coliort. The data collection included full mines and dates of birth, hire, and 

termination of employment. Inforination on tobacco smoking and other cancer risk 

factors related to  life-style are not available. 
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3.3.1 Cohort Mortality Study 

Phase I was dividcd into two studies: n cohort inortalitj, s t ~ ~ d ~  and a cohort cancer 

incidence 5tttdy. The) first s t ~ ~ d j ,  rcported the cancer inortality experience of the 

clicinical ptdping process hy type for a cohort of 30.157 pulp and paper workers in 

British Coltmlbia (Band ct al.. 1997). 

Standardized ii~ortality ratios (ShlRs) were used to  compare tlie mortality of the 

cohort with that of tlie Calladim population. The Cai~adian population iiiortality 

rates n-erc ohtailled from the Laboratory Cei~tre for Disease Control, Health Canada; 

thev were calculated by 5-year age groups a i d  5-year calendar periods dat i i~g back to 

1950 (Band et al.. 1997). The rates for the period 1985-1989 were used for the period 

1990-1992. Persoil-years at risk were calculated from 1 year after the date of hire 

to  December 31. 1992, or to  the year of death, whichever came first. Observatioiis 

were censored at the date when they were last known to  be alive. Latency effects were 

examined using work duration and time since first eiliployinent calculated from 1 year 

after the da t t  of hire: time since first employmelit was calculated to the last follow- 

up date (Band et al., 1997). Tests of significailce and of the SXIRs were calculated 

assuiuing that the observed iluiliber of events followed a Poisson distribution with 

the meail given by the expected aumber of events; 90 percent confidence intervals 

correspoildiilg to  a one-sided 5 percent sigiiificance test were used. Record linkage of 

the cohort with the Natiolial Mortality Database was perforilicd a t  Statistics Canada 

using the generalised iterative record linkage method (Band et al., 1997). 

Cancer risks significantly associated with work duration and time from first em- 

ployinent of 15 years or more were observed for cancers of the pleura, kidney and 

brain in thc total cohort, for kidney cancer anlong the kraft mill workers only, for 

Hodgkin's disease among the sulfite mill workers only. and for esophageal cancer 

anlong the workers ever employed in both kraft and sulfite mills. 

3.3.2 Cohort Cancer Incidence 

Epideiniologic studies specifically designed to  investigate pulp and paper workers have 

mainly been nlortality studies with only three reporting cancer incidence results (Band 
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et 2x1.. 2001). Therefore. further work was done on cancer iiicideiice outconies of 28,278 

nlenlbcrs of the British Col~uilbia pulp and paper cohort (Band. et al.. 2001). 

Details of the collectioii ilietliods were previously described. Recall that tlie mor- 

tality study coiisisted of a total of 30,157 workers. Of these. 1989 were excluded from 

tlie caiicer iilcideiice cohort due to the following events which occurred prior to 1969: 

1133 were lost due to follow-up, 552 died froill noii-cancer causes, 175 have beell di- 

agnosed with cancer. I11 addition. previously missing birth date inforination from tlie 

niortalitv cohort was found for 10 workers, who were added to the iiicideiice study. 

Thus, 28.278 workers were iiicluded in the aiialysis. Of these workers, 20.041 (71%) 

were enlployed in the kraft process only, 3756 (13%) worked in tlie sulfite process only, 

and 4381 ( lGO/c )  had worked i11 both processes. The number of workers also exposed to 

tlie paper-making process in tlie total cohort aiid i11 the three subcohorts was: 16,080 

(56%) of all tlie workers. 12,647 (63%) of the workers einployed in the kraft process 

oiily, 942 (25%) of tlie workers eiiiployed i11 the sulfite process oiily, aiid 2941 (56%) 

of the workers eiiiployed in both the kraft and sulphite processes. Over 95% of those 

in all the processes were successf~dly traced (Band et. al, 2001). 

Standardized incidence ratios (SIR) were used to compare the cancer incidence 

of the coliort with that of the Cariadiaii male population. A SIR of 1 nieaiis that 

the cancer iiicideiice rate in the coliort and general population are the same. A SIR 

significaiitly greater than 1. indicates that tlie caiicer rate of the cohort is greater 

than that of the general population. As before, the Canadian population mortality 

rates were obtained from the Laboratory Centre for Disease Control, Health Canada: 

they were calculated by 5-year age groups and 5-year calendar periods dating back to 

1950 (Band et al.. 1997). The rates for the period 1985-1989 were used for the period 

1990-1992. Person-years at risk were calculated froiii 1 year after the date of liire to 

December 31, 1992, or to tlie year of death, whichever came first. Observatioiis were 

censored at  tlie date when they were last kiiowii to be alive. Latency effects (the 

latency period is the time when the disease is concealed. hidden, or inactive) were 

exanlined using work duration aiid time since first eiiiployiiient calculated from 1 year 

after the date of liire; time since first eiiiployiiient was calculated to  the last follow-up 

date. A 15-year latency cutoff was selected because the person-year distribution of 
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all t l i ~  workers with time from first exposure of > 15 years (210.546 person-vears) 

was ecyuallj, distriln~tecl l~ctwccn those witli < 15 years of eiiiployi~~eiit (110.211 or 

54 2)) and those wit11 2 15 years of eiiiploynient (100.335 oi 48 %) (Band et al., 

2001). Tests of sigiiificante aiicl of the SNRs weie calculated assuiiiing that the 

observed nunher of events followed a Poisson distribution with the mean given by 

the expected nlunber of events; 90 percent coiifidence ii~tervals corresponding to  a 

one-sided 5 percent significaiice test were used. Record linkage of the cohort with the 

National Alortalitv Database was perforined at Statistics Canada using the generalised 

iterative record linkage nicthod. In Canada. asertainineiit of cancer iricidence cases 

on a national basis dates back to 1969. hence tlic 1 Jaiiuary 1969 follow-up starting 

date of this study. 

The cancer iiicidence study indicated statistically significant excess risks for work 

duratioil of 15 or more years, for the following cancer sites (Band et al.. 2001): 

All workers: skin inelanonla (26 cases. SIR=1.78). cancer of thc pleura ( G  cases, 

SIR=2.8). a i d  of tlw prostate (175 cases. SIR=] .24) 

Workers i11 the kraft process: skin iiielanoina (25 cases, SIR=1.73) 

Workers i11 the sulfite process: skin illelanonla (3 cases, SIR=2.65), cancer of 

the rectum (11 case. SIR=1.90), and of the pleura (3 cases. SIR=16.84) 

Workers eniploycd in both tlie kraft and sulfite processes: cancer of the stoinach 

(21 cases, SIR=1.55) and of the prostate (82 cases, SIR=1.44). leukinias (14 

cases, SIR=l.GG). 

In addition, the data coniparing workers exposed only to  the pulping process 

witli those exposed to  the pulping and paper-making processes were analysed. These 

comparative analyses were carried out for all workers and also for each of the three 

subcohorts. The results were similar to those for the pulping and paper-making 

processes together and they did not reveal significant differences in tlie cancer risks 

for workers exposed t o  the paper-making process i11 addition to  the pulping process. 

There are several potential causes leading to  the differences in cancer rates, in- 

clucliiig occupational exposure, genetic pre-disposition, lifestyle and other risk factors 



CHAPTER 3. APPLICATION O F  CASE-COHORT A,\'ALYSIS AlETHOD 37 

(Band ct al.. 2001). Infornlat,ioii on genetic predisposit,ion on ot,her risk factors is not 

availahlc in t,lie ret,rospect,ive s t l~dy dat,ing back t,o 1950 (Band ct d, 2001). 

Tliese filldings suggest, t,liat, long tern1 work in the i i i d u s t ~  is associated wit,li ail 

excess risk of skill illelailoilla, prost,at,c and pleural cancers. The excess risk of pleural 

cancer likely rcflect,~ past asbestos exposure since 90% of these cases were illaligliaiit, 

niesotllelio~iias (Band ct al, 2001). It s l ~ o ~ ~ l d  be noted that the incidelm rates of 

prostate cancer and skill illelanonla in British Coluinbia are high relative t,o Canadian 

rates (Band et.al, 2001). Since 94% of the pulp and paper cohort has been traced to 

British Columbia, the data was re-aiialysed using British Columbia rates. Relative 

risks for skin inelanoilla became reduced to  non-significant levels, whereas the relative 

risks for prostatc cancer remained sigiiificantly elevated among long term workers 

exposed to both kraft, and snlfitc processes but not in the total cohort (Band et al., 

2001). The potential exposures tliat might be associated uit,ll prostate cancer risk 

were investigated in phase I1 of the study. 

Additioaally a significant excess risk for stoinach cancer and leukemia was observed 

among long t,erin workers eniployed ill both processes, as well as for cancer of the 

rectum amoilg long term workers ei~iploycd in the sulfite process only. Potential 

exposures ~ssociat~ed wit,li the increased risk will be examined in a later study. 

What are the different findings between the iilcidence study and t,he mortality 

study? The significantly increased mortality cancer risks suggested in the inortality 

were not confirmed in this cancer incidence study, including: a )  all workers: brain and 

kidney cancer; b) workers in the kraft process: kidney cancer: c) workers in sulfite 

process: Hodgkin's disease; and d) workers in both processes: esophageal cancer. 

Why are there these differences? The discrepancies between cancer dia,gnosis listed on 

pathology reports and cause of death listed on death certificates caused the differences 

for kidney, brain and esophageal cancer; it should be emphasized that the cancer 

diagnosis based on patliological diagnosis is generally more accurate (Band et al., 

2001). 
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3.4 Phase 11: Matched Case-Control Study 

Iii Cmada and t l i ~  Uniteti States. piostat(' cancer is t l i ~  iiiost coninioli cancer in nie11. 

oxcept for lion-inelanonia skill cancer (Band ct al.. 1997). These two countries have 

tlie l~ighest iiicidt'iice rates for prostatic cancer in the world. wit11 tlie higliest rates 

twiiig observed among black ilieii in the United States (Band et al., 1997). There has 

been an explosion of scientific interest in the epidemiology of this disease (Gallagher 

and Fleshner. 1998). There are still inany uiikilowils coilcerning prostate cancer's 

etiology. A nunlbcr of studies liave shed light on some iiilportant risk factors: age, 

family history. black American ethnicity, liorinonal aiid sexual factors, and a high 

coilsurnptiorl of animal fat and red meat (Gallagher and Flesliner. 1998). A large 

iluinber of diverse occupations liave also been suggested to  be associated with an 

increased risk for prostatic cancer. including administrative. managerial, professional, 

health and clerical occupations: inechanics, welders, policemen, and farmers: as well 

as workers in metal, paint. and rubber industries (Band et al., 1997). In the stltdy 

l2y Band clt dl. (1997) tlierc. is evideiice of ali association hetweeii prostatc cancer and 

the pulp aiid papcr industry. 

3.4.1 Description of the Data 

The general methodology of the study has been described in the previous section. 

Recall that the mortality study consisted of a total of 30,157 workers and the cancer 

incideiice study colisisted of 28,278 workers. Both of these studies included individuals 

who had beell diagnosed with a variety of cancers (and other health problems), the 

cases. There are two types of cases: individuals whose cause of death is deterinined 

to  be cancer during an autopsy, and the individuals who are diagnosed with cancer 

by a physician (cancer iiicideilce cases). In this phase of the study. only the cancer 

iilcideiice cases are used. Inforinatioil on the incidence cases is known only for the 

years 1969 to 1992. All studies included the individuals who were healthy at the end 

of the study (controls). After selecting only tlie prostate cancer incidence cases and 

their iliatclied controls. 1,997 unique workers remained in the ailalysis of the inatched 

case-control st lidv. 



CHAPTER 3. APPLICATIOLLT O F  CASE-COHORT AATALYSIS XIETHOD 39 

162 cllenlicals that arc 11sec1 at the pulp and paper mills were identified as po- 

t cnt ially contrihut iiig to t l ~ c  devclopnlent of prost atc caiicer. Tllcsc cllenlicals were 

grouped into 23 cllcmicnl groups. Collort ~llcinl~ers who weie cvcr exposed to a partic- 

ltlar clit~iiiical ale coiisiderctl cq~osecl to t l ~ t  chclnical: otlmxisc. they are considered 

non-exposed. Also, cnlploymeiit within tlle last five years of the cohort follow-up was 

not iiicl~lded ill tho cdc~llatioii of exposure. 

Table 3.1 is an exainplc of thc data sct obtained in the nlatched case-control study. 

It slio~tld be noted that onlv the rows pertaining to  the cheniical of interest were used 

in tlle aidysis.  

3.4.2 Methodology 

Tlle inatclled case-control analysis was carried out 1y the British Columbia Cancer 

Agency. Recall that in 1992. a two-phase retrospective cohort study of 30,000 Brit,ish 

Cohtinbia pulp and paper workers was undertaken. To describe exposures of the 

workers for a niatcllcd case-control study within this cohort. job cxposure matrices 

were developed. Tlle initial stage of development inchtdcd an exhaustive revicw of 

processes. job titles and clienlicals coupled with a survey of each mill to evaluate 

equipment layout, collect hygiene data and perform interviews of enlployees. 

Exposure iilforinatioil fro111 14 pulp mills was then organized into 90 mill-specific 

or period-specific nlatrices. Semi-quantitative exposure assessinents were assigned to  

each coinbination of job title and chemical or group of chemicals. Besides an estimate 

of the concentration, variables describing the frequency of exposure as well as the 

potential for peak exposures were included, 

Exposure = Con.cen,tration * Frequency * Duration,. 

Duration is measured in inontl~s. assunling that a work shift is 12 hours per day. In 

early years. workers worked 8 hours a day. Then all inills changed to  12 hour work 

days with fewer working days per week. Working inontlls with 8 hours per day were 

converted into 213 equivalent months. Concentration level of exposure were evaluated 

based on proximity to and characteristics of tlle source where 0 = unexposed. 1 = 
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ind. 
1 

1 
1 
1 

23 
2 3 

2 3 
23 
15 

15 
15 
4 
4 
4 

Table 3.1: A11 Example of tJhe Matched Case-Control Data 

chm1. start yr. birth yr 
132 1950 1921 

... cai~ceryr.  ... cuin. exp. procase 

. . . 1985 ... 0.05 1 

Only the key variables are iiicluded (the original data set included 26 variables). 
The important variables are: chenl. (a number that identifies the chemical), ind. (a 
number that identifies thc individual), start yr. (the year of einploynient for that 
row), birth vr. (year of birth), cancer yr, (the year of cancer diagnosis or the end of 
the follow-up period), cum. exp. (cumulative exposure), procase (an indicator 
variable that equals o w  if tlic iildividl~al is a case). match (a matching variable). 
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low m d  3 = lligli. Frccll~enc~r dl~ratioii of exposure was broken into levels where 0 = 

never exposed, 1 = less than oiie hour per work shift, 2 = 1 to  3 liours per work shift 

and 3 = greater tlian 3 holm per work sluft. The total exposure an~ount for lifetime 

is tlic s ~ u u  of all exposuics for tlie same clleiiiical. 

A nlatclied case-control aiialysis inetllod was used. Cases coinprised all 287 workers 

who were diagnosed with prostate cancer; coiitrols conlprised 1,710 llealthy workers 

at the end of the follow-up. The controls were matched to cases based on age (year 

of birth). The niatching is based on age since the individuals would then likely have 

worked ill the inills around the same time; this is iinportmt since the degree of 

exposure in. sav 1950, is different than the exposurp in. say 1988. The controls were 

followed until tllcir inatclied case experiei~ced an event. 

Conditional logistic regression for nlatcl~ed sets data was carried out using SAS; 

test of significance of tlie adjusted odds ratios (ORs) and 95% confidence intervals were 

calculated. Analyses were perforined for each of the 162 chemicals individually. Each 

analysis was done for 3 different levels of exposure (and of course the baseline level of 

no exposure). The 3 exposure levels were chosen such that there was approximately 

the same iiuinber of controls in each level. 

3.4.3 Results 

For this project, only the results for the clielnical black liqnor are of interest (Table 

3.2). We re-perforn~ed tlie niatched case-control analysis to verify that we obtained the 

same results as the British Coluiilbia Cancer Agency. These results will be cornpared 

to the rcsults from the case-cohort study in the following section. 

Exposure Cases OR 95% CI 
Non-Exp 247 1.00 
5 2.92 14 2.65 1.58 - 5.08 

2.92- 12.0 12 1.93 0.96 - 3.87 
> 12.0 14 1.96 1.04 - 3.71 

Table 3.2: Results from the Matched Case-Controls Method 

The odds of an individual wit,ll exposure > 2.92 developing prostate cancer is 
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2.65 tiiiies that of the odds of an iiidividual with no exposure. Siniilarly, tlie odds 

of ail individ~~al  with exposure within thc range 2.92 to 12.0 and an iiidividual with 

exposure > 12 developing prostate cancer are, rcspectivel~, 1.93 and 1.96 times that of 

tlie odds of an incliviclual with no exposure. Therefole, tlie odds ratios indicate that 

the exposed iildividuals are significantly niore likely to hc diagnosed witli prostate 

cancer tliari tlie un-exposed individuals. When we look at just tlie point cstinlate, 

the odds of being diagnosed with prostate cancer does not appear to  increase when 

exposure increases. However, if we look a t  the coiifidence intervals. it is hard to draw 

a conclusion. 

3.5 Case-Cohort Method 

3.5.1 Description of the Data 

In this section, we describe our re-analysis of the pllasc I1 data using the case-cohort 

method described in Chapter 2. As in the niat>died case-control study. the data for 

the analyses iilcluded informatioii on 1,997 unique workers with at least one year of 

eniployinent in one of 14 pulp a i d  paper mills between January 1, 1950 and December 

31, 1992. Recall that,  inforination 011 the cancer iilcideilce cases is known only for 

the years 1969 to  1992. The data included 287 individuals who have been diagnosed 

witli prostate cancer (cancer iiicidence cases) slid 1,710 individuals who were healthy 

a t  the elid of the study (controls). 

162 chemicals that are used at the pulp and paper mills were identified as potea- 

tially contributing t o  tlie development of prostate cancer. Each row of this data set 

represents one individual's exposure to one chemical at one job for one year: infor- 

mation is given for several factors, such as cumulative exposure, in each row. Recall 

that 

Exposure = Concentration * Frequen.cy * Duration,. 

For this project. we were only interested in an individual's exposure history to 

one clieinical (black liquor). Therefore, the data set needed to  be altered from its 
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original format,. Tables 3.3 aiid 3.4 give and example of the original foriiiat aiid tlie 

lien7 f~r i i ia t~ .  re~pect~ively. 

Tlie reiiiainder of this sect,ioii clescribes how t,lle data was converted from tlie 

original foriiiat t,o t,lie format used in t,lie case-cohort analysis. First,, the data set was 

separated int,o t,he iiidividuals wlio were at some poilit exposed to black liquor (373 

individlials; 80 cases and 293 controls) and the individuals who were never exposed 

t,o black liquor (1,624 individuals: 207 cases and 1,417 controls). 

Tlie followiiig was done to the individuals who were exposed to  black liquor (chein- 

ical 132). First, the rows that, did not pertaiii to  the clieiliical of interest were reiiioved 

(373 individuals; 80 cases and 293 cont,rols). There were some individuals who were 

exposed to the same clieinical a t  two jobs in the same year; therefore, there were two 

rows for t,lmt year for that individual. When this situation arose, one of the two rows 

was reiiioved; this removed 13.3% of t,he rows (110 individuals were renloved). Finally, 

rows were added to  each individual froin the termiliation date (last year of work) 

until the diagiiostic d a t e  or the elid of study (1992): once again, no individuals were 

removed. Kote that the cum~lat ive exposure for tliese added years is the cumulative 

exposure for last year of work. To illustrate, consider individual 1. I11 the original 

data (Table 3.3) iiidividual 1 was exposed to  two chemicals, 132 (black liquor) and 

136 (some other chemical). The row that pert,ained t,o chemical 136 was removed. 

Tlierc are two rows for year 1975 for clleinical 132, so one of tliese rows was removed. 

Finally, rows were added for t,he years 1981 (since 1980 was the last year of work) 

tlirough 1985 (tlie diagnostic date). 

Next, the data individuals wlio were not exposed to  black liquor was re-formatted. 

Since all of the infornlation in this portion of the data set did not pertain to  the 

clieniical of interest, only one row for each individual who was not exposed was kept; 

this row contained all of the important inforinatioii such as age, year of diagnosis (or 

year censored) and whether the individual was a case or a control. Certain values 

of some of the variables had to be replaced. Clunulative exposure was set t o  be 

zero for all individuals: the starting year was set to  be 1950 (the first year of the 

study). Filially a row was added for each individual for each year from 1951 until the 

diagii~st~ic date. or the elid of st,udy (1992): this left all 1,624 individuals (207 cases 
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ind. 
1 

1 
1 
1 
1 

23 

2 3 
2 3 
15 

15 
15 
4 
4 
4 

i d .  
1 

1 
2 3 
2 3 

2 3 
15 

15 
4 
4 

4 

132 

132 
132 
132 
136 
132 

103 
103 
136 

1G2 
162 
2 
2 
2 

start yr 
1950 

1985 
1962 
1963 

1992 
1950 

1992 
1950 
1951 

1987 

. .. clum exp. procase 

Table 3.3: An Example of t,lle Original Format 

birth yr. ... cancer yr. ... cuin. exp. procase 
1921 ... 1985 . . . 0.05 1 

Table 3.4: An Example of the Case-Cohort Data 

&atus cov 
0 1 

1 1 
0 0 
0 0 

0 1 
0 0 

0 0 
0 1 
0 1 

1 2 

Key variables are the same as those in Table 3.1. Kew ones introduced are: status 
(indicator variable that equals one if the interval was terlninat,ed with an event) and 
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and 1,417 controls). As an exanlple, consider individual 4. This individual was never 

exposed t,o cheinical 132, so all rows, l n t  one: were removed. Then, t,he cunlulative 

cxposurc was set to zcro and the starting ycar was s ~ t  to  1950. Tliis row was repcated 

for all years m h l  1987 (the diagnostic date). The only variable that changed from 

row to row wits start yr. (the starting year). 

The rows for the exposed and unexposed individuals werc coinbilled to form a data 

set with all 1.997 individuals (287 cases and 1710 controls) remaining in the data set 

to be analysed. 

Recall that ill the mock1 proposed by Prent,ice (1986) the tiine dependent covari- 

ates were coded by breaking each subject up into multiple observations, each over an 

interval (st,art, stop]. Each observation contains the value of the covariates that apply 

over that interval, along wit,h a status variable that indicat,es whether the int,erval 

was terminated with an event (i.e. diagnosis of cancer). Therefore, a status indicator 

variable was created; it took the value one for all the rows when the individual expe- 

rienced an event (i.e. when the starting year of the row and the diagnosis date were 

the same) and zero otherwise. Once again, consider individual 4. This individual was 

diagnosed with prostate cancer in 1987, so the status variable is equal to  0 for all 

years except this year. 

In addition, the time dependent covariate, cunlulative chemicals exposure, had to 

he coded as a categorical variable rather than continuous. This would give some sense 

of t h t  dose-response relationship. 

Cunlulative exposure has a inini in~m value of 0 and a inaxinl~nl value of 534.14. 

Several approaches were l~sed to  come up with cut-points for the cuim~lative exposure. 

The question was how to  come up with the cut-points and how inany categorical 

levels would be the best. All of the methods that are described below were done for a 

different number of categorical levels. Initially the categorical levels of exposure were 

created by simply dividing the range of cunlulative exposure into groups of equal size. 

A major problem with this nlethod is that it creates empty cells; in other words, there 

will be some levels that have no controls (or no cases). This will lead to a failure of 

nlaxiiil~in likelihood estimation procedure. Therefore, a different way of dividing the 

cuinulative exposure was required. From looking at the data. it is obvious that there 



CHAPTER 3. APPLIC'ATIOIV O F  CASE-COHORT AATALYSIS AlETHOD 46 

are a large lilullher of zeros prcsciit. allti liot so nla11~' values in the upper lilnit. Out 

of tlie 69.960 rccords, 65.317 have clullulative exposure values equal to  zero. One 

possible mctliod to clioosc tllc cut-points was to  divide tlie data so that tliere were 

an eclunl 1iunil)el of exposecl individuals in cacli interval. However, what one really 

desires is to have approxinlately tlie same number of events (cases who are diagnosed 

with cancer) ill each interval. This is llow tlie intervals were selected (with the end- 

poiiits rounded to the closcst integer). Table 3.5 shows the categorical exposure levels 

we selected. plus the cut-points that were used in the rilatclled case-control analysis. 

As a filial note, it may be of future interest to  look at design inethods for selecting 

the cut-points, rather tlian just an ad-lloc method as was used in this project. 

Exposllre Levels 

0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 

Exposure 

0 
> 0 

0 

m 7 1  
> 7 

0 

(0,21 
(2,121 
> 12 

0 

(0 , l I  
(1% 41 
(4, 171 
> 17 

0 
(0, 2.921 

(2.92, 12.01 
> 12.0 

Records 

62846 
4271 

62846 
2280 
1991 

62846 
1276 
1581 
1414 

62846 
920 
96 1 

1328 
1062 
247 

1596 
1261 
1414 

Table 3.5: Exposure Levels 

Events 

247 
40 

247 
2 1 
19 

247 
14 
12 
14 

247 
10 
8 

10 
12 

62846 
14 
12 
14 

For the analysis, we used tlie above cut-points. The latter was done so that a 

direct comparison could bc made. 
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3.5.2 The Analysis 

As dcscrilxd in tlctail in Scction 2.3.-I. thc S ~ l f  and Prentice (1988) cstiilintc of :j. 

mrliicli i\ nearlv icientical to  the cst iinatc proposed 1-)v Prent ice (1986). can he coniput ed 

fnirlj. easily 11sing ally Cox (Proportional Hazards) nioclel: the coqr,h filnctioii S-Plus 

was used for this analysis. Relative risks aiid 95% confidence intervals were calculated. 

Exposure 
Yon-Exp 
- < 7 
> 7 

Non-Exp 

< 2 
2 -  12 
> 12 

Non-Exp 

< 1 
1- 4 

4- 17 
> 17 

Non- Exp 
< 2.92 

2.92- 12.0 
> 12.0 

Events RR 
247 1.00 
21 2.04 
19 1.61 

247 1.00 
14 2.46 
12 1.61 
14 1.57 

247 1.00 
10 2.44 
8 1. 89 
10 1.3.5 
12 1.90 

247 1.00 
15 2.05 
11 1.82 
14 1.56 

Table 3.6: Results from the Case-Cohort hlethod 

I11 this example, all of the u ~ i g h t s  are equal to 1. Also, since the cases are known, 

the subcohort coilsists of only the controls. 

The model proposed by Prentice (1986) was fit separately to different groups of 

dummy variables (for each different range of cumulative exposure; the baseline being 

cuinulativc exposure being equal to zero), with age included in all of the models. First 

the model was fit with no cluster f~mction, and then it was fit with cluster function. 

Tllc cluster fuilctioil identifies correlated groups of observations. I11 this example, 

there are multiple rows for each individual, so by using the cluster function, this is 

accounted for by adjusting the standard error. The results of these two models are 

suiliarised in Tables 3.6. The only difference in the two inodels is the addition of a 



CHAPTER 3. APPLICATION OF CASE- COHORT AILrA LYSIS 31ETHOD 48 

i ohust standard error and tllcreforc cliffcreiit coilfideiice intervals. 

111 a11 of tlic cutegor~r g r o ~ ~ p s  above. the risk for developing prostate cancer is 

higlicl for tlw exposcd indiv~duals than the un-exposcd indix~icluals. Based on tlie 

point est imite\. t h e  also doe5 not appear to be illore of a risk for tllc ilioie exposed 

individ~lals; this is the same result as found in the inatched case-control aiialvsis. 

The iliodels that are of interest are the ones that illcorporate the cluster f~liiction. 

I11 partic~llar we are most interested in tlie illode1 with tllc cluster fuiiction and the 

sarrlc cut-points as the inatclied case-control analysis. 

The risk of an iildividual with exposure > 2.92 developing prostate cancer is 2.05 

times that of the risk of an individual with no exposure. Similarly. the odds of an 

individtlal with exposure within the range 2.92 to 12.0 and an individual with exposure 

> 12 developing prostate cancer are, respectively, 1.82 and 1.56 times that of tlie risk 

of an individual with no exposure. The results of this inodel will be compared to the 

rcsults of the illatched case-control analysis. 

3.5.3 Comparison of the Results 

One of the iiiajor objectives of this project is to compare the results of the matched 

case-control inetliod with the results from the case-cohort mcthod. As was expected, 

they both indicate that the chance of being diagnosed with prostate cancer is much 

higher for the exposed individuals than the unexposed individuals. Another similarity 

is that the risk (or odds) of developing prostate cancer does not appear to increase 

when the level of exposure increases. 

The noticable difference between the results of the two models is that at each 

level the case-cohort inodel has lower risk values and shorter confidence intervals than 

the case-control model. One possible reason for this difference is due to the extra 

inforinatioii that is used in thc case-cohort study but not in the matched case-control. 

Consider just thi5 extra information. The reason the risks are lower in the case-cohort 

is that there are more controls with more exposure. rn~hich reduces the tlie relative 

risk. Recall the partitioning of the source population, re-displayed in Table 3.7, 

and the Relative Risk (RR) 
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Disease Non-Disease 

Exposed A1 Dl A1 + Dl 
Uiiexposcd Ao Bo Ao + Bo 

A1 + A0 B1 + Bo 

Table 3.7: Two 114. Two Contingency Table For Calculating Risk 

probability of disease givcn exposed 
RR = 

probability of disease give11 unexposed 

If there are more controls who are exposed, then the value of B1 will increase and 

the value of Bo will decrease. In other words, if during this period. there is an increase 

in controls who fall into the high levels of exposure, the relative risk will decrease. This 

is a possible explanation for why the risks are lower in tlle case-cohort study when 

compared to  the inatched case-control study. Thus, if tlle proportion of exposed 

and un-exposed controls does not change even when this additional information is 

included. the two iiletllods should give similar risks. Similarly, if there is a shift 

towards fewer exposed controls. one would expect the risks to  be higher in the case- 

cohort study than tlle matclled case-control study. Therefore. it depcnds on the 

situation which nletllod will show higlier risks. However, assuming this explains the 

differences 111 the rlsks. it can be argued that the case-cohort method gives a more 

accurate interpretation of what is going on. Thus, it is more appealing. It would be 

possible to deterinine if tlle controls fall into the high levels of exposure during this 

period of time; however, this would require complicated work involving linking two 

data sets; thus, it was not done for this project. 

Furtherinore. in the case-cohort method. we used more inforiilation than in the 

matched case-coiitrol study; therefore. in a sense we have a larger sample size to  calcu- 

late the estimated confidence intervals. Therefore, we would expect to obtain smaller 

confidence intervals. u~hich suggests that the case-cohort method is the more accurate 

of the two. However. since thc metliods of analysis are very different. one should be 
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cautious a11out coni~xtring the two estiiiiated coilfideilce intervals and drawing any 

coiicl~isioils from thcm. 

3.5.4 Problems with the Stability of the Model 

Alt,llougli the iliodel worked nicely for the exposlire levels given below, there does 

appear t,o be a problem with the st,ability of the method: the esthlation method (i.e. 

maximizat,ion) does iiot always converge. Clearly, there will he probleilis with the 

model wlleil there are intervals with missing cells (i.e. no cases or no controls). If 

there is a cell wit11 no colult, the estiiriat,e will be zero or infinity. Therefore, when such 

a sit,liat,ion arose. it made sense that the estimation procedure did not converge. In 

addition, it is desirable to not have low iiuinbers of individuals in each cell since small 

coliilt,s can lead t,o convergence problems. However there was one sit,uation that evoked 

suspicion (Table 3.8). When these cut-points were used, the estiniatioii method failed 

t,o converge. but there were no problems in a situation that was very similar (Table 

3.9). Thc two situations have t,he same number of levels with approximately t,he same 

numl~er of events in each interval. Therefore, the fact that the estinlation procedure 

failed to converge for one and not the other needs to be irivestigated further. 

I11 tlie ahove two sit,uat,ions, the number of events in the exposure levels 1 and 2 are 

different,. It niav be useful to examine the case that is switching levels when the cut- 

points are changed. It may; somehow, be contributing to  t,he convergence problem. 

Another cause of the problem may be that the estimates are going off to  positive or 

negative infinity, or it may be fiiidiiig a local maximum. I11 order to  determine if this 

is what is happening. one could look at the value of t,he estimate at each interval of 

the maximizing procedure. This was not done in this project,, but it is a possible 

avenue for fut,ure work. 

Initially, we looked iiit'o using different initial values in the S-Plus Cox Proportional 

Hazards function. Although this changed the output, it did not change whether or 

not the method converged. 

Next, we changed the length of ranges in the situation where the estimation pro- 

cedure failed. When only tlie range (0,0.45] was changed to  (0, 11, tlie estimation 
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Exposlm Levels 

0 
1 
2 
3 
4 
5 
6 

Range 

0 
(0,0.45] 

(0.45; 1.541 
(1.54,3.92] 

(3.92, 10.371 
(10.37, 19.061 

> 19.06 

Records 

62846 
668 
450 
76 1 
779 
6 76 
937 

Events 

247 
6 
G 
6 
G 
9 
7 

Table 3.8: Exposure Levels that did not Converge 

Exposure Levels 

0 
1 
2 
3 
4 
5 
6 

Range 

0 
(0,0.56] 

(0.56.2.331 
(2.33,6.62] 
(6.62,12.10] 

(12.10,26.98] 
> 26.98 

Records 

62846 
668 
44 1 
755 
779 
680 
937 

Events 

247 
6 
5 
6 
6 
10 
7 

Table 3.9: Exposure Levels that did Converge 



CHAPTER 3. APPLICATIOIZ; OF CASE-COHORT ANALYSIS AIETHOD 52 

procedl~rc cmiveiged. Based oil this. we tried upper cut-points betwcen 0.45 and 1.0 

to deterniinc the iniiiiiiiuin vallle of the uppcr end that could be nsed so that tlw 

nietliocl comwged. It was fo~uid that wt l i  0.5 the method did not coilverge, but wit11 

0.G tlie niethod did coilverge. Using 1)isectioii. we coiicluded that at 0.56 the estinla- 

tion procedure did not converge, bnt at 0.57 the estiination procedurc did converge. 

The next step would be to use the estimate froin the estiniatioii procedurc that did 

converge as the initial value in the situation we were initially concerned about (Table 

3.9). If the nlctl~od then coiiverged, it n ~ a y  be a matter of changing the initial value. 

However, if it still did not converge, this would suggest a more serious problein. The 

problem may be with the algorithln that the fuilction in S-Plus is implementing. If 

this is the case, using the Cox Proportional Hazards function in S-Plus may not b t  

sat isfact ory. 



Chapter 4 

Conclusion 

Pulp and paper is a major industry in British Columbia. During the pulping process, 

pulp and paper mill workers are exposed to known or suspected carcinogens. In 1982, 

an occupational cancer research program was lalmched in British Columbia. One 

branch of this research program was directed towards detecting occupational cancer 

risk factors. Based on preliminary findings. a two-phase study of British Colmnbia 

pulp and paper mill workers was launched by the British Columbia Cancer Agency. 

Phase I was a cohort study that was divided into 2 sub-studies: a cohort cancer 

mortality study and a cohort cancer incidence study. The former reported the cancer 

mortality of 30.157 pulp and paper workers i11 British Columbia. This study reported 

cancer risks significantly associated with work duration and time from first employ- 

ment of 15 years or more were obscrved for cancers of the pleura, kidney and brain in 

the total cohort. for kidney among the kraft mill workers only, for Hodgkin's disease 

among the sulfite mill workers only. and for esophageal cancer anlong the workers 

employed in both kraft and sulfite mills. 

The cohort cancer iilcidence study used 28,278 members of the British Colunlbia 

pulp and paper cohort. This study found that long term work in the industry is asso- 

ciated with an excess risk of skin melanoma, prostate and pleural cancers. The excess 

risk of pleural cancer was explained by past exposure to asbestos. Since the incidence 

rates of prostate cancer and skin melanoma in British Colunlbia are high relative to 

Cailadian rates, the data was re-analysed using British Coluinbian rates rather than 
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Canadian rat,cs. It was found t h t ,  skill iiiclanoiila was no longer significant, whereas 

tlie relat,ive risks for prostate cancer remained sigiiificant,ly elevat,ed anlong long term 

workcrs. Tllc pot,eiit,ial exposurc that, inigl~t, 1)e associated wit,ll prostatc cancer were 

iiivest,igatetl ill pllase I1 of the stl~dy. 

In the first phase of thc study of Brit211 Colunlbia pulp and paper workers, no 

att,eiilpt was made t,o classify workers 113- departjlilents and no exposure data were 

obtained that might, provide explanations for tlie difference in cancer pat,terns observed 

between the kraft oniy and sulfite only workers. Thus, mill-specific and period-specific 

job exposure matrices were developed for a niatched case-control study with detailed 

exposure assessnlent by tit,le. Therefore. Phase 11, which is the inatched case-control 

st,udy. should enable one to evaluate whether the excess risk for prostate cancer reflects 

tlie exposure among subsets of workers. 

The matched case-control study was comprised of 287 cases (workers who were 

diagnosed wit,ll prostate cancer) and 1,710 controls (workers who were healthy a t  the 

end of the follow-up). I11 this project, we focused on the results for one chemical, 

black liquor. The results of this study indicated that tlie exposed individuals are 

significantly more likely to  be diagnosed with prostate cancer than the un-exposed 

individuals. However, the odds of being diagnosed with prostate cancer does not 

appear to  increase when exposure iiicreases. 

The aim of this project was to  apply tlie case-cohort method t o  tlie pulp and 

paper worker data in order to  determine if this method is more appealing than the 

iilatclied case-control nletliod. We were successful in computing the estimates for the 

case-cohort model by using tlie Cox Proportional Hazards iiiodel in S-Plus. As we 

expected, tlie results from this model were similar to  those fouiid in the matched 

case-control analysis. We found that the risk of developing prostate cancer is much 

higher for the exposed individuals than the unexposed individuals. However, tlie risk 

does not appear to  increase when exposure iiicreases. 

Although the trends are similar for the matched case-control, the risks are con- 

sist,eiitly lower in the case-cohort model. Recall tlie key difference between the two 

niethods is that in the matched case-control st,udy the coiitrols are only followed until 
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their nlatchcd case experiences the event, whereas in the case-cohort study the coil- 

t 101s are followed until tlic end of t lie followup period. Tlierefore. in t lie case-cohort 

met hod we liave this additional iiifoi illat ioii. The following coiiinieiit s are 1)ased on 

hypotheses intlier tliali fact siiicc tlic ~vorli required to verifj, the hypotheses was 

complicated and not done ill tliis project. Now, consider only the information on 

the c'oiltrols that is iiicluded ill tlie case-cohort iiletliod, but iiot the niatched case- 

control niethod. If d~lring tliis period, there is an increase in controls who fall into the 

high levels of cxposl~re. the relative risk will decrease. This is a possible explanation 

for why the risks are lower in the case-cohort study when compared to the matched 

case-control study. In addition. the confidence intervals are smaller in the case-cohort 

analysis than i11 the nlatclied case-control analysis. This is another indicator that the 

case-cohort may be more appealing met hod. 

Although the case-cohort method appears to be more appealing than the matched 

case-control method, future work must be done on the stability of the estinlation 

procedure. As was mentioned in Chapter 3, the procedure does not always converge. 

There are certain situations. such as when one of the category levels contains either 

no events or no controls (or a small ilumber of either), where the estimates will be 

undefined. However, the method still failed to conrrerge in one situation where it 

would seem that it should iiot have had a problem. It is possible that the cut-points 

that were chosen for one of tlie categories were not appropriate for some reason (e.g. 

the range within the cut-points may liave been too small). How cut-points should 

be chosen needs to  be examined more rigorously. In addition, this stability problem 

requires further iiivestigation before the case-cohort model can be recommended over 

the case-control niodel. 

As a final note, thus far tlie case-cohort model has only included one chenzical (i.e 

one time-dependent covariate). Since the workers were, in general, exposed to more 

than one chemical, it is quite conceivable that more than one chemical, as well as 

possible interactions between the chemicals, needs to be accounted for in the model. 

How this can be done is one potential avenue of future work. 
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