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Abstract

Computing devices within current work and play environments are relatively
static. As the number of ‘networked’ devices grows, and as people and their
devices become more dynamic, situations will commonly arise where users will
wish to use ‘that device there’ instead of navigating through traditional user
interface widgets such as lists and trees. Our method of interacting with ‘that
device there’ is composed of two main parts: identification of a target device, and
transfer of information to or from the target device. By decoupling these
processes, we can explore the most effective way to support each part. This
thesis describes our process for identifying devices through a pointing gesture
using custom tags and a custom stylus called the gesturePen. Implementation
details for this system are provided along with qualitative and quantitative results
from a formal user study. The results of this work indicate that our gesturePen
method is an effective method for device identification, and is well suited to
dynamic computing environments that are envisioned to be commonplace in the

neat future.
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Glossary

802.11b. A wireless microwave radio communications standard for low-power
computing devices such as desktop computers, personal digital assistants, and
phones.

ad hoc meeting. An informal, task-related meeting of two or more people where
the tasks, participants, and meeting venue vary with considerable fluidity. Ad hoc
meetings are usually unplanned and seldom have an agenda.

beam. To send data from one personal digital assistant to another via a line-of-
sight transmission (e.g. infrared communications).

Bluetooth. A protocol specification designed for short-range (~10 m) radio
frequency communications between portable computing devices such as phones,
personal digital assistants, and laptops.

firmware. Computer programming instructions contained in read-only memory
or other semi-permanent memory hardware.

gesture. Motion of one or more body parts to express thought.

groupware. Software and hardware that allows one or more people to work in
the same information space towards a common goal (ie. performing Computer
Supported Collaborative Wotk (CSCW)). ’

information appliances. Simple objects that collectively form a rich information
space utilizing computational awareness of themselves, and the world.

IrDA. A protocol specification designed for short-range (~1 m) infrared
communications between portable computing devices such as phones, personal
digital assistants, and laptops. ‘ A

tag. A small passive or active object that identifies another object within close
proximity.

ubiquitous computing. A collection of [small] computing devices that
seemlessly interact with people and computing devices. Ubiquitous computing
devices meld into the user’s environment and support context switching.



Acronyms

ACM. Association of Computing Machinery

AAAI American Association for Artificial Intelligence

CON1. A proprietary, non-standard communications port on iPAQ computers
CSCW. Computer Supported Cooperative Work

EEPROM. Electrically Erasable Programmable Read-Only Memory
HCI. Human-Computer Interaction

IEEE. Institute of Electronic and Electrical Engineers

iPAQ. A personal digital assistant developed by Compaq

IR. InfraRed

ItDA. Infrared Data Association

J2ME. Java 2 Micro Edition

J2SE. Java 2 Standard Edition

PAN. Personal Area Network

PCMCIA. Personal Computer Memory Card International Association
PDA. Personal Digital Assistant

RF. Radio Frequency

UBICOMP. Ubiquitous Computing

URL. Uniform Resource Locator

VM. (Java) Virtual Machine
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ACM. Association of Computing Machinery

CHI. ACM Conference on Computer-Human Interaction
Computer Graphics. IEEE Computer Graphics and Applications
Concurrency. IEEE Concurrency

Consumer Electronics. IEEE Transactions on Consumer Electronics
COOP. International Conference on the Design of Cooperative Systems
CPA. Canadian Psychology Association

CSCW. ACM Conference on Computer Supported Cooperative Work
GI. Graphics Interface

GROUP. ACM Conference on Supporting Group Work

GW. International Gesture Workshop

HCR. International Communication Association (ICA) Journal of Human
Communication Research

HUC. International Symposium on Handheld and Ubiquitous Computing
IEEE. Institute of Electrical and Electronics Engineers
Int J Psychol. Psychology Press International Journal of Psychology

INTERACT. International Federation for Information Processing (IFIP)
Conference on Human-Computer Interaction

IUL International Conference on Intelligent User Interfaces
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MANSE. Managing Interactions in Smart Environments
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TOCHI. ACM Transactions on Computer-Human Interaction
UBICOMP. International Symposium on Ubiquitous Computing

UIST. ACM Conference on User Interface Software Technology



Chapter 1
Introduction

1.1. MOTIVATION

Current computing systems couple the processes of device identification and
information transfer even though users will often conceptualize identification as a
spatial task and information transfer as a non-spatial task (or vice versa). For
example, 2 user may wish to use ‘that device there’, but may not care about the
organization of the underlying infrastructure that enables him or her to interact
with ‘that device’. Consequently, separating identificaion and information
transfer, using appropriate technology for each process, can support more flexible
and useable systems. This thesis focuses on the identification of ‘that device
there’ using a pointing gesture. To clarify the kind of environments and
situations where we envision our research could apply, we present the following

scenatio.

1.2. USAGE SCENARIO AND CONTEXT

Suppose a newborn baby is in a hospital room with several other newborns.
While monitoring the babies, a nurse named Keith notices that one baby requires
medical attention. Keith approaches the baby and begins to exémine her; then,
he points his handheld computer towards an active tag on the baby’s wrist. The
baby’s name, Britney, along with current biometric information is sent from the

tag to Keith’s handheld. Additionally, Britney’s medical records are transferred to



his handheld from the hospital’s central database. Unable to make a diagnosis,
Keith phones Kori — a medical doctor who happens to be chatting with a few
residency students in her office. Keith points his handheld towards his cell
phone to identify the cutrent receiver (Kori) as a recipient for a copy of the
medical records that are on his handheld. Since Kori’s primary active device is
the laptop in her office, the medical records currently visible on Keith’s handheld
are transferred to Kori’s laptop. While conversing with Keith on the phone, Kori
points with a special stylus to her office wall display. Britney’s medical records
‘are subsequently displayed on the wall display for Kori’s residency students, and
they quickly join the discussion. Keith, Kori, and the residency students discuss
Britney’s prognosis for a few @utes before deciding that some additional tests
are needed. Kori closes Britney’s medical files and continues her discussion with
her residency students. Meanwhile, Keith takes Britney to another area of the

hospital for tests.

Several new interactions in a ubiquitous computing environment are described
within the above scenatio. Instead of selecting a desited computing device using
a user interface widget; such as typing Britney’s name into an edit box widget or
selecting Kori’s wall display from a graphical list of available displays, Keith and
Kori identified devices by pointing towards them. Information was then

transferred to the desired display such as Keith’s handheld or Kori’s wall display.

This thesis describes our implementation and user evaluation of the gesturePen, a
line-of-sight, tag-based identification system. As shown in Figure 1, a person uses
our system by pointing to a tag with a special pen (called the gesturePen) to
uniquely identify a corhputing device such as a laptop (e.g. obtain its network
address). Information can then be transferred over a wireless or wired network
to the computing device. As described in the hospital scenatio above, a user -

could also identify a device using an infrared port on their handheld instead of
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using a separate device such as the gesturePen. However, a separate device such
as the gesturePen may offer a more convenient form factor, particularly when
attached to larger devices such as laptops. We chose to develop and use the
gesturePen because it enables more research flexibility such as experimenting
with different ranges, activation angles, and communications protocols. An
earlier discussion of this work was presented at the ACM Conference on Human
Factors in Computing Systems [96]. By allowing users to identify devices by
simply pointing at them, our system facilitates information sharing in mobile
computing environments. In other words, our gesturePen method is composed
of two parts: identification and fransfer. 'The user first identifies one ot more

desired devices using a line-of-sight pointing gesture. Subsequently, information

Figure 1: Line-of-sight identification with our custom tag and gesturePen. A: The user
points to a tag with a special pen to uniquely identify a laptop (e.g. its network address).
B: Information can then be transferred over a wireless or wired network to the laptop
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can be transferred from the source device associated with the gesturePen to the
target device(s) over a wireless or wired network. A three minute long .mpg
format movie that motivates and demonstrates our gesturePen method can be

found at the Theses section of http:/ /www.cs.sfu.ca/.

1.3. RATIONALE

As the use of short-range wireless technologies such as IEEE 802.11 and
Bluetooth coﬁtinues to grow, new possibilities for ubiquitous computing are
emerging. These networks enable 2 multitude of devices to be interconnected in -
more flexible ways than ever before. Such technological advances will
undoubtedly change the way people interact, both with technology and with each
other; it is therefore essential to understand how to effectively support users’

interactions in these environments.

Environments are becoming increasingly populated with computing devices that
automatically discover each other when they come in proximity of one another.
With advances in ad hoc mobile networking, automatic discovery is an attractive
feature because it enables a large number of devices to seamlessly join and leave
the network. However, users may have trouble identifying devices in these
environments. Selecting a target device from a list of networked devices can
become a daunting task when the environment contains dozens or even hundreds
of devices — many with non-descriptive names. This problem is expected to
escalate as computing devices become more integrated into our environments
because large numbers of devices will be accessible within the range of a wireless
network node. Consequently, this advance in computer-computer discovery

makes human-computer identification more difficult.
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When we interact in short-range wireless networks, we can often physically see
the device with which we want to interact. It seems counter-intuitive to search
through a graphical user interface to find the name of a device when we know it
is ‘that one there’. As suggested by Bolt [30], the ability to gesture in conjunction
with a graphical interface provides more natural interaction than typing symbols.
Gesturing 1s ingrained into our sub-conscious during early childhood, and is
frequently used in non-computing situations to identify things. Infants as young
as two months old have been observed gesturing for attention by extending their
index finger [33]. By adulthood, people support approximately 75% of dialogue
with gestures [63].

1.4. THESIS OUTLINE

Chapter 2 defines how a shared space is formed during a face-to-face
engagement, and supports this definition with a detailed scenario that cémpares
and contrasts existing methods of identification and information transfer to our
method. Chapter 3 describes previously published research and how this
research relates to our work. Chapter 4 details the development of custom
hardware and software to facilitate the user studies, and form a basis for a
commercially viable system. Additionally, design considerations are examined in
an effort to motivate the current and future systems development. Chapter 5
summarizes the experimental design for qualitative and quantitative user studies
to address both cognitive and physical issues with our gesturePen system. Results
are then listed, and followed by analysis of knowledge gained from this study.
For example, we éuggest situations where our method is well suited — as well as

situations that are better suited to more traditional graphical user interface (GUI)



methods. Finally, concluding remarks and directions for future work are

described in Chapter 6.



Chapter 2
What ts a Sharved Space?

2.1. INTRODUCTION

This section examines the environments and situations in which we envision our
gesturePen method will be used. We first examine an example application of
sharing and viewing photos using a varety of methods — both traditional and
technology-supported. This variety of methods forms a broad context in which
we can compare the gesturePen method to other methods, and assess the main
advantages and disadvantages of these methods. After exploring several
interaction methods and describing a detailed scenario, we use the concepts of
shared spaces and activity theory to help define the relationships that people and

their devices will form while using our gesturePen method.

2.2. EXAMPLE APPLICATION: SHARING AND VIEWING
PHOTOS

2.2.1. Introduction

Suppose Felix meets a group of friends while walking down a hallway. Felix and
his friends spontaneously share photos from their ski trip last weekend. What are

the various ways they can share the photos?

Whether they view the photos as physical prints or digitally on their PDAs

(Personal Digital Assistants) will alter many of their social interactions and



discussions. As extensively descri'bed by McLuhan [62], the medium will alter
both the flow of content and how content is perceived. Three classes of media
technology for sharing photos are described below: physical prints, PDAs with
line-of-sight communications capability, and PDAs with ad hoc wireless
networking capability. Quintessential pros and cons of each medium are
subsequently summarized. A possible scenario for sharing and viewing digital
photos is then described. Finally, we analyze the cutrent technological issues that

arose in the scenario.

2.2.2. Sharing and Viewing Physical Photos

If Felix’s photés were in the form of physical prints, he could remove the prints -
from an envelope and share them with his friends in many ways including the

following:

= Felix could hold the stack of prints in his hand such that his friends could all
crowd around him and see the photos. Felix could then cycle through the

prints one-by-one and discuss the currently visible photo.

" Instead of huddling around Felix, his friends could arrange themselves in a
circle. Felix could then pass the top photo on the stack to a nearby friend
who then passes the photo to their neighbour and so on until the photo again
reaches Felix. Because multiple photbs would be visible at one time, group
discussion would likely change topics more readily, and the conversation
would dominate around a single photo less frequently. There could also be a
temporal lag between when a friend hears Felix’s description of the photo

and when a friend views a photo (or vice-versa).

» - Several stacks of photos could be distributed by Felix to several friends and

viewed in a random, free-flowing manner. Various sub-groups could



seamlessly form and dissolve as one or more friends simultaneously view,

exchange and discuss the sub-set of photos within theit control.
‘The main advantages of sharing and viewing physical photos are:
" Photos are instantly available and very easy-to-use.

* High-definition visual, haptic, and audio feedback are seamlessly integrated
with the photos and the environment. For example: the number of photos in
a stack can be estimated by the thickness of the stack, subtle tactile and audio
feedback are available when a photo is picked up, and visual context is

~ preserved when a photo is physically given to a friend.

The main disadvantages of sharing and viewing physical photos are:

Physically bulky.
* Cannot give copies of photos to a friend without making more prints.
" Photos are not instantly available from a camera (except for Polaroid prints).

= Difficult for larger groups (3+) of people to simultaneously view the same

photo without resorting to other technologies such as a slide projector.

2.2.3. Sharing and Viewing Digital Photos on a Single PDA

Suppose Felix wished to show his digital photos to a group of friends who did
not have a PDA (or, a PDA that did not have any communications functionality).

Felix could show the digital photos in several ways including the following:

* Pelix could load a desired photo on his PDA, then he could physically pass
his PDA to his friends as if it was a bulky paper photo. After everyone had



viewed the photo, Felix or one of his friends could load another photo on the
same PDA. The PDA could then be passed again to other interested viewers
in the group.

Felix could hold the PDA in front of him such that his friends could crowd
around him and see the photos. Felix could then cycle through the prints
one;by—one as if they were a physical stack, and discuss the currently visible

photo.

The main advantages of sharing and viewing photos using a single PDA are:

Friends and other people do not need to currently possess any computing

devices to view the photos.

Photos are more secure because they are not copied to other devices before
they are viewed. Thus, a person can remember the photo, but it is difficult

for a user to make a copy.

The main disadvantages of sharing and viewing photos using a single PDA are:

There is a limited amount of screen real-estate for others to view photos. For
example, if several people try to crowd around Felix’s display, the screen may
be difficult to see because of the observer’s viewing angle or distance from

the display.

Copies of photos can not be easily distributed to friends.

10
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2.2.4. Sharing and Viewing Digital Photos on a PDA with
Line-of-Sight Communications Capability

If Felix’s photos were digitally stored on a PDA with line-of-sight

communications capability (e.g. a Palm Pilot or Compaq iPAQ with an infrared

(R) port), and his friends also had access to a device equipped with a compétible

line-of-sight communications capability, Felix could take out his PDA and share

digitally stored photos in many ways including the following:

Instead of huddling around Felix to view photos on his PDA screen, his
friends could arrange themselves in a cycle. Felix could then beam a copy of
the currently visible photo on his PDA to his neighbouring friend’s PDA
who could then beam the photo to his or her neighbour. Because the photos
are copied from friend to friend instead of moved, friends who have not seen
a certain photo can obtain the photo from any person who has already seen
the photo — not just the /Zs? person who has seen the photo. Unless each
person explicitly deletes a photo from their device after they beam a photo to
another device, the photo viewing session will likely change into 2 more
random, free-flowing exchange of photos. Essentially, the inability to
instantly copy physical photos helps maintain a certain amount of structure in
the way physical photos are viewed. When viewing digital photos, loss of this
structure could lead to a more unstructured exchange of photos and
conversation than is possible with physical photos. Alternatively, more
structure could result. For example, an ad hoc slideshow could occur where
multiple people look at the same photo (each on theit own PDA) while

listening to the same description.

Felix could beam the entire folder of photos to each of his friends and

discuss the photos using either of the two ways just described above.

11
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The main advantages of sharing and viewing photos using line-of-sight

communications between two PDAs are:
»  Copies of photos can be easily distributed to friends.

= Photos can be transferred between devices using a simple physical gesture
that is visible to others in the group. However, most current infrared

transmitters used by PDAs can only send data up to 30 cm.

" Target devices are implicitly identfied by pointing towards them and

attempting to establish a line-of-sight communications link.

The main disadvantages of sharing and viewing photos using line-of-sight

communications between two PDAs are:
* Photos can only be transferred between two devices at any given time.

» Copies of photos become the property of whoever’s device they are stored.
In other words, once a photo is beamed to another device, the sender loses
all control over that copy. This could pose a security risk with sensitive

photos.

= PDA scteen sizes are often lower resolution, lower contrast, and smaller than

physical prints.

" Hveryone must have PDAs with compatible software and hardware

technologies.

* Infrared line-of-sight communications typically support lower bandwidths

than wired or radio frequency (RF) communications links.

12



* Both devices must remain stationary with no disruption to the line-of-sight
infrared connection during the complete data transfer. In practice, remaining
motionless is quite awkward, particularly for large files. If the line-of-sight
link breaks, the user must typically try to re-send the file.

2.2.5. Sharing and Viewing Digital Photos on a PDA with Ad
Hoc Wireless Networking Capability :

If Felix’s photos were digitally stored on a PDA with ad hoc wireless networking
communications capability (e.g. 2 Handspring or Compaq iPAQ with 802.11b or
Bluetooth facilities), he could share digjtally stored photos in ways similar to an
un-networked PDA with line-of-sight communications, but with several

important differences:

"  Felix could send copies of photos to all or certain sub-sets of friends with one
action (i.e. photos can be transferred between devices in a one-to-many way,

not just a one-to-one manner).

» Felix, or another friend, could moderate a slideshow type presentation
remotely from a PDA (i.e. photos could be simultaneously displayed on the

friends PDAs with the initiation of one person).

The main advantages of sharing and viewing photos using an ad hoc computer

network are:

" (Can exchange collections between several people at any given time utilizing

'fast, non-directional communications.

* (Can remotely manage a friend’s device (e.g. have all devices obtain and

" display the next picture in Felix’s album). Thus, the high control afforded
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with physical photos is still possible without loss of the flexibilities afforded
with digital media.

The main disadvantages of sharing and viewing photos using an ad hoc computer

network are:

Current wireless networking technologies such as 802.11b and Bluetooth

have poor security (Le. encryption development is not yet in a mature state).

Additional ways of viewing and transporting data leads to a greater possibility
of information overload and management problems. As the number of
computing devices accessible in a network environment grows, searching for .
a device name in a graphical list becomes mote difficult. The set of devices
will constantly change as people carry their cell phones, handheld computers,
and other devices in and out of the wireless network’s range. Locating an
item in the dynamically changing list can be challenging because a user’s
memory of the item’s previous location in the list will be of little or no help in
the current search. Teitelbaum and Granda found that users took more time
to find information when its spatial location varied than when the

information was in a consistent location [98].

The overhead of forming an ad hoc group of devices. When several people
meet in a hall, they all automatically know the boundaries of their group
through subtle social cues and previous knowledge; however, devices cannot

easily interpret these cues.

2.2.6. A Possible Scenario for Sharing Photos in an Ad Hoc

Network

Felix walks down the hall and encounters two friends — Regan and Mark. Felix,

Regan, and Mark all have PDAs. Because they are in close proximity to one
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another, they are automatically added to the same wireless network — along with
other devices within close proximity. Since other devices within the vicinity are
all added to the network, Felix, Regan, and Mark separate their devices from
others in the vicinity by forming a personal area network (PAN). Felix creates
the PAN with a gesture of his stylus (the gesturePen) towards Regan’s PDA, then
towards Mark’s PDA. Felix, Regan, and Mark have now formed a group of three
people with their devices (ie. a PAN). During each gesture, the gesturePen
obtains the IP address that uniquely identifies another person’s device, and sends
this data to Felix’s PDA. This information is then relayed to others in the PAN
via the wireless network infrastructure. Thus, the PDAs of Felix, Regan, and ‘
Mark have formed two levels of network connectivity by simply walking up to
each other and having one member gesturing with his stylus towards the others.
Depending on the level of security required, gesturing could also be used to set
up trust relationships in a PAN. For example, Felix could select a folder of digital
photos on his PDA, then give Regan and Mark access to these photos by

gesturing to their devices with the gesturePen.

Once the PAN has been formed, all three PDAs display a common file service icon
that may contain files such as images, documents, or presentations. (e.g. the
folder named Felix’s Cypress Ski Photos shown in Figure 2). Each file is physically
stored on its creator’s hard disk, but is available to others in a way that is
conceptually the same as a ‘symbolic link’ in UNIX or ‘shortcut’ in Microsoft
Windows. Consequently, files that are physically stored on the individual devices
of Felix, Regan, and Mark can be quickly discovered, shared, and processed. If
they are currently connected to the Internet, they can also work with other
devices such as their home desktop computers. The PDAs additionally show
display service icons that enable one to display the contents of a file, such as a

photo, on another person’s display.
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i Felix's Cypress Ski Photos
= Regan's Display

B Waik's Display

Figure 2: Example GUI component for an ad hoc meeting

Felix uses a file browser to find his most recent photos and he drags the files into
the common file service — labeled Felix’s Cypress Ski Photos in Figure 2. Regan and
Mark both begin viewing photos on their individual displays while chatting with
each other and Felix. One of Regan’s comments triggers Felix to remember a
photo from another ski trip that he would now like to share with Regan. Felix
searches tor the tile on his device, copies the tile, and then gestures towards
Regan’s device to immediately display the photo on Regan’s display.
Alternatively, Felix could have displayed the photo on his device, but Regan’s
display is larger and has better resolution. Felix, Regan, and Mark continue their

conversation fot a few mote minutes, then walk away.

2.2.7. Scenario Notes

How is the above scenario different from beaming a folder of photos to each friend?

Beaming involves a one-to-one file transfer between two devices. Once a
2
personal area network is established, multiple files can be copied to or from

several devices with a single action.
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How is the above scenario different from viewing digital photos on a web page?

The end result is very similar; although, our scenario does not require the
overhead of setting up a web page, and does not require a connection to the
Internet. Also, because URLs for many on-line photo banks are often 50
characters or longer, they are pootly suited for manual entry into a web browser.

Alternatively, Felix could:

" E-mail the URL to Regan and Mark

®*  Beam the URL to Regan, then Mark

* Place the URL in a fik service icon and use the same software as in the scenario

2.2.8. Scenario Analysis

Returning to the example of sharing physical photos, suppose Felix and his
friends automatically form an ad hoc group by moving into close proximity to
one another. There is a common conscious awareness of both the ‘group’ of
friends and group of photos they are viewing. One physical photo does not have
any knowledge of its relation to other photos or its users; however, a group of .
photos together form a context greater than the sum of individual photos. For
exarﬁple, the height of the stack of photos gives a sense of how many pictures
can be viewed. Furthermore, because each photo is comprised of pigments on a
single sheet of photo paper, the data ‘stored’ by the pigments is permanently
linked to the display medium (ie. the data /s the display). In contrast, PDAs
encode digital photo information as a bit sequence on a storagevmedium such as a
hard drive, and require special software to decode the bit sequence then show the
photo on the PDA’s display. The display is separated from the data, and, more

importantly, there is a one-to-many relationship between PDA displays and
p ¥y y P play
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photo data — each display is responsible for showing multiple photos. This
abstraction of the data from the display provides more flexible viewing options,
but'requires devices to have knowledge of their context in addition to the basic
knowledge of how to decode the photo data (ie. what data is to be displayed,
when is it to be displayed, etc.). The added flexibility gained by using digital
media on a PDA should not hinder the ability of users to perform their task (e.g.
view and discuss photos). In general, the PDA acts as an information appliance
[45],11001,[691,[72],[103], and should enable a user to easily interact with other

people and computing devices in a wide variety of situations.

All the technologies previously described in the photo scenario for ad hoc
neﬁorks (see section 2.2.6) are currently available, or in mature phases of
research and development; however, .the technologies are in an early
developmental stage in terms of ubiquitous computing. Creating a truly seamless
and invisible infrastructure is a massive undertaking requiring significant
standardization, additional development, and usability analysis. Current concepts
such as a database of friends, string of text, or security settings, rarely transfer
between devices or applications in a completely natural way. For example,
computing infrastructure is rarely as interchangeable as in the physical-world — a
toolbox is a reasonably good doorstop although it was not designed for such a
purpose. Seamless computing infrastructure is currently maturing with the
development of technologies such as Bluetooth, IfDA, and Jini
[21,{31,[8],[18],[71],[95). However, widespread interoperability and seamlessness is
still many years from reality.
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2.3.1. What is a Shared Space?

We define a shared space as the physical and psychological set of information
created when two or more individuals perform a common task. Research on
shared spaces melds theoretical and applied work of Computer Science,
Engineering Science, and Psychology disciplines as visualized in Figure 2.
Describing a shared space helps form a conceptual foundation for ad hoc, mobile
environments that we envision our gesturePen method to enhance. Example

contribution areas to the concept of a shared space are:

Computer Science: networking, databases, artificial intelligence, and design.
Engineering Science: embedded systems, communications, and design.

Psychology: cognitive and social interactions between computers and people.

/ Computing

Engineering
N—

Figure 3: Shared spaces discipline domain

2.3.2. Using Activity Theory to Define a Shared Space

Applied activity theory desctibed by researchers, such as Engestrém [41], Kuuti
[59], and Rzithel [78], can help define a theoretical framework for a shated space.

Activity theory expands the primary relationships between. people, tools, and
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divisions of work as illustrated in Figure 4 [99].

Figure 4: Activity theory relationships

Figure 4 shows that subjects interact with objects using tools. Arrows in the
figure represent the many relationships between subjects, tools, and objects. For
example, several subjects (people) may use tools according to a set of rules to
collectively perform work on an object. Labour can be divided among subjects,
and a community can be defined as a group of related tools, subjects with similar
goals, or another grouping. Essentially, subjects, tools, and objects each have
rules of use/behaviout, form a community, and are divided/combined in various

ways as summarized in Table 1.



Table 1: Summary of activity theory descriptions

Item

Description

Subjects
Tools
Objects

Rules

Division of Work

Community

Two or more people working together to solve a common
problem. For example, a friend showing photos to some
friends.

Intermediate devices (objects) used by subjects to interact
with objects. For example, a pen, personal digital assistant
(PDA), mouse, pointer, or a fingertip.

Matter and/or ideas (either physical or virtual) that subjects
are collectively acting upon. For example, a shirt, physics
theorem, or computer icon.

Any kind of limitation or guideline. For example, the shirt
must be green, the principles of special relativity must be
obeyed, or an n-dimensional navigation task should be
performed with an n-dimensional pointing device.

How tasks, tools, etc. are broken down into smaller sub-
tasks, and divided among the subjects. For example, the
people responsible for building a house are divided into
various trades such as carpenters, masons, architects, and
interior designers. This division includes the scheduling of
all work and people.

A related physical or psychological grouping. For example,

a community of retail sales cletks, or a collection of
computer mice.

Our gesturePen method (previously illustrated in Figure 1 and summarized on

page 5) is designed to enhance human-computer interaction within shared spaces.

A shared space is a formal way to define the components and relationships that

we envision will arise while using our gesturePen method. Essentially, the

concept of a shared space sets a foundation for analyzing how our gesturePen

method fits into the users’ envitonment.
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2.3.3. An Example of Activity Theory Analysis

To clarify the concepts of activity theory and how they relate to our gesturePen
method, this section gives examples of the theory classifications subjects, zools,
obyects, rules, division of work, and community that were introduced in Table 1. All the
examples refer to the scenario of Felix sharing his photos with two friends, Regan
and Mark. |

Subjects are two or more people working together to solve a common problem.
For example, Felix, Regan, and Mark are a group of primary subjects. Secondary
subjects include other people physically around Felix, Regan, and Mark, people in
the photos, and people working on devices that are accessible to the group. The

group has an uneven distribution of power and knowledge — an important
distinction from much collaborative ubiquitous computing research studied (e.g.
Borovoy ez al. [31] and Gutwin and Greenberg [51]). Specifically, Felix has a prior:
knowledge of the photo contents that Regan and Mark do not possess, and Felix
has control of what photos he shares and who may view the photos. During the
course of the scenario, much of Felix’s power and knowledge is shared (e.g.
Regan and Mark may copy photos). Other power differences could exist if Felix
was a boss or sub-ordinate of Regan or Mark.

Tools are intermediate devices used by subjects to interact with objects. A PDA,
stylus, file sharing software, and wireless networking infrastructure are all
examples of primary ubiquitous computing tools. As stand-alone devices, each of
these tools is less useful, but collectively, they provide an increasingly
sophisticated information space. Their power is in their ability to provide

information relative to other tools and objects — hopefully seamlessly.

Objects are matter and/or ideas (either physical or virtual) that subjects are

collectively acting upon. For example, photos are the primary objects in the
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scenario. Other significant objects include the mental models created by Felix,

Regan, and Mark that represent the information space containing the photos.

Rules are any kind of limitation or guideline. For example, rules in the scenario
can be divided into two main categories: social protocols and usage of
tools/objects. Social protocols include the general niceties such as greetings, and
more complicated relationships such as power djfferencesv between Felix and
Regan or taboos. For example, if one photo depicts a friend flirting with others
on the slopes, Felix may decide to withhold this picture from Regan and Mark.
Felix may also rely on his friends to avoid re-arranging common shared folders or
displays — such as access to a certain directory or wall display, respectively.

Alternatively, etiquette could be enforced by formal rules within the software.

Other rules relate to the organization of ubiquitous computing devices. For
example, the wireless network should not have a range that is too small or large —
a 50 cm range wouldn’t be recognizable to a friend 1 m away, but a 2000 m range
would create information overload because Felix may find devices from people
across the hall or in other rooms. Also, devices need certain rules (such as
802.11b or Bluetooth protocols, and physical constraints) before they can

communicate with one another.

Division of Labonr defines how tasks, tools, etc. are broken down into smaller sub-
tasks, and sub-divided among the subjects. Proper division of labour between
humans and an underlying ubiquitous computing infrastructure enables the
computing devices to become seamless. Ad hoc groups often have a dynamic,
non-hierarchical structure that causes the division of labour to rapidly transfer to
and from other humans and their devices. For example, Felix may act as a group
presenter one moment, then Regan may act as a group presenter a few minutes

later. Furthermore, division of labour is controlled — or delegated — by the

23



'

underlying software rules as well as by humans. For example, can Regan copy a
file onto Mark’s device? Regan should have permission from the file’s creator, in

addition to the system capabilities to copy the resource as she intends.

Instead of automating or replacing human tasks, the author believes that the best ‘
computing infrastructure creates minimal cognitive load while supporting human
needs and social collaboration. Others disagree. For exampie, Cassell ez 4l. have
developed a software real-estate agent that has artificial intelligence and a
graphical, human-like body [35]. An example from the aerospace industry is the
different approaches taken by Boeing and Airbus as perceived by a pilot [104].
One pilot preferred a Boeing plane because he felt that he was put in control of

many sophisticated, computer-aided tools; whereas, an Airbus plane made him |

teel more of a supervisor of many automated tasks.

Community is a logical grouping of physical or psychological items. Several
important example communities exist within the scenario. These include the set
of computing devices, the group of Felix, Regan, & Mark, the other people in the
hallway, etc. Additional communities include people who can and do know how
to access the technology needed to view digital photos, the subjects within the
photos, and any other group of subjects, tools, or objects. In general, ad hoc
groups are short-lived communities that rely on a stable foundation of mature
communities for their success. For example, people who form a short-lived
community often rely on mature communities such as their society’s social
structure. Also, a short-lived ‘community’ of five photos relies on a large

collection of digital photos that are in a similar, widely accessible format.
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Chapter 3
Related Research

In this chapter, we discuss research that relates either physically or conceptually
to our gesturePen system (previously introduced on page 3). First, we discuss
relevant psychology research related to gesturing. Second, we explore research
related to the mobile environments in which we envision users will use our
gesturePen method. Next, we compare and contrast our gesturePen method with
similar tag-based information transfer mechanisms, technologies to promote
social interactions, and other gesture computing research. Finally, we summarize
current technologies that are related to our gesturePen method and the

environments that we envision our method will be used.

3.1. IMPORTANCE OF GESTURING

“...body gestures are a living language which we all have learned to read.” — Paul
Zucker [108, p. 43]

Gesturing is a very elementary, natural way for people to communicate. Infants
as young as two months old have been observed gesturing for attention by
extending their index finger. By 12 months, infants can point towards an object
to direct their mother’s gaze [33]. By adulthood, people support about 75%
dialogue with gestures [63].

In addition to communicating with others, gesturing supports the speaker’s
encoding of information during speech [35]. Thus, gesturing provides
constructive feedback to aid the speaker’s thought process as well as acting as a

direct communication medium intended for the others. Many people have
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argued that supporting the speaker’s thought process is the primary function of
gesturing [46], [58], [82].

Other research suggests that people rely more heavily on gestures if their ability
to communicate via other means is hindered. For example, Rogers [83] found
that people increased their dependence on multiple modalities when
communicating in noisy environments. Thus, the speaker’s auditory feedback is
hindered in a noisy environment, so he or she relies more heavily on visual and
haptic feedback from gesturing. Additionally, the intended recipients of the
speaker’s words benefit from the increased visual and haptic communication

because their auditory senses are reduced in a noisy environment.

Gesturing is equally important to a person’s interaction with inanimate objects.
According to Reeves & Nass [80], “given the slightest chance, humans will
attribute social responses, behaviours, and internal states to computers.” Thus,
proper integration of gestuting into ubiquitous computing environments could
aid the seamless communication of people and computing devices. Unstructured
social protocols used in ad hoc meetings are among the most difficult to.
understand, and provide a challenging barrier to the invisibility of ubiquitous
computing devices. Humans constantly change their communication style, and
other behaviours, depending on subtle changes in their perceived context. For
example, less rich communication may be used when communicating with close
friends because they are — presumably — more familiar with each other’s
communication nuances. Compared to a complete stranger, much more
information chunking can be assumed, and coarse communication can be
effectively used. Korteum e a4/ [56] are beginning to analyze rules for
collaboration in unstructured encounters within the context of ubiquitous
compuiting environments. Their research centres around the classification of user

profiles and encounters between people and ubiquitous computing devices.
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3.2. AMPLIFIED VS. VIRTUAL REALITY

“Virtual reality focuses an enormous apparatus on simulating the world rather
than on invisibly enhancing the world that already exists.” — Mark Weiser [105, p.
94]

Falk e al [42] states that computing devices adhere to one of two categoties:
amplified reality or virtual reality (summarized in Table 2). Virtual reality is
classified as a private experience where individuals are immersed into a world that
is superimposed on top of the existing world ~ creating an zpression for the user. In
contrast, amplified reality is a paublic experience where computing devices are
embedded into our existing world — enabling people to express themselves using the
computing environment. The term amplified reality is therefore a similar concept
to Weiser’s invisibility [107], and supports natural collaboration without alteting
or mediating communication channels as suggested by Moran ¢ @/ [67] and
Redstrém ef al [79]. Furthermore, subjects should be able to create a common

cognitive environment that represents the collective information space of the

group [57].

Table 2: Amplified and virtual reality spectra!

Amplified Reality  Virtual Reality

expression impression
public private
embedded superimposed

1 Table 2 is adapted from a Figure by Falk ez al 42]. Falk ef a/use the term augmented reality instead of virtual
reakty. However, augmented reality systems ate often defined as any (usually computerized) augmentation
to one’s envitonment; so, we have used the term wr#wa/ reality to better communicate the intent of Falk ez a/,
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Creating an environment as close to reality as possible is one of the greatest
challenges with virtual reality, whereas the seamless support of interaction among
people is one of the primary challenges with amplified reality design. For

example, ad hoc meetings contain a rich array of social interactions [28]:

Different people may join and leave during various stages of the meeting.
®* The meeting location may move from room-to-room, into the hall, etc.

» Topics will rise and fall in an unplanned way.

Multiple topics may be discussed in parallel.

Difficulties that arise as a result of these rich social interactions are described by
Redstrém ez al [79]. For example, we constantly change our behaviour based on
the context of our surroundings. One minute, we may whisper to the person
next to us, the next minute we may shout across the room. In a similar way,
portable computing technologies, such as the gesturePen, must be fast and
flexible in their ability to change their range between small and large distances.
Additionally, because the content can change rapidly during a meeting — especially
an ad hoc meeting — devices must be able to adapt quickly to the rapidly changing
needs of the participants. We seamlessly change from one group to another, and
from one topic to another, in ways that are difficult for current computing
technologies because the ability to easily swap between different software and

hardware components is usually a secondary design consideration.

Marshall McLuhan’s statement “the medium is the message” [62] applies equally
well to new computing devices within virtual reality environments as it does to
McLuhan’s intended media such as radios, televisions, and books. Essentially, the

nature of different computing media, such as graphical user interface widgets and
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the gesturePen, affect the flow of information content and how it is perceived by
the user in the same way that radio and television media affect the delivery of a
newscast (Le. the content of television and radio newscasts usually differ because

the two media are communicated to their audiences in different ways).

Dey et al. [37] and Schmitt ¢z a/ [87], focus heavily on the software and hardware
infrastructure required to give computing devices the contextual information
required to function effectively in unstructured social environments. The crux of
their research is the fusion of cues from multiple sensors to create a dynamic
representation of the context during a social interaction (see Figure 5). Areas of
interest from the environment are sensed as users interact with the environment.
Areas of interest are subsequently processed to form a collection of cues that

collectively form an overall context.

Sensed Context
Environment ~ -

Figure 5: Sensor fusion deduction of context. The user senses their environment
using vision, heating, touch, taste, and smell to establish a context for their interactions
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3.3. INFORMATION TRANSFER MECHANISMS

“In their current form, computer interfaces are very neatly the embodiment of
complexity.” — Brygg Ullmer & Hiroshi Ishii [100, p.1]

Pick-and-Drop [81] and mediaBlocks [100] represent significant research
achievements that address the seamlessness of transferring iriformation between
computing devices — the same goal of our research. Pick-and-Drop explores the
concept of ‘storing’ information in a pen such that information on a computer
display appears to be stored in the pen (picked) and then dropped onto a
different computer display. For example, text can be picked up from a handheld
computer’s text editor and dropped into a brainstorming application on a wall
display. Unlike the gesturePen method, Pick-and-Drop users physically interact
with both the sending device and receiving device. This has the benefit that users
can accurately control the location of the ‘dropped’ information on the receiving
device. For example, touching a photo icon on a handheld, then touching a wall
display in its top-right corner, will ‘pick’ a phéto from the handheld and ‘drop’ it
in the top-right corner of the wall display. Our gesturePen method uses a similar
‘pick’ of information, but information can only be ‘dropped’ to a device, not on 2
particular location on the device. However, with the gesturePen, information can
be ‘dropped’ to a device that is out-of-reach, which is not possible with the Pick-
and-Drop method. Future versions on the gesturePen could communicate areas
of a screen such as 2-D co-ordinates, active windows, or applications; but, these

issues were not within the scope of this thesis.

Because users point with a gesturePen towards a tag associated with a computing
device — not the device itself — our method better facilitates interaction with

abstract objects such as wall displays or room lights. This abstraction enables
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users to interact where they ‘interpret’ computers to be. Thus, the Pick-and-

Drop and gesturePen interaction methods could complement each other.

mediaBlocks explore information storage, as well as transportation and
organization issues. For example, the contents of a whiteboard surface can be
‘transferted’ to a physical block that a user can take with them to another
computing device such as a laptop. Batrett and Maglio [28] addressed similar
issues as Ullmer and Ishii using a floppy disk instead of a physical block. Instead
of transferring a large amount of information from the whiteboard to the block
then to the laptop, the block only contains a unique ID. Consequently, the
laptop can gain access to the whiteboard information from a central server or the

whiteboard itself.

The gesturePen utilizes a similar philosophy to mediaBlocks since the gesturePen
only obtains a very small amount of data, such as an IP address, while the user
perceives a large amount of data is being transferred. Thus, the gesturePen acts
as a kind of mediaBlock, but the mental model of its usage differs from a
mediaBlock. With a mediaBlock, the user perceives information storage, while
the user of the gesturePen perceives information transfer. In other words, the
main concept of mediaBlocks is the illusion that data is stored in an object,
whereas the main concept of the gesturePen is illusion that information is

transferred along a line-of-sight.

HP Lab’s E-squirt technology [32] and Want ez 4/ [101},[102] also utilize small
tags similar to those designed for the gesturePen. E-squitt technology uses small
transmitters to “squirt” URLs into nearby devices. The devices then display the
appropriate multimedia content retrieved from the Internet. Want e a/ use tags
that broadcast to receivers attached to devices such as tablet computers.

Although these research projects use hardware that is very similar to the
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gesturePen, the interaction methodologies are quite different. Such technology
focuses on tags broadcasting their information like a beacon. Instead of acting as
a beacon, our tags for the gesturePen are only activated when ‘pinged’ by the
gesturePen.  Thus, our gesturePen method is an ‘on-demand’, two-way
interaction technique that theoretically enables users to selectively interact with a
high density of target devices surrounding the user over distances up to several
metres. Conversely, broadcasting technology could overwhelm the user with
conflicting information from many beacons. Also, broadcasting would require
dense clusters of beacons to have very small transmission ranges (a few
centimeters), and force the user to distinguish between nearby beacons from a
user interface or by moving closer to the desired beacon - two usability concerns

that our gesturePen method is designed to avoid.

Xenote [20] is a commercial product based on the concept of storing (ot
appeating to store) information in a tangible medium using non-directional tag
technology similar to Want ez 4/ [103]. A Xenote is a key chain with one button
and a radio frequency transceiver that records a time-stamp and the radio-station
a person is listening to whenever the button is pressed. Thus, active people such
as car drivers or joggers can easily obtain more information about a radio
program or advertisement at a2 more convenient time. For example, the Xenote

could be synchronized with the user’s personal computer once she returns home.

Instead of using active tag technology like E-squirt or gesturePen, Ljungstrand
and Holmquist [60] tag computing devices with passive Bar codes, then identify
the target computing device with a bar-code reader. Data is then transferred over
a network in 2 manner similar to our gesturePen method. Passive bar codes have
the advantage of requiring no power, but bar code readers typically have a range
of only a few centimetres, so selecting a computing device across a table or room

is not feasible. Bar code systems also rely exclusively on the surrounding network
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infrastructure for their utility. Conversely, active tags can dynamically adapt to

their environment and perform processing such as encryption.

3.4. ENCOURAGING INTERACTION BETWEEN USERS

“How can we communicate if we do not use the language of peopler” — Tarcisio

Della Senta [90, p. 1]

The Meme Tags project [100] utilized a large collection of simple computing
devices to encourage interaction between people in ad hoc environments. Meme
Tags store a small number of quotes of interest, and these quotations can be
exchanged via an infrared transceiver embedded within each Meme Tag. When
tested at an academic conference, participants exchanged quotations as an ice-
breaker. Personal mini-networks consisting of two people were constantly
created as participants met, and broken as they left to talk with others. These
mini-networks fit into a larger, more stable information space of all conference
participants. ~ Although, hundreds of computing devices and people were
constantly networking with one another, the computing infrastructure was

conceptually simple and transparent to the users.

Our gesturePen could facilitate dynamic ad hoc communication in similar ways as
the Meme Tags. Like Meme Tags, our gesturePen relies on a line-of-sight
identification between two lightweight computing devices. Pointing to a target
implicitly identifies a target without the need for a user interface widget such as a
list, tree, or command prompt. The pen form of our gesturePen affords more
controlled, conscious identification of target devices than Meme Tags. Also,
once the target device has been identified, the data is transferred over a radio

frequency (RF) wireless network using our gesturePen method — not over an
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infrared (IR) link. An RF wireless communications link is usually faster than an
IR communications link. It also enables a source device to simultaneously
transfer information to multiple target devices. Furthermore, transferring large
amounts of information over an RF link is more reliable than an IR link because
an IR link requires the two communicating devices to remain stationary to avoid

breaking the line-of-sight condition.

Other research utilizes small computing devices and a sophisticated supporting
infrastructure to create an environment where devices have a sense of how they
fit into their environment (i.e. contextual awareness). Such research aims to hide
tags more invisibly into the user’s environment than our gesturePen tags. Want
and Borriello discuss embedding tags and sensing capabilities into everyday
objects to create information appliances [101]. -While this technology is similar to
our gesturePen method, either our tags or the devices to which they are affixed

must be visible so users can perceive their function and interact with them.

3.5. DIRECT, LINE-OF-SIGHT INTERACTION
TECHNIQUES

“...an important, if not the most important, aspect of a part’s performance is
how well it interacts with other parts to affect the performance of the whole.” —

Russell L. Ackoff [24, p. 12]

Research examples more directly related to gesturing are the finger mouse by
Queck ¢z @l [77], finger print recognition by Sugiura and Koseki [93], Bodytalk
[76], Java Rings [10], and laser pointers [68]. The finger mouse uses video and
image processing to determine a person’s hand configuration and where their

index finger points. Thus, a direct mapping between the finger and a cursor in a
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virtual reality environment was explored. However, gesturing between people in

a ‘real-world’ environment was not addressed.

Sigiura and Koseki used fingerprints instead of the hardware tags such as those
researched by Want and Russell [103], and Ullmer and Ishii [100]. For example, a
one-button mouse with a fingerprint reader could perform left-, middle-, and
right-button actions depending on which finger activated the mouse button.
Fingerprint readers are not as technologically mature as tags; however, fingerprint
readers have the huge advantage that no external tool is required for user
interaction. Although, not explored by Sigiura and Koseki, we believe finger
print recognition could prove very beneficial in many collaborative environments.
For example, a shared tabletop or wall display could recognize and adapt to many
people in parallel without the need for external tools such as pens or mice.
MEMS technology could also be utilized to embed many small fingerprint reader
pixels into a large shared display; however, this technique is currently

technologically challenging and expensive.

Bodytalk is. another vision-based system that identifies and categorizes body
movements such as hand gestures, arm gestures, or leg gestures using hidden
Markov model analysis of each frame of video. Because video was used, no tools
were needed by the user to interact with the system, and the systém could react to
complex gestures. However, video resolution constraints, camera placement
difficulties, and physical obstructions prevent high reliability and speed of vision

systems in ad hoc environments.

Java rings combine the reliability of tagging technology with more natural
gesturing interaction. Essentially, two people can identify one another after

shaking hands if both participants are wearing Java rings. FEach Java ring is
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shaped like a standatrd jewelty ring, and contains a short-range RF1D tag that can

communicate with other tags as well as close devices such as the user’s PDA.

Myers ez af [68] analyzed the speed and accuracy of participants using laser
pointers in various computing environments. This research relates to our
gesturePen selecdon method because the gesturePen was designed such that
users would point to a target as if they were using a laser pointer. Their results
indicate that participants were most accurate when holding the laser pointer with
two hands. They also analyzed six different ways to hold the laser pointer with
one hand — these included holding like a pen, gun, PDA, and rod. The most
accurate way to hold a pointer with one hand was holding the pointer like a rod.
Thus, the research by Myers ez 4/ suggests that the gesturePen form helps to
maximize accuracy when the user points with one hand. Specifically, they found
users pointing at targets 1.5, 3.0, and 4.5 metres had average angular deviations of
0.17°, 0.16°, and 0.13°, respectively. These angular deviations corresponded to
average distance deviations of 0.5, 0.8, and 1.1 centimetres, respectively, on the

target display.

3.6. CURRENT TECHNOLOGIES

We conclude this chapter with a summary of computing infrastructure
technologies that are related to our gesturePen method and the environments in
which we envision the method will be used. Most PDAs can be added to
802.11b or Bluetooth wireless networks with small hardware and software
additions such as a PCMCIA card (e.g. Compaq iIPAQ [4] or Handspring Visor
[9]). Cholesteric liquid crystal displays developed by Kent Displays [11], and
Gyricon displays by Xerox [21] are examples of high contrast display technologies
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that more closely resemble paper both physically and visually compared to
current displays such as cathode ray tubes and normal liquid crystal displays.
Active tags have been developed by companies such as Microchip [12],
embedded into products such as key chains by Xenote [20], and applied in
ubiquitous computing environments by several researchers such as Want, Ishii,
and Winograd [45],[100],[103]. Additionally, one-way infrared communications
have been used for decades in consumer products such as TV and radio remote
controls. The two-way infrared communications described in the scenario and
implemented for the user studies described in this thesis are conceptual
extensions to this remote control technology {1]. Bluetooth styli, such as the
ChatPen [7], enable styli to be associated with a specific user and/or device.
Thus, a gesture with a stylus towards a tag could transfer information between the
tag and stylus via a line-of-sight infrared link and then relay this information to its
associated device via an omni-directional wireless system such as Bluetooth.
Consequently, merging the ChatPen technology with our gesturePen technology
could better enable users to freely pass the pen to others because the pen would
~ not be physically tethered to a device with a wire. Such ad hoc exchanges are
commonly done when a stranger or friend approaches you and asks to borrow

your pencil to jot down a personal note on a piece of paper.
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Chapter 4
Design and Implementation

4.1. OVERVIEW

To mark a device and enable its identification, we developed custom tags and a
custom stylus — the gesturePen. We added IrDA (InfraRed Data Association)
compliant infrared transceivers into the gesturePen and tigs. We developed the -
tags such that they can be fixed to active and passive objects such as computers
and walls, and communicate with the stylus. The tags are stand-alone devices
based on tags developed by Poor [75]. The gesturePen prototype can be used by
any computing device with an RS-232 serial communications port, such as a
handheld or laptop. It needs only a one-way serial communications link from
itself and to its handheld ‘host’. This solution maximizes device, platform, and
application independence. Furthermore, tags can be put on inanimate objects
that are logically related to a computing device but not physically connected to
the device (e.g. a projected wall display). The infrared transceiver technology we
used supports link distances of at least 1.5 m, whereas most curtent transceivers

in handhelds and laptops fail beyond 0.3 m.

4.2. COMMUNICATIONS FLOW OF THE GESTUREPEN

Figure 6 illustrates communication flow between the gesturePen, a tag, and the
tag’s associated device. Steps required to identify and transfer information to a

target device are:
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The user points the gesturePen towards a tag, and presses a button on the
pen’s case. A microcontroller within the gesturePen detects the button event
and pings the tag using its infrared transceiver.

The tag’s microcontroller receives the ping message, blinks its light, and then
sends its identity information (e.g. host name and domain name of the device
to which it is attached, or a URL) back to the gesturePen. .

The gesturePen receives the identity information and checks the message
validity with a cyclic redundancy check. If the identity information from the
tag is correct, it is sent via a standard (wire) serial communications link to the
device attached to the gesturePen (e.g. a handheld). Otherwise, no further
information transfer is performed.

Selected information is transferred over a network to the device associated
with the tag. For example, a photo is transferred from a handheld to a wall
display using a wireless network.

Ping target tag

Tag returns its unique ID%;‘?
Device |

gesturePen relays
unique ID to its
host device

Selected information \

is transferred from the

host device to the devic
associated with the tag

via the network |



4.3. RANGE AND ANGLE CONSIDERATIONS

Range and angle of the infrared beam are significant features affecting the
usability of a stylus such as the gesturePen. Wider viewing angles allow the user
to point in the general direction of a target tag; however, the chance of
additionally selecting nearby tags increases as the viewing angle widens. Also, a
narrow viewing angle and short range improves the security of the
communications link because there is less physical space available for
untrustworthy people and their devices to intercept the communications
broadcasts. Increasing the range enables a user to point longer distances (e.g.
across a room to a printer), but the effective beam span at the maximum distance
can become quite wide. Specifically, for an infrared transceiver with maximum
transmission distance 4 and viewing angle € the beam span at the maximum
transmission distance is given by equation 1. Our gesturePen has a viewing angle
of 6 = 30° (ie. a viewing angle of 15° from all directions of the transceiver’s

centra] line-of-sight).

beam _span=2d Szn(%) )]

Figure 7 illustrates the effects of different ranges and angles of an infrared beam.
If the infrared transceivers have a short range and narrow viewing angle (darkly
shaded beams in Figure 7), only tag 1 will be selected. Keeping a short range,
while increasing the viewing angle (including lightly shaded ateas), will activate
both tags 1 and 3. Alternatively, keeping a narrow viewing angle, while increasing
the range, will activate tags 1 and 2. Note that the range of the tags and
gesturePen should be the same because we are establishing a two-way

communications link.
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Long Range] §
Boundary

Figure 7: Effects of different transceiver ranges and viewing angles. A narrow viewing

angle is illustrated with a darkly shaded beam, while a wide viewing angle also includes

the lightly shaded area. Short and long ranges are illustrated by the thin arcs near and
far from the gesturePen, respectively

Figure 8 and Figure 9 show a schematic and photo, respectively, of our custom
tag that stores and transmits a unique identification code (e.g. IP address). The
tag is composed of three main components: an infrared transceiver, voltage
regulator, and microcontroller. The HSDL 3000 IR transceiver was chosen

because of its small size, low susceptibility to noise, ItfDA compliant wavelength
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of 880 nm, and ranges of 1.5 m or greater, The LM78MO5CT voltage regulator
was chosen because it can supply a stable 5 V voltage and current bursts up to
500 mA for a low price. The PIC 16F84A microcontroller was chosen because it
is cheap and easy to rapidly program prototypes (e.g. it has re-programmable

FLASH memory, and many publicly available software examples.).
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Figure 8: Schematic for the infrared tag

To maximize the flexibility of our gesturePen, we designed the tags as stand-alone
computing devices. Tags can be easily attached to new devices or removed from
existing devices. Also, our tags can be attached to, or removed from, inanimate
objects that users associate with a computing device. By placing tags on
inanimate objects, tags can act as physical aliases to computing devices. For
example, to identify a front-projected wall display, a user could place a tag on the
wall instead of the computer or projector controlling the wall. In this situation,

the user does not need to know what computer is controlling the wall display.
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Figure 9: Life-size photo of a tag. The tag measures approximately 4 cm x 4.5 cm and
has Velcro backing for easy placement on objects. Removable labels are also fixed to
the tags with Velcro. The IR transceiver enables communication with the gesturePen.

Current PDAs, such as the Compaq iPAQ, Handspring Visor, and Palm Pilot,
have infrared transceivers that function up to distances of 30 cm, but we
hypothesized that ranges greater than 1 m were needed for users to comfortably
point to other devices. Furthermore, given the form factor of the PDA’s stylus
and the fact that users would probably have the stylus in their hand when using
the PDA, we hypothesized that pointing with a stylus was preferable to pointing
with the whole body of a handheld device. Thus, users can point with the
gesturePen towards a target device in a similar way to pointing to a TV with a
remote control, or presentation screen with a laser pointer. We created the
gesturePen prototype by integrating a modified tag into an old whiteboard marker
as shown in Figure 10. One end of the gesturePen has an infrared transceiver for
communicating with tags while the other end has the tip of an ordinary iPAQ
stylus. Pressing the button on the stylus sends a message towards a tag. The

desired tag will then respond with information (e.g. an IP address such as
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carrot.sfu.ca) about the device with which the tag is associated. We could have
integrated the modified tag into the body of the PDA instead of a separate stylus
(Le. the gesturePen). Our main reason for choosing to develop the gesturePen
was because we could easily experiment with other computing devices such as
laptops (i.e. picking up and pointing with a laptop is much more difficult than
pointing with the gesturePen).

The gesturePen is a modified tag that is electronically the same as the tag show in
Figure 8 and Figure 9 except an RS-232 driver chip was added to mediate

communications between the PDA and tag microprocessors. An adapter was



purchased to link the iPAQ CON{ port to the RS—232 driver chip because the
iPAQ has a proprietary, non-standard serial communications port. Additionally,
the IR transceiver was mounted on the end of the PDA’s stylus to hopefully
facilitate more comfortable pointing. Figure 11 illustrates a schematic of the
modified tag for the iPAQ. A Bluetooth enabled stylus capable of wirelessly
communicating with its host device would have been preferable to a physical RS-
232 serial communications link, however such technology was immature when

this prototype was constructed.
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Figure 11: Schematic for the gesturePen. The gesturePen uses the same electronic
components as the tag, except a button is attached to pin 18 of the microcontroller, an
RS-232 driver is added, and no LED is onboatd the gesturePen
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The infrared port on a PDA could have been used instead of the gesturePen, but
our gesturePen was a more flexible configuration for experimental prototyping.
For example, most PDAs only have IR ports with ranges up to 30 c¢m, but our
gesturePen IR transceiver has a range of 1.5 m. In addition, because our
gesturePen is a stand-alone device, it can be used with any device with a serial
port such as a laptop or desktop computer. These devices often have IR ports,
but picking up and pointing such a computer would be considerably more
difficult than pointing with a gesturePen. A stand-alone device also facilitates

future research such as experimenting with different IR ranges and beam angles.

4.5. SOFTWARE

4.5.1. Trial Administrator Software

Software for a handheld computer was developed to evaluate the effectiveness of
our gesturePen method compared to traditional identification using a GUI list.
The software enables users to select an IP address text string using one of two

methods:
*  Selecting an item from a graphical list interface on an iPAQ display.
* Pointing towards a physical tag using a custom stylus — the gesturePen.

This software generates the trials for the user study and logs the time a user takes
to make a selection. The software creates an ASCII text file to record each
method invoked by the user and the number of milliseconds taken to select an IP
address using the chosen method. Formats of the input and output log files are

summarized in Appendixc C. Figure 12 illustrates a snapshot of the GUI Figure
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13 illustrates the high-level flow of the application, and the trials are described in
more detail within Chapter 5 User Studies starting on page 55. The following steps
outline the intended use of the software:

1. Subject clicks the Ready button on the iPAQ handheld to begin a new trial.

2. Experimenter verbally indicates a physical computing device (e.g. “laptop” or
“computer to your left”) |

3. Subject selects an IP address using one of the two methods desctibed above

(i.e. selecting from a graphical list or pointing towards a physical tag).

Figure 12: Screen capture of the trial administrator software. Pressing the ready
button refreshes the graphical list and logs a timestamp, Wheri a tag is selected using
the gestutePen, or clicking the corresponding list item (such as “orange.sfu.ca”), the
selection is logged and indicated at the top of the display. No list items are displayed
during trials when the participant is instructed to use the gesturePen selection method

The software was written using the Forte 4j integrated development environment
installed with Java SDK 1.3.0.04 and the javax.comm communications API 2.0

extension [18]. At the time of development, the Win CE operating system did



i)

not support the Java 2 Standard Edition (J2SE); thus, the SavaJe XE operating
system and Java virtual machine was installed on a Compaq iPAQ PDA. Because
the software is a stand-alone application written with Swing GUI widgets, the

application can run on any computer with any operating system that:
* THas RS-232 serial port communications capability

* Supports the J2SE VM
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Figure 13: iPAQ trial administrator software flow. The software was written using
Java 2.0 Standard Edition and can execute on many operating systems such as
Microsoft Windows, Linux, MacOS, and Savaje
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4.5.2. Tag Software

The tag software was written' in PCM C (developed by Custom Computer
Services [5]) and PIC mid-range assembler (developed by Microchip [12]) for the
PIC 16F84A microcontroller. It was detived from irbeacon.c and irda.c

prototypes developed by Robert Poor [75].

Figure 14 illustrates the software flow for the infrared tag that was attached to a
target device, and Figure 15 illustrates the software flow for the modified infrared
tag that was attached to the sending device (i.e. gesturePen attached to the iPAQ
handheld). Sending and receiving messages was based on the ItDA 1.2 standard

[23] with the following exceptions:
* No bit stuffing or bit insertion was performed.

* The Cyclic Redundancy Check (CRC) byte was an 8 bit byte instead of a 16
bit byte, and was the successive XOR of each byte in the entire message

instead of the CRC polynomial in equation 2.

CRC(x)=x" +x" +x° +1 @

= Frames of data were not handled.

* All communications were assumed to be 9600 baud, no parity, and no

stop bit.

Transmission of data over the infrared link between our gesturePen and one tag
was very reliable (le. > 99 % at 1 m), so the CRC was not needed to obtain
reliable data for é single link. However, if the gesturePen’s message was
simultaneously received by two or more tags, both tags would reply with

messages for the gesturePen. Using our current protocol and timing structure,
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we were unable to recover multiple messages in such a situation. Consequently,
the CRC byte was primarily used to disregard attempts to select two or more tags

at the same time.

A fully IrDA compliant tag could be created by linking an HSDL 7001 ItDA
modulation/demodulation chip to the tag’s infrared transceiver, or
purchasing/coding a full-featured ItDA stack for the microcontroller.
Additionally, more complicated message passing could be accomplished by

developing more sophisticated communications software.
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Figure 14: Software flow for the infrared tags. The infrared tag software was written
using PCM C and Pic assembler, and burned into the Pic microcontroller on each tag
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Figure 15: Software flow for the gesturePen. The software was written using PCM C
and Pic assembler, and burned into the Pic microcontroller inside the gesturePen
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4.5.3. Integration with mobile media transfer systems

Our gesturePen identification method integrates into software from a related
project called WindowSpaces [91]. The goal of the WindowSpaces project is the
seamless sharing of experiences embodied in digital media between multiple
participants within dynamic contexts. For example, WindowSpaces can facilitate
sharing digital photos between several people at the same time on different
computing devices and operating systems. Using WindowSpaces and the
gesturePen, a user could copy 2 photo to a wall display and a laptop by gesturing
to the devices — each device would be equipped with a tag and WindowSpaces
client software. The gesture would trigger each tag to send its name to the
WindowSpaces client, which would then route the photos over the network so

they could be ‘pasted’ to the laptop and wall display.

Figure 16: Screen capture of WindowSpaces — a media sharing prototype.
WindowSpaces enables users to form ad hoc groups using network technologies such
as 802.11b to quickly exchange data and access services of nearby computing devices



Swing graphical user interface widgets and JINI networking components were
utilized to develop the WindowSpaces prototype illustrated in Figure 16 [91].
WindowSpaces currently runs on an IEEE 802.11b wireless network, and can
successfully transfer information between laptops running Microsoft Windows,

desktops running Linux, and Compaq iPAQs running SavaJe.
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Chapter S
User Studies

5.1. EXPERIMENTAL DESIGN

5.1.1. Overview

We performed a user study with qualitative and quantitative measures to analyze
the usability of the gesturePen and the graphical list selecion methods. Table 3
presents a summary of these methods. We compared and contrasted our
gesturePen prototype to interaction using a standard graphical list widget. Our
main objective was to obtain feedback on the appropriateness of this technique.
We gathered qualitative measures based on Dryer ¢f al’s social computing
framework developed for mobile computing systems [39]. The user study
questions were also based on usability guidelines suggested by Dryer e 4/. [39] and
conducted according to structured observation techniques suggested by Dray
[38]. Inférmation regarding user preferences was obtained via written
questionnaires and audio/video taped discussions with the experimenter. In
addition to our qualitative data, we compared the performance of our gesturePen
prototype to a graphical list method by recofding timing and error data as

participants selected devices using each method.

The taped discussions were mainly intended as a permanent record to support the
experimenter’s field notes. Audio was recorded from a microphone on the table
in addition to two small microphones attached to the experimenter’s and
participant’s shirts, respectively. These three audio sources were mixed with

video footage into a single VHS tape for each participant as he or she performed
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the trials. A script of what the experimenter told each participant during the user

studies is included in Appendix A.

Table 3: Summary of trial methods

Method ' Description

Select from graphical list Select an IP address (such as plum.cs.sfn.ca) by
clicking an item in a graphical list using the
stylus tip on the gesturePen. This method was
repeated for each of the following menu
lengths: 5, 10, and 20. List lengths did not
dynamically change as the participants
attempted to make a selection.

Gesture with gesturePen Select a target computing device by pointing
the end of the gesturePen towards a tag on the
desired device and pressing the button on the
gesturePen. The tag fixed to the computing
device sends the IP address of its host device
to the trial administrator software.

We set up two experimental configurations — phase 1 and phase 2 as illustrated in
Figure 17 and Figure 18, respectively. Phase 1 was a cognitive load test where a
participant played with a graphical jigsaw puzzle on a handheld computer. While
playing the puzzle, participants were interrupted by the experimenter to select a
tag with a gesture using the gesturePen or from a graphical list on their handheld.
Phase 2 tested identification of computing devices in mobile environments that
would be unfamiliar to the user — such as a mall, airport, or another person’s
office. A participant stood over a star on the floor, and then selected one of 5
computing devices by either gesturing to the device with the gesturePen or
reading the label on the device and selecting the matching IP address from a
graphicai list on their handheld computer.
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Participants were instructed to familiarize themselves with the gesturePen and
graphical list selection methods to minimize learning effects during the
experiment and to become comfortable in their environment. Specifically, the
experimenter loaded the trial administrator software for each participant to
perform several selections using the graphical list and gesturePen methods. Once
each participant felt comfortable with both selection methods (usually 2 — 3
selections with each method), the experimenter addressed any questions the

participant had about the selection methods or experimental procedure.

g:amera

Right tag
4

Tabletop

Experimenter | . Participant
Left tag .

Figure 17: Experimental set-up for cognitive load task (phase 1). The participant
played with a jigsaw puzzle on a handheld computer, and was interrupted by the
experimenter to select a tag with the gesturePen or from a graphical list



| Laptop Printer

Tabletop

Display ™

Figute 18: Experimental set-up for the mobile environment task (phase 2). The
participant stood over a star on the floor, and then selected one of 5 computing
devices by either pointing to the device with the gesturePen or reading a label on the
device and selecting an IP address from a graphical list on their handheld computer

The iPAQ handheld (including custom hardware and a wireless PCMCIA card
sleeve) had a width of 8.5 cm, height of 13 cm, and depth of 6 cm. Its display
measured 6 cm wide by 8 cm high. The tags were 4.5 cm wide and 4 cm high.
Additionally, the gesturePen was connected to the iPAQ handheld by a 50 cm
long 2-wire microphone cable — chosen for its flexibility. This cable was attached
to the gesturePen 6 cm down from the pen’s IR transceiver. To minimize the

possibility of accidentally selecting two tags at once, the two tags on the laptop



and printer, on the PDA and PC, and on the tabletop display, were all separated
by approximately 65 cm.

5.1.2. Experimental Rationale

We compared our gesturePen method to graphical lists because graphical lists are
currently the standard way to select networked computing devices. A list or
hierarchical tree is often used the first time a user selects a computing device (i.e.
before setting up short-cuts, shell scripts, or other time saving methods).
Consequently, a graphical list is a likely alternative to our gesturePen method
when users select a computing device in an unfamiliar network structure or
environment. In less familiar environments, users would typically rely on pre- -
defined lists of most frequently used devices or lists organized according to a
particular topic. Even if the environment is a familiar one, such as an office, a set
of frequently used devices will often be in the form of a short list. An example of
such a short list would be a group of five desktop computers used by five
workers in a common workgroup. During their daily activities, vatious
combinations of two or three workers may form sub-groups and exchange files
between their computers without bothering the whole group. With this in mind,
we compared our gesturePen method to short lists of five items in addition to

analyzing longer lists.

5.1.3. Phase 1: Cognitive load task

This phase of the study was to explore how easily people could use the
gesturePen while engaged in a task. Each participant was instructed to play a
jigsaw puzzle game on an iPAQ handheld computer using the gesturePen as a
normal stylus. The puzzle was chosen because it was a fun, easy task that quickly

engaged participants and no text entry was needed. Every 30 seconds, the
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participant was distracted by the experimenter and asked to select the tag on their

left or right using one of the following methods:

" Read an IP address label on the tag, and select the appropriate IP address

from a graphical list on their handheld computer.

* Point towards the appropriate tag with the gesturePen and click the button

on the pen to select the tag,

After selecting a tag, the participant returned to their puzzle while the
experimenter chose the next two target tags from a selection of 20 labels with
Velcro backing. Each participant performed 12 tag selections. For consistency,
each participant’s screen was setup with the puzzle filling the top 50 % of the
screen, while the trial administrator software filled the bottom 50 % of the screen.
Thus, participants did not move or alter any interface windows during the
experiment. Times were measured from the time the user was distractéd until
they selected the appropriate tag. To accurately mark the start times participants
were asked to click a graphical button in the trial administrator immediately after
being distracted by the experimenter. To ensure participants consistently clicked
this button after every cognitive load task, the experimenter began each statement

with “Click the ready button and select ...”.

The table and chair were set up for the participant to rest the iPAQ computer (if
desired), and to fill out pre-trial and post-trial questionnaires. Most participants
preferred to hold the iPAQ closer to their face than the table, but they rested
their elbows on the table for greater stability while using the iPAQ. The
experimenter sat across from the participant so the experimenter’s instructions
(ie. what IP address to select or device to point towards) could be clearly heard.

The tag labels were 1 cm x 5 cm and were written using 18 pt. Times New
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Roman font. Two tags were placed on the table and separated by 65 cm to
prevent the gesturePen from attempting to simultaneously communicate with
both tags. To avoid exceeding the manufacturer’s recommended link distance
(1.5 m) [27] for the infrared transceivers used within the gesturePen, we placed
each tag 60 cm from the participant. Thus, the participant and two tags formed
an isosceles triangle with the equidistant edges from the participant to the tag
measuring 60 cm. The other edge of this triangle was composed of the two tags

separated by 65 cm.

We also videotaped each participant’s full hand movement as their hand left the
handheld computer and gestured towards a tag. Thus, we were able to record

participant activities such as:

" Rotating the gesturePen in their hand to align its infrared transceiver with a

tag’s transceiver.

* Amount of eye contact focused on a target tag when gesturing with the

gesturePen versus selecting from a list on the handheld computer.

" Any unexpected hand movements. For example, one participant always
switched the gesturePen from his right hand to his left hand before gesturing
towards a tag. (This participant was right-handed. When asked by the
experimenter about this action, he remarked that he was not consciously

aware of his action and could not suggest why he switched hands.)

Because of glare from the iPAQ display, we were not able to visually record
participants actions such as playing the jigsaw puzzle or selecting from a graphical
list. However, every selection using the graphical list (correct or incorrect) was
logged and taps to the screen were indirectly recorded on video because the stylus

was always visible to the camera.
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5.1.4. Phase 2: Mogbile environment task -

The second phase of the study was to explore the effectiveness of the gesturePen
for device identification in mobile ad hoc environments. As shown in Figure 18,
the participants were required to select target computing devices as if they had
just walked into a room and needed to transfer information to or from one of the
devices in the room. Participants were asked by the experiménter to select one of
five devices: a tabletop display, laptop, printer, Palm Pilot, or computer monitor.
As in the cognitive load task, the participant either read the IP address label on
the target device’s tag and selected the device from a graphical list, or pointed to
the tag using the gesturePen. FEach participant made a total of 30 device
selections according to a randomly ordered set of computing devices. Since we
hypothesized the difficulty of selecting from a list would depend on the list’s
length, we used three different lengths for the list selection portion of the
experiment: 5 items, 10 items, and 20 iterﬁs (typical handhelds can display 10
items on a list without requiring scrol]jhg). Selection times were measured from
the time the user was told which target to select until they correctly identified the
device. Timestamps for correct and incorrect selections with the gesturePen and

graphical list were logged using the same start and end cues as in phase 1.

Participants were instructed to familiarize themselves with each method to
minimize learning effects during the experiment. Specifically, participants could
try out each method (usually 2-3 selections with each method) and ask the

experimenter any questions about the methods or experimental procedure.

5.1.5. Steps to prevent experimental biases

Participants were four male and four female right-handed students previously
unknown to the experimenter. Each phase of the study was counterbalanced

such that half the participants (2 male and 2 female) selected a set of tags first
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using the gesturePen, then using a standard graphical list. The other half of
participants (2 male and 2 female) selected devices using the list first, then the

gesturePen.

5.1.6. Qualitative data collection

In order to understand qualitative user interaction issues associated with out

gesturePen method, we gathered feedback using:

® Pre-trial questionnaires: users were asked how often they use, and how

comfortable they are with various computing and pointing devices.

* Post-trial questionnaires: users were asked to write short answers
regarding the advantages, disadvantages, ease of use, and preferences for the

gesturePen and list methods.

* Post-trial inquiries: users were asked to rank 22 questions according to a 7-
point Likert scale from strongly agreevto strongly disagree. The questions
addressed the usability criteria in Table 4 adapted from Dryer e 4l [39].
Participants were also encouraged by the experimenter to explain their
rankings. The experimenter asked questions according to established
structured observation techniques [38], and made hand-written notes and

audio/video records.

These questionnaires, along with data from each participant, are reported in

Appendrx B.
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Table 4: Social computing checklist used to structure the post-trial inquiry

Item

Description

Accessibility
Appeal

Communication

Disruption

Familiarity
Identification
Input sharing
Output sharing
Perceiver
distraction

Pervasiveness

Power

Relevance

Social
application

User distraction

Do non-users believe that they could use the device easily, and
do they understand easily how it works?

Is the device something that the user is comfortable being
seen using, and do non-users find the device attractive?

Does the device make communication among people easy,
especially the sharing of important social information such as
appointments and contact information?

Does the device disrupt an individual’s natural social
behaviors, such as referring to shared information while
interactingy

Is the form of the device one that is familiar and appropriate

for the context of its use?

Does the device appear to include or exclude the user from
certain communities, and do non-users see themselves as
persons who would use the device?

Does the device allow non-users to input information easily?

Does the device allow non-users to easily perceive and
understand output?

Does using the device create noise or otherwise create a
distraction for non-users?

Is the device mobile and convenient to use in social settings?

To what extent does use of the device put one person more
“in charge” than another person, and to what extent does
using the device communicate a difference in status?

Does the device appear to non-users to be useful to the user
and to the non-user?

Does the device support rich social interactions, such as
through interest matching, meeting facilitation, or social
networking?

Does the device place a high cognitive load on the user during
use or otherwise create a distraction?
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5.1.7. Quantitative data collection

Timing data and error data were recorded to quantitatively analyze the two
interaction methods. Times were recorded every time a participant clicked an
item in the trial handheld’s graphical list or clicked the button on the gesturePen
while pointing towards a tag. Participants were instructed to repeat a selection if
the trial software recorded the wrong target device. After selecting a device, text
feedback was provided on the PDA screen indicating the sclected IP address. If
the participant pointed towards a tag, he or she would also receive feedback from
the tag’s red LED. Whenever a participant selected the wrong target device, they
always recognized the mistake and subsequently selected the correct device (i.e.
we did not observe any user-feedback problems). Error data was determined by
reviewing user study logs and comparingb the desired and selected taiget
computing devices using both selection methods. For the few cases where a user
first selected the wrong item and then selected the correct item, the time until the
first selection was used (see section 5.2.3 Skps during identification on p. 75 for a

more detailed discussion of accidental item selection).

5.2. RESULTS AND DISCUSSION

Both the gesturePen and graphical list methods wete easy to understand and use.
We did not notice or analyze differences based on groups such as culture, gender,
or religion. We organized and analyzed participant responses according to key
qualitative measures suggested by Dryer ez a/ [39]. All rankings given in this
section refer to a 5-point scale in the pre-trial questionnaire or a 7-point scale in
the post-trial inquiry. For the pre-trial questionnaire, rankings for the scales were

1 = strongly agree and 5 = strongly disagree. For the post-trial inquiry, rankings
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for the scales were 1 = strongly agree and 7 = strongly disagree. Some measures
were not directly measured with ranking questions, so not all categories have
ranking data. Next, timing results for both user study phases are described.
Then, common mistakes — or ‘slips” — using the gesturePen and graphical list
methods are analyzed. Copies of the questionnaires that were used during the

trials and the complete responses for each participant are provided in .Appendix B.

5.2.1. Qualitative results

During the post-trial inquity, the experimenter asked each participant 22
questions (See Appendix B for a list of these questions and more detailed results).
After ranking each question, the experimenter asked the participant to describe
the reasoning for their response. The discussions from these questions helped to
elucidate the qualitative analysis described in the social computing items

described throughout this section.

Table 5 and Table 6 summarize the qualitative results according to the 7-point
scales of the post-trial inquiry. Table 5 summarizes average rankings of how
strongly participants agreed or disagreed with four general questions about the
gesturePen and graphical list methods. Table 6 summarizes average rankings
from three questions that compared the gesturePen method to the graphical list
method with different list lengths. The trial queston numbers in the tables
correspond to the post-trial inquity questions detailed in Appendix B. The lower
rankings for the gesturePen method suggest that users slightly favoured our
gesturePen method to the graphical list method. Also, the trend of increasingly
higher rankings for selecting from lists of 5, 10, and 20 items suggests that longer

list lengths are more difficult for usets to navigate.
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Table 5: Summary of participant general preferences
(1 = most positive ranking and 7 = least positive ranking)

Graphical List ZesturePen
Mean 1.78 1.50
Standard Deviation 1.16 0.67
Trial Questions 2,4,10,12 1,3,9,11

Table 6: Summary of participant preferences related to graphical list length
(1 = most positive ranking and 7 = least positive ranking)?

Graphical List gesturePen
5 dtems 10 stems 20 items
Mean 2.38 2.79 3.46 2.17
Standard Deviation 1.53 1.74 1.82 1.46
Trial Questions 6, 16, 20 7,17, 21 8 18, 22 5,15, 19

Accessibility was high for both the graphical list and gesturePen methods.
Participants ranked the ease of use an average of 1.4 / 7 for the list and 1.6 /7
for the gesturePen. Small text size and scrolling were the main accessibility
-problems with the list. Participants ranked their ability to select a device using
lists of 5, 10, and 20 items 1.1 / 7,1.5 / 7, and 2.6 / 7, respectively; whereas, they
ranked their ability to select a device using the gesturePen an average of 1.4 / 7.
The main gesturePen difficulty was its range. Participants wanted to select

devices from across the room (i.e. 6 — 10 m) instead of the 1.5 m range of our

prototype.

2 The most positive responses to questions 15-18 were to strongly disagree with these questions.
Consequently, in Table 6, averages and standard deviations for questions 15-18 were calculated for ratings
8 minus the rating ranked by the patticipant (e.g. 6 would be mapped to 8 — 6 = 2).
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Appeal ratings were an average of 2.6 / 7 for the list and 1.4 / 7 for the
gesturePen. Participants liked the form factor and the direct interaction of the
pen. One participant preferred the gesturePen because it saved screen real-estate.
Some participants remarked that they would feel ‘cool’ using the handheld device
and gesturePen, while others believed it would make them look like a ‘geek’.
Several participants also mentioned that any social stigmas associated with using
the gesturePen or graphical list on a handheld would fade over time in a2 manner

similar to cellular phone appeal.

Communication is supported well with both the graphical list and gesturePen
methods. As mentioned in the aessibility sub-section above, participants
favourably ranked both the graphical list and gesturePen methods. Thus, both
the graphical list and gesturePen methods could facilitate easy sharing of
information between people in social settings 7 the methods were used with well-

designed ‘host’ application software and hardware.

Disruption was similar for the list and gesturePen — ranked 1.8 / 7 when using
either in public. Participants were more concerned about psychological
disruptions than physical ones such as noise or light. For example, several
participants mentioned they would wonder what a person selected if the person
clicked on a graphical list. Also, because it is socially unacceptable to point at
people, participants - stated they would feel uncomfortable if it appeared that

another person was pointing at them with the gesturePen.

Familiarity was also high for both list and gesturePen. Participants ranked their
ability to understand how to use the devices as 1.4 / 7 for the list and 1.3 / 7 for
the gesturePen. Thus, even though the gesturePen was a new device that no
pa.ﬁ:icipant had used before, participants were able to quickly understand its use —

probably because participants tended to relate the gesturePen to a remote control.
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All participants used a remote control often (1.3 / 5), but none of the participants
used a laser pen often (4.3 / 5). Most participants expected the gesturePen to

have a longer range like a remote control.

Identification was perceived to be similar for the graphical list and gesturePen. |

Both were identified as inclusive of most communities (e.g. both can be used by
left- ot right-handed people). Although all participants had good eyesight, one
participant speculated that the gesturePen would be better for people with poor

eyesight because users could point instead of reading a list with small fonts.

Input Sharing varied mainly with respect to the computing device being used. For
example, 2 handheld computer affords input sharing with both graphical list
identification and gesturePen methods because the handheld can be easily given
to others. Participants noted that our gesturePen prototype was bulkier than a
standard handheld computer stylus. Thus, it did not afford input sharing as well
as the graphical list because the handheld and gesturePen were more difficult to
give to another person than just 2 handheld with a stylus mounted inside its case.
However, a wireless gesturePen could afford greater input sharing in some
circumstances because it could be given to another person without its ‘host’

device such as a handheld computer.

Output Sharing slightly favours the gesturePen. For example, participants had a
difficult time observing the handheld’s screen when the experimenter used a
graphical list while sitting next to the participant. Conversely, participants could
usually deduce where the experimenter was pointing by looking at the
experimenter’s arm and hand. An exception was when several possible targets
were close together, and were therefore not easily distinguishable to the observer.

Participants ranked their ability to deduce the computing device selected by
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another person an average of 2.8 / 7,33 / 7, and 3.6 / 7 for graphical lists of 5,
10, and 20 items, respectively, whereas they ranked the gesturePen 2.1 / 7.

Perceiver distraction slightly favoured the graphical list over the gesturePen because
several participants noted that they would be uncomfortable if they perceived a
stranger was pointing towards them (ie. a social taboo in most societies).
Conversely, using the handheld computer display creates a ‘clicking’ sound when
a user taps the display with their stylus (i.e. a quiet clicking noise from the stylus
touching the hard surface, and, depending on how the handheld is configured,
possibly loud feedback from the handheld’s speaker after every stylus action).
This could potentially be distracting for nearby non-users (i.e. just like a laptop
keyboard is distracting in some environments such as classrooms and meeting
rooms). However, no participants mentioned the ‘clicking’ noise as distracting,
Perceiver distraction seems most affected by the computing device with which
the gesturePen or graphical list methods are used. For example, several
participants remarked that the more flashy design of the iPAQ made it stand out
more than the Palm Pilot (a Palm Pilot was the target PDA for phase 2 of the

user study).

Pervasiveness was mainly dependent on the ‘host’ computer such as the handheld,
not the identification method. Participants gave an average ranking of 1.4 / 7 for
their ability to move freely with the handheld computer and gesturePen. None of
the participants felt their mobility was reduced by the wire connecting the
gesturePen to the handheld. However, several participants desited a gesturePen
that is smaller and less bulky than our prototype (the size of a typical whiteboard
marker). They also complained that the iPAQ was bulky because it had a sleeve
for a wireless network card and additional hardware for the gesturePen.r These
_ size issues could be easily addressed by embedding hardware directly into the

handheld computer. For the list selection method, several participants had
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greater difficulty selecting from a list while standing because they could not rest
their elbow. These comments were supported by a greater number of errors
when participants selected from a list while standing compared to sitting (see

section 5.2.3 Slps during identification on page 75 for more details).

Power was slightly greater for the graphical list than the gesturePen. Because
participants perceived the list to be more private, the user ;:ould have a greater
sense of power over others. The gesturePen was perceived as being more public
because one can see where the user is pointing. Several participants felt the iPAQ
handheld had an associated status because it was expensive, and thus gave them a
sense of power. More status was given to the iPAQ than the Palm Pilot. All
participants felt the power and status associated with the ‘host’ device such as a

handheld far outweighed the power conferred by the gesturePen.

Relevance appeared to vary widely depending on the environment. Participants
believed the graphical list would often be better in more static computing
environments and/or with more knowledgeable users. For éxample, a person
working in their own office would usually remember the name of their printer
and could easily create a short-cut or default setting for their printer.
Furthermore, their printer may not be directly in front of them, and even if it was
in front of them, it may be more distracting to stop focusing on a computer
monitor, gesture to a printer, and then re-establish focus on t‘he monitor. Also,
one participant was comforted seeing all available computing devices on a list.
Conversely, other participants found long lists of devices overwhelming, and
believed the gesturePen would be more useful in dynamic computing
environments (i.e. “unknown, new environments”). For example, participants
suggested they were more likely to identify objects as ‘that one’ in places such as

an airport or someone else’s office.
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Social application was similar for both methods because the functionality of the
graphical list and gesturePen methods are equivalent — both enable users to select
devices in ad hoc mobile environments. Thus, both methods can potentially
facilitate rich social interactions. We hypothesized that the gesturePen would
slightly enhance social interactions because users could context switch between
another person and the target device faster than context switching between
another person and the handheld’s screen. We reasoned that participants would
have more difficulty with the low contrast graphical objects on the handheld’s
screen and experience greater re-focusing of their eyes when context switching
between the handheld and another person. We did not however observe any
consistent and significant instances of participants gesturing to a target tag
without looking directly at the tag before, duting, and after the gesture. Maybe
after users had a chance to become more comfortable with the gesturePen and
gain an intuitive grasp of its range, they would be more adept at gesturing to a
target device without making extended eye contact with the device. Current file
sharing applications require significant attention to a computer display, and
poorly facilitate rapid establishment and reanuishment of a user’s focus to a
computing device while interacting in a social context. Until such applications
improve, interaction methods such as the gesturePen method will only marginally
reduce the overall percentage of time a user needs to focus on a computing
device. However, the comibination of many small social applications, such as

using the gesturePen method, could total a significant overall improvement.

User Distraction was evaluated by asking participants how much attention they
needed to select using the graphical list or gesturePen. Participants needed more
attention for the graphical lists. Rankings were 2.2 / 7, 2.6 / 7, and 3.1 / 7 for
graphical lists of 5, 10, and 20 items, respectively, whereas the gesturePen was
ranked 2 / 7. Scrolling and switching windows were the most distracting

elements of the graphical list method. During the cognitive load task, we noticed
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participants did not need to look up (to read a tag’s name) when they were
interrupted from their puzzle and asked to gesture to a tag on their left or right.
Thus, the participants were able to stay mote focused on the task at hand than
when they selected from a graphical list. By contrast, some participants still
looked up from their puzzle towards the desired tag while gesturing. Some
participants said they used the blinking light as feedback that they had performed
the task correctly, but others said they ignored the blinking light and relied
exclusively on the handheld display for feedback.

5.2.2. Identification times

Table 7 and Table 8 show the mean and standard deviation times that
participants took to identify a device during the cognitive load and mobile
environment tasks, respectively.” ‘The graphical list results include an equal
number of lists containing 5, 10, and 20 items. These lists were randomly

distributed among the trials.

Table 7 shows results for phase 1 of the user study (ie. the cognitive load task
where two tags were placed in front of the participant). The table results suggest
that participants were able to identify a device significantly faster using the
gesturePen than a graphical list within the static environment during the cognitive
load task (previously illustrated in Figure 17). Since the graphical list was always
displayed on the participant’s screen during this task, this result represents a ‘best
case’ scenario for graphical list selection. Consequently, we believe the
gesturePen would outperform graphical list selection by greater margins during
common computing tasks. For example, several participants said that they would
| spend more time selecting from a graphical list that was not cutrently visible on

their screen. In other words, in most computing situations, to select from a

3 One participant’s phase 1 (cognitive load task) data was not collected due to software difficulties.
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graphical list, users would need to release focus from their current task to show a

list of possible devices.

Table 8 summarizes results from phase 2 of the user study (ie. the mobile
environment task where users walked towards a computing device and identified
it). No significant difference was found for the time it took to identify a device
using either the gesturePen or the graphical list method. As éhown in Table 8, a
wide vartance was shown in the time participants took to identify a device using
the gesturePen within the environment (previously illustrated in Figure 18). After
discussions with participants during our qualitative analysis and reviews of our
video logs, we believe the large standard deviation was due to the gesturePen’s
range of 1.5 m and beam dispersion angle of 30°. If a target device was within a
participant’s line-of-sight, most participants had a strong desire to point directly
to the device from their cutrent position. Thus, they desired a gesturePen with a
longer range and narrower beam angle. Participants often attempted to point to a
tag that was out of range, then walk closer to the tag and point again. Conversely,
when selecting from a graphical list, participants only needed to walk close
enough to a tag such that they could read its name. In other words, participants
received constant feedback of when their eyes were ‘in range’ (i.e. could read a
tag), but received feedback from the gesturePen only when they were within
range of a tag and pressed the pen’s button. Thus, we believe that increasing the
gesturePen’s range to ~6 — 10 m would significantly improve the speed with
which users could identify a device. However, in envitonments with many
computing devices, the longer range may make it more difficult to discriminate
between computing devices because the gesturePen could potentially
communicate with- many more devices. One could solve the problem of non-
continuous feedback by adding a laser pen to the gesturePen, or continually

lluminating tags when they are within range of a gesturePen.
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Table 7: Phase 1 — Cognitive load task times

Graphical List gesturePen
Mean - 4.4 2.9
Standard Deviation 1.8 1.8

F(1,6)=19.48, p=0.005

Table 8: Phase 2 — Mobile environment task times

_ Graphical List gesturePen
Mean 3.8 44
Standard Deviation 1.8 39

F(1,7)=0.998, p=0.351

5.2.3. Slips during identification

Using the graphical list and gesturePen methods resulted in different ‘slips’.
Norman [69, p. 105] states that slips “result from automatic behavior, when
subconscious actions that are intended to satisfy our goals get waylaid en route”.
Thus, we labeled any misidentification of the cotrect target tag because of an
execution mistake as a slip. Specifically, while intending to select the correct tag,
some participants accidentally selected an unintended item in a graphical list, or

pointed to an unintended computing device with the gesturePen.

As shown in Table 9, no participants selected the wrong tag during phase 1 (i.e.
the cognitive load task). A few participants did, however, accidentally identify the
wrong device during phase 2 (ie. the mobile environment task where users
walked towards a ‘cornputing device and identified it). We believe comments
from the post-trial inquiry explain why participants made these slips. Using the

graphical list, the seven misidentified devices were all directly above or below the
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target name in the list. Several participants noted that selecting from a list was
more difficult when they were standing because they could not stabilize their
hand by resting their elbow on an object such as a table. Using the gesturePen,
the three misidentified device names all belonged to a tag neighbouring the target
tag. Comments from our post-trial inquiry suggést that slips could be reduced by
increasing the font size in a graphical list, and narrowing the beam angle for the
gesturePen. However, increasing the font size of list items would increase the
average amount of scrolling required to select a desired item. Narrowing the
beamn angle of the gesturePen would require users to gesture towards a tag with

increased accuracy.

Table 9: Total numbers of misidentified devices

Graphical List  gesturePen
Phase 1 — Cognitive load task 0 0
Phase 2 — Mobile environment task 7 3
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Chapter 6
Future Work and Conclusions

6.1. SUMMARY OF CONTRIBUTION

Our gesturePen method separates the task of sharing information into two main

processes:

1. Identfication (of the target user(s) and device(s))
2. Transfer (of the data)

In other words, we uniquely identify a tagged device by pointing to the tag with
our gesturePen, and then copy desired information over a network to or from the
device associated with the tag. This separation of identification and transfer
utilizes the main benefits of two common data sharing methods: infrared
‘beaming’ and network copying. Specifically, infrated ‘beaming’ involves copying
information, such as a document, over a line-of-sight infrared link — often
performed between two handheld devices. Network copying involves selecting a
computing device from a user interface widget, such as a graphical list, and then
transferring information over a network — often performed by File Transfer
Protocol (FIP) applications. Table 10 summarizes the main advantages and
disadvantages of infrared ‘beaming’, network copying, and our gesturePen

method.

Identification is iﬁherently a directional task, thus it is best performed using a
line-of-sight infrared communications link. Conversely, transferring information

is inherently a non-directional task, thus it is best performed using an omni-
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directional radio frequency communications link. Once a source and target has
been identified, the actual data transmission path is itrelevant to the user as long
as information is routed from the desired source to the desired destination. Both
the qualitative and quantitative results from our user study support the claims in
Table 10 that our gesturePen method combines the benefits of a ditectional
communications link for identification, and a non-ditectional communications

link for transfer of data.

Table 10: Comparison of information sharing methods

Infrared Neswork gesturePen
Bearing Copying Method

Advantages

Target device 1s implicitly identified by v v
pointing towards it

Can simultaneously transfer data to v v
many devices

Disadvantages

Both devices must stay stationary to v
maintain infrared link

Data can only be transferred between v
two devices at once

Target device(s) must be selected from
user interface widgets such as a list, tree, v
or command prompt

Requires more infrastructure (minor
cost problem that can be addressed v
through economy-of-scale)
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6.2. FUTURE WORK

Future versions of the gesturePen could incorporate sensors, such as
accelerometers, and intelligence to react to more subtle user movements. For
example, instead of pressing a button on the gesturePen, the user could flick their
wrist, or squeeze a pressure sensor, after pointing to a tag. Additionally, different
gestures could be used to identify different sets of tags within dense computing
environments. For example, a sweeping gesture could activate several tags within
the sweep. During the user study, participants suggested moving the infrared
transceiver and button to the same end of the gesturePen as the stylus tip. This
would eliminate the need to swivel the gesturePen in the user’s hand before
gesturing to a tag. A dial on the gesturePen case to adjust the pen’s range and/or

beam angle was also suggested.

Most current applications, such as file explorers and word processors, are
designed for the user to keep focusing on the computing device display for an
extended amount of time. Conversely, ubiquitous computing environments will
require users to rapidly establish and relinquish focus with a computing device
just like one establishes and relinquishes focus with a stack of photos while
talking to other people. Future work could be done to research how the
gesturePen and other interaction methods facilitate rapid re-focusing between
multiple computing devices and people. To copy data from one computing
device to another, users will often switch their context several times in rapid
succession. For example, a user may switch their focus from another person, to a
wall display, to their handheld, and then back to the person with whom they were
initially engaged.  Further research could analyze if users switch contexts

differently while using the gesturePen and graphical widget selection methods.
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Different densities of tagged devices would probably affect the optimal range and
beam angle of the gesturePen and tags. A gesturePen or tag with a narrower
beam angle such as 5° might be more effective for environments with very dense
clusters of tagged computing devices. Likewise, a gesturePen or tag with a longer
range or wider beam angle might be better suited for more open, sparsely
arranged clusters of tagged computing devices. Developing and performing user
studies with a new gesturePen and tags with variable ranges and beam angles

would allow scalability issues to be addressed.

Feedback methods other than our blinking LED would also be interesting to
evaluate. For example, more sophisticated protocols could be developed such as
having the tag’s LED blink once when activated, and twice when the gesturePen
communicated a successful transfer of information. We could study the effects
of continuous feedback by adding a laser pointer next to the IR transceiver on the
end of the gesturePen. The laser pointer would provide feedback to the user of
their current target (ie. a laser dot on the tag) before pressing the button on the
gesturePen to request the device’s identity. Since some participanté in our user
study looked at their handheld computer instead of the tag for feedback, we
could also experiment with different feedback in the user interface on the

gesturePen’s host computing device.

Although not addressed in this thesis, security and authentication are important
considerations for any commercial use of an interaction method such as our
gesturePen method. Encryption could be added to the communications between
the gesturePen and tags. Sharihg of physical and software public keys could also
be explored. During the identification stage of our two step identification and
transfer method of sharing information, one could include many types of
authentication. Does this person have authority to identify or access the device?

Is he or she only allowed to identify the device, or can he or she transfer

80



'

information to it as well? Does the petson only have access to a certain class of
devices such as printers? How can security and authentication be managed with
mintmal user effort? If I'm trusted to use a computing device, and I trust my

friend, should my friend be allowed to use the computing device too?

We could also experiment with different uses of the tags. One idea would be to
change the communications protocol between the gesturePen and tags to include
spétial information such as 2-D co-ordinates, active graphical windows, ot
software applications. Such spatial information would enable usets to control
where they interact and with what they interact while identifying a target
computing device. For example, users could identify a location on a wall display
in a2 way similar to Rekimoto’s Pick-and-Drop tesearch [81]. Since our
gesturePen and tags utilize a two-way communications link, tags could also be
dynamically re-programmed using the gesturePen. Thus, users could leave
messages for people in tags just like using a Post-It Note ot voice mail. Also,
several tags could each represent a different group of people or objects. For
example, during an ad hoc meeting, people could point towards tags to re-
program them. Names of the people or objects in the group, or aliases of
computing devices that are not within line-of-sight, could be stored. Thus, the
tags would act as physical icons shared among the group of people and their

computing devices.

6.3. CONCLUSIONS

Our user study results suggest the gesturePen method is well suited to the
dynamic, ubiquitous computing environments that are envisioned to be

commonplace in the near future. Since our tags are two-way communication
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devices — not beacons — our tags only communicate information when requested
by a user. Our approach reduces the cognitive load associated with using devices.
Users can more easily focus on their current tasks without being distracted by

nearby devices broadcasting for their attention.

Even though no participants had used our gesturePen before, they were
comfortable using the gesturePen and found our identification technique very
easy to learn. Improvements to our initial prototype, such as increasing the range
of the gesturePen and improving feedback, would result in a faster, more usable

system.

Participants suggested a graphical list would be more useful in current office
environments. For example, users in their own offices will typically know the
name of their favourite printer. Identifying the printer from a list enables a user
to select it without being within its line-of-sight. Conversely, participants believed
our gesturePen method would be better in mobile environments. For example,
selecting from a list while holding a handheld computer steady is more difficult
and error prone than using our gesturePen. Also, users ate much less likely to
know or desire the name of the device in front of them when in more mobile

settings such as malls, airports, or foreign offices.

The feeling of being overwhelmed that is associated with many technologies,
such as desktop computing, does not occur with most interactions in our daily
lives. Many researchers have discussed ways to mitigate such overwhelming
feelings [37,[45],(69),[88],[106],[107]. = For example, most people do not
experience information overload or stress when viewing physical photos, or
opening a door. We do not consciously think about things or technologies that
are extremely usable. As Mark Weiser stated, “The most profound technologies

are those that disappear.”’[105] Our gesturePen method is a small step towards
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the goal of ubiquitous computing. The concept of using a line-of-sight pointing
gesture to identify a device, then transferring information over a wireless

network, can facilitate more flexible computing environments.

As people and their devices become increasingly mobile, more situations will arise
where users will want to transfer information to ‘that device there’ instead of
navigating through traditional graphical widgets such as lists. Items within these
widgets will constantly fluctuate as new devices join and leave a network, but the
complexity of selecting with the gesturePen will stay relatively constant regardless

of the number of computing devices on the network.
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Appendix A:
Experimenter’s User Study Script

Hi, 'm Colin, and I am going to ask you to do a user study with two parts. In the
first part, I will ask you to sit here [gesture to seat in front of the tabletop display]
and play a jigsaw puzzle game. While you are playing the jigsaw puzzle, I will
distract you and ask you to select one of these two tags [point to left and right
tags on the tabletop display]. First, I will ask you to select one of the tags by
pointing with this [gesturePen| to the -tag and pressing this button [press the
button while pointing to the tag and the LED on the tag B]jnks]4. After you have
done this a few times, I will ask you to select the tag in a different way. Instead of
pointing to the tag with this pen, you will read the label on the t;clg fpoint to label
on tag] and select the corresponding item from a list like this [show the list on the
1IPAQ handheld computer]. Do you have any questions? [Answer questions. Let
the participant try selecting tags using the gestutePen and selecting items from the

list. Start to describe phase II when the participant is ready.]

Now, I will describe the second part. Just like before, I will ask you to select a tag
using either this pen or this graphical list. However, I will ask you to first stand
on this star {point to star on the floor], then go over to one of these five objects
[experimenter points to each while speaking]: tabletop display, laptop, printer,
Palm Pilot, or monitor, and select it’s tag. Then, I will ask you to return back
here and stand on the star before I ask you to select an object again. Do you
have any questions? [Answer questions. Let the participant try selecting tags

using the gesturePen and selecting items from the list]

4 Because the trials were counterbalanced such that half the participants started with the gesturePen method
and half the participants started with the graphical list method, the experimenter altered the script to reﬂect
the order in which the curtent participant would be performing the tasks.
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Now please read and complete these forms [ethics forms]. I will be video taping
this experiment and audio recording your comments, but I will not make these
records public without your permission and I will not associate your name with
any of the results. Do you have any questions about these forms or the

experiment? [Participant fills out forms]
[Statt video taping and audio taping]
[Ask patticipant to fill out the pre-trial questionnaire]

[Start phase I of the user study and remind the participant to press the ready
button before making a selection. The experimenter repeatedly states one of the

following two commands.]
* Click the ready button and select the tag on your left
®  (Click the ready button and select the tag on your right

[Start phase II of the user study and remind the participant to press the ready
button before making a selection. The experimenter repeatedly states one of the

following five commands.)

Click the ready button and select the tabletop display.
»  (Click the ready button and select the laptop.

" (Click the ready button and select the printer.

*  (Click the ready button and select the Palm Pilot.

n  (Click the ready button and select the monitor.
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[Ask the participant to sit in the chair beside the tabletop display and fill out the
post-trial questionnaire. Once the participant finishes filling the post-trial
questionnaire the experimenter asks him or her to wear a microphone on their
shirt and checks the audio level. The experimenter first asks the participant if he
or she has any questions or comments about the post-trial questionnaire. Next,
the experimenter dictates each question on the post-trial inquiry form and asks
the participant to rank their level of agreement with the question on a scale of 1 =
strongly agree to 7 = strongly disagree. Once the participant ranks a question, the
experimenter asks the participant to explain why they chose the ranking. The
experimenter jots down notes while listening to the participant, and probes for
clarification and more information using the least judgmental language possible.
After finishing the post-trial questionnaire, the experimenter asks the participant

if he or she has any remaining comments.]

[The experimenter pays the subjects CDN $15 and asks them to sign a receipt of
payment form. The experimenter then thanks the participant and escorts him or
or her out of the lab.]
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Appendix B:
Trial Questionnaires
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Pre-Trial Questionnaire

For each of the questions below, please indicate the extent of your agreement or disagreement by
checking one choice for each device

1. I use the following devices on a regular basis:

Laptop Computer

Desktop Computer

Remote Control

Laser Pointer

Handheld
e.g.Palm Pilot, IPAQ

2.1 feel comfortable using the following devices:

Laptop Computer
Desktop Computer
Remote Control
Laser Pointer

Handheld
e.g.Palm Pilot. IPAQ
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Post-Trial Questionnaire

1. Briefly describe the most significant advantages and disadvantages for
the menu and gesture interaction techniques:

Advantage

Disadvantage

-gesturePen

Advantage

Disadvantage



2. Which did you find easiest to use? : GUI List or gesturePen

circle one

Why?
3. Which did you prefer to use? GUI List or gesturePen
circle one
Why?

4. When would you prefer to use a...

Write a phrase for each interaction technique for a total of 2 phrases

GUI List

gesturePen

5. Please write any other comments on the back of this sheet.



Likert-type Scales

For each of the statements below, please indicate the extent of your agreement or
disagreement by placing a check in the appropriate column
A ibility
1 I understand how to use the gesturePen
2 | understand how to use the GUI list
3 | can use the gesturePen easily
4 1 can use the GUI list easily
5 | can select a computing device easily using the gesturePen
6 | can select a computing device easily using a GUI list with 5 iters
7 | can select a computing device easily using a GUI list with 10 items
8 | can select a computing device easily using a GUI list with 20 items

Strongly Agree
Strongly Disagree

Appeal
9 | like using the gesturePen
10 | like using the GUl list
11 1 would feel comfortable using the gesturePen in public
12 | would feel comfortable using the GUI list in public
13 | would feel comfortable using the trial handheld computer (Sparky) in public
14 | can move freely using the trial handheld computer (Sparky)

Distraction
15 | need almost all my attention to use the gesturePen
16 1 need almost all my attention to use the GUI list with 5 items
17 | need almost all my attention to use the GUI list with 10 items
18 | need almost all my attention to use the GUI list with 20 items

Awareness
(Experimenter 1st selects w/ the pen & from a GU! in front of the subject)
19 | always knew the target device when the experimenter used the gesturePen
| always knew the target device when the experimenter selected from a GUI list with 5

20 items
| always knew the target device when the experimenter selected from a GUI list with 10

21 items
| always knew the target device when the experimenter selected from a GUI list with 20

22 items
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Pre-trial Questionnaire Responses

1. “I use the following devices on a regular basis”

Participant | 1 2 3 4 5 6 7 8 Mean | StdDev
laptop 1 4 4 4 |4 3 3 5 350 | 1.195
desktop 3 1 1 1 1 1 1 1 1.25 | 0.707
remote control | ! 1 1 1 1 2 1 2 1.25 | 0.463
laser pointer 5 |4 |3 3 5 14 )4 43 425 10707
handheld 5 |5 |4 |4 [5 |4 |4 |5 |450 [o0535
Rankings: 1 = strongly agree / 3 = neutral / 5 = strongly disagree
2. “| feel comfortable using the following devices”

Participant | 1 2 I3 4 |5 6 7 |8 | Mean | StdDev
laptop 1 13 |2 J1 (1 [1 [1 |2 180 |0756
desktop 1 2 1 1 1 1 1 1 1143 0.354
remote control | 1 1 1 1 1 1 1 2 1.13 0.354
laser pointer 3 4 2 1 3 1 1 2 243 1.126
handheld 5 5 4 2 4 2 1 3 3.25 1.488

Rankings: 1 = strongly agree /3 = neutral / 5 = strongly disagree
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Post-trial Questionnaire Responses (Written)

Post-trial questionnaire responses from each of the eight participants are transcribed
below as numbered list items, 1, 2, 3, ... for the 1%, 2™, 3, ... participants, respectively.

1a. GUI List

Advantages

1.
2.

3.

Now

Can see all the devices your computer can connect to

Got to hold pointer in same position. If I’'m sitting down working its less effort to
use GUI

All the options are right in front of the user

Easy to select

You don’t need to worry about line-of-sight or selecting a device because it is
close to the one you want, or find the device when it is far away.

Don’t have to move, and can see all other’s that are available.

The list was easy to read and scroll through.

Alphabetical sorted (clear font used)

Scroll bar (understandable) (pick up time quick)

Sometimes short list (not requiring scroll bar) is good (quick)

Able to se list of all available machines

Don’t need to move close to machine to select it.

Disadvantages

oL
2.

b

Have to change windows

While standing It’s harder to use GUI because screen is so small and I’m like
trying not to fall while walking too! This is hard man!

Easy to make a mistake since everything is so close together.

You have to remember names and search through a possibly large list.

Its mixed with other id tags and you might click the wrong one. You have to
scroll through the list.

None really, the pen was just easier — more user friendly.

Sometimes the list get too long that I have to use the scroll bar (require my hand
to move to another place accurately with another skill (dray in the device)
Small screen in combination with pen makes it difficult to make the proper
selection (easy to pick the machine above / below on list)

1b. GesturePen

Advantages

l.

2.

3.

Speed, quicker access, don’t need to change programs (i.e. windows) to select
device, but just point.

Good for things far away cause you didn’t have to try and read them. And I have
bad distance eyesite.

Objects are far away from each other, there is clear, visible distinction.
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1. No device names to remember.
No list to search through / it might be large.

2. No scrolling, just point & click.

3. Very easy to walk over or point to the machine and just click. Point & click —1
like it.

4. Fast to locate a target (like shooting gun).
I like using button to activate an event.

5. Easy to see which machine is being selected (don’t accidently select the wrong
machine)

Disadvantages

1. Cumbersome that the range of the gesturePen was so short and that you needed to
acknowledge the connection by such a big ready button. [in trial s/w]

2. While sitting I had to change position of pen in hand and this sucked and slowed
down my puzzle game.

3. User can be disoriented because they have to gesture at things located at different
places.
Need to wait for light to indicate a tag has been selected.

4. Might select one close to the one you want.
Line-of-sight.
Have to locate the device physically.

5. Range appears to be limited, some required multiple clicks.

6. Sometimes the pen did not want to pick up the device right away and I had to
click a few times.

7. Short range
Sometimes targets get too close that I can’t target accurate enough.

8. Need to move within ~0.5 m in order meter in order for the pen to recognize

machine.

2. Easiest (GUI List or gesturePen)

1.

2.

gesturePen — The gesturePen was faster, and didn’t make me switch contexts too
much in comparison to the GUI list.

GUI List / gesturePen — mostly because it’s harder to stand and point at a little
screen without my elbows stabilized.

GUI List — When doing the puzzle pointing to GUI list is much faster. Itisa
simple list format so I was accustomed to it. It’s also easier to switch back to
your previous application (puzzle).

GUI List — I didn’t have to walk around to the device in order to select it.
gesturePen — It was simply a point & click, very easy to do.

gesturePen — because all you had to do was point and click, not have to remember
names.

GUI List — the pen’s range is too short that you have to see if you have shot the
target by moving my head to the screen (have to keep moving my head to make
sure the task is done) annoying.

gesturePen — No mistakes in selecting the correct machine (easy to slip using the
GUI)
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3. Prefer (GUI List or gesturePen)

L.
2.

3.
4.

gesturePen — same reason as above.

GUI List / gesturePen — the same as above and I am lazy (future bum) and loving
it.

GUI List — It was easiest to use.

gesturePen — Didn’t have to look through a list (sometimes long to find a
machine)

I could see the list and it didn’t require movement, I wasn’t really that distracted
from what I was doing.

gesturePen — because it is just easier if the devices were not labelled it would be
easier to point to them to add them to the network than try and figure out what
they are called to add them. Highly user friendly.

gesturePen — If that pen has long range & the interface has a solution for missed
shots problem. That would be quick and comfortable for me to shoot things
instead of using the list within a very small screen. (that screen annoys me too)
GUI List - liked being able to see entire list of available machines. Didn’t need
to move close to desired machine.

4a. Prefer GUI List when

L.

A

8.

When there are a large number of devices in the room (i.e. would not have to
hunt around)

While sitting on my duff (ass)

Choosing something within the machine you are using.

When there are few devices and their names are known to me.

If a large number of computers / palm pilots etc were on the network

If there were only a few device to choose from, it would be quite easy to use the
list.

When the list is small (quick to locate)

Targets change list moving around (1* experiment)

When I already know which name is associated with each machine.

4b. Prefer gesturePen when

1.

Any other time except above.

2. While cruising around picking up chics and having to change interfaces this is

kW

better.

Interaction with another machine.

When there are many devices or new devices with names I don’t know.

If the computers / palm pilots etc were easily accessible as in close range to where
I was.

If there were many unlabelled devices it would be easier to point to one than look
through a list for it.

When there are many targets while I’m used to the environment (targets not
changing (2" experiment)

When I can see the machine I want to select, but don’t know its name.
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Post-trial Questionnaire Responses (Likert-type)

The experimenter asked each of the participants to rank following 22 questions on a scale
from 1 to 7 — 1 = strongly agree and 7 = strongly disagree. After answering each
question, each participant was encouraged to explain their ranking.

Individual Participant Responses

Participant | 1 2 3 4 5 6 7 8 Mean | StdDev

Question 1 | 2 1 1 2 1 1 2 1 1.38 [0.52
2|1 1 1 1 1 1 1 3 1.25 |0.71
3|1 1 2 1 1 | 3 1 138 [0.74
4|1 2 1 1 1 1 3 3 1.63 [0.92
511 1 3 1 1 1 2 1 138 (0.74
61 1 1 1 1 1 1 2 113 [035
711 1 1 2 1 1 2 |3 1.50 [0.76
8|2 2 2 2 2 2 6 3 263 | 141
91 1 2 2 1 1 1 2 138 |0.52
105 2 1 2 2 2 5 2 263 | 15!
113 1 2 2 1 2 | 3 1.88 | 0.84
122 1 1 1 1 1 4 2 1.63 | 1.06
13]1 1 3 2 1 2 1 3 1.75 ]0.89
142 1 1 1 1 1 3 1 138 [0.74
1517 6 4 4 6 6 |2 5 2.00 {160
16 |3 7 5 3 6 6 |4 4 225 | 149
17} 3 7 4 3 6 6 3 3 2,63 | 1.69
181 7 4 3 5 5 3 3 313 | 1.81
1911 1 1 2 1 4 5 2 213 | 1.55
20(2 2 3 2 2 1 4 6 275 {1.58
2113 2 4 2 2 | 6 6 325 | 191
223 2 5 2 2 2 7 6 3.63 |[207
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Appendix C:
Running the User Study Software

The trial administrator software for the user study can be run with the command:

java -classpath comm.jar;. <executable> <input filenames

<tag map filename> <output filename> <operating system>
An example command is given below:

java -classpath comm.jar;. commtest.commtest samplein.txt

tagmap.txt sampleout.txt windows
' <executables is the Java executable name (i.e. commtest.commtest)

<input filenames is the name of an ASCII text file describing the graphical
list items to be displayed to participants during a user study. Each line in the
input file should have the format: [*add” | “match” | “remove” |
“end”] <target strings. Valid example lines include add
plum.sfu.ca and end. add and remove will add and remove, respectively,
the specified target string to the graphical list that the participant interacts with
during the uservstudy. match will cause the trial administrator software to wait
and log the participant’s selections until the target string is selected by tapping the
graphical list or activating gesturePen towards a tag. end should be the last line in

the text file. <target string> isa text string representing a device name.

<tag map filename> is the name of an ASCII text file that re-maps the text
string sent from a tag to a different text string. This enables the same tag to be
quickly changed between two or more ‘host’ computing devices. Each line in the

input file should have the format: [<tag string> | “end”] <target
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string>. Valid example lines include tagl plum.sfu.ca and end. <tag
string> is the text string sent by the custom tag, and <target strings is
the text string that the string will used in the software instead of <tag

strings.

<output filename> is the name of an ASCIT text file where the participant logs
will be recorded. If the file already exists, output will be appended to the existing
file. Each line in the input file will have the format: <line> [“match:” |
“miss:”] <selected string> <target string> <start time>
<end time>. An example line of output is 16 miss: carrot.sfu.ca
starfruit.sfu.ca 1008262313346 1008262436846. <line> is the
line number in the input file that corresponds to the data on this output line. |
- “match:” and “miss:” refer to whether the participant selected the correct or
incorrect target string, respectively. <selected string> and <target
string> represent the name of the computing device the participant selected
and the name of the computing device that the participant was supposed to
select, respectively (These should match if the participant selected the correct
target device). <start time> and <end time> represent the times in milliseconds
since 0:00 1 January 1970 UTC when the participant pressed the ready button on
the user interface to begin the current matching task, and when the participant
selected the <selected string> using graphical list or the gesturePen
methods.
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