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Abstract 

Amplifier linearisation plays a key role in improving the performance of wireless conimu- 

riications systems. It allows for the operation of the power amplifier in its nonlinear but 

power efficient region of saturation while utilising spectrally ~~fficient nlodulation schernes. 

Of the available linearisation techniques, feedforward is presently the only technique capable 

of wide bandwidth linearisation. The maximurn linearisation bandwidth is limited largely 

by the delay mismatch within the circuit and the unwanted frequency dependence of the 

circuit elements. 

-4s an extension t o  earlier SFU research carried out on the standard circuit configwation, 

this thesis p j t h n t s  a novel feedforward configuration to enhance the wide bandwidth capa- 

bility of the circuit. Solving the two key problems, the design incorporates adaptive delay 

nlptching as well as adaptive frequency compensation for the 0.2 d B  frequency variations 

across the bandwidth of interest. In addition, it presents a method to speed the convergence 

time of the adaptation coefficients. By selecting appropriate frequency subbands to perforrn 

the correlations for gradient based adaptation, the problem of masking identified in the 

previous standard configuration is also avoided.' 

Linearisatiorl bandwidths obtained are in the order of 40 XIFIz with 40 dB reciuction of 

the third order intermodulation products. 
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List of Abbreviations 

The convention followed in this thesis identifies the voltages, v,  and the corresponding 

instantaneous powers (squared voltages), x, of the individual complex baseband signals in 

the feedforward circuit by their associated subscripts: . 
u,, x, modulated signal into the lineariser 

x mainamplifieroutput 

~ ' d ,  xd intermodulation distortion in main amplifier output 

L I ~ ,  x, error signal from signal cancellation loop 
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Bandpass signals are represented using a tilde such that u(t) is the complex envelope of 
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~ ( t )  = ~ e [ ~ ( t ) e ~ ~ ~ f ~ ]  

x(t)  = lv(t)I2 = instantaneous power of clt) 

P = E[x(t)] = average power of c(t) 

R(r)  = E[.r(t)x*(t - r ) ]  = autocorrelatio~i function 

The complex 

circuit are given 

coefficients used to express the adaptive attenuation and phase shift in the 

below with associated relative errors and gradient signals for adaptation 
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Delay mismatch between the upper and lower branches is represented with the following 

notation 
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- Ta delay in the main amplifier path of'the delay nlatchirig signal cancellation loop - 
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Chapter 1 

Introduction 

* Due to the increasing demands being placed on radio co~~m:unications services and the 

limited channel bandwidth available, techniques to enhance the system capacity have become 

of great importance. Linear modulation techniques allow for greater spectral usage due to  

their varying amplitude and phase characteristics but require highly linear power amplifiers 

to avoid generation of intermodulation distortion (IXlD) in adfacent channels. 

It is also desirable to  use power efficient RF power amplifiergin the mobile transmitter 

to reduce the fre6uency of battery recharging. Vnfortunately, wit$ power amplifier design, 

there is a trade-off between linearity and power efficiency. 'The highest efficiency is achieved 

when the power amplifier operates in its nonlinear region of saturation. 

Constant envelope nlodulations, such as FM, have traditionally been used because of 

the ability to use nonlinear amplifiers at  saturation with excellent power efficiency. They 

are not, in general, as spectrally efficient as l iwar modulation schemes such as QPSK or 
I 

16Q.411. 

The problem lies in how to preserve the narrow band characteristics of the spectrally ef- -. 
ficient modulated signal while utilising a power efficient amplifier. The solution is achieved 

by using a nonlinear but highly power efficient Class AB amplifier and designing exter- 

nal linearisation circuitry to reduce the amount of IillD generated a t  the amplifier output. 

Several methods have been developed to  linearise the power amplifier output, such as carte- 

sian feedback, predistortion and the method chosen for this thesis, feedforward. All have 

associated advantages and drawbacks and these will be discussed in the following sections. 



CH.4PTER I .  INTRODUCTION 

1.1 The Nonlinear Power Amplifier 
1 

In a nonlinear R F  amplifier the input signal undergoes a level dependent gain'and phase 

shift due t o  the AM/AM and AM/PM characteristics of the amplifier. The  levels pf IhID 

generated will depend on the choice of modulation scheme. Signals that pass through 

the cutoff region of the amplifier, like QPSK, or signal that have large varying envelopes 

(enhanced by pulse shaping), will exhibit higher levels of IhID in the output spectrum. 

Phase distortion in the amplified signal is due to  frequency dependent characteristics of 

the nonlinear amplifier, and the amplifier is described as possessing memory. A truly mern- 

oyyless nonlinear amplifier will only exhibit amplitude distortion. For narrow bandwidth 

signals. where the memory time constants are significantly smaller than the reciwocal vali~e 

of the bandwidth, these effects can be n@lected and the power amplifier" can be modelled 

as quasi-mernoryless [6]. However, as  we increase the bandwidth of our input signal the 

mernory effect of power amplifiers becomes more noticeable. Asy~runetric I l l  skirts clearly 

indicate a power amplifier with memory; however, symmetric skirts could represent either 

case. llodelling the effects of memory is difficult as it requires long polynomial represen- 

tations to accurately describe the output as a function of the present input signal a ~ t l  all 

the previous inputs spanning the memory of the amplifier. The Volterra series [18] is prac- 

tical orily for polynomial nonlinearities of low degree. Although the feedforward lineariser 

1 can handle the asymmetry of the Ihl skirts, the power amplifier has b e m  assumed to  be 

quasi-mernoryless. for ease in simulation and analysis. 

Twcltone tests are useful for providing the memory information of the amplifier arid 

provide a worst case approach to analysing the linearisatiori circuitry's ability to  reduce the 

111 skirts. However it does riot directly provide the .4,1I/Ahl and AhI/PhI characteristics of 

the amplifier. Details of methods used to  characterise the nonlinear amplifier can be found 
d 

in [6]. 

For simulation and analysis purposes, the quasi-rnemoryless ~ionliriear amplifier is r e p  

rcscntd  by a complex baseband function, G'(x), cornposed of the voltage gain and phase 

shift as a function of the instantaneous input power, x 

Throughout this text (;(I) will be used to  specify the nonlinear characteristics of the 
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main amplifier in the feedforward lineariser. :The amplifier output ~l,(t) is found by multi- 

plying the input signal voltage v,(t) with the amplifier complex gain, G'(x,(t)), and can 

also be expressed in linear estimation t e r p  where 

which represents the sum of the linearly amplified input signal and the intermodulation 

distoriion u d ( t ) .  Thus 7 ,  is thc linear gain of the amplifier. 

1.2 Predistortion 

, Predistortion uses a p r d s t o r t e r  inserted prior to the nonlinear power amplifier to achieve 

amplifier linearisation. Roughly speaking, the predistorter generates the IhlD products 

equal in magnitude but in antiphase with those generated by the memoryless nonlinear 

power amplifier so that the distortion js cancelled from the amplifier output and the result 
1 

is a linearly amplified version of th# input to  the predistorter. The predistorter complex 

gain. F ( r ) ,  is found by characterisink the inverse amplitude and phase nonlinearities of. the 

power amplifier. From the analysis in ['i],the amplifier output is given as 

so for complete IXID s u a s s i o n  the multiplication of the predistorter co~nplex gain and 

the power amplifier cornplex gain must be equal to some constant A' 

The predistorter is ~isually realistxi using a digital signal processor (DSP) which pro- 

vides look up  tables (LYT) containing the information rg i~ i r tx i  to distort the input signal 

depending on the magnitude of the input power. C'avers [lo] proposed table comprised 

of complex-valued gain factors in cartesian form which significantly reduces the nunlber 

of operations needed to predistort the signal. This configuration is shown in Figure 1.1. 

The magnitude of the input power of the digital baseband inputs selects the appropriate 

cornplcx gain factor, represented in its cartesian form, and a single complex rnultiplicatioli 
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baseband loop filers 
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complex I 
+ gain N T  1 

t # 

I b C 

LUT adapt - 
Figure 1.1 : Model of Complex Gain Predistortion Lineariser 

is then performed with the input signals. After D/A conversion and filtering, the predis- 
*. . 2 - torted signal is upconverted to the desired carrier Frequency then amplified to  produce a 

lineariscd output signal. Feedback for adaptation of the predistorter coefficients in 

the L Y T  to compensate for amplifiers nonliriear characteristics. Wright 191 

s l~o ie#  a reduction in IMD in excess of 20 dB  can be achieved using the adaptive complex 

gaiq2prk#istorter. Complex gain predistortion has the advantage over other predis tort ion 

tec1iniq;ies in that it is unrestricted by modulation format and requires less table memoq. 

An increase in the requirement of suppression of ISID requires an increase to  the size 

of the lookup tables, which will result in long adaptation times. A general rule is that a 

doubling i r i  table size will only provide an increase of -6 dB suppression of the IAID. 

Adaptive predistortion techniques using baseband DSP are very useful for low band- 

width systems [ l l ]  due to limitatioris of the DSP computation rate and its resulting high 

power consumption a t  high sampling rates. The predistortion lineariser canriot handle nwm- 

ory effects in the power amplifier but is insensitive to loop delays and large AM and PA1 

components which cause instability problerns in feedback linearisation techniques. 

i 

1.3 Cartesian Feedback 

Cartesian feedback, a modulation feedback technique, is presently the most widely accepted 

technique for amplifier linearisation. Because it is a closed loop configuration it has the 
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baseband quadrature looo filters nonlinear 

Figure 1.2: Model of Cartesian Feedback Liricariscr 

lnputs 
v,(t) quadrature RF Output - 

disadvantage of being only con& t ionally stable. Its operation can be explained with refer- 

ence to Figure 1.2. The feedback loop demodulates the RF output signal to produce the 

coniplex signal expressed in cartesian coordinate form. These real and imagiriary conipo- 

rients are subtracted from the corresponding I arid Q input signals to produce a loop error 

signal, which is passed through the baseband loop filters to drive the quadrature niodulator 

arid the nonlinear RF power amplifier. To preserve stability around the loop the cartesian 

feedback systerri uses a p h a e  adjuster to adjust the phase in the quadrature modulator 

and deniodalator and this changes for the various frequencies of operation. This a&ed 

complexity results in an increased loop delay which is one of the primary limiting factors of 

modulation feedback. The performance of cartesian feedback is highly dependent on correct 

setting of the phase adjuster. 

The advantage of cartesian feedback is that it can easily cornpensate for any changes 

in the operating conditions of the circuit. It compensates for any nordinearities in the 

forward path devices which includes the loop filters, the baseband amplifiers, the quadra t~~re  

modulator and the RF amplifier. Cartesian feedback has the advantage of sirnplici ty arid is 

v Q (t) 

. -. . t 
phase adjuster 

an excellent linearisation technique for modulation bandwidths up to 500 ktIz. 

If the gain in the forward path is represented by '4 arid the feedback gain is given bv J, 

the output of the ca&siari fedback lineariser as given in [13] is expressed as 

3 
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where uf ( t  ) represents error and distortion products introduced in the feedback path. 

~ i e a r l y ,  the intermodulation distortion is reduced by an amount equal to the loop gain 

A 3 .  L-nfortunately the gain is also reduced by the same amount and a trade-off is made 

between loop gain and distortion suppression. Any addi tional distortion products in the 

feedback path introduce an uncorrectable error in the output spectrum and care must be 

taken in the design to  keep the contribution as small as possible. The amplifier gain should 

be sufficiently high to allow for high gain and high distortion suppression. Increasing the 

gain in the feedback path results in a less stable system. As the loop gain at high frequencies 

is moderate the application of cartesian feedback is limited. 

hlultiple cartesian feedback modules in parallel can be used for broadband multicarrier 

linearisation [12]. Each channel has its own cartesian feedback module arid local oscillator 

for upconversion to the unique carrier frequency. The outputs of every module are conibirled 

before ampliflicatiori in a common amplifier. A sample of the output from the m~l t i ca r r i e~  

power amplifier is fed back and demodulated by each cartesian feedback module. The ex- - 
perirnental results showed an improvement in the 1MD levels of 10-30 d B  over a linearisatiorl 

bandwidth of approximatdy 100 kHz per channel. 

In contrast to predistortion [6]-[11], cartesian feedback [12]-[17] has reccivecl very little 

published analysis. In view of this, a more indepth arialysis is presented here. 

1.3.1 An Analysis of the Gain-Bandwidth-Delay Product 

The primary limiting factor of the cartesiar~ feedback lirieariser is the ~nagnitude of the 

propagation delay which dominates the phase characteristic a t  high frequencies. The gain- 
r 

bandwidth-delay product provides an upper bound to  the value of the product of the loop 

gain and the linearising bandwidth when the loop delay is known, to ensure a stability in 

the feedback loop. Reducing loop delay in the cartes - l a  11 feedback system will allow higher 

loop gain or operating bandwidth. 

The phase shift caused by the loop time delay aL specific frequency can be calculated as 

= ' , 'T~T* ( I.6] 

where ~d is the loop delay and f is the frequency offset from centre frequency. This phase 
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shift adds to  the phase shift produced bay the misadjustment of the phase adjuster represented 

by 4. A stable feedback system requires that the loop gain is less than unity when the phase 

around the feedback loop reaches f 180" and it is desirable t o  include some margin so that 

the system is not operating near the point of instability. The  phase margin, 3,. is the 

phase difference from 4180" when there is unity loop gain, and the gain margin, 9,. is the 
> 

difference in gain from unity when the phase is k180". The  phase margin places a limit on 

the maximum acceptable loop delay given by 

where A f C p  is the crossover bandwidth specified by the crossover frequencies, fCp+ and f c p  . 

Phase cros,wver frequencies are the frequencies where the phase is equal to f (180" - 9,). 

This bandwidth needs to  accommodate all the significant intermodulation distortion prod- 

ucts of the aniplifer as only these products will be suppressed. 

The crossover frequencies can be found in terms of the phase ~nisadj~wtrnent and loop 

delay 

This shows that for imperfect adjustment of the phase adjuster the "normal" crossover 

frgne~icies  are shifted by a factor dependent on the residual phase misadjustment around 

: the loop, &. It was stated in [I31 that the phase @ has to be adjusted to  within f 15" to  @ve 

more than 22 d B  suppression of the third order intermodulation products. This means the 

phase has to be set to  one of twelve discrete phase setting 0, 30, 60.. . 360. A reduction in the 

open loop gain leads to less stringent requirements on the phase adjustment. Faperiniental 

results obtained in [13], using a 500 kHz modulated sinewave two tone test with an arriplifier 

biased in Class C ,  showed a 20 tiB reduction of the third order intenlotiulation products at  
C 

1.5 11Hz away from the carritr. 

Figure 1.3 shows the simulated results of the in te r~nodula ty i  distortion suppression as 

a function of loop delay anti phase misadjustment using a single pole filter a t  50 kHz. 'I'hc 

phase rriargin has been set to 60" with a loop gain of 0 d B  at the smallest phase crossover 

frequency. 'The loop delay is set to 60 ns and the phase rriisacijust~~ie~it is a t  15". A maxirr~uni 

loop gain for the amplifier of 11 dB  is 11sd to  maintain a gain-bandwidth-delay product 

within the lirrlits of stability. 
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I frequency (MHz) 

Figure 1.3: plot of IlllD suppression vs frequency of cartesian feedback lineariser with 60 
ns loop delay 

Due to  the stringent requirements placed on the loop delay to  maintain stability around 

the loop, DSB cannot be used to  control the feedback loop as it introduces a minimum of 

*one sample delay between the input and output. 

1.4 Feedforward 

Feedforward is a linearisation technique developed four years prior to the invention of nega- 

tive feedback by the same inventor, H.S. Black of Bell Telephone Laboratories, but only after 

the published experimental results carried out by Seidel [5] did it begin t o  gain recognition 

as an effective linearisation method for wide bandwidth systems. The simple concept of an 

adaptive feedfonvard amplifier can be described with the aid of Figure 1.4. The lineariser * 
consists of two circuits, the signal cancellation circuit followed by the distortion cancellation 

circuit. The signal cancellation circuit contains the nonlinear RE' power amplifier (PA),  

which is also referred to  as the main amplifier. 'me  input signal is split into two parts to 

drive the PA in the upper branch and t o  provide a reference signal in the lower branch of 

the circuit. A sample of the PA output is fed down through the fixed attenuation so that it 

approxirnately matches the level of the reference signal. The reference signal is also delayed 
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signal cancellabon clrcult dstort~on mncellat~on clrcurt 

RF lnput * RF output 

Figwe 1.4: RF circuit model of an  adaptive gainlphase Feedforward 1ini.nriser 

- 

by an amount equal to the group delay of the PA, to enhaace the wide bandwidth capability 

of the lineariser. The. reference signal and the PA output are then added in antiphase to 

produce an error signal at the output of the signal cancellatiori circuit. 

'The attenuation and phase adjustment is required to achieve complete cancellation of the 

reference signal from the amplifier output so that the error sigma1 c, ( t )  is comprised solely 

of the intermodulation products expressed by z l d ( t ) .  This signal is then fed into the lower 

branch of the distortion cancellation circuit where it again undergoes attenuation and phase 

adjustment. An auxiliary Class A amplifier, also referred to as the error amplifier, linearly 

amplifies the error signal so that the lev1  matches that of PA internioddation distortion. 

and subtracts this from the PA output to  produce the final lineariser output signal which, 

ideally, is a linearly amplified version of thc input. 

The  attenuation and phase adjuster in the signal cancellation circuit can be placed ahead 

of the PA so that any additional distortion that it may introduce can be lumped into the 

&stortion produced by the nonlinear PA. The analysis of the feeciforward amplifier with 

the adjuster placed i l l  the lower branch is somewhat simpler and the behaviour of the two 

configurations is similar in the neighbourhood of optimum adjustment. For this reason it is 

preferable to  model the circuit using this config~rat  ion. 

'The adaptive behaviour of the feecifonvard amplifier was first analysed by ('avers [ 2 ] .  

The rc.sults of this analysis are reproduced here arid are explained with referencr. to  the 

- 
attenuatm. delay 

attenuation, 
phase adlust phase adlust 

I 

" L e n u a t m  

- 



CHAPTER I .  INTRODUCTION ' 
% 

Figure 1.5: Complex baseband model of feedforward lineariser 

complex baseband equivalent model of the feedforward lineariser shown in Figxire 1.5. The 

gain and phase adjusters in the signal cancellation and distortion cancellation circuits are 
' represented by the variable cornplex coefficients a and 3 respectively, and the nonlinear PA 

is represented by its complex voltage gain. G ( x ) .  'The error amplifier is modelled as linear 

with unity &in. Accurate delay 
P 

by the sampling couplers or the 

are considered to be lossless and 

and a linear phase response. 

matching is also assumed and no attenuation is provided 

fixed attenuation. All the components excluding the PA - 
have a flat response across the frequency band of interest 

Since the output of the PA can be represented as the sum of a linearly amplified corn- 

ponent plus intermodulation distortion, 

and thc error signal is given as 

~ ' , ( t )  = lqa(t) - Ol!, ( t )  3 

then clearly for conlplete signal suppression from the amplifier output,  (ropr = -yo. 

Similarly, for the distortion caricellation circuit the output is given by 

~ ' ~ ( t )  = ~ , ( t )  - 3 ~ ' ~ ( t )  / (1.11) 
I 

'Ib achieve complete suppression of the intern~odulation dstortion from the PA. then Jqt = 
I 

1 ,  and the final output will be a linearly amplified version of the input. 
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This method has the advantage over feedback techniques because it is unconditionally 

stable. Moreover it$s able to handle linearisation over much wider bandwidths. Like 

feedback, it can also adapt to  changes in operating conditions due to the adaptive nature of 

the coefficients. It does, however, have the disadvantage of requiring two power amplifiers 

arid. to achieve high IMD suppression, high linearity requirements are placed on the error 

amplifier since any error introduced in the lower branches cannot be cancelled from the 

final output spectrum. It is therefore important to operate the error amplifier well below 

its output 1dB compressidn point in its linear region of operation. To relieve the error 

amplifier of high levels of the error signal a hybrid feedforward lineariser can be designed 

using a predistorter ahead of the main amplifier 'thus reducing the level of IMD generated. 

To minimise the effect of any distortion produced by the cancellation coefficients, cr 

can alternatively be placed in the upper branch ahead of the main amplifier so that any 

additional distortion generated can be lumped with the distortion generated in the amplifier 

and subsequently cancelled. Since all distortion in the upper branch is treated in the same 

mariner, no matter how it is generated, the feedforward lirleariser is also able to cope with 

the effects of RF amplifiers with memory, th s has a clear advantage over the predistortiorl 

technique discussed. 
Y 

E'etdfonvard linearisation relies on the subtraction of nearly equal quantities and as 

a consequence'is sensitive to gain, phase and delay mismatches. Stringent requirements 

are placed on the accuracy of the coefficients to achieve reasonable IXID suppression at 

the output. However, while cartesian feedback and predistortion have a finite limit to the 

anlount of IMD suppression, feedforward can in theory provide complete cancellation of all 

intermodulation products. 

1.5 ,Research Goals 

1.5.1 Previous Feedforward Research at SFU 

A gradient ciriven feedforward amplifier lir~eariser using a 5 watt, Class AH amplifier, with 

adaptive amplitude and phase was developed by Grant [ I )  which operated at 81 5 IIHz 

providing 40 dB of distortion suppression over 7 XIHz bandwidth. 
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Analysis was performed with the signal cancellation coefficient, a ,  in the upper branch 

ahead of the main amplifier, so that any distortion generated in the attenuationlphase 

adjuster could be treated as part of the PA output distortion and subsequently cancelled 

from the lineariser output. 

4 c, Grant developed a novel use-of DSP to  avoid mixer DC offsets in the baseband cor- 
L 

relations which would bias the gradient adaptation of the cancellation coefficients. It &as 

also demonstrated by analysis that downconversion errors such as filter mismatches between 

the chains, amplitude ripple and phase distortion in the filters, frequency and phase offsets 

between the recovered complex envelopes, and incomplete image suppression of the sampled 

signal, do not bias the correlations, although they do affett.speed of convergence. 

The primary limitation on linearisation bandwidth was delay mismatch between the 

uppcr and lower branches in the signal and distortion cancellation branches. Grant found 

that the amount of distortion suppression was dependent on the bandwidt h-delay mismatch 

product in the error cancellation circuit. An adaptive delay matching scheme was proposed 

by Cavers [4] and its analysis and implementation was the basis of the research presented 

in this thesis. 

1.5.2 Project- Goals 1 

This project is an extension of the work carried out by Grant. The new research presented in 

this thesis will include an analysis of the ability of the delay matching design to compensate 

for amplitude variation with frequency across the linearisation bandwidth. A novel way 

to increase the speed of convergence of the adaptive coefficients will also be described. 

The main project goal was to build a working implementation of the adaptive feedforward 

lineariser with delay matching and compare the results with the original single coefficient 

- case. t; 
It was proposed to implement the f ' d o r w a r d  lineariser at a centre frequency 1.8 <;Hz so 

that the desired linearisation bandwidth would be an appropriately small percentage of the 

transmit frequency (approximately lr.276). A class AB amplifier operating at 1 \.V output' 

power was chosen as the main amplifier. " 

The signal modulation was chosen to be QPSK so that the power amplifier output will 

have contributions from the ILID generated both in the cutoff region and a t  saturation, thus 

presenting a more pessimistic result for analysis. 'The signal is filtered with a root raised- 

cosine pulse with 35'X rolloff. The desired linearisatioh bandwidth is 15 hl Hz to accomodate 



PCS applications., however the implementation obtained a linearisation bandwidth of -10 

MHz. 

Delay matching is to be performed by adapting the coefficieds using partial correlations 

in selected narrow subbands across the band. This will be explained in greater detail in . 
Chapter 4. 

Due to the difficulty of analysing the feedforward amplifier circuit with the sig,al can- 

cellation coefficients a0 and al placed in the main branch, all analysis performed in this 

thesis will relate to the coefficients placed in the lower branch. Both methods of analysis 

exhibit very similar'behaviour in the neighbourhood of the optimum. However in the circuit 

implementation it is preferable to  place these coefficients in the main branch so that any 

distortion introduced can be lumped as part of the distortion in the main amplifier. 

The goal of this research is to prove the concept of delay matching-in the feedforward 

amplifier. No attempt was made to optimise the power efficiency of the lineariser 
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Background 

2.1 Chapter Overview 

The purpose of this chapter is to  present the adaptive feecifonvard analysis that p r c c ~ l e d  

the current delay matching research. This introduces the rnairi building blocks for the single 

coefficierit adaptation which can then be easily extended to the case with two coefficients 

adapting simultarieously. 

2.2 Gradient Based Adaptation 

Calculations of the linear gain in the rnair~ amplifier anit the gradient adaptatiorl of the 

coefficients are performed using linear estirriatiorl theory. Linear estimation rninirnises the 

second order mean-square error function of the difference between the signal ~ l ( t )  and the 
A 

basis for the estimate c ( t ) ,  given as I~l(t)  - u(t)I2. llirliniising the metric I v ( t )  - i?(t)l2 is 

equivalent to the orthogonal projection of the vector u(t) onto the basis : ( I ) .  The quadratic 

error metric results in a familiar paraboloid surface with a niinirrium point equal to the 

minimum pourer in the error. 

Linear estimation uses two equivalent criteria to niiriirnise the error metric. The first 

1s rn~nimum power in the estimatiori error vector c ( t )  - C(t) and the second criteria is zero 

correlation between the basis vector arid the error vector, indicating orthogoriality. ?'he 

criteria of zero correlation is also equivalent to niaxirriurn correlation between the signal 

being estirriatcui and the basis for the estimate. 
-Q The covariance of the basis and the estimation error is equivalent to  the gradient of the 
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-er.ror surface; thus when the minimum point on the error surface is reached the gradient will 

become zero and the basis and estimation error will be uncoi~elated. 

Adaptation based on the criterion of power minimisation requires periodically misad- 

justing the coefficient to assess whether the minimum point is still achieved. This increases 

the amount of IMD at the output and leads to  long convergence times due to noisy power 

measurements. LTsing the criteria of decorrelation of the error signal and the basis leads to 

the gradient algorithm for adaptation, which continually computes gradient signals in search 

of the optimum operating point of the system. Consequently, deliberate 'misadjustment of 

the coefficient is not required. For this reason, gradient based adaptation is the method 

chosen for this thesis. 

Analysis is performed using the single coefficient feedforward amplifier that was shown 

in Figure 1.5. 

2.2.1 Linear;-Gain Estimation 

Estimation of the linear component of ca(t) relies on the knowledge that c,(t) and cd(t) 

are uncorrelatcd, or rnutually orthogonal. The output from the main amplifier is expressed 

as + 

and is also given in linear esti~riatiori terms as 
' 

-The criterion for the linear gain yo is the value which results in the greatest correlation 

between the amplifier output cu(t) and input signal vm(t), or zero correlation between ,c,(t) 

and the distortion component ud(t). Equivalently mininium power in cd(t) can be used. 

Alultiplying (2.1) and (2.2) by the complex conjugate (represented with an asterisk) of 

~' ,( t)  and taking the expectation results in 
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where E[.] denotes expectation with respect to  the probability density function (pdf) of 

the instantaneous power of the input signal v M ( t ) .  Lsing the criterion of zero correlation 
* 

between v m ( t )  and u d ( t )  sets E [ u d ( t ) v L ( t ) ]  = 0 a n d h y  rearranging (2.3)  this leads to the 

solution for 7, 

To show the equivalence of the two criteria the minimum power in v d ( t )  will now be 

calculated. Again employing (2 .1)  and (2 .2)  the power in cd ( t )  is 

which represents a quadratic surface in 7,. Finding the minimum point on this surface is 

equivalent to. minimising the power of Pd. Thus by differentiating with respect to 9, and 

setting the result to  zero. we obtain the same result shown in (2 .4 ) .  

2.2.2 Adaptation of the Signal Cancellation Coefficient 

The adaptation coefficient 0 adapts the reference signal c,,(t) in the lower branch of the 

signal cancellation circuit t o  form an estimate of the desired component y ,cm( t )  in the upper 

branch. Thc error sigrial a t  the output of the signal cancellation circuit is 

uc( t )  = (7, - a)c,,(t,) + ~ ' d ( t )  (2 .6 )  
-. 

Clearly when a = 7, the error signal u,(t) will be q u a 1  to the amplifier distortion ~ * ~ ( t ) .  

The power in c , ( t )  is 

p,(~t) = E [ r , ( t ) ]  = [17',12 - + / o ~ ~ ] F &  + •’2 (2 .7)  

since v d ( t )  and cm(t,) arc uncorrelated. Differentiating with respect to 0 yields the gradient 

of the quadratic surface 

The equii.alenb gradient sigxal is derived using the covariance of c,(t) am1 c , ( t )  and is 

given in terms of the relative error in 0, t, = ( a  - a,t)/nTt 
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The method of steepest descent provides an iterative approach to  finding the minimum 

point on the error surface corresponding to  the optimum value of the coefficient awt = 

This involves calculating the gradient at  an arbitrary point on the error surface and 

correcting the coefficient using small steps in the direction opposing the gradient signal. 

The minimum point is achieved when c,(t) and c,(t) are uncorrelated, corresponding to 

the zero gradient. 

In a practical implernentation of the steepest descent algorithm, an  estirnate of the 

gradient signal is used. This is a n  instantaneous value of the gradient of the mean-square 

error known as the stochastic gradient signal and provides a noisy, but unbiascd estimate 

to the true gradient signal 

'This lcads to the stochastic gradient algorithm for adaptation given by 

where /i(, is the step size parameter chosen to provide a compromise between fast con- 

\.crgcnc.e speed arid the excess mean-sqtiared error known as jitter in the coefficient. The 
9 

integrator helps to remove the self noise generated by the gradient estimate. I'ptiates to tr 

arc rriadc in small increments determined by K,  until the gradient estimate becomes zero 

on average, when ~q,( t )  and c,(t) are uncorrelated and the optimum vallie of o is achicvcd. 

If there is any uncorrelated phase shift in (2.10) then the gradient estimate does riot follow 

the true path of steepest descent, but instead follows a spiral-like path toward the optinium 

value on the surface. This results in slightly longer adaptation times. 

2.2.3 Adaptation of the Distortion Cancellat ion Coefficient 

The adaptation of 3 follows in a similar fashion. The cot%cient 3 is used to  estimate thc 

distort ion component in the output of the main amplifier. The lincariscr output signal is 

g i \ w  as 

~ ' , , ( t )  = ~ ' , ( t )  - : h d ( t )  (2.12) 
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The basis of the estimate is v d ( t )  and an orthogonal projection of c , ( t )  onto the basis 

provides the minimum error between the output signal and its estimate. Since the error 
& 

surface P, is quadratic in 8 both the criteria of zero correlation between u,[ t )  and c d ( t )  or 

the criteria of minimum power in u,(t)  can be used. Assuming a is optimised such that 

\Vhen 3 = 3opt then c , ( t )  and c d ( t )  will be uncorrelated and the lineariser output will 

consist only of the component y,u,( t) .  Differentiating the error surface with respect t o  3 

and setting the result t o  zero yields the optimum value for 3 

Thus 3,t = 1 a t  the minimum point on the parabolic surface. 

'I'hc desired gradient signal used for the method of steepest descent is the covariance of 

the lineariser output c,(t) and the distortion component r d ( t ) ,  and is given in terms of thc 

rclatiye error in 3, t,, = ( 3  - 3,,)/3,, 

Howcver, since the dstortion signal c d ( t )  is not available unless the sigial is completely 

cancelled from u , ( t ) ,  then the ~ a d i e n t  is approximated using u , ( t )  as the basis. Since 

~ l , ( t )  is a function of 0 ,  then the convergence of CL and 3 will be coupled. Avoiding large 

rriisadjustrnent of L-I places stringent requirements on the accuracy of the coefficient a ,  which 

depends or1 the amount of I l l  reduction required at the output [%I.  
The stochastic gradient for the adaptation of 3 is 

& ( t )  = r , ( t ) ~ ' :  ( t )  (2.16) 

A problem arises with this gradient due to the large signal component in c , ( t )  ( 2 . 1 2 ) ,  

rriaskirig the distortion sigrial u d ( t )  which the adaptation is trying to estimate. This leacis to 

exc:essive self noise in the gradient estimate which hinders the convergence of J c a ~ ~ s e d  by 

residual rnisadjustrnent of 0 .  The masking problem is solved by designing a bandstop filter 

in DSP to  filter out the desired signal component leaving the distortion signal for corrrbtiori. 

Not  only does this result i r i  faster convrrgence sptwis but also reduces the effect of bias ir i  
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the 3 coefficient. With this approach the filtered lineariser output signal is represented by 

u;(t)  and the new gradient estimate becomes 

~ > ( t )  = ub(t)u: ( t )  

The stochastic gradient algorithm analogous to (2.1 1 )  is 

where Ks is the step size parameter controlling the speed of adaptation and jitter in the 

coefficient. 

2.2.4 Analysis of Alternative Placement of 0 

The analysis of the feedforward lineariser can now be extended to the case with 0 plackl 

ahead of the main amplifier in the upper branch as analysed in [ I ] .  This altcrriative plaw- 

rrierit affects the amplifier output signal such that 

Again the criterion of greatest correlation between c,(t) and um( t )  can be applicd to find 

the liriear gain yo of the amplifier '9 

In this case, however, the criterion of minimum power in u d ( t )  does not apply as Pd is no 

longer quadratic in c l .  Ysing the criteria of decorrelation of the signals c,( t)  arid c,,,(t) results 

in corriplete cancellation of the desired signal in ~ t , ( t ) ,  but the power of P, a t  this optimum 

value is a t  a higher level than the derived value using the minirtlisatiorl criteria. Thew two 

criteria will form equivalent optimal values of cr if  the input signal is backed o f  more than 

:3 dB. 

For n placed in the mairi branch the error signal is givm as 

Clearly 7, = 1 for n = crWt with ~ , ( t )  and u,,(t) uncorrelated. The covariance of u,(t) and 

~ ' ~ ( t )  and thus gradierit of the error surface is derived using (2.20) and (2.21) 



I 
The optimal value of o is found when the covariance is equal t o  zero. 

The effect of the placement of a on the distortion cancellation circuit is found by sub- 

stituting (2.19) with optimal values of a into (2.12) to find the output of the feedfomrard 

lineariser 

The error surface is now becomes r /  

and the gradient of the surface with respect to  i3 is given as 

Setting this result to zero leads to the optimal solution for 3 

Sotirig that the numerator of this expression is equal to  the covariance of the amplifier 

olitpnt and distortion signal E[v , ( t ) c i ( t ) ]  a t  cr = dTt then the equation reduces to 

whidi is the same result previously derived for the placement of cr in the lower branch. 

Computing the covariance of c,(t) and u,(t) gives the approxi~natiori to  the tnie gradient 

signal in (2.15) and is shown in terms of the relative errors in 7 ,  and 3 

E [ ~ f , ( t ) ~ , L ( t ) ]  = t :o ( l  - G,~C~)P ,_  tdPd (2.28) 
Q 

where t-,o = 7 ,  - 1,  and is equal to zero when n is perfectly adjusted. This demonstrates 

the bias effect due to incomplete signal suppression in the error signal c,(t) .  

As can be seen from the above equations the arialysis has become more complicattul 

with the placement of 0 in the upper branch. The addition of a second coefficient ahead of 

the main amplifier makes the analysis intractable and therefore all subsequerit analysis is 

performed with the signal cancellation coefficients placed in the lower branch. Although it is 

a different configtlration, its adaptation behaviour in the neighbourhood of the convergence 

point is very sirriilar to  that of the circuit with a placed in the upper branch. 



Chapter 3 

Adaptive Delay Matching 

3.1 Chapter Overview 

This chapter analyses the effect of delay mismatch in the feedotward amplifier and proposes 

a method of providing adaptive delay matching to  the original circuit. The basis for the 

adaptation of the coefficients is presented which adapts the coefficients independently. '4s 

will be shown, this leads to  long adaptation times, and a more useful approach to adaptation 

will be presented in Chapter 4.  

3.2 Effect of Delay Mismatch 

Delay mismatch between the upper and lower branches of the feetiforward signal and dis- 

tort ion cancellation circuits results in incomplete suppression of the respective sigrials thus 

reducing the wide band capability of the circuit. In the original single coefficient case 

shown in Figure 3.1 the delay mismatch between the branches in the signal and distortion 

cancellat ion circuits is represented by 7,  and TO respectively. 

It was shown in [l] that for optimum values of the coefficients cr and ij (aTt  = 3". JT t  = 

l ) ,  the feedforward lineariser output can be expressed in the following form' 

implying that the delay mismatch in the distortion canc tion branch is the most critical 
I' 

This approximation holds for small bandwidth-del& mismatch product, f r,and f rs < < 1 
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Figure 3 .1  : Complex baseband model of single coefficient case with delay mismatch 

factor in the suppression of the intermodulation products. To achieve a linearisation b a r d  
C 

width of 30 \!Hz with a minimum of 30 d B  distortion suppression, the product 2x J T ~  niust 

not exceed 0.03% across the band of distortion. This places a stringent requirement on t h t  

maximum value of the delay mismatch in the distortion cancellatiori loop, where rLj must 

be less than 0.3 ns. 

3.2.1 hlisadjustment of the Signal Cancellation Coefficient 

Delay mismatch between the branches in the lineariser circuit also causes ~nisacijustrnerit of 

the coefficients. An analysis of the effect of delay mismatch in the signal cancellation branch 

on the coefficient a is given in [2] and the result for the relative error in CL is reproduced 

here 

where It, is the bandwidth of the input signal. Since convergence of (I and 13 are coupled, 

any misadjustment in CL will bias the convergence of ill in shown in (2.28). High accuracy 

constrai~its are placed on CL to  avoid significant misadjustnient in .'j arid to  keep the ratio of 

output power to  signal power, I hlSR,, low a t  the lineariser output. To achieve a coefficient 

accuracy of 10 the delay mismatch niust be be less than 0.8% of the reciprocal bandwidth 

["I.  
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3.2.2 klisadjustment of the Distortion Cancellation Coefficient 

The distortion cancellation coefficient, /3, is affected by both the rnisadjustment in cr and 

the delay mismatch, rp, in the distortion cancellation circnit. An analysis of the effect of 

the delay mismatch is given here which assumes negligible delay mismatch in the signal 

cancellation circuit. With reference to Figure 3.1, the output of the feedforward amplifier is 
B 

given as 

c,(t) = y,v,(t - r J )  + c d ( t  - T ~ )  - 3~~ ( t )  (3.3) 

For a adjusted to its optimum value, c,(t) = ~ld( t ) ,  and the mean gradient signal E[I) , j ( t ) ]  

can be calculated as 

where & is the autocorrelation function of the distortion signal. Ideally if = 0, then 

E [ D J ( t ) ]  = 0 when 3 = Yopt = 1. However, when TJ # 0. 3 will converge to the following 

value ~ 

Approxi~nating the distortion power spectral density Sd( f )  as a flat rectang~ilar function 

across the third order intermodulation bandwidth such that Sd( f )  = rectsrtb ( f ) ,  then the 

autocorrelation function Rd ( r  ) can be folirid by taking the inverse Fourier transform of 

S d ( f ) .  

R d ( r )  M sinc(3L17,,,r) 

For small values of r ,  the siru: function can be approxirnateti to 

This leads to the solution for & ( - T ~ )  
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The relative error in 9 is represented by EO in (3.9), and is found by substituting the 

results from (3.8) into (3.5). 

This misadjustment error in 3 represents one contribution to the amount of residual 

distortion remaining in the output, c,(t), of the feedforward amplifier. The total distortion 

power in the output signal is th*e sum of the squared magnitudes of - c ~  and j2x  frd (from 
9 

( 3 4 )  3 

A plot of the distortion power Pd in the output signal for various values of bandwidth- 

delay mismatch product It,rp is given in Figu* 3.2. The delay mismatch r3 is set a t  0.3 

ns so that the graphs for 3, 10 and 30 3IHz channel bandwidths refer to a bandwidth-delay 

nlismatch product of 0.09%,, 0.3% and 0.9% respectively. The frequency is normalised to  

f = i(311,) to include the third order I51 products. Clearly to  achieve a minimum of -10 

dB  reduction in IhID products a t  the output of the feedorward amplifier the product ll-mrj 

must be held within 0.09%1. These stringent requirements emphasise the necci for adaptive 

delay matching techniques. 

3.3 Delay Matching Circuit 

The proposed delay matching circuitry [4] for each cancellation circuit in the feedforward - 
amplifier can be described as a two tap equalizer which adapts two prnplex coefficients 

based on linear estimation of the signal in the upper branch. The  complkx baseband model 

of the adaptive feedfoxward amplifier with delay matching circuitry is shown in Figure 3.3. 

Note that in the implementation the a coefficients are placed in the upper branch ahead 

of the main amplifier. This model again assumes that no attenuation is provided by the 

sampling couplers or the fixed attenuation ahd the auxilliary amplifier is niodelled as linear 

with unity gain. The circuit components, however, do  not exhibit a flat response across the 

band, but this variation will later be lumped as ripple in the adaptation coefficients and will 

vary linearly with frequency. 
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I ,  

L norrnal~sed frequency 

Figure 3.2: 111 D,powcr a t  feedforward output  for ctiffcrcnt bandwidth-ticlay mismatch prod- 
ucts 11,~~~. 
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Figure 3.3: Complex baseband rriodel of adaptive feedforward amplifier with delay ~riatchirig 
1 
a 

For the signal cancellation circuit, the relative group delay T, through the main amplifier 

(modelled by G ( s ) )  is measured relative to.the 00 adaptation branch reprrserited with zero 

group delay. The second signal cancellation @apthion coefficient nl provides an additional 

fixed delay line of delay T I  chosen such that the delay in the niaixi aniplifier lies within 

the two coefficient taps, 0 5 T, 3 rl. The outputs of the signal cancellation c?efficients 

brandies are sllnirned together then subtracted from the output of the rmia amplifier to 

derive the output to the sigrial cancellation circuit: The coefficients adaptively adjust their 

attenuation arid phase so that the sum of their outputs provides the best estimate of the 

linear component -y,u,,(t - T,) in the upper branch. This process can also be described as 

an estimation of the sigial in the upper brapch by interpolation of t h t  outputs of the two 

adaptation branches, a0 and 0 1 .  

@Similarly for the distortion cancellatiori circuit, the delay in the upper branch T* is 

repres~rlted relative to the delay through the adaptation coefficient 30 branch. In this case. 

however, it is a fixed delay line which falls within the two taps providctl by the distortion 

cancellation coefficients ih arid PI .  'The fixed delay line r2 added to the 0, path is chosen 

such that O < rb 5 r2. The coefficients make attenuatiori and hase adjllstrnerits so that p 
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the sum of their outputs produces a linear estimate of the distortion component in the 

delayed upper branch. Subtracting the estimated distortion component from the delayed 

main amplifier output results in the linearised feedfonvard amplifier out put u,(t) . 
a Power amplifiers exhibit varying delay due to frequency over wide bandwidths. The 

taps must therefore be designed so that they incorporate this delay variation across the 

band. Ideally the smaller the delay between the taps, the more accurate the coefficients will 

estimate the signal and better cancellation of the relevant signals will be achieved. 

3.4 Adaptation of the Complex Coefficients 

3.4.1 Adaptation in the Signal Cancellation Circuit 

Analysis of the signal cancellation circuit is made with reference to Figure 3.3. As discussed 
' previously, the output of the main amplifier is expressed in linear estimation terms as the 

sum of a linearly amplified component and the intermodulation distortion, with a relative 

group delay of 7,. The signal cancellation coefficients cro and c r l  adjust the attenuation and 

phase of the input signal um(t)and its delayed version c,(t - rl)  respectively. The output 
* 

from the subtracter in the signal cancellation circuit, ~l,(t), representing the error signal, is 

expressed as 

Complete signal cancellation is achieved when ~!, . ( t )  = vd(t - T,), which is the case when 

For small values of T, and TI, it can be stated that 7, = =:o,t + a 1,~. 

The criterion used to obtain the optimum values for a0 and (11 is zero correlation betwren 

the error signal v,(t) and the input signal um(t). This occurs when c,(t) is comprised only 

of amplifier intermodulation distortion products, ud (t - 7,). Similar to the configuration 

presented in Chapter 2, the covariance of the basis um(t) and the error signal ~l,(t) is used 

as the gradcnt signal to drive the adaptation of a0 and, as shown in (3.13), this is expressed 

in terms of the average power and autocorrelation functions of the reference signal u r n ( / ) .  
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Similarly, the covariance of the basis u,(t - T I )  and the error signal u,'(t) is used as the 

gradient signal to  drive the adaptation of a1 and is given in (3.14). When the correlation of 

tl,(t) with the two basis signals u,(t) and cm(t - T I )  is zero, the optimum values for cl.0 and 

Q 1 have been reached. 

.\XI equivalent criterion for optimising the coefficients is to  find the minimum power2 in 

the error signal u,(t). ' ~ , ( a ~ , n ~ )  is the average power of c, ( t )  and is a quadratic function 

of both coefficients a0 and 0 1 ,  If it were possible to plot this error surface it would have a 

minimum when e= n0,t and a1 = nl,t. 

/ 
/' 

The fact that the two criteria are equivalent can be shown by finding the gradient of the 
/ 

/ error surface PC (no,a l )  with respect to the coefficients and comparing the result with (3.13) 
/ 

/ and (3.1-1) / 

The iterative adaptation of the coefficients is based on the rncthod of stwpcst dcscerit. 

This procednrc involves taking an arbitrary point on the error surface def ind  by initial 
Y 

 he minimum power c r i t~ r ion  applies t o  cluutratic error s u r f a r e  and  does not apply if the cc~.tficients - 

are placed in the main branch [ I ]  
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values of CLO and al.  then calculating the gradients for each coefficient. The corresponding 

coefficient is then incremented by an amount opposing the direction of the computed gradient 

until the optimum value is reached. However, it is evident that any changes made to  one 

coefficient will affect the gradient adaptation of the other coefficient, causing large changes 

to the position on the error surface and resulting in a much altered path to  the true path 

of steepest descent. This strong dependence will lead to long convergence times. A solution i 

to this problem is proposed in Section 4.5. 

As we saw in Chapter 2, it is not possible to calculate the true gradient shown in the 

equations above in a practical system. Instead, a stochastic gradient signal is used which 

provides a noisy but unbiased estimate of the true gradient of the quadratic error surface. 

The algorithm for adjusting the coefficients a0 and 0 1  is a simple first order adaptation 

loop, where the iiltegrator helps to remove some of the self noise in the gradient estimate 
, and the step size parameters, K,, and KO,,  control the sp 

\Vhen the stochastic gradients are reduced to zero on average, th t  input and error sig-nals 

will be decorrelated arid the optimum values of the signal cancellation coefficients will have 

been readied. The values of a0 ( t  ) and ( t  ) will be held at their firial integrated values. 

'3.4.2 Adaptation in the Distortion Cancellation Circuit 

The distortion cancellation circuit is described with reference again to Figure 3.3. 'The two 

adaptation coefficients & arid & are used to adjust the atteriliation and phase of the error 

signal l l , ( t )  and its delayed version ~l,( t  - r2) respectively in such a way as to best estimate 

the IhlD at the main amplifier output. Assuming a linear unity gain error amplifier with 

no other distortion introduced. the feedforward amplifier output t*,( t)  can be expressed by 
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When 00 and a1 are optimised as given in (3.12), c , ( t )  % =:ud(t - T , ) .  Complete distortion 

cancellation is then achieved when ~ i , ( t )  = y ,c , ( t  - T ,  - T ~ ) ,  which is true for 

cd ( t  - Ta - Tb)  = bt vd ( t  - T a )  + Jlnpt L ' ~  ( t  - Tz - T a )  ( 3 . 2 8 )  
A 

For small values of the delays ~b and 7 2 .  it can be st&d that h t  + j l q t  % 1. 

Optimum values for 130 and 3 1  are obtained by adapting the coefficients until the feed- 

forward amplifier output signal c,(t) and the error signal ~ l , ( t )  are uncorrelated. This occurs 

when ~ ' , ( t )  is comprised only of the linearly amplified input signal, T ~ L ' ~ ( ~ - T ~ - T ~ ) ,  when the 

signal cancellation coefficients are at their optirnal vahes. The covariance of the error signal 

c , ( t )  and the f d f o n v a r d  output signal c,(t) as shown in (3.21).  provides an appropriate 

g~adient signal to drive the adaptation of ,?,: 

Sirnilarly, the covariance of the error signal u , ( t  - r l )  and the output signal c,(t.) is used as 

the gradient signal to drive the adaptation of 3,. 

\Vhen these gradient \,slues are equal to zero then the two signals have been succesfully 

tiecorrelated and the optimum values for cto and 0 1  have been reached. 

'The average pourer in the output si: 

p,(&, J 1 )  = ~ [ l l ! , ( t ) 1 ] ~  

= I%12pm + 

nal is quadratic in /jo and dl 

llinimising the power in the output c , ( t  ) by adjusting the values of 30 and 3, is equivalent to 

decorrelating the signals as described above. For c\.o and 01 adjusted to their optimum values 
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the gradients of the output surface P , ( I ~ ~ ,  31 ) can be found with respect t o  the individual 

coefficients and are expressed in the following form 

aPo (30~31) = -2&j(12 - rb) + 2 4  Pd + 2jbRd(~2)  
83i 

* Analogous to (3.18) and (3.19). the stochastic gradient signals ~ i s d  to provide an esti- 

mate of the true gradient of the quadratic crror surface for 30 and 3, arc 

('onscclucntly tlie adaptation algorithms for adjusting the c:ocfficients 30 and J1 with the 

corresponding step size parameters, Kd, and hj, , are give11 as 

\Vhcn the coefficients are at  their optimal values do = &pr and ,J1 = dlwt, then the 

stochastic gradients will be zero on aLrerage and the coefficients will be held a t  thcir firial 
Q -, 

integrated state. Changes iri operating conditions will cause the c.oefficirnts toc~.r*pt to  

riew optirni~rn values. 

3.4.3 Biasing and Masking 

?'tie above analysis showed coeficierits adapt whcri the signal cancellatio~i ccxxffi- 

cients no and n ,  are and the basis signal is completely caricelled from 
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the signalWu,(t). However. misadjustrnent of the coefficients a0 and crl will bias the adapta- 

tion of the distortion cancellation coefficients. An analysis of the accuracy requirements on 

the signal cancellation coefficient is given in [ 2 ] .  

i'he problem of long convergence times caused by the strong signal component in the 

outbut c , ( t )  masking the weak distortion component in the correlation was resolved in [l]  

by filtering the desired signal component from the 3 adaptation path. This is not necessary 

in this application as the adaptation over the wide bandwidth is achieved by taking partial 
, .. 

correlations over small subbands which can be selected to avoid t h ~ n w h e r e  the signal 

is strong as described in [dl. cT t 
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Delay Matching Analysis 

4.1' Chapter Overview 

This chapter presents the new analysis that was perfornled as part of the currcant feedfor- 

ward research. Results showing the delay matdling circuit's additional ability to haride 

linear variations with frequency across the band of interest are presented. The  wide band 

adaptation method is discussed followed by an arialysis of the effect of aliasing due to  incorn- 

pletc suppressio11 of the subban& outside the  Nyquist frequency of the DSP. The chapter 

is conclncled with a detailed analysis of a novel approach t o  speed the convergcrice of the 

adaptation coeficients. 

L .  

4.2 Effect of Frequency Dependence in the Vector Modula- 

tors 

Amplitude variation with frequency in the circuit components results in coefficients which 

are riot optimised across the band of interest and therefore reduces the circnits ability to 

suppress unwanted distortion a t  wide bandwidths. The original single coefficient fetdfonvard 

amplifier [ I ]  required that the accliracy in the coefficient 3 must be less than 1% to ensure 10 

dB distortion cancellation. Any ripple i r ~  the distortion caricellatiori circuit coniponents must 

therefore be held to within 0.1 dB. These restrictions do not apply to the signal cancellatiori 

coefficient 0 if it is placed ahead of the rriairi anlplifier since any distortiori introduced i r i  

the 1nai11 branch is cancelled. However, any additional ciistortiori generated by the 0 vector 



CHAPTER 4 .  DELAY hL4TCHING ANALYSIS 

81 
Figure 4.1: Cornplcx baseband rnodel of frequency response in sigrial cancellati011 circnit 

b 

modulators increases the power level that the error arriplifier must handle. 

Since the current design is operating a t  much wider bandwidths than the$Tiginal systeni 

it was important to  measure the variations in the components and analyse their effect on 

the convergence behaviour of the coefficients in the delay ~natchirig circuitry. 

,\.leasurernents were made on the vector modulators, used for the attenuation and phase 

adjlist~nents, to  find the amplitude variation with respect to  frequency across the bandwidth 

of interest. They were found to have a linear variation of 0.2 d B  across 30 1IHz (1.7851.815 

GkIz). but outside this band the variation was norilinear and the ripple increased to 0.3 dE3. 

An analysis was performed to determine the effect of the h iear  variation on the s u p  

pression of the signals in each loop. It is sufficient to arialyse the behaviour of the sigrial 

cancellation loop as these results can clearly be related to the case of the distortion cancel- 

lation circuit. 

The signal cancellation circuit is modelled in the frequency d o ~ n a i r ~  as s11ou.n in Figure 

4.1. 'The ripple introduced by the vector modulators in the 00 and 0 1  branches is represented 

by t he transfer functions Ho( f )  and E l l  (f) respectively, where [Io( f )  = 1 +go f and HI (f) = 

1 + gl f, and go and gl and corriplex valued coefficients representing approxiniately lirlear 

variation in amplitude. The  signal suppression a t  the oiitput of the circuit is measured by 
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the error transfer function 

H c ( f  , Qo, Q I )  = Toe -lkf" - a o H o ( j )  - crl ~ ~ ( j ) e - ~ ~ ~ ~ ~ ~  

The output of the signal cancellation circuit is then represented& 

d 

V e ( f )  = L & ( f ) H E ( j 9  ~ 0 .  a l )  + vd( f ) t : - ~ ~ ~ ~ ~  (4.2) 

If H , ( f ,  00,  a l )  = 0, then the desired output V , ( j )  = Vd( f ) e - ' % f T a  is obtained. 'Therefore 

the goal is to mirli'mise He( f ,  cto. n l )  to  achieve 

-7•‹C - lmfra  = ckoHO(f) + a1 H l ( j ) e  J ~ ~ T I  ( -1  3) 

From (4.3).  i t  is clear that ripple in the vector modulators controlling the adaptation of the 

c.oefEcients may cause undesirable effects in the estimation of the linear componc~it of the 

power amplifier. This effect will now be rnodelled and a n a l y s ~ i .  

Representing JVm( j  )J2with a uniform spectrum norrnalised to m i t  power over thc band 

2 H ,  the average cricrgy contribution frorn the residlial cornpontmt V,( j )  I!,( f )  at the sig~lal 

cancellation circuit output is given as 

Optimal values for 00 arid 0 1  can bc fomd  by differentiating F,. in (1 .4 )  with rcspcct 

to 00 and ( 1 1  respectively arid cyuati~ig the results to zero to obtain two eqliatioris in two 

unknowns. It is then "easy" to solve for optirnu~n values of 00 arid 0 1 .  

4.3 Delay Compensation 

4.3.1 Vector Modulators without F'requency Dependence 

For the case without frequency variation in the passband of the vector n~oclulators, I f o (  j )  

arid I l l  ( j )  arc set to 1 ,  and the optimal values for a0 and n 1 are deriveti using (4.5) arid 

(4.6) arid arc g1ve11 by 
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where stnc(x) is defined in (4.1 1). 

The optirnum values of the adaptation coefficients are obtained by setting the values of 

T ~ ,  T,, and T I .  A 7i/4 DQPSK input signal with 35% root raised cosine filtering and input 

backoff of 6 dB from unity power is used as the input signal to  the simulation of the signal 

cancellati011 circuit. C ( x )  is represented by fourth order gain and phase polynomials which 

are fitted to the corresponding climes over the range of input powers. The linear gain is 

calculated using (2.4) and results in a value of yo = 0.947 + 0.635~.  ('sing this value arid 

close approximations to  the delays within the actual circuit implementation, r, = 0.3 ns 

and r1 = 1 ns, a plot of IHe(f,o~qt. olwt)/2 is made as given in Figure 4.2. The optiniurn 

vali~es of cro and n1 arc calculated to be oowt = 0.66:3 + 0.445~ and ol,t = 0.28-1 + O.191j 
using (-1.7) and (1.8) above. The wide bandwidth nature of the circuit is shown by the two 

nulls that arc present compared with only one in the original circuit (see Figure 3.2).  Noticc 

the sum of the coefficients is eqlial to the value of linear gain 7, 

4.3.2 Vector Modulators with Frequency Dependence 

Taking into account the frccluency dependence iritroduced by the transfer functions !lo( f )  

and Ill( f )  in the no and 0 1  paths, new optimal values for cro and 0 1  can be calculated by 

substituting (.I. 1 )  into (4.5) and (-1.6) and equating the result to zero to obtain two equations 

in two unknowns. 
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frequency (MHz) 

E'igire 4.2: Sl~pprtssion of V,,(f) o \ w  30 1IHz with no amplitlidc variation in the passbard 

111 both  cases, when c\o and 0 1  arc a t  their uptinlurn valucs, their surri is equal to ttw 

linear gain of thC anip1ific.r 7,. 
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F'ig~re 1.3: Suppression of V,(f) for delay rriatching circuitry with 0.2 dB liricar variation 
in the vector rncxiulators 

Figurt. -1.3 shows thc effect of thc amplitude variation in both \.cctor modulators on thc 

suppressiori of the signal V,( f ) .  The coefficierits representing the ude variation in 

thc passband are rnodelleci as real for simplicity and arc set to go 7.72 x 10 " to 

achieve f 0.1 dB variation a t  k15 hIHz away from centre frequency. Agairi the paralnctcrs 

r, = 0.3 ris, T I  r- 1 11s and 7 ,  = O.Y47+0.635j are used along with go arid g l h  calculate the 
2 optirnal \.ahlcs for a0 and 0 1 .  A plot of the signal suppression ) I { , (  f .  aoWt.  nlwt)l can then 

be o b t a i ~ i ~ i .  ( impar ing  the result with that in Figure -1.2 shows no noticeable diffcrericc 
* 

between the two plots. This demonstrates the ability of the delay rnatching circuitry to adapt 

to lifiear variations of amplitude ripple with frequency across the baridwidth o f  interest. The 

coefficients compensate for the amplitude variations by converging to riew optirrial va1l1r.s of 

aoVt  = 0.585 + 0.561 J and olWt = 0.362 + 0.074j. 

4.3.3 Comparison with Single Coefficient Case 

['sing the same technique, a comparison can be made between the delay ~natd i ing  circuitry 

and that of the origirial circuit without delay cornpensation. The error transfer furiction for 

the single c:oefficic.nt case with no delay error is given by 
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- 90 

-20 -10 0 10 20 
frequency (MHz) 

Figire 4.4: Suppression of V,(f) for single coefficient case with 0.2 d B  arriplituc-te variation 
arid no delay rnisniatch 

and  from the gradient equation 

'The amplitude variation hasvery little effect on the coefficient cr, due to the product 
S 

( g , ~ ) 2  << 1. thus o = yo. A plot of the error transfer function H p ( f ,  a )  is shown in Figure 

4.4.  Note that this is an optiniistic result as it does not take into account the effect of delay 

~riisrnatch in the loop. 

Introducing the delay mismatch into the analysis the optimal value of 0 as derived from 

(4.17) can be found using (4.18) 
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-10 0 10 20 
frequency (MHz) 

F i g g e  4.5: Suppression of LT,(f) for single coefficient case with 0.2 d B  
anti delay mismatch of 0.3 ns 

amplitude variation 

Again ct = ?,, but the \ de ay ~nisrnatch of T, = 0.3  ns will result i l l  significant rnisatljustmcnt 
B 

from the optimal value as the frequency moves further away from the centre band. The plot 

of IN,( f ,  n)I2 i11 Figure 4.5 shows this swift degradation clearly. 

A comparison of Figures -1.3 and -1.5 shows us that the delay matching r i rcu i tp  is able 

to improve the suppression across the band by ag~;\l;oxinmtely 30 dB. This fig~ire will vary 

dcpentling on the spacing between the delay taps'clo and 01. 

4.4 Wideband Adaptation 

- 
The correlations of the RF  signals Em(6). Em(t - T~). &(t) ,  c,(t - r2) anti &(t)  required 

for gradient adaptation of the coefficients are pcrfonned in DSP by downconverting the 

signals at  appropriate points in the feedforward circuit. To suppress third order I l I D  the 

correlation must be performed over a bandwidth of nit',, where it;, is the bandwidth of the 

* input signal &(t) .  However, the maximum sampling rate of the DSP limits the linearisation 

bandwidth to less than the Nyquist sampling frtquericy j s / 2 .  lloreovcr, a bancistop filter 

is required to selectively suppress the signal component in % ( t )  to avoid masking of the 

distortion cortipo~ient necessary for the correlaiion. 
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Wide bandwidth adaptation is achieved by performing partial correlations in selectable 

subbands and averaging the values of the partial correlations across the band. The  size of 

the subband is restricted by the maximum sampling rate of the DSP used t o  perform the . 

correlations (see Chapter 5) and also the selectivity of the available narrowband filter placed 

in the dournconversion chain of the i&plementation-shown in Section 5.1.3. The advaritage 

of this method is the ability to select subbands in the output spectrum C',( f )  which inc lud  

only the distortion component for correlation with V,(f). 

To avoid DC offsets caused by the mixers in the dournconversion chains which bias the 

correlation, a novel lise of DSP was developed in [l] to  perform the baseband correlation. 

The RF signal subband is selected and downconverted t o  a frequency of one quarter the 

value of the DSP sa~npling rate. The bandwidth of the subband is chosen to be less than 

f , / 4  to ensure that the highest frequency cornpone13 is less than the Nyquist sampling 

freqlwncy and that the lowest spectral comporient is above DC. 

111 a standard implernentatiori the subband would be downconverteci to  baseband using 

quadrature demodulation in DSP, then low pass filtered to  suppress images generated at 

multiples of the sampling frequency. For this case the output of the filter would be 

wherc h(rz) is the real low pass filter designed to  filter out the left shifted I K  offset. 

To simplify design the quadrature deniodulation step is combined with the low pass 

filtering by spectrally shifting the origirlal low pass filter by f , / 4  to  produce a complex 
f - 

baridpass FIR filter h ( n )  = e J 4 " h ( n )  as shown in Figure -1.6. In this way bandpass filtering 

is performeti on the subband to filter out any DC offset and higher frtquency components 

before baseband correlation is performed. The equivalent interpretation of the filter outplit 

is given as  

y ( n )  = t i f  " [ ~ ( n )  b~ h(n)l ( 4 . 2 0 )  

-47- Thc exponential factor preceding the corivolution results i r i  a rotating signal constellatio~i 

a t  the freque~icy f , /4.  IVhen the gradient correlations are performed the corriplex conjugate 

~nultiplication counter-rotates the spin equivalent to  the desired baseband correlation. 

The gradient estiniates for the signal cancellation coefficients are thus 



Figure -1.6: Complex filtering and mud t iplicat ions performed to produce gradient estimates 
for CLO and 01, 



CHH4PTER 4 .  DELAY hlATCH1NG ANALYSIS 

Do, ( n )  = ye(n")k(n - 7-11 

= [re ( n )  @ i ( n ) ]  [cm(n - 7-1 ) GI K ( n ) ]  * 

4.4.1 Effect of Downconversion Errors 

As shown in [ l ] .  nonideal filter properties such as amplitude ripple in the passband and 

noriliriear phase response d o  not bias the correlations. Also since the local oscillators are 
' 

, 
s h a r d  by each of the downconvcrsion chains any frequency offset which would cause a 

rotation of the signal constellation will be cancelled when the complex rnultiplication is 

performed in the g a d e n t  equation. Phase offset does not bias the correlation however it 

will effect the direction of the gradient step and the sign of the LlIS step parameter will 

vary accorrlingly. 

4.4.2 Effect of Aliasing 

The bandwidth of the subbands selected by the narrowband filter in the downc:onversion 

chain is limited by the maximum sampling rate of the DSP. 70 avoid aliasing the maximurn 

frequency of the subband must be less than one half the DSP sampling rate. Due to  the slow 

rolloff of the 4 5  1IHz Crystal filter in the downconversion chain this is difficult to achieve, 

and consequently aliasing will occur. An analysis of the effect of this aliasing follows. 
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Assume that the filter has a rectangular lowpass filter response 

where f ,  is the centre frequency of the filter, 21.1' is the maximum subband bandwidth equal 

to the Nyquist frequency f , / 2 ,  and a is the attenuation factor, a << 1. The signal spectrum 

is attenuated at the Nyquist frequency by a factor a. 

Noting that the inverse Fourier transform of the attenuated images a t  the sampling rate 

is given by 

nV( f  - f s )  = n ~ ( t ) e ~ ~ ~ ~ ~ ~  ( 4 . 2 5 )  

thus we can make an approximation to gradient estimate from the contributior~s due to 

aliasing frorn the adjacent frequency shifted spectrum at f f ,  

Taking the expectation to find the mean gradient results in 

E [D,,(t)] = E [c , ( t ) c&( t ) ]  E [ 1  + 4ncos(.'a f , f )  + 2n2cos(4i;fst)] (-1.28) . 
Clearly from (-1.28). the mean gradient will be zero for c,(t) and c,(t) uricorrelated, 

and therefore aliasing does not produce a biased result. The additional factor due to high 

freql~ency foldback will increase the self noise of the gradient estimate and can be expected 

to increase the convergence time of the coefficients. 

The complex filter used in the DSP code for the final downconversion to baseband helps 

to reduce the linwanted frequencies above f s / 2  that have been folded back into the spectrum 

and any DC offset that may bias the result. 

4.5 Speed of Convergence 

The analysis that follows applies to matched branches of the adaptation coefficier!ts. If there 

are differencs in the gain and phase between the two branches then a complex constant can 

be included in the gradient equation to correct for these variatiorls. 
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4.5.1 Decorrelation of Signals for Gradient Adaptation 

-4s stated in Chapter 3, the gradient estimate for each coefficient is dependent on both 

coefficients in the associated cancellation loop. Coupling of the adaptations is clearly shown 

in the gradient equations below. This leads to  long convergence times since each gradient 

is affected by changes made by the other gradient step. 

Dlie to the fast and slow modes in the eigenvalue spread, large step sizes toward the 

optirnum value will calise the slow mode to become unstable and oscillate toward the point 

of convergence. If this s t t p  is too large convergence may never be reached. It would be 

hoped that the separate control of the two modes would allow manipulation of the time 

constants and noise contributions to  the circuit coefficients. 

The proposed method to reduce the effects of this problem with the aim of increasing 

the convergence speed of the coefficients is to decorrelate the signals u m ( t )  and v m ( t  - rl) 

and thereby the gradient estimates so that the fast and slow modes can be independently 

controlled by changing the magnitude of the individual step parameters. This rnethod will 

be analysed using the signal carlcellation circuit, but it can easily be applied to  the distortion 

cancellation circnit by decorrelating the signal ~ l , ( t )  and c,(t - r2). 
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Decorrelation of the signals is performed using the Karhunen-Lohe expansion [19\. This 

provides a method of calculating the orthogonal basis cocfficients cl and c2 which represent 

the decorrelation of the components of the vector v, given by 

The vector v, has a unique representation based on an orthonormal basis vector yk with 

k = 1.2, given by 

where 

'The cocfficients of (4.35) must satisfy E[cr,c;] = 0 if k # J such that they arc statistically 

orthogonal or uncorrelatd and when k = J ,  E[ckc;] = Xk where Xk arc the cigenvalues of 

the autocorrelat ion inat rix of v,. The autocorrclation matrix R is given by 

'Thc orthonorrrial basis functions yk can be found using 

The matrix of E[c$ is equivalent to  a diagonal matrix of the cigenvalnes of R. 

'The eigcnvalues of R are found using the det (R-XI) = 0 which leads to  
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The evaluation of the square root gives X 1  = P, + (&(r l ) l  and A:! = Pm - I&(rl)l. By 

rearranging (4.37), the orthogonal basis functions yk can be calculated using 

Corresponding to  each eigenvalue the orthonormal eigenvectors are given as yl = 

r -I 

1 
y2 = I 1 . ,,,evalue of is very close to unity if r1 is small so the 

R ~ ( T I  ) 

eigenvectors are approximated as yl = - 

LVith the knowledge of the basis function the orthogonal co&ici&s cl and c:! can now 

be derived. Substituting yl and y2 into (1.35) gives cl = L [ v m ( t )  + c m ( f  - q ) ]  and 
v 5  

1 c2 = --[v,(t) - r,(t - T I ) ]  . This shows that ,the decorrelation of the signals c,(t) and v5 &-" 

~',,,(t - r1 ) is equal to  their sum given by cl and their difference given by c2. Substituting 

thcse coefficients into (4.38), the nature of the orthogonality of the coefficients can be shown 

For l&,(rl)  z R;,(rl) then matrix collapses into the forrn given by 

Placing tlic orthonormal eigenvectors in a matrix known as tlic rnoclal rrlatrix S givcs 

whidi co~lveniently is its own inverse S = S- '. Note that the autocorrelation matrix is 

transformed to  the form given in (4.41) using 

I t  has therefore been shown that the decoupled quivalerits of the two input signals is 

in fact q u a 1  to  the sum and the difference of the inputs. The sum is the fast mode of the 

adaptation and the difference represents the slow rnode. 



CHL4 PTER -1. DELAY MATCHING ANALYSlS 

4.5.2 Adaptation using Decorrelated Gradients 

In this section the associated decoupled stochastic gradients using the decoupled signals cl 

. and c2 are calculated. It is then shown how these gradients which represent the fast and slow 

modes of the adaptation can be individually controlled to increase the speed of convergence. 

Large step parameters can be used to  increase the convergence time of the fast mode while 

using taking smaller steps in the slow mode to fine tune the coefficients to their optimal 

values. 

The transformation of the signals can be expressed in the form 

The orthogonal true gradients are defined as 

Thc stochastic gradients are given by 

D,, ( t )  = L ' & ) c ; ( ~ )  

- - 
1 
- [ ~ ~ ( f ) ~ l : , ( t )  + ~ : , ( t )  ~ f , ( t  - T I ) ]  ,h 

14, ( t )  is referred to as the gradient sum and L),,(t) is the ditference gradient. llultiplying 

these gradients by the 2 x 2 step size parameter matrix K allows for better control of the 

updates to the adaptation coefficients. 
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This leads to  the scaled gradient estimates given by 

Due to  the higher SNR of the gradient sum, the step parameter K l  has a more significant 

effect on the speed of convergence of the coefficients. The smaller increments steps of the 

difference gradient controlled by K 2  are orthogonal to the direction of the steps taken by 

Kl  Dq, ( t )  and will act to fine tune the adaptation as it closes in on the optimunl value. 

Transforming this matrix by the modal matrix S-  ' t o  return the scaled gradient est i- 

mates for the alpha coefficients gives 

Kno Da0 ( t )  Kl nvl ( t )  + KZ D,,2 ( t )  I ' ,  [ I a ) ] = 5 [ K D ( t )  - K2 i iV2( t )  

which is equivalent to 

Notice that if Kl = K2 then the solution reduces to the case with the original gradients 

where KO, = Kl  and K,, = K2.  Since there is no reason to  adapt 00 arid (1.1 using different 

step parameters in the staritlard adaptation, the paranieters will be set to  K,, = K 0 I = K 

for clarity in the proceeding analysis. 

4.6 Analysis of Variable Delay Tracker 

Decorrelation of the gradient signals for adaptation is used to  increase the speed of convcr- 

gence. This section derives equations t o  analyse the effect of this method on adaptation 

time and jitter in the coefficients and compare with the original method of adaptation. 

The adaptation circuit shown i r i  Figure 4.7 operates as a first order tracking loop. The  

transformation matrix M = M '  is substituted with the 2 x 2 identity matrix I for the case . 
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Figure -4.7: Complex baseband adaptation circuit for signal cancellation circuit 
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when the coefficients adapt together (K1 = = K ) ,  and is equal to the modal matrix when 

adapting with decorrelated gradients. The corresponding linear model which illustrates the 

following equations is shown in Fibwe 4.8  

The true gradients of the coefficients are expressed in mat ix form as  i I 
By introducing the self noise of the gradient estimates in vector n( t ) .  then 

from (4.54) the first order vector differential equation gradients can be I 

expressed as 

[ ] and n ( t )  = [ :::,! ] . hlultiplying (4.55) by the matrix K of stepsize parameters 

yitlcis the graditnt q u a t i o n  for the ~ d a p t a t i o n  coefficients 

wllcrc & ( t )  = K D , ( t )  arid the state vector has initial conditions a ( 0 )  = 

L 

choicc of the initial cor~ditiorls for a ( 0 )  is arbitrary. 

'I'he solution to (-4.56) can be found by considcririg thr. two inputs K w  antf K n ( t )  

separately, thcrcby decomposing it to the zero input response and two zero state responses. 

4.6.1 Zero Input Response 

\Vith no inputs, (4.56) becornes 

The solution to  this cyuatiori is well known, and can be verified by substitutiorl into (4.57) 

to be 

a Z l ( t )  = e K R t a ( 0 )  (.I. 58) 

wlierc c KRt is the matrix exponential, the fundaniental rriatris of the systerri. 
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Fipirc 4.8: Linear model of adaptation of signal cancdlation coefficients 

4.6.2 Zero State Response to Noise Fkee Input 

\Vith no noisc. (4.56) bcc:o~ries 

& ( t )  + K R a ( t )  = Kw (-1.59) 

with a ( 0 )  = 0 for the zero state solution. Again the solution can be verified to be 

, . I hi. final converged value at t = oo is give11 as 

,. I he fiinthniental matrix e KR' can be represented in terms of the eigeriva1ur.s of R, 

defiried previously as XI = P, + I&,(rl)l and Xg  = P,, - IJ&(rl4, which provide the 

txponerits of the funtiarncr~tal set of solutions to the differential equation. Notirig that 

then the fundarnerital matrix expressid in terms of the eigtriva1ut.s by trarisforrnatiori with 

tht. modal matrix S is 
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4.6.3 Zero State Response to Noise 

The response t o  self noise alone is described by rewriting (4 .56 )  as 

& ( t )  + K R a ( t )  -i"Kn(t) 

with a ( 0 )  = 0. The solution is 

4.6.4 Total Solution 

The sum of the solutions given by (4 .58 ) , (4 .60 )  and (4 .65 )  gives the unique solution 

4.6.5 System Decomposition 

[-sing the eigenvectors of the system matrix R as a new basis for the state space, the state 

vector a(t) can be transfornld into new coorchnatcs q(t)  using 

Substituting S q ( t )  into (4 .56 )  and multiplying by S ' transforms the state equation to  

1 f i ( t )  = K S  a. - K A q ( t )  + KS ' n ( t )  (4 .68 )  

w i t h q ( O ) = S  ' a ( 0 )  

Equation ( 4 . 6 8 )  represents a set of two uncoupled first-order differential equations which 

can be solved independently since the components of q ( t )  are rnutu%lly orthogonal. In this 

case the step parameters K1 and K2 be varied to  independently control the eigenvalues as 
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shown in (4.69). The value chosen for K1 will have the most significant effect on the speed 

of convergence. 

4.7 Misadjustment error 

The misacijustment error in the signal cancellation coefficients can be represented by the 

error vector e ( t )  as the difference between the value of a(t) and the optimum value with no 

noise E [a (oo) ]  

Noting that & ( m )  = 0 then (4.56) can be represented in terms of the error vw,tor which 

leads to 

& ( t )  = & ( t )  - Ir(m)= Kw - K R ( e ( t )  + a ( o o ) )  + K n ( t )  (4.71) 

which again is nlodelled in state space terms. The inverse for this systeni is 

The criterion of minirnising the mean square error a: of the error signal in signal can- 

cellation circuit is useful for providing a metric for the arnount of jitter in the coefficients 

The error signal is given by 

and the variarm is found to be 
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Substituting for a = e - a(m) in (4.76) yields 

2 2 u, = lrol Pm + Pd - W'R-'W - etRe (4.77) 

The component 1 7 0 1 2  P, - wtR- 'w in (4.77) represents the minimum estimation error 

variance which is minimised by keeping the taps in the delay matching circuit small. Pd 
is the 111 distortion power. The additional factor e'Re is the excess mean square error or 

jitter in the output. If the error vector e jitters due to  self noise from the stochastic gradient - 

signal then the criterion is the average value of [etRe]. 

The autocorrelation matrix for the error vector is equivalent to  

and the criterion is expressed as 

where tr- denotes the trace of the matrix equivalent to the sum of the diagonal components. 

Declaring e in tcrms of the error in the decorrelated system reprcscntai by v 

e = Sv (-1.80) 

leads to tht. equivalent metric for the decorrelated system 

3 

where R, = v'v is the autocorrelation matrix for the decorrelated error vector. Ekpation 

( 1.8 1) is equivalently expressed as 

This simple expression represents the misadjustmerit error or jitter in the coefficients in 

term of the fast and slow eigenvalue modes and the decorrelatrtf error variances. , 

'+- 
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4.8 Noise Input 

This section develops the equations which define the system's response to  the self noise 

input from the stochastic gradient signals. The equivalent equations are also derived for the 

decoupled system. 

The self noise from the stochastic gradient can be represented as  white noise and a p  

proximated as flat since the noise bandwidth is much wider in comparison to the signal 

bandwidth. The autocorrelation of this noise input is expressed by 

Sear convergence the effect of the initial error in e(0)  is negligible and by substituting 

3 = ( t  - s),  (4.73) can be expressed as 

e ( t )  = e - K R S ~ n ( t  - 3)d3 I t  (4.84 ) 

which is the convolution of the impulse response with an input noise vector. Substituting 

into (-1.78) to find autocorrelation matrix for the error vector yields 

Since the noise is assumed as white then the cross correlation is equal to  zero. Thus the 

equation reduces to 
rt  r t  

be written as 

Substitution of (4 .87)  into (4 .79)  shows the criterion for the jitter as a function of the step 

parameters and the noise in the stochzptic gradient 
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As a comparison the transformed error vector v = Sple is represented by 

with initial condition v(0) = Sp'e(0) ,  and v( t )  = s p l n ( t ) .  The inverse of equation is 

analogous to the criterion expressed in (4.73) and in the neighbourhood of convergence can 

be reduced to 

. ~ ( t )  = - p ) d 3  6' (4.90) 

Substituting into the autocorrelation matrix R, gives 

which reduces to 

thus the criterion for the jitter in the coefficients as given by (4.81) is shown to be 

This equation relates the transformed self noise statistics to the transformed misadjustrnent 

error. It shows that the jitter in each of the sum and difference gradients (represented in 

v( t ) )  can be controlled independently by selecting different values for K1 and K2. 

4.9 Noise Statistics 

Equation (4.93) expresses the jitter in terms of the self noise of the decoupled system. 

To complete the analysis the statistics of the self noise in the decoupled system must be 

determined. By substituting the result back into (4.93) it is easy to show the effect each 

ctcp parameter has on the jitter in the coefficients. I 

As shown in ['2] the variance of noise from the stochastic gradient in the neighbourhooti 

of the convergence point where a = 7 ,  is given as 

In a similar fashion the noise statistics for the present system are found by calculating , 

the variance of the respective gradient signals. At the convergence point it was shown in 
6 
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3 

Section 4.6.1 that a = R-'w. Assuming perfect interpolat'ion of the coefficients such that 

crocm(t) + crlvm(t  - 71) = yovm(t  - r,) giving ,v , ( t )  = v d ( t )  and representing the signals in 

amplitude form rma = Ix,(t - ra) 1 ,  r,l = Ium(t - rl)l and r,o = (v,(t)J, the noise variance 

for the gradient of cro is defined as 

-9 
for Ta << & where I.C' is the bandwidth of the signal then it can be assumed that r,, rz rmo 

and (4 .95 )  collapses down to equal the single branch variance.given in ( 4 . 9 4 ) .  Similarly the 

variance of the stochastic gradient of a l i s  given as 

which again is similar to  the single branch case. The covariance of the two gradient signals 

can also be found by 

Combining these results to form noise covariance matrix R, in terms of a;- gives 

where ( 0 < 6 0 ,  t l  < t l o  << 1 )  are the errors in the approximation to the singular case. 

Since u ( t )  = S p  l n ( t )  the noise statistics of the decorrelated gradients can simply be 

found by transforming (4 .99 )  with the modal matrix inverse to produce 

Substituting (4 .99 )  into ( 4 . 8 8 )  to find the expression for the criterion for jitter in the coef- 

ficients leads to 
1 1 1 
- t r [ K R . ]  = ?~u;,Jl - to )  + T ~ ~ L u ( l  - - e l )  (4.101) 
2 - 2 
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which is approximately equal to  Kobo.  

For the case with decorrelation the criterion, substituting the noise statistics of (4.100) 

into (4.81) gives ' 

Clearly the first term dominates so the step parameter K1 will have more of an impact on the 

jitter. The jitter introduced by both methods with K1 = K is shown to be approximately 

equal, verifying that there is no degradation in system performance using the decorrelation 

met hod. 

4.10 Summary of Analysis of Dynamics 

This analysis has shown that the fast and slow modes in the coupled system, which require 

slow adaptation of the coefficients to maintain stability. can be separately controlled by, 

decorrelating the gradient signals for the adaptation. The new gradients are equivalent to 

the sum of the original coupled gradients (the fast mode) and the difference between the 

gradients (the slow mode). In this way large step parameters can be used to  control the fast 

mode which will increase the speed of convergence. The slow mode acts to fine tune the 

coefficients by taking small steps to  separate them from the sum. Increasing the convergence 

speed will cause an increase in the jitter in the coefficients, however it is approxi~nately equal 

to the jitter that is generated using the same step parameter in the coupled system. 
2 



Chapter 5 

Circuit Implement at ion 

The feedforward amplifier circuit hardware is primarily composed of ~lini-circuitsT"' S l IA  

connec torised components. Each significant component in the circuit is described in the 

follow&g sections and is followed by a full description of the circuit implementation. 

5.1 Circuit Hardware Components 

5.1.1 The Amplifiers 

Figure 5.5 shows the schematic diagram of the signal cancellation circuit. A nonlinear but 

power efficient Class AR amplifier is used for the main amplifier and provides a gain of 

28 dB with an ontput 1 dB compression point of 30 dBm. It is designed to operate over 

the frequency range of 1 .'i -1.9 GHz with f 0.5 dB flatness. Over the 10 hIHz linearisation 

bandwidth the delay variation with frequency changed by less than 0.1 ns. 

All of the class A preamplifiers, except the one immediately preceding the main amplifier, 
' 

have an output 1 dB compression point of 10 dBm. Each of the preamplifiers provides a - 
gain of 20 dB with approximately 0.1 dB amplitude variation across the band of interest. 

The preamplifier preceding the main amplifier was chosen with a higher output power of 15 

dBm to avoid operation near its region of saturation. CJnfortunately, close to  the completion 

of the project, this amplifier started produc'ng unacceptable levels of distortion, in addition 

to significant gain loss, so had to be remo 1 ed from the circuit. Instead another lower power 

preamplifier was added with 20 dB of attenuation to match the delays between the two 

branches. This may seem an unusual approach to add gain then cancel it inimediately 



Figure 5.1 : Schematic diagram of vectof modulator 

ahead of the PA. It would certainly have been more effective to have added some of this 

attemiation after the PA in the sampling coupler branch t o  increase the drive to the PA, 

but this change would have required considerable reworking of both cancellation circuits. 

The error amplifier is a ('lass A amplifier with 40 d B  gain and output 1 dB  compression 

point of 33 dBni which ensures that the amplifier will be sufficiently backed off to operate in 

the linear region. Simulations showed that an input power of less than -15 dBm will ensure 

that the no significant IhID products are generated in the error amplifier. The frequency 

range of operation is 1 - 2 GHz and the amplitude variation with frequency over the 40 h1Hz 

bandwidth is 0.3 dB. 

5.1.2 The Vector Modulators 

The vector modulators (VhI) controlling the attenuation arid phase shift of the four com- 

plex coefficients are cnnstructed using hlini-circuits power split ter/cornbiners and voltage 

controlled attenuators (VCA) as  shown in Figure 5.1. The VCAs are designed to produce 

low harmonics and better IMD performance in comparison to a mixer used in the more 

conventional quadrature modulator. The first power splitter splits the input signal into 

two paths in phase quadrature which are then fed to the VCAs. The VCAs provide 0 or 

180•‹ phase rotation for positive or negative control voltages respectively and an associated 

attenuation which is a nonlinear function of the magnitude of the voltage applied. With 

these features controlling the input signal, the resulting vectors can be combined in the h la l  

power combiner to produce a resultant vector which can reach any phase shift from 0 t o  
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Figure 5.2: Vector llodulator measurements showing attcn~mtion as a function of control 

4 
voltage for d~ = -15" 

360". However, since the VCAs have a finite maximum attenuation value of 30 dB  , the sum 

of the vectors will result in some unknown regions on the complex plane being unattainable. 

Fortunately this did not prove to  be a problem. lleasurements of attenuation provided by 

the vector modulator are plotted in Figure 5.2 as a hnction of r = Ju: + v$ which shows 

that quick convergence of the coefficients will be achieved if the ~ 5 1  is operated at 15 d B  

nominal attenuation in the steepest part of the curve, correspon#ing to  r = 0.7 V. Figure 

5.3 show the measured values of phase shift provided by the vector modulator for varying 

the control phase Q = t a n - ' ( v Q / v I )  using r = 0.7 V .  This shows a monotonic increase in 

phase shift with increasing 9, changing rapidly in the mid-quadrants where IuIl = I cQI. A 

plot of the attenuation in Figure 5.4 as a functiori of Q for r = 0.7 V shows the attenuation 

range for different values of 9. 

Measurements across a -10 MHz span (1.781.82 GHz)  with 0.7 V input voltage showed 

a 0.3 d B  that was only roughly linear with frequency. To keep the levels of I l ID  generated 

by the vector modulator below -60 dBc the input power met be maintained below -5 dBm. 
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Figure 5.3: Aleasured phase shift through vector riiodulator as a function of 4 for r = 0.7 
V. 

120 240 

4 (degrees) 

Figure 5.4: lleasured attenuation through the vector niodulator as a function of Q for 
r = 0.7 V. 
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5.1.3 The Downconversion Chain 

The schematic diagram of the downconversion chain is shown in Figure 5.5. Power splitters 

are used to  split the required signal for downconversion a t  appropriate points in the circuit. 

Each mixer shares the same local oscillators which are fed through two 3 way splitters -+* 
to achieve a total of five signals for the five identical downconversion chains for c,(t). 

c,(t - T ~ ) ,  c e ( t ) .  ~ ' ~ ( t  - r2) and z f , ( t ) .  The two outputs from the first splitter require 6 

dB at tenuators so that the levels from a l l  five outputs will be approximately equal. Any 

relative phase shift between the oscillators will not bias the correlation as proven by Grant 

[ I ] .  The first mixer performs a downconversion to  250 hlHz using an LO frequency of 2.05 
1 CHz.. A lowpass filter a t  300 MHz removes the high frequency products before the second 

downconversion stage. This stage uses a local oscillator controll& by the P C  via an EIPIB 

i~iterface to select various frequency subbands across the bandwidth of operation. Each 

band selected is downconverted to  45 MHz IF using an LO which steps around 205 1IHz. A 

four pole monolithic crystal filter centered at 45 LlHz 417.5 kHz cut-off frequency filters out 

the subband before the final downconversion stage to 9.5 kHz, one quarter of the maximum 

DSP sampling rate f,. This frequency is chosen so that the subband can fit between DC 

and the Nyquist frequency f,/2; however due  t o  the low rollnff of the crystal filter (30 dB at 

f 25 kHz) some signal frequencies can be expected to fall outside of this range, thus causing 

problems with aliasing and bias in the correlation due to the DC offset. It was shown in 

section -1.4.' that aliasing does not effect the correlation but it will introduce self noise which 

will slow the adaptation time. The DC offset problem is resolved when the input signal is 

filtered with the complex bandpass filter in the DSP 

The 9.5 kHz subband is low pass filtered at 5 11Hz and amplified to f 1 V before being 

passed as an input to the DSP peripheral I/O board. 

The downconversion chain posed a probl$m in s~ldbting the first LO frequency high 

enough to avoid leakage back into the signal path due to poor isolation from the mixer. 

The level of 2.05 GI-Iz LO leaking back was measured a t  -35 dBrn. Since it is situated well 

away from the operating frequency of the circuit it is virtually transparent to  the adapting 
- coefficients. Proper design of a filter would be required in a practical implementation. 
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5.1.4 DSP Host Processor Board-PC/C32 

The digital signal processing (DSP) board used to control the adaptation of the circuit 

coefficients is supplied by Loughborough Sound Images (LSI) and occupies a single 16 bit'slot 

inside an  Intel 80386 based PC. It uses the 50 h1Hz ThlS320C32 floating-point DSP which 

achieves a!perforrnance of 25 Million Instructions Per Second (hIIPS), or -10 ns instruction 

cycle time. 

The PCIC32 DSP card has orie bank of zero wait state 32k x 32 SRAhI. It also provides 
d 

a block of two wait state 2k x 16 DPRL4hI, used for fast da ta  exchange between the P C  and 

the C32 DSP without disn~pting the processing of either device. 

LSI pro\ides software interface libraries which allow simple ty?d easy access to the board's 

features from the PC. The board also comes equipped with a 16bi t  parallel expansion 

irltcrface called DSPLINK used for direct input/output to and'from the DSP, avoiding the 

use of the 110 bus on the PC'. Analog I/O channels are added to  system using a standard 

multichannel analog 110 board connected via DSPLINK interface and is described in the 

following section. 

Transfers between the two boards are interrnpt tiriven. This will be explained in Section 

5.3. 

5.1.5 DSPLINK Multichannel 1 / 0  Board- PC/  16108 

A peripheral I/O board inserted inside the P C  is used to  provide the necessary interface 

from the I X P  to the analog circuitry. It interfaces to the PC/C32 Host Processor Board 

via a 50 way shrouded DSPLINK connector, and an analog150 way IDC connector a t  the 

endplate of the board is used for all analog input and output signals. Five out of the sixteen 

available Analog to Digital Converter (ADC) input channels are used for the signals from 

the downconversion chains; k ( t ) ,  U,( t  - q), U,( t ) ,  vt(t - T ~ )  and i7;,(t). All eight Digital to  

Analog Converter (DAC) channels were used to output the required voltages to the vector 

niodulators, representing the real and irnagiriary parts of the adaptation coefficients no, 0 1 ,  

:j0 and &.  
Sampled data  and control signals are passed over the 16 bit DSPLINK interface to  the 

C32 processor board where correlations are performed and the coefficients updated. The 

maxinium sampling frequency available was 38 kHz due to  the nuniber of input/output 

ports being utilised. Each channel has a resolution of 12 bits and a voltage range of f 10 
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V. On board progran~mable gain amplifiers (PGAj and anti-alias/reconstruction filters are 

also provided prior to  sampling by the ADC. The amplifiers are programmed with a gain of 

10 to utilise the full f 10 V range of the ADCs. The Butterworth low-pass filters with -18 

dB per octave roll-off in the stop band are set to  a cutoff frequency of 17 kHz t o  provide a 

degree of anti-aliasing.. 

5.1.6 RF Input Signal Generation 

Generation of desired test signals is made easy with the help of two phase locked HP3312OA 
4 

Arbitrary \Vaveform Generators (AWG). A hlathcadT" worksheet was written to generate 

the required test signal a t  baseband and the real and imaginary components were written 

to separate files. Each of these files could be downloaded to  the appropriate ALVG via an 

HPIB interface for use as the quadrature modulator I and Q inputs to  the H P  ESGZOOOD 

signal generator. The signal generator was set to a carrier frequency of 1.8 GIIz and the 

modulation bandwidth could be changed by setting output frequency of the ACVGs. It is 

desirable to keep this value as large as possible so that the images a t  the sampling rate will 

be filtered by the ALVGs anti-alias 10 MHz 7th order Bessel filter. However, the I/Q input 

bandwidth of the sigrial generator is limited to  15 hlHz. An effect that could not be avoided 

was the tones produced a t  multiples of the output frequency from the carrier which caused 

unacceptable noise floors at  certain frequencies. 

A QPSK modulated input sig~ial filtered with a root raised cosirie filter a t  35% roll-off 

was chosen to  exercise the amplifier in the both nonlinear regions of cutoff and saturation. A 

128 ksym/sec was used as a narrowband test signal and the output frequency was increased 

to test the operation at wider bandwidths. 

5.2 Circuit Description 

The circuit is described with reference to Figure 5.5 and Figure 5.6 which show the 

schematic diagrams of the signal and distort ion cancellation -circuits respectively. ITnless 

otherwise specified, the measurements are made a t  1.8 (;Hz centre frequency and the control 

voltage to  the vector modulators is 0.7 V which corresponds to  an attenuation of approxi- 

mately 15 dB. . 
The RF test signal is applied to  the input of the signal cancellation branch. This signal is 

split into two paths; the reference path i r i  the lower branch and the main path in the upper 
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Table 5.1 : hleasured delay in different paths of signal cancellation circuit 

branch. The reference branch consists of a delay line with a measured delay of 9.1 ns. This 

is chosen to be approximately equal t o  the average group delay through the path 1-2-3. The  

main branch splits the input signal again for adaptation in the a0 arid a ,  vector niodulators. 

The a0 path first splits the signal for downconversion of G(t) before the adjustment of the 

gain and phase in the Vl I .  The a1 p a ~ h  is delayed by a fixed delay, rl = 0.7 ns before it is 

split for downconversion of the signal E,(t - rl). After undergoing attenuation and phase 

adjustment in the V l l ,  the C I ~  output signal is combined with the output from the cro path. 

The preamplifiers and attenuation are used to  raise the power level to  an  appropriate value 

for input to  the main amplifier. A portion of 'the output of the main amplifier is sampled 

by the coupler and attenuated such that the levels a t  the points 3 and ,5 are approximately 

equal. 'The Vl l s  will fine tune the levels in the main branch t o  match the level of the 

reference signal and when perfect adjustment is reached complete suppression of the signal 

will be achieved from the output of the first subtracting point. 

hleasurenients of the group delay through the separate a0 and a 1 paths 1-2-3 were rnack 

by disconnecting the VhI in the other path and setting the control voltage to r = 0.7 V. 

Table 5.1 shows the varying delay nleasurernents through each path across a bandwidth of 

40 h1Hz. Clearly the reference delay r, falls within the delay measurements of cro and 0 1  

The input power level of thel.8 GHz QPSK signal was limited by the signal generator 

which introduced distortion into the output signal when operated above an  output power 

level of -1 dBm. lTsing this input power level ensures that the Vhls are operated below -5 

dBrri input power to avoid introduction of additional intermodulation products. 'The PA 

output power is 26 dHm. 

In the distort ion cancellat ion circuit the upper reference branch cont aim the output of 

the amplifier & ( t )  which is delayed bx the fixed delay line of 10.:3 ns such that the delay 

in path 2-8 is to  approximately equal the average g o u p  delay through the path 2-3-67. 

llcasuremerits of the delays through the separate 30 and 3, paths from point 2 to point 7 
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Table 5.2: Measured delay through different paths in distortion,cancellation circuit 

are compared in Table 5.2 with the measured delay through and the sampling coupler in 

path 2-8. 

The lower branch passes the error signal output from the power combiner at point 6 

through a high pass filter at 1 GHz. The 6 dB of attenuatioy is chosen so that the loss in 

path 2-8 measured a t  -3 d B  is approximately equal to the loss through the path 2-3-6-7. 

With signal completely suppressed the error signal is at a much lower power level than the 

input signals and needs tpo be amplified before it is split for downconversion. The signal is 

again split to feed the & and paths with a fixed delay line of 0.7 ns added to the path. 

The two paths are then recombined before amplification by the error amplifier to bring the 

level of distortion up to the same level as in the amplifier output signal a t  point 8. The 

error signal is then combined with the PA output to produce the final feedforward linearised 

output. 

5.3 Software Design 

5.3.1 FIR Filter Design 

The complex bandpass FIR filter x[n] used to filter the signals downconverted to 9.5 kHz 

is designed in the software package hlatlabTh* using the Remez exchange algorithm. The 

passband of the filter is chosen as 10 kHz so that the 3 dB cutoff frequencies are of the same 

order as the crystal filter in the downconversion chain. High stopband attenuation is required 

to filter out any aliasi;lgape(ructs above the Nyquist frequency of 19 kHz and to effectively 

attenuate any DC offsets which would bias the correlations. A filter length of L = 32 is 

required to meet the narrow passband requirements and provides 65 dB attenuation in the . - 
stopband. Fiewe 5.7 shows the magnitude responseof the complex filter h[n]. 

Note the same filter is used to filter all the signals from the downconversion chains. This 

is because the subbands are selected to downconvert bands which contain either the desired 



- - Fiewe 5.7 .  Complex bandpass filter used to filter & ( t ) ,  v,(t - rl), .Ge(t), &(t - and 
.7 

E o ( t )  at  9.5 kHz. 

signal or distortion only and subsequently a bandstop filter for the suppression of the signal 

in the beta adaptation is not required. This greatly reduces the length of the filter and the 

delays involved in performing the filtering in DSP. 

5.3.2 TMS320C32 Assembly Code Design 

The code written to control the adaptation of the coefficients is written using TMS320C32 

assembly language. The code begins with a standard board initialisation procedure. The 

sampling rate of the ADC and DAC channels is set to 38 kHz. All analog input channels are 

sampled synchronously and the D/A channels are converted simultaneously a t  each clock 

pulse. Initial values are set for the DACs. 

Transfers between the DSP board and the multichannel 1/0 board are interrupt driven. 

Level triggered interrupts are generated a t  the same frequency as the ADC sampling clock. 

This is equivalent to an interrupt every 26 ps or 657 machine cycles. Once the analog inputs 

are sampled the multi-channel board asserts an interrupt on the DSP chip's IXT2 input pin 

~vhich initiates the code contained in the interrupt service routine (ISR). The interrupt line 
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is released by accessing one of the ADC registers. 

, The ISR is used to read the current input samples from the .4DC an'd output the com- " 
puted values of the adaptation coefficients to  the DACs. The ADC input samples are 

converted from 2's complement to IEEE floating point format and stored in a sample buffer - 

for use in the main adaptation program. 

The main program is used to filter the samples with the complex filter coeffieients of hlnl 
and generate the updates for the adaptation coefficients to  be passed to the DACs. An FIR 

subroutine is used to  calculate the filter outputs based on the previous L samples stoked in 

memory. To reduce the amount of processing required by the DSP and to  aid simplification 

of the code, the filter outputs are decimated by a factor equal to the length of the FIR filter. 

Ofice the sample input buffer is filled, the ISR raises a flag to the main program which 

takes the inner product of the buffer contents with the real and imaginary filter coefficients, 

thereby obtaining a new filter output every L s a e l e s .  Decimation i'ncreases ;he convergence 

times by a factor of L. By applying more processing power decimation of the filter outputs * 
would not be required and the speed of the adaptation increases by a factor of L. 

Since the alpha coefficients use solely the desired signal band for adaptation and the beta 

coefficients require only the distortion bands to adapt, the code only needs to  adapt one 

coefficient at each frequency subband selected. In a practical implementation an algorithm ' 

could search the frequency band for power spectra and make a decision based on -power levels 

as to whether it is signal or distortion and adapt the correct coefficient accordingly. For a 

CDMA signal where the signal spectrum spans the entir-dwidth, the beta coefficients 

would be adapted on either side of the signal bandwidth. 

A simple approach was taken to adapting the coefficients across the band. Knowing the 

frequency and bandwidth of the input signal and the width of the generated IMD bands 

on either side of the desired signal the selection of the subbands for downconversion is 

simplified. The linearisation bandwidth is divided into three sectors as shown in Figure 5.8, 

where the low and high frequency sectors encompass the IMD bands and the centre band 

spans the signal bandwidth. 

The main program bkgins by adapting the sign& cancellation coefficients at the centre 

.frequency. Once a certain number of updates have been performed, chosen such that the 

signal cancellation coefficients have time to adapt, the program sends a-request to the PC 

that it is ready to  change hequency by setting the semaphore flag to  1. A windows program 

written as an interface between the PC and the DSP waits for the flag to  be set and upon 
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Figure 5.8: Representation of the dividing of the linearisation band for the coefficient adap- 
tations. , 

acknowledgment decrements the frequency of the signal generator by a value specified by 

the user, such that it steps into the upper IMD band for adaptation of the beta coefficients. 

The PC also resets the semaphore flag to 0 and awaits a new request t o  change frequency. 

The coefficients have now adapted and linearisation at the feedforward amplifier output is 

achieved. * I 
* + 

To maintain convergence of the coefficients the code begins an infinite cycle of stepping 

across the band, first adapting the beta coefficients in the upper band of IMD, then the 
Z 

alpha coefficients a t  the Eentre frequency, then to  the beta coefficients in the lower IhlD 

band. The PC returns the signal generator to the starting frequency specified in the upper 

band of IMD after e a b w e e p  across the band. 

The DSP code waits until the semaphore flag is reset to 0 by the PC before continuing 

t&e code execution. Due to the delay between the PC sending the instruction to  the signal 

generator to change frequency until the frequency is output, a timing delay was placed within 

the DSP code to  count 2000 buffers before proceeding with the new coefficient adaptation. 

A delay of 2000 buffers corresponds to a wait of approximately 1.7 sec, which is more 
t 

than sufficient. lTse of separate LO'S in the downconversion chains would reduce the need to  

change frequency between t k  alpha and beta adaptations and would allow for simultaneous 

Sector 2 Sector O Sector 1 
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updates of the coefficients. 

Originally a double buffering technique was used so that calculations could be performed 
' on a full sample b$er while another buffer was being filled. However since the code is 

*: 
required to  change the frequency of the signal generator it simplified the code to  lock out 

the ISR while the correlations were being performed. Each of the five input channels has 

an input sample buffer of length L which are arranged cont~guously in memGy. The top 

buffer which contains samples of v,(t) is aligned on an 128bit boundary. The individual 

channel buffers for u,(t ; TI), v,(t), u, ( t  - r2) and c,(t) are filled by adding L, 2L, 3L and 

4L respectively to  the pointer of the &st sample buffer. 

The ISR fills the individual buffers and sets a flag to indicate when the buffer is full. 

The main program which takes care of filtering and the correlations, polls this flag until it ' 

is set then proceeds to perform the calculations on the full buffer. Since the ISR is locked 

out until the calculations are completed, context saves and restores are not required. 

Each ISR takes approximately 105 cycles to complete and the buffers take 0.85 msec~to 
,- 

fill. The primary functions of the ISR are as follows: i 
* 

Reads the input sample data .from the ADCs and converts it from 2's complement 

integer f a m a t  to flo%ting point format 
f@ 

I 

Stores the input. sanipTes in theJlnput sample buffers b 

Outputs the current y lues  of the alpha and beta coefficients to the DACs 
\ 

Checks for full'buffer 
* 

when buffer is full, signals main program using IOF flag 

The main program polls the buffer flag until it is set then begins a rather complicated 

set of steps to perform frequency stepping across the band. To begin the ISR is disabled 

and a bit is tested which controls the first alpha adaptation at the centre frequency. When 

this is set to 1 the code performs the alpha correlations, clearing the full buffer flag and i 

enabling the interrupts at the completion of the calculations then returning to poll for the 

next full buffer until the specified niumber of updates is reached (set to 10000 to minimise , 
j L 

the number of frequency changes). Once this occ~& the frequency semaphore flag is set and 

the value of the bit is then decremented to 0 to allow for normal operation of stepping across 

the frequency band. The code then executes the timing loop until adequate time has been 
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given for the signal generator to output the change of frequency. A flag is set so that the 

code will skip directly to  the adaptat ions once the timing loop has terminated.  he-value of 

the sectors is then tested to  determined which adaptation will be perfo~med. When it i i  set 

to the value of 2 or 0, the code will branch to the beta adaptat& using data sampikd from 

the bands on either side of the desired signal. If it is set t o  1 then the alpha coefficients will 

adapt a t  the centre fqgquency of the band. After each update the program checks to see 

if all the updates have been performed. If so, the code will request a change of frequency 

and waits for the semaphore flag to  be reset to  0 before proceeding.  he' updates counter 

and flags are reset and the sector value is decremented. At the completion of this code the 

ISR will be enabled and the flag indicating the full buffer will be cleared. The program will 

continue polling for the next full buffer flag. When the program has cycled through all three 

adaptations across the band, it will return to the beta adaptation in the upper IhlD band 

and continue frequency stepping until the PC stops the program. 

The DSP algorithm for the adaptation of the alpha coefficients is described with refer- 

ence to Fi,we 5.9. The bandpass signals i?,(t), G ( t  - r l )  and &(t) are filtered with the real 

and imaginary coefficients of the complex filter h(n) using an FIR subroutine. The diagram 

shows the decimation factor L of the filter outputs. After filtering, the complex multipJi- 
1 

cation to form the gradient estimates D,,(t) = uh(t)ue(t) and D,, (t) = vk( t  - ~ ~ ) v , ( t )  

is performed using the real and imaginary parts of the rotating signal constellations. The 

resulting derotated gradient estimates for cro and a1 are then transformed using the sum 

and difference transformation mat24 and the decorrelated gradient estimates are multiplied 

by the step parameters K1 and K2. Inverse transformation of the scaled gradient estimates 

is then performed and the values are accumulated using the familiar LMS algorithm given 

by 

to produce the updated adaptation coefficients. The values are converted from floating point 

format to 2's complement integer format and stored in an output buffer to be output to the 

DAC's. ' 

The algorithm for the beta coefficients follows in a similar fashion, using G ( t ) ,  &(t - r2) 

and L,,(t) as the filter input signals and specifying the step parameters as K j  and K4, 



Figure 5.9: DSP algorithm for the adaptation of the signal cancellation coefficients 
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Chapter 6 

Results 

6.1 Comparison of Convergence Behaviour 

Following through from the analysis performed in Chapter 4 which proposed the decorrela- 

tion of the gradient signals to speed the convergence time, a variety of measurements were 

carried out on the feedforward circuit to obtain a measure of the degree of improvement this 

new method of adaptation has on the overall performance. Choosing appropriate stepsize 

parameters, the behaviour of the coefficients for the case where they adapt independently 

can be compared to the adaptation with decorrelated gradients. The tests were p e r f b e d  

using a QPSK modulated input signal a t  128 ksym/sec 'with 35% rolloff root raised cosine 

filtering. For each adaptation using a particular set of step parameters the coefficients were 

saved in dualport memory on the DSP board, then uploaded to a file for analysis. 

6.1.1 Signal Cancellation Circuit Adaptation 

To find an appropriate value for the sum stepsize parameter K1 and to analyse its effect on 
_I 

the convergence speed of the coefficients the sum of the gradients&- a0 and a1 is adapted 

while the difference stepsize parameter K2 is set to zero. Plotting the imaginary part 

of no against the real part forms a polar plot of the convergence path of a0 as given in 

Figure 6.1. The path starts a t  the zero origin and is plotted for two different values of 

the- stepsize parameter KI  . Both paths converge' on the same point, however the larger 

stepsire parameter shows a more direct path toward the optimum value. The path for 

both coefficients is the same because they are incremented by the same gradient step and 

h 
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Figure 6.1: Pa 
only ( K 2  = 0) .  

~ t h  of the signal cancellation coefficients for different Kl adapting 

therefore a plot of a0 shows all the information required. 

the sum 

Figure 6.2 shows the convergence behaviour of the real part of a0 with respect to time. 

(?sing the smaller step parameter K1 = 0.001 results in a much longer convergence time 

(approximately 1.5 sec). Plotting both the real and imaginary parts of cro for K1 = 0.01 on 

a much smaller time scale in Figure 6.3 shows the convergence time of cro is approximately 

0.15 sec. Factoring in the decimation factor L = 32, the  initial convergence time for the 

signal cancellation cyefficients can be estimated at 4.7 msec, an excellent result. 

Another interesting result relates to  Figures 6.4 and 6.5 which show the convergence - 
behaviour of the sum of the coefficients for varying the added attenuation in the up&& 

branch of the signal cancellation circuit. The ideal case is when the levels at the input 
P to the 180•‹ signal cancellation combiner are equal which is the case when the additlonW ; - 

J 

attenuation to 20 dB. Reducing this value causes the adaptation coefficients to  

of the optimum attenuation then return to  a lower voltage 

in attenuation between the branches. Ideally tce vector 

modulators should be operated around 0.7 V to  obtain fast convergence times and matching 



CHAPTER 6. RESULTS 

1 2 3 4 

time (secs) 

Figure 6.2: Convergence of the real part of a0 over time for different values of K1 ( K 2  = 0 ) .  

tlme (secs) 

Figure 6.3: Convergence of a0 for K1 = 0.01 and K2 = 0. 
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Figure 6.4: Convergence behaviour of the real part of cro with varying attenuation in the 
i -a 

upper branch ( K 1  = 0.01, K2 = 0) 
" 

these levels as closely as possible is important. 

To compare with the case where a0 and crl converge independently, the stepsize para- 

meters K1 and K2 are set to the same value. The gradient step for the sum only is given 

,as  K1(D,,(t) + D,, ( t ) )  which increments both coefficients in unison and is approximately 
9 

equsl in magnitude to 2K1 D,,(t). For the case where K1 = K2 the gradients for as and a1 

respectively are 2K1 D,,(t) and 2K1 D,, ( t ) .  Since the magnitude of these gradients in both 

cases are very"Simi1ar for the same K1 vdues, the convergence t,imes can be cornpar& with- 

out introducing a bias to  the result. However Figures 6.7 and 6.8 show that for K1 = 9.01 

convergence does not occur due to the interactions cause by the large step taken by each 

adapting c:efficient. The signal does in fact get cancelled but the values drift off over time. 

Therefore a comparison of convergence times can only be made on the coefficients with 

K1 = 0.001 which is equal to 1.5 sec in both cases. Notice that by scaling the stepsize 

parameter by a factor of 0.1 the convergence time has increased by a factor of 10, a very 

logical result. ho rn  these results it can be concluded that the decorrelation of the gradient 

signals speeds the convergence time by eliminating the interactions between the coefficients 



CHAPTER 6. RESULTS 

0.4 

- 0.3 I.,,, 
g 0.2 - 
g - 0.1 - 
0 

2-0.0- 1 ;  
a - 
ml -0.1 - 
5 -0.2- 

! 0 5 0 '  100 150 200 250 300 
time (secs) I 

Figure 6.5: Convergence behaviour for the imaginary part of 00 with varying attenuation 
in the upper branch. ( K 1  = 0.01, K2 = 0) 

> 

and thus allowing the use of larger step parameters. 

The next step is to  find the best value foi the difference stepsize parameter so that the 

coefficients may diverge from the sum to new optimal values. Setting K 1  = 0.01 the circuit 

coefficients were adapted for three selected values of K2.  Figure 6.9 shows the path of cro 

as it sets out from the origin. Clearly the most appropriate step-size parameter for the 

convergence of the difference is K2 = 0.001 as it draws a path directly toward the optimal 

value. Using this value Figure 6.10 shows how the coefficients diverge from the sum to a 

new optimal value when both sum and difference are adapting together. The adaptation 

using the difference gradient has lengthened the adaptation time slightly as expected to 

approximately 0.17 sec, which scales to  5.3 msec. 

The amount of suppression obtained from adapting the sum of the gradients is approx- 

imately -10 dB. This result is achieved for both values of K 1  and also when the difference 

gradients are allowed to converge with K2 = 0.001. 'since the output of the two VMs are 

summed together there are a number of possibilities for the values of a0 and cul depending 

on the chosen stepsize parameters K 1  and K2.  The adaptation is quite forgiving in this 



CHAPTER 6. RESULTS 

-O.ll ' 
-0.6 -0.5 -0.4 -0.3 -0.2 -0.1 -0.0 0.1 

Re-alpha0 (volts) 

Figure 6.6: Path of cro coefficient for different step-size parameters K 1  = K2. 
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Figure 6.7: Adapting both alpha coefficients together with K1 = K2 = 0.01. 
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Figure 6.8: Adapting both coefficients together with K l  = K2 = 0.001 

Re-alpha0 (volts) 

Figure 6.9: Path of cro for different values of K2 ( K 1  = 0.01) 
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Figure 6.10: Sum and difference adaptation of the alpha co:fficients for Kl = 0.01 and 
K2 = 0.001 

respect . 

6.1.2 Distortion Cancellation Circuit Adaptation 

To achieve fast convergence h the distortion cancellation circuit the magnitude of the step 
'. 

parameters must be much greater than the step parameters in the signal cancel tion circuit 
8 )B 

due to the reduction in power level for the correlations performed in the band of distortion. 
I.' 

However, since the gradient estimates will be noisier for the beta coefficients the suppression 

will be more noticeably compromised with larger step barameters. 

Similar measurements were performed as above on the distortion cancellation circuit 

with the alpha coefficients adapted using K 1  = 0.01 and K2 = 0.001. Due to phase rotations 
a 

caused by delays in the circuit and in the downconversion chains, the stepsize parameters for 

the beta coefficients are negative in value to produce a 180•‹ phase rotation to the calculated 

gradients. If the region of convergence is known then the adaptation can be helped'along by 

multiplying the gradient estimates by some phase rotation e3* such that the gradient step is 

taken in the direction toward the point of convergence. This will increase the convergence 
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Figure 6.11: Path of Do for various sum step parameters with the difference Ki = 0. 

/ 
1 

time by avoiding a path which spirals in toward the optimum value. 

,An appropriate choice for the sum step parameter is found by adapting only the sum of . . 
the gradients and plotting' the convergence behaviour of the coefficients for different values 

of K3. The path traced out by the coefficient is plotted in Figure 6.11 for each step 
- 

parameter. Since the imaginary part of is small, the jitter prod&ed by the largergtep 

parameters is more visible. The csnvergence behaviour o=f the real and imaginary parts of 

is shown in Figures 6.12 and 6.13. Due to the limited size of the dualport memory, every 

6.1th update of the beta coefficients was stored to obtain these results. Convergence speed is 

increased at the expense of jitter, however the distortion is cancelled perf.ectly at the output 
J ? 

- for all cases so the largest value of K3 can be selected. 

The difference stepsize parameter K4 is chosen by setting Kg = -2.5 arid plotting the 

convergence of ,& for different values of K4.  Obviously the larger the Choice for K4 the 
1 

further the coefficients will separate from the sum. Plots of convergence behaviour and 

convergence paths for the beta coefficients using K4 = - 1  are given in Figures 6.14 and 

6.15. Convergence time for these parameters is approximately 2 sec, which corresponds to 

approximately 60 msec when taking into account the decimation factor L = 32. The jitter 
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Figure 6.12: Convergence behaviour of the real part of ,& for diff8rent sum stepsize para- 
meters ( K 4  = 0). 

, 

in these plots is less noticeable due to storing every 1 6 ~ ~  update of the beta coefficie?ts, 

To determine the limits to the speed of the adaptation requires performing a series of 

tests to find the best match for the stepsize parameters. A final attempt to improve the 

corivergence speed is shown in Figure 6.16. By increasing K3 the convergence time has been 

improved to 1 sec corresponding to  approximately 30 msec without decimation. e 

Finally, to form a comparison between the convergence times for the decorrelation 

method using the sum only ( K 4  = 0) and adapting the coefficients independently ( K 3  = &) 

plots were combined to form Figures 6.17 and 6.18 using K3 = -2.5. Figure 6.18 clearly 

shows that decorrelating the gradients has increased the convergence speed by a factor of 

two. Both methods achieve distortion cancellation at the output; however, the increased 

convergence speed will enhance the circuigs ability to quickly adapt to any changes in 
- .  

operating conditions. 
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Figure 6.13: Convergence behaviour of the imaginary part of with different 
parameters ( K 4  = 0) 
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Figure 6.14: Convergence behsviour of beta coefficients when Ks = -2.5 and K4 = -1. 
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Figure 6.15: Path of beta coefficients for K3 = -2.5 and f i  = -1. 

-0.7 
0 1 2 3 4 

bme (secs) 

Figure 6.16: Convergence of the real part of ,& for increasing values of K3 ( K 4  = - 1). 
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Figure 6.17: Comparison of path traced -by beta coefficients for adapting the sum and 
adapting coefficients independently ( K 3  = -2.5). 

6.2 Suppression of Intermodulation 

It was initially thought that a number of selected subbands would be required to obtain good 

distortion suppression across wide bandwidths and much effort was put into developing an 

effective method of stepping the adaptation across the band. However Figure 6.19 illustrates 

a very interesting feature of the circuit. The signal cancellation coefficients are adapted at 

the centre band of the narrow bandwidth signal (128 ksymlsec) with a distortion bandwidth 

of approximately 400 kHz and the coefficients are saved when they reach their optimum 

values. The symbol rate is increased by a factor of 100 to 12.8 Msym/sec and the span 

on the spectnlm analyser is increased to 40 MHz. The output of the signal cancellation 

circuit is plotted to illustrate that the adaptation at the centre frequency provides adequate 

signal suppression over a very wide bandwidth. As long as the taps span the delay in the 

reference path over the whole bandwidth of interest then only one correlation for the alpha 

coefficients is required. This simplifies the adaptation procedure immensely. 

Figure 6.20 shows the narrowband QPSK input signal and the associated distortion 

produced by the PA. The noisy floor of the input signal is due to the output frequency of 
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Figure 6.18: Comparison of convergence behaviour for adapting the sum only and adapting 
,5' coefficients independently ( K 3  = -2.5). \ 
the waveform generators used to modulate the I / Q  inputs of the 1.8 GIiz signal generator. 

Due to the loss of the high output power preamplifier in the final stages of the project, 

the PA could not be driven close to its 1 dB compression point and therefore high levels 

of distortion could not be generated. The output power of the PA is 26 dBm and all plots 

shown are derived from this power 'level. 

The distortion signal output from the signal cancellation circuit after the comergence of 

the alpha coefficients is shown in Figure 6.21 compared with the spectra of the input signal 

that produce it. This clearly shows the complete cancellation of the reference signal from 

the error si $1. 

The degree of linearisation achieved for the narrowband signal is shown in Figure 6.22. 

The alpha coefficients are first adapted at centre band then the LO is stepped to 125 kHz 

away horn the carrier to  adapt the beta coefficients. The output signal is almost identical 

to the input signal with a peak IMD suppression of 35 dB. 

Difficulty arose when trying to generate a wideband QPSK signal. Since the input power 

is distributed across the bandwidth of the input signal the voltage levels at the output of the 
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Figwe 6.19: Signal suppression of 12.8 hIsym/sec QPSK signal for coefficients adapted at 
cent re frequency of narrowband signal. 
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Fibwe 6.20: Spectrum of narrowband QPSK input signal and the resulting PA output 
signal. 
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Figure 6.21: Spectra of narrowband QPSK input signal and error signal at signal cancellation 
circuit output. 
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h 
Fi,.ure 6.22: Lineariser output spectrum compared with that of the input spectrum. 
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downconversion chains are significantly lower and the existing baseband amplifiers were not 

capable of amplifying the signal up to a reasonable level. To compensate for the decrease 

in power level the programmable'gain amplifiers on the DSP were set to  a gain of 100. A 

' 12.8 Msymlsec QPSK signal was generated using the arbitrary waveform generators and 
1 

the signal cancellation circuit had no difficulty in cancelling the input signal from the error 

signal. The distortion cancellation circuit, however, had problems dealing with the noisy 

correlations at the low power levels and small values of K3 were required to  avoid large 

fluctuations in the s&pression a t  the feedforward output. Covergence time was increased 

by a factor of 10. A solution to  this problem would be to split the error signal v,(t) in - 

the downconversion chain so that the level for the beta correlations could be increased thus 
/ improving the SNR in the ADC. Figure 6.23 shows the wideband input signal and amplifier 

output before linearisation. Figure 6.24 compares t$e linearised output with the input signal 

showing almost complete cancellation of the IMD. - 
The wide bandwidth capability of the circuit is measured by adding a single tone, offset 

from the original modulated carrier signal by 20 MHz, at the input of the feedforward circuit 
t 

using a power combiner. The addition of the combiner to the input results in a reduction 

of the level of the narrowband QPSK signal of 4 dB and leads to a PA output power of 

approximately 22 dBm. When observing the input signal over very wide bandwidths the 

modulation detail in the 1.8 GHz signal is lost and the input can be considered equivalent to  

a two tone test. Figure 6.25 shows the original QPSK signal modulated with 128 ksymlsec 

with a tone at 1.78 GHz. The intermodulation products (IMPS) caused by the nonlinear 

PA are shown in Figure 6.26 with the signal cancellation coefficients adapted. The tone 

at 1.78 GHz and all IMP products include replications of the distortion produced by the 

QPSK signal. When the adaptation is performed, the alpha coefficients adapt a t  the centre 

of the band then the beta coefficients are allowed to adapt on the IMP at 1.82 GHz using 

K3 = -1 and K4 = -0.1. The magnitude of K3 is smaller due to the higher power level of 

the distortion at the 1.82 GHz image frequency. The distortion improvement is illustrated in 

Figure 6.27. The IMP at 1.82 GHz has been suppressed by more than 40 dB which equates 

to a 40 MHz linearisation bandwidth- a very nice result. This figure also shows that at 

hIHz the intermodulation products are suppressed by 25 dB. 

If the gain and phase characteristics of each of the paths for the vector modulator pairs 

had identical gain and phase characteristics, then the .adaptation of only the sum of the 

gradients would be equivalent to the original single coefficient case and no improvement for " 
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Fi,.;ure 6.23: Spectra of wideband QPSK input signal and amplifier output 'signal before 
linearisat ion. 
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Figure 6.2-1: Lineariser output spectra of wideband QPSK signal compared with input signal. 
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i 
wide bandwidth linearisatim would be expected. However the added delay in each of the 

paths for a1 and O1 has an associated phase rotation and the components within the vector 

modulator have varying gain ttnd phase characteyistics. For this reason, adapting the sum 

09% can actually f h d  an optimum value for the coefficients which achieves the wide band , 

/" 
linearisation results as abo*. In other words, K2 and K4 can be set to zero while still 

I 

obtaining 40 dB suppression over 40 MHz bandwidth. 

Extensivetesting prov9 that adapting the signal 2ancellation coefficients at the centre 

of ;he/band and the distortion cancellatidn coefficients a t  the band edges produced the 

best iesult . Adapting the beta coefficients in the IMD band 125 kHz from the 1.8 GHz 
Y 

narrowband QPSK signal results in only 30 dB suppression of the IMP at 1.82 GHz showm 

in Figure 6.28. Figure 6.29 shows how a further 10 dB is achieved when the beta coefficients 

are instead adapted on the 1.82 GHz IMP. Some residual distortion now exists in the upper 

band of the IMD as illustrated by Figure 6.30. To optimise the suppression obtained a t  

both the centre bankand at the band'edges, partia@-adisnts could be calculated on the 

subbands at each point and the coefficients updated with the combined sum of thescaled 
1 gradients. In this way an average value across the band could be obtained. Due to the time 

delay in changing the frequency of the LO, this method of optimisation was not performed. 
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Figure 6.25: Input signal spectrum of n a r k b a n d  QPSK input signal at 1.8 GHz and 1.78 
GHz tone. 
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Figure 6.26: Amplifier output spectrum for narrowband QPSK input signal and 1.78 GHz 
tone, 
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amplifier output spectra before and after linearisation for narrow- 
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Fi,we 6.28: Spectra of 1.82 GHz IMP showing suppression after beta coefficients have 
adapted on I l ID ,  125 kHz from band centre. 
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Figure 6.29: Spectra of 1.82 GHz IMP showing suppression after beta coefficients adapted 
on the 1.82 GHz IMP. 
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Figure 6.30: Spectra of QPSK input signal showing residual distortion introduced by adapt- 
ing beta coefficients on 1.83 GHz IMP. 



Chapter 7 

Conclusions 

The addition of the delay matching circuitry to the original single coefficient adaptive feed- 

forward amplifier has presented some quite remarkable results. The analysis showed that 

not only will the circuit compensate for the mismatches in the delays between the branches 

but it also has the ability to compensate for linear variations of amplitude with frequency. 

+ Moreover, since the measurements on the actual circuit showed a nonlinear variation of am- 

plitude across the 40 MHz linearisation bandwidth this suggests that there are less stringent 

requirements on the passband ripple than expected. 

'ifhe ability to select appropriate subbands for the separate adaptations of the alpha 

and beta coefficients overcame the masking problem which causes slow convergence of the 

distortion cancellation coefficients. The implementation showed that only one subband at 

the centre frequency was required to adapt the signal cancellation coefficients across a 40 

MHz bandwidth. The Best method of adapting the distortion coefficients for wide bandwidth 

operation was to perform the correlations using the intermodulation products at the edge 

of the band. This result+ in a very small trade-off of the linearisation achieved close to 

the centre frequency. Best suppression was achieved when only adapting the sum of the 

gradients for the beta coefficients. Weak signals introduce a l%of noise to  the adaptation 

and adequate amplification to utilise the full range of the ADC should be designed. 

Decorrelation of the gradient signals proved an effective method to increase the con- 

vergence time over the standard method, achieving initial convergence times for the signal 

cancellation circuit in the order of 5 msec. For the distortion cancellation circuit initial 

convergence times were in the order of 30 msec. The convergence times are controlled by 

the choice of step parameter Kl  which determines the steps taken toward the optimum . 
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value using the higher SNR gradient sum. Since only one cancellation circuit was adapting 

at a given subband, reconvergence times after a change in input power lye1 were not tested. 

The effect on the jitter of the coefficients caused by the sum and difference step parameters 

was proved by analysis t o  be approximately equal to the jitter introduced by the adapting 

coefficients in the standard configuration for equivalent step parameters K1 = K. 

Gradient adaptation of the coefficients has proved to be a very reliable meihod of a d a p  

tation. It was shown that the effect of aliasing caused by sampling below the Nyquist 

frequency does not bias the correlation but does introduce a degree of self noise to slow the 

convergence time. 

Although the main amplifier was not run near its 1 dB output compression point the 

circuit's ability to suppress intermodulation products at very wide bandwidths was shown 

while still maintaining good suppression of the narrowband signal. The results show that 

the linearisation circuit was able to achieve 40 dB cancellation of intermodulation products 

across a bandwidth of 40 MHz. The egree of cancellation decreased with increasing distance Ct 
from the centre frequency, but was still 25 dB at f 40 hlHz away from centre. Since the 

IMD itself decreases with distance from centre, the net effect is suppression of all IMD to a 

roughly constant level. Limitations on the bandwidth of the circuit will most likely be due 

to the spacing of the taps chosen between the paths of the adapting coefficients. It would 

be expected that the circuit will also have limits on the amount of ripple it can accept and 

at wider bandwidths these effects will be more significant. 
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