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Abstract

B

Amplifier linearisation plays a key role in improving the ;;erformance of wireless commu-
nications systems. It allows for the operation of the power amplifier in its nonlinear but
power eflicient region of saturation while utilising sbectrally efficient modulation schemes.
Of the available linearisation techniques, feedforward is presently the only technique capable
of wide bandwidth linearisation. The maximurn linearisation bandwidth is limited largely
by the delay mismatch within the circuit and the unwanted frequency dependence of the
circuit elements. '

As an extension to earlier SFU research carried out on the staridard circuit configuration,
this thesis p;éSents a novel feedforward configuration to enhance the wide bandwidth capa-
bility of the circuit. Solving the two key problems, the design incorporates adaptive delay
n;aiching as well as adaptive frequency compensation for the 0.2 dB frequency variations
across the bandwidth of interest. In addition, it presents a method to speed the convergence
time of the adaptation coefficients. By selecting appropriate frequency subbands to perform
the correlations for gradient based adaptation, the problem of masking identified in the
previous standard configuration is also avoided.

Linearisation bandwidths obtained are in the order of 40 MHz with 40 dB reduction of

the third order intermodulation products.
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List of Abbreviations

The convention followed in this thesis identifies the voltages, v, and the corresponding

instantaneous powers (squared voltages), r, of the individual complex baseband signals in
the feedforward circuit by their associated subscripts:

Um, Ty Mmodulated signal into the lineariser '
Ve, Te  main amplifier output

v4,xq4  intermodulation distortion in main amplifier output

Ve, Te error signal from signal cancellation loop

v,, T, feedforward*amplifier output after distortion cancellation loop

Bandpass signals are represented using a tilde such that v(t) is the complex envelope of
the bandpass signal v(t)

o(t) = Re[v(t)e’*™ 1Y

z(t) = |v(t)|* = instantaneous power of v(t)

P = FE[z(t)] = average power of v(t)

R(7) = E[x(t)x*(t — 7)] = autocorrelation function
The complex coefficients used to express the adaptive attenuation and phase shift in the

circuit are given below with associated relative errors and gradient signals for adaptation

vi
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»

Signal cancellation coefficient defined in original single coefficient feedforward amplifier
Distortion cancellation coefficient defined in single coefficient feedforward amplifier
Relative error in coefficients a and 3 respectively

Gradient signal for adaptation of a

Gradient signal for adaptation of 3

Signal cancellation coefficient’s used in delay matching feedforward amplifier
Distortion cancellation coefficient’s used in delay matching feedforward amplifier
Gradient signal for adaptation of ag

Gra.dient signal for adaptation of a;

Gradient signal for adaptation of 3y

Gradient signal for adaptation of 3;

7
Delay mismatch between the upper and lower branches is represented with the following

notation
Ty Tﬁ

Ta
T
Ty s

T2

Abbreviations used to improve the readability of the thesis are listed below
¢

ADC
DAC
LUT
VM
PA
VCA
QPSK
IMD
IMP
SNR

delay mismatch in the signal and distortion cancellation loops for single coeflicient case
delay in the main amplifier path of the delay matching signal cancellation loop

added delay in the ajpath of the delay matching signal cancellation loop

delay in the upper branch of the delay matching distortion cancellation loop

added delay in the 3)path of the delay matching distortion cancellation loop

Analog to Digital Converter

Digital to Analog Converter -
Look up tables

Vector Modulator

Power Amplifier

Voltage Controlled Attenuator
Quadrature Phase Shift Keying
Intermodulation Distortion
Intermodulation Product

Signal to Noise Ratio
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Chapter 1

Introduction

Due to the increasing demands being placed on radio communications services and the
limited channel bandwidth available, techniques to enhance the system capacity have become
of great importénce. Linear modulation techniques allow for greater spectral usage due to
their varying amplitude and phase characteristics but require highly linear power amplifiers
to avoid generation of intermodulation distortion (IMD) in adjacent channels.

It is also desirable to use power efficient RF power amplifiers in the mobile transmitter
to reduce the fréquency of battery recharging. Unfortunately, with power amplifier design,
there is a trade-off between linearity and power efficiency. The highest efficiency is achieved
when the power arﬁpliﬁer operates in its nonlinear region of saturation.

Constant envelope modulations, such as FM, have traditionally been used because of
the ability to use nonlinear amplifiers at saturation with excellent power efficiency. They
are not, in general, as spectrally efficient as linear modulation schemes such as QPSK or
16QANMI.

The problem lies in how to preserve the narrow band characteristics of the spectrally ef-
ficient modulated signal while utilising a power efficient amplifier. The solution is achieved
by using a nonlinear but highly power efficient Class AB amplifier and designing exter-
nal linearisation circuitry to reduce the amount of IMD generated at the amplifier output.
Several methods have been developed to linearise the power amplifier output, such as carte-
sian feedback, predistortion and the method chosen for this thesis, feedforward. All have

associated advantages and drawbacks and these will be discussed in the following sections.
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CHAPTER 1. INTRODUCTION

1.1 The Nonlinear Power Amplifier

In )a nonlinear RF amplifier the input signal undergoes a level dependent gain'énd phase
shift due to the AM/AM and AM/PM characteristics of the amplifier. The levels of IMD
‘generated will depend on the choice of modulation scheme. vSignals that pass through
the cutoff region of the amplifier, like QPSK, or signal that have large varying envelopes
(enhanced by pulse shaping), will exhibit higher levels of IMD in the output spectrum.

Phase distortion in the amplified signal is due to frequency dependent characteristics of
the nonlinear amplifier, and thie amplifier is described as possessing memory. A truly mem-
oryless nonlinear amplifier will only exhibit amplitude distortion. For narrow bandwidth
signals, where the memory time constants are significantly -smaller than the recip(océl value
of the bahdwidth, these effects can be né#lected and the power amplifier tan be modelled
as quasi-memoryless [6]. However, as we increase the bandwidth of our input signal the
memory effect of power amplifiers becomes more noticeable. Asymmetric IM skirts clearly
indicate a power amplifier with memory; however, symmetr‘ic skirts could represent either
case. Modelling the effects of memory is difficult as it requires long polynomial represen-
tations to accurately describe the output as a function of the present input signal and all
the previous inputs spanning the memory of the amplifier. The V;)lterra series [18} is prac-
tical only for polynomial nonlinearities of low degree. Although the feedforward lineariser
can handle the asymmetry of the IM skirts, the power amplifier has been assumed to be
quasi-memmoryless, for ease in simulation and analysis.

Two-tone tests are useful for providing the memory information of the amplifier and
provide a worst case approac:h to analysing the linearisation circuitry’s ability to reduce the
IM skirts. However it does not directly provide the AM/AM and AM/PM characteristics of
the amplifier. Details of methods used to characterise the nonlinear amplifier can be found
in [6]. g

For simulation and analysis purposes, the quasi-memoryless nonlinear amplifier is rep-
resented by a complex baseband function, GG(r), composed of the voltage gain and phase

shift as a function of the instantaneous input power, r.

G(x) = g(x)e?™” (1.1)

Throughout this text (7(r) will be used to specify the nonlinear characteristics of the
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main amplifier in the feedforward lineariser. ;The amplifier output v4(t) is found by multi- -
plying the input signal voltage v, (t) with the amplifier complex gain, G(zm(t)). and can

also be expressed in linear estimation terms where

£y

¢ va(t) = vm(t)G(zm(t)) (1.2)
= Youm(t) + va(t)

which represents the sum of the linearly amplified input signal and the intermodulation

distortion v4(t). Thus v, is the linear gain of the amplifier.

1.2 Predistortion

Predistortion uses a predistorter inserted prior to the nonlinear power amplifier to achieve
amplifier linearisation. Roughly speaking, the predistorter generates the IMD products
_ equal in magnitude but in antiphase with those generated by the memoryless nonlinear
power amplifier so that the distortion/,is cancelled from the amplifier output and the result
is a linearly amplified version of thg‘ input to the predistorter. The predistorter complex
gain, F'(r), is found by characterisin\é the inverse amplitude and phase nonlinearities of. the

power amplifier. From the analysis in [7],the amplifier output is given as
talt) = tm(8)F [2m (D) G [£m(O)] F(zm(1)]?] (13

so for complete IMD su;‘ssion the multiplication of the predistorter complex gain and

the power amplifier complex gain must be equal to some constant K

K = F [2m(0)] G [£m(0)] F(zm(1)]?] (1.4)

The predistorter is usually realised using a digital signal processor (DSP) which pro-
vides look up tables (LUT) containing the information required to distort the input signal
depending on the magnitude of the input power. Cavers [10] proposed a table comprised
of complex-valued gain factors in cartesian form which significantly reduces the number
of operations needed to predistort the signal. This configuration is shown in Figure 1.1.
. The magnitude of the input power of the digital baseband inputs selects the appropriate

complex gain factor, represented in its cartesian form, and a single complex multiplication
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baseband loop fiters nonlinear
Juadrature inputs -~ amplifier
v (ol complex gain BAC 7 quadrature RF output
v predistorter ~ modulator T
qQ { ~ Bl

1

[,
iR P
delay T ‘ \
WJ’L—. LUT o Vo [ X e
\/\ apt - o % demodqlator

Figure 1.1: Model of Complex Gain Predistortion Lineariser

is then performed with the input signals. After D/A conversion and filtering, the predis-
torted signal is upconverted to the desired carrier Trequency then amplified to produce a
linearised output signal. Feedback is.used for adaptation of the predistorter coeflicients in
the QLL\’T to compensate for variationsﬁhe amplifiers nonlinear characteristics. Wright {9]
sl}oﬁégi”a reduction in IMD in excess of 20 dB can be achieved using the adaptive complex
gair};;Pi‘é;distorter. Complex gain predistortion has the advantage over other predistortion
technidges in that it is unrestricted by modulation format and requires less table memory.
An increase in the requirement of suppression of IMD requires an increase to the size
of the lookup tables, which will result in long adaptation times. A general rule is that a
doubling in table size will only provide an increase of -6 dB suppression of the IMD.
Adaptive predistortion techniques using baseband DSP are very useful for low band-
width systems [11] due to limitations of the DSP computation rate and its resulting high
power consumption at high sampling rates. The predistortion lineariser cannot handle mem-
ory effects in the power amplifier but is insensitive to loop delays and large AM and PM

components which cause instability problems in feedback linearisation techniques.

1.3 Cartesian Feedback

Cartesian feedback, a modulation feedback technique, is presently the most widely accepted

technique for amplifier linearisation. Because it is a closed loop configuration it has the
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baseband quadrature ioop filters nonlinear
t inputs - amplifier
v quadrature RF 0223_>
modulator
valt)
phase adjuster .
local
oscillator
quadrature
demodulator

Figure 1.2: Model of Cartesian Feedback Lineariser

disadvantage of being only conditionally stable. Its operation can be explained with refer-
ence to Figure 1.2. The feedback loop demodulates the RF output signal to produce the
conmplex signal expressed in cartesian coordinate form. These real and imaginary compo-
nents are subtracted from the corresponding I and Q input signals to produce a loop error
signal, which is passed through the baseband loop filters to drive the quadrature modulator
and the nonlinear RE' power amplifier. “To preserve stability around the loop the cartesian
feedback system uses a phase adjuster to adjust the phase in the quadrature modulator
and demodulator and this changes for the various frequencies of operation. This added
complexity results in an increased loop delay which is one of the primary limiting factors of
modulation feedback. The performance of cartesian feedback is highly dependent on correct
setting of the phase adjuster.

The advantage of cartesian feedback is that it can easily compensate for any changes
in the operating conditions of the circuit. It compensates for any nonlinearities in the
forward path devices which includes the loop filters, the baseband amplifiers, the quadrature
modulator and the RF amplifier. Cartesian feedback has the advantage of simplicity and is
an excellent linearisation technique for modulation bandwidths up to 500 kilz.

[f the gain in the forward path is représented b); A and the feedback gain is given by 3,

the output of the cartesian feedback lineariser as given in [13] is expressed as
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imlt) valt) | -
T+—14—3_+Lf(t) (1.3)

where vy(t) represents error and distortion products introduced in the feedback path.

Uo( t) ~

Cl&early, the intermodulation distortion is reduced by an amount equal to the loop gain
AB Unfortunately the gain is also reduced by the same amount and a trade-off is made
between loop gain and distortion suppression. Any additional distortion products in the
feedback path introduce an uncorrectable error in the output spectrum and care must be
taken in the design to keep the contribution as small as possible. The amplifier gain should
be sufficiently high to allow for high gain and high distortion suppression. Increasing the
gain in the feedback path results in a less stable system. As the loop gain at high frequencies
is moderate the application of cartesian feedback is limited.

Multiple cartesian feedback modules in parallel can be used for broadband multicarrier
linearisation [12]. Each channel has its own cartesian feedback module and local oscillator
for upconversion to the unique carrier frequency. The outputs of every module are combined
before ampliflication in a common amplifier. A sample of the output from the multicarrier
power amplifier is fed back and demodulated by each cartesian feedback module. The ex-
perimental results showed an improvement in the IMD levels of 10-30 dB over a linearisation
bandwidth of approximately 100 kHz per channel.

In contrast to predistortion [6}-[11], cartesian feedback [12]-[17] has received very little

published analysis. In view of this, a more indepth analysis is presented here.

1.3.1 An Analysis of the Gain-Bandwidth-Delay Product

The primary limiting factor of the cartesian feedback lineariser is the magnitude of the
propagation delay which dominates the phase characteristic at high frequencies. The gain-
bandwidth-delay product provides an upper bound to the value of the product of the loop
gain and the linearising bandwidth when the loop delay is known, to ensure a stability in
the feedback loop. Reducing loop delay in the cartc&‘an feedback system will allow higher
loop gain or operating bandwidth.

The phase shift caused by the loop time delay at specific frequency can be calculated as

d = 21 fry (1-6)‘

where T4 is the loop delay and f is the frequency offset from centre frequency. This phase
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shift adds to the phase shift produced by the misadjustment of the phase adjuster represented
" by ¢. A stable feedback system requires that the loop gain is less than unity when the phase
around the feedback loop reaches £180” and it is desirable to include some margin so that
the system is not operating near the point of instability. The phase margin, ¢, is the
phase difference from %1800 when there is unity loop gain, and the gain margih. gm. is the
difference in gain from unity when the phase is £180”. The phase margin placejs a limit on

the maximum acceptable loop delay given by

. T/2—¢m =0
dmﬂ.t =
TA fep

where A f., is the crossover bandwidth specified by the crossover frequencies, fo,4 and fo .

(1.7)

Phase crossover frequencies are the frequencies where the phase is equal to £ (1807 — ¢n,) .
This bandwidth needs to accommodate all the significant intermodulation distortion prod-
ucts of the amplifer as only these products will be suppressed.

The crossover frequencies can be found in terms of the phase misadjustment and loop

) 1 o
Jo A 2 (L7 (1.8)
fcp+ 27T'Td 4Td _)TTTd

This shows that for imperfect adjustment of the phase adjuster the “normal” crossover

delay

frequencies are shifted by a factor dependent on the residual phase misadjustment around
the loop, 2—7:%. It was stated in [13] that the phase ¢ has to be adjusted to within £15° to dive
more than 22 dB suppression of the third order intermodulation products. This means the
phase has to be set to one of twelve discrete phase setting 0, 30, 60... 360. A reduction in the
open loop gain leads to less stringent requirements on the phase adjustment. Experimental
results obtained in [13], using a 500 kHz modulated sinewave two tone test with an amplifier
biased in Class C, showed a 20 dB reduction of the third order intermodulation products at
1.5 MHz away from the carrier. ¢

[igure 1.3 shows the simulated results of the intermodulation distortion suppression as
a function of loop delay and phase misadjustment using a single pole filter at 50 kHz. The
phase margin has been set to 60° with a loop gain of 0 dB at the smallest phase crossover
frequency. The loop delay is set to 60 ns and the phase misadjustment is at 15°. A maximum

loop gain for the amplifier of 11 dB is used to maintain a gain-bandwidth-delay product

within the limits of stability.
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Figure 1.3: Plot of IMD suppression vs frequency of cartesian feedback lineariser with 60
ns loop delay :

Due to the stringent requirements placed on the loop delay to maintain stability around
the loop, DSP cannot be used to control the feedback loop as it introduces a minimum of

_one sample delay between the input and output.

1.4 Feedforward

Feedforward is a lintearisation technique developed four years prior to the invention of nega-
tive feedback by the same.inventor, H.S. Black of Bell Telephone Laboratories, but only after
the published experimental results.carried out by Seidel [5] did it begin to gain recognition
as an effective linearisation method for wide bandwidth systems. The simple concept of an
adaptive feedforward amplifier can be described with the aid of Figure 1.4. The lineariser
consists of two circuits, the signal cancellation circuit followed by the distortion cancellation
circuit. The signal cancellation circuit contains the nonlinear REF power amplifier (PA),
which is also referred to as the main amplifier. The input signal is split into two parts to
drive the PA in the upper branch and to provide a reference signal in the lower branch of
the circuit. A sample of the PA output is fed down through the fixed attenuation so that it

approximately matches the level of the reference signal. The reference signal is also delayed
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Figure 1.4: RF circuit model of an adaptive gain/phase Feedforward lineariser

by an amount equal to the group delay of the PA, to enhance the wide bandwidth capability
of the lineariser. The reference signal and the PA output are then added in antiphase to
produce an error signal at the output of the signal cancellation circuit.

The attenuation and phase adjustment is required to achieve complete cancellation of the
reference signal from the amplifier output so that the error signal v.(t) is comprised solely
of the intermodulation products expressed by v4(t). This signal is then fed into the lower
branch of the distortion cancellation circuit where it again undergoes attenuation and phase
adjustment. An auxiliary Class A amplifier, also referred to as the error amplifier, linearly
amplifies the error signal so that the level matches that of PA intermodulation distortion.
and subtracts this from the PA output to produce the final lineariser output signal hwhich,
ideally, is a linearly amplified version of the input.

The attenuation and phase adjuster in the signal cancellation circuit can be placed ahead
of the PA so that any additional distortion that it may introduce can be lumped into the
distortion produced by the nonlinear PA. The analysis of the feedforward amplifier with
the adjuster placed in the lower branch is somewhat simpler and the behaviour of the two
configurations is similar in the neighbourhood of optimum adjustment. For this reason it is
preferable to model the circuit using this configuration. )

The adaptive behaviour of the feedforward amplifier was first analysed by Cavers [2].

The results of this analysis are reproduced here and are explained with reference to the
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Figure 1.5: Complex baseband model of feedforward lineariser

complex baseband equivalent model of the feedforward lineariser shown in Figure 1.5. The
gain and phase adjusters in the signal cancellation and distortion cancellation circuits are
represented by the variable cbmplex coefficients a and 3 respectively, and the nonlinear PA
is represented by its complex voltage gain, GG(x). The error amplifier is modelled as linear
with unity gain. Accurate delay matching is also assumed and no attenuation is provided
by the sampling couplers or the fixed attenuation. All the components excluding the PA
are considered to be lossless and have a flat response across 1110 frequency band of interest
and a linear phase response.

Since the output of the PA can be represented as the sum of a linearly amplified com-

ponent plus intermodulation distortion,

va(t) = Yovm(t) + va(t) L (1.9)

and the error signal is given as
ve(t) = va(t) — avm (t) 7 (1.10)

theun clearly for complete signal suppression from the amplifier output, a,p = ~,.

Similarly, for the distortion cancellation circuit the output is given by
’i
vo(t) = va(t) — 3ve(t) : (1.11)
]
To achieve complete suppression of the intermodulation distortion from the PA. then 3., =
A

1, and the final output will be a linearly amplified version of the input.
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vo(t) = Youm(t) (1.12)

This method has the advantage over feedback techniques because it is unconditionally ‘
stable. Moreover ityis able to handle linearisation over much wider bandwidths. Like
feedback, it can also adapt to changes in operating conditions due to the adaptive nature of
the coeflicients. It does, however, have the disadvantage of requiring two power amplifiers
and, to achieve high IMD suppression, high linearity requirements are placed on the error
amplifier since any error introduced in the lower branches cannot be cancelled from the
final output spectrum. It is therefore important to operate the error amplifier well below
its outpuf 1dB compressidn point in its linear region of operation. To relieve the error
amplifier of high levels of the error signal a hybrid feedforward lineariser can be designed
using a predistorter ahead of the main amplifier thus reducing the level of IMD generated.
‘ To minimise the effect of any distortion produced by the cancellation coefficients, a
can alternatively be placed in the upper branch ahead of the main amplifier so that any
additional distortion generated can be lumped with the distortion generated in the amplifier
and subsequently cancelled. Since all distortion in the upper branch is treated in the same
manner, no matter how it is generated, the feedforward lineariser is also able to cope with
the effects of RF amplifiers with memory, th?s has a clear advantage over the predistortion
technique discussed.

Feedforward linearisation relies on the subtraction of nearly equal quantities and as
a consequence is sensitive to gain, phase and delay mismatches. Stringent requirements
are placed on the accuracy of the coeflicients to achieve reasonable IMD suppression at
the output. However, while cartesian feedback and predistortion have a finite limit to the
amount of IMD suppression, feedforward can in theory provide complete cancellation of all

intermodulation products.

1.5 Research Goals

1.5.1 Previous Feedforward Research at SFU

A gradient driven feedforward amplifier lineariser using a 5 watt, Class AB amplifier, with
adaptive amplitude and phase was developed by Grant [1| which operated at 815 MHz
providing 40 dB of distortion suppression over 7 MHz bandwidth.
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Analysis was performed with the signal cancellation coefficient, «, in the upper branch
ahead of the main amplifier, so that any distortion generated in the attenuation/phase
adjuster could be treated as part of the PA output distortion and subsequently cancelled
from the lineariser output.

5 Grant developed a novel use ‘of DSP to avoid mixer DC offsets in the baseband cor-
relations which would bias the gradient adaptation of the Cancellati:)n coefficients. It Was
also demonstrated by analysis that downconversion errors such as filter mismatches between
the chains, amplitude ripple and phase distortion in the filters, frequency and phase offsets
between the recovered complex envelopes, and incomplete image suppression of the sampled -
signal, do not bias the correlations, although they‘do affect.speed of convergence.

The primary limitation on linearisation bandwidth was delay mismatch between the
upper and lower branches in the signal and distortion cancellation branches. Grant found
that the amount of distortion suppression was dependent on the bandwidth-delay mismatch
product in the error cancellation circuit. An adaptive delay matching scheme was pfoposed

by Cavers [4] and its analysis and implementation was the basis of the research presented

in this thesis.

1.5.2 Project Goals

This project is an extension of the work carried out by Grant. The new research presented in
this thesis will include an analysis of the ability of the delay matching design to compensate
for amplitude variation with frequency across the linearisation bandwidth. A novel way
to increase the speed of convergence of the adaptive coeflicients will also be described.
The main project goal was to build a working implementation of the adaptive feedforward
lineariser with delay matching arnd compare the results with the original single coeflicient
~ case. <7 {

It was proposed to implement the feedforward lineariser at a centre frequency 1.8 GHz so
that the desired linearisation bandwidth would be an appropriately small percentage of the
transmit frequency (approximately 1~-2%). A class AB amplifier operating at 1 W output’
power was chosen as the main amplifier. *

The signal modulation was chosen to be QPSK so that the power amplifier output will
have contributions frorr} the IMD generated both in the cutoff region and at saturation, thus
presenting a more pes%imistic result for analysis. The signal is filtered with a root raised-

cosine pulse with 35% rolloff. The desired linearisation bandwidth is 15 MHz to accomodate
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PCS applications, however the implementation obtained a linearisation bandwidth of 40
MHz. ’ .

Delay matching is to be performed by adapting the coeflicients using partial correlations
in selected narrow subbands across the band. This will be explained in greater detail in
Chapter 4. | ]

Due to the difﬁculty of analysing the feedforward amplifier circuit with the signal can-
cellation coefficients ap and a; placed in the main branch, all analysis performed in this
thesis will relate to the coefficients placed in the lower branch. Both methods of analysis
exhibit very similar behaviour in the neighbourhbod of the optimum. However in the circuit
implementation it is preferable to place these coefficients in the main branch so that any
distortion introduced can be lumped as part of the distortion in the main amplifier.

The goal of this research is to prove the concept of delay matching in the feedforward

amplifier. No attempt was made to optimise the power efficiency of the lineariser.
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Chapter 2

Background

2.1 Chapter Overview

The purpose of this chapter is to present the adaptive feedforward analysis that preceded
the current delay matching research. This introduces the main building blocks for the single
coeflicient adaptation which can then be easily extended to the case with two coeflicients

adapting simultaneously.

2.2 Gradient Based Adaptation

Calculations of the linear gain in the main amplifier and the gradient adaptation of the
coefficients are performed using linear estimation theory. Linear estimation minimises the
second order mean-square error function of the difference between the signal v(¢) and the
basis for the estimate ¢(t), given as |v(t) — 0(¢)]?. Minimising the metric |v(t) — 8(2)|? is
equivalent to the orthogonal projection of the vector v(t) onto the basis v(t). The quadratic
error metric results in a familiar paraboloid surface with a minimum point equal to the
minimum poWer in the error.

Linear estimation uses two equivalent criteria to minimise the error metric. The first

1s minimum power in the estimation error vector v(t) — v(t) and the second criteria is zero

correlation between the basis vector and the error vector, indicating orthogonality. The
criteria of zero correlation is also equivalent to maximum correlation between the signal
being estimated and the basis for the estimate.

The covariance of the basis and the estimation error is equivalent to the gradient of the

14
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~error surface; thus when the minimum point on the error surface is reached the gradient will
become zero and the basis and estimation error will be uncorrelated.

Adaptation based on the criterion of power minimisation requires periodically misad-
Justing the coefficient to assess whether the minimum point is still achiéved. This increases
the amount of IMD at the output and leads to long convergence times due to noisy power
measurements. Using the criteria of decorrelation of the error signal and the basis leads to
the gradient algorithm for adaptation, which c;)ntixlually computes gradient signals in search
of the optimum operating point of the system. Consequently, deliberate misadjustment of
the coefficient is not required. For this reason, gradient based adaptation is the method
chosen for this thesis.

Analysis is performed using the single coeflicient feedforward amplifier that was shown

in Figure 1.5.

2.2.1 Linear:Gain Estimation

Estimation of the linear component of v4(¢) relies on the knowledge that v, (t) and vy(t)
are uncorrelated, or mutually orthogonal. The output from the main amplifier is expressed

as ¢

va(t) = vm(t)G(xm () (2.1)
and is also given in linear estimation terms as

va(t) = Yotm(t) + vq(t) (2.2)

The criterion for the linear gain =, is the value which results in the greatest correlation
between the amplifier output v4(f) and input signal v, (t), or zero correlation between v, (t)
and the distortion component v4(t). Equivalently minimum power in v4(¢) can be used.
Multiplying (2.1) and (2.2) by the complex conjugate (represented with an asterisk) of

vm(t) and taking the expectation results in

Elta(enn(0)] = Elen(DGzm(0)) (23)
= ~oFPm + Elvg(t)er (1))

%o
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where E[.] denotes expectation with respect to the probability density function (pdf) of
the instantaneous power of the input signal vm(t). Using the criterion of zero correlation
between v, (t) and v4(t) sets Evg(t)vy,(t)] = 0 and:.,by‘rearranging (2.3) this leads to the
solution for +,
1
Yo = P

m

Elem(1)G(zm(1))] (2.4)

To show the equivalence of the two criteria the minimum pqwer in vg(t) will now be

calculated. Again employing (2.1) and (2.2) the power in v4(t) is

[}
e
N’

Py = Elz4(t)] = Ellem()G(@m(t) = vorm(t)[*] (2.
= Pa=2Re[y} Elzm()G(m (] + [%l” P
which represents a quadratic surface in v,. Finding the minimum point on this surface is

equivalent to minimising the power of F;. Thus by differentiating with respect to =, and

setting the result to zero, we obtain the same result shown in (2.4).

2.2.2 Adaptation of the Signal Cancellation Coefficient

The adaptation coefficient a adapts the reference signal v,,(t) in the lower branch of the
signal cancellation circuit to form an estimate of the desired component v,vm(¢) in the upper

branch. The error signal at the output of the signal cancellation circuit is
ve(t) = (7o — @)um(t) + va(t) (2.6)

Clearly when a = =, the error signal ve(¢) will be equal to the amplifier distortion vy4(#).

The power in ve(t) is.
Pe(@) = Elze(t)] = (19 = 2Re[va”] + |af*| Pn + Py (2.7)

since v4(t) and v (t) are uncorrelated. Differentiating with respect to a yields the gradient

of the quadratic surface
IPe(ar)
da

The equivalent gradient signal is derived using the covariance of v, (t) and ve(t) and is

= (’70 - a)})m ‘ (28)

given in terms of the relative error in a, €, = (@ — Qopt)/Qopt
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E[Ue(t)'L':n(t)] = —Yo€a Fm (2-9)

The method of steepest descent provides an iterative approach to finding the minimum
point on the error surface corresponding to the optimum value of the coefficient a,, =
Yo~ This involves calculating the gradient at an arbitrary point on the error surface and
correcting the coefficient using small steps in the direction opposing the gradient signal.
The minimum point is achieved when v.(t) ar;d tm(t) are uncorrelated, corresponding to
the zero gradient.

In a practical implementation of the steepest descent algorithm, an estimate of the
gradient signal is used. This is an instantaneous value of the gradient of the mean-square
error known as the stochastic gradient signal and provides a noisy, but unbiased estimate

to the true gradient signal

Da(t) = ve()en(8) (2.10)

This leads to the stochastic gradient algorithm for adaptation given by

a(t) = K, /t Do (7)dr (2.11)
\ 0

where K, is the step size parameter chosen to provide a compromise between fast con-
vergence speed and the excess mean-squared error known as jitter in the coeflicient. The
intograto; helps to remove the self noise generated by the gradient estimate. Updates to «
are made in small increments determined by K, until the gradient estimate becomes zero
on average, when v¢(t) and v, (t) are uncorrelated and the optimum value of « is achieved.
If there is any uncorrelated phase shift in (2.10) then the gradient estimate does not follow
the true path of steepest descent, but instead follows a spiral-like path toward the optimum

value on the surface. This results in slightly longer adaptation times.

2.2.3 Adaptation'of the Distortion Cancellation Coefficient

The adaptation of 3 follows in a similar fashion. The coefficient 3 is used to estimate the
distortion component in the output of the main amplifier. The lineariser output signal is
given as

vo(t) = va(t) — 3uy(t) ' (2.12)
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The basis of the estimate is v4(¢) and an orthogonal projection of v,(t) onto the basis
provides the minimum error between the output signal and its estimate. Since the error
surface P, is quadratic in 3 both the criteria of zero correlation between Uo(t) and v4(t) or

the criteria of minimum power in v,(t) can be used. Assuming o is optimised such that

ve(t) = vq(t),

Po(3) = [70|* P + (1 = 2Re(3] + |3*) Py (2.13)

When 3 = 3,,; then v,(t) and v4(t) will be uncorrelated and the lineariser output will
consist only of the component 'youm(t).v Differentiating the error surface with respect to 3

and setting the result to zero yields the optimurm value for 3
OP(3)
o3

Thus 3,5, = 1 at the minimum point on the parabolic surface.

= (23 - 2)Fy (2.14)

The desired gradient signal used for the method of steepest descent is the covariance of
the lineariser output v,(t) and the distortion component v4(t), and is given in terms of the

relative error in 3, €3 = (3 = Bopt)/ Bopt

Elvo(t)vg(t)) = —e 3Py (2.15)

However. since the distortion signal v4(¢) is not available unless the signal is completely
cancelled from ve(t), then the g}‘adient is approximated using ve(t) as the basis. Since
ve(t) is a function of a, then the convergence of a and 3 will be coupled. Avoiding large
misadjustment of 3 places stringent requiremenis on the accuracy of the coeflicient «, which
dep‘c’nds on the amount of IM reduction required at the output [2].

The stochastic gradient for the adaptation of 3 is

Da(t) = vo()e (8 (2.16)

A problem arises with this gradient due to the large signal component in v,(¢) (2.12),
masking the distortion signal vy(t) which the adaptation is trying to estimate. This leads to
excessive self noise in the gradient estimate which hinelers the (:onw'ergerlée of 3 caused by
residual misadjustment of a. The masking problem is solved by designing a bandstop filter
in DSP to filter out the desired signal component leaving the distortion signal for correlation.

Not only does this result in faster convergence speeds but also reduces the effect of bias in
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4

the 3 coefficient. With this approach the filtered lineariser output signal is represented by

v,(t) and the new gradient estimate becomes

Dj(t) = v, (t)v; (¢) (2.17)

The stochastic gradient algorithm analogous to (2.11) is

t
3(t) = K@/ Dys(r)dr (2.18)
0
where K3 is the step size parameter controlling the speed of adaptation and jitter in the

coeflicient.

2.2.4 Analysis of Alternative Placement of «

The analysis of the feedforward lineariser can now be extended to the case with a placed
ahead of the main amplifier in the upper branch as analysed in [1]. This alternative place-

ment affects the amplifier output signal such that
va(t) = avm ()G (Jal*zm(t)) (2.19)

Again the criterion of greatest correlation between v,(t) and v,,(t) can be applied to find

the linear gain =, of the amplifier =

%0 = - aElrm(OC(af%em (1) (2.20)

m
In this case, however, the criterion of minimum power in v4(t) does not apply as Py is no
longer quadratic in a. Using the criteria of decorrelation of the signals ve(t) and vy, (¢) results
in complete cancellation of the desired signal in v,(t), but the power of P, at this optimum
value is at a higher level than the derived value using the minimisation criteria. These two
criteria will form equivalent optimal values of « if the input signal is backed off more than
3 dB.

For a placed in the main branch the error signal is given as

'Ue(t’) = (70 - 1)Um(t) + Ud(t') (221)

Clearly v, = 1 for a = a,p with ve(t) and v,y (t) uncorrelated. The covariance of vy,(t) and

ve(t) and thus gradient of the error surface is derived using (2.20) and (2.21)

(3]
N
(3]
~—

Elve(t)vm(t)] = aElzm ()G (|af*Tm(t)] = Pn (2.



CHAPTER 2. BACKEROUND » 20

The optimal value of a is found when the covariance is equal to zero.
The effect of the placement of a on the distortion cancellation circuit is found by sub-
stituting (2.19) with optimal values of a into (2.12) to find the output of the feedforward

lineariser

Uo(t) = QoptUm (t) Gl ope| T (t)] — Bug(t) ' (2.23)

The error surface is now becomes

Po(3) = Pa(aopt) — 2Re [3" topt E[tm (1) G ([aope)xm (1)) v3(t)] + 312 Py (2.24)
and the gradient of the surface with respect to 3 is given as
OP,(3 . -
Bé ) - —200pt E[vm ()G (|aope|*zm(t)) v3(t)] + 23 Py (2.25)
Setting this result to zero leads to the optimal solution for 3
1 . 5 .
Fopt = FdafrptE[“m(t)G (l“omiQI’m(t)) vg(t)] (2.26)

Noting that the numerator of this expression is equal to the covariance of the amplifier
output and distortion signal E{v.(t)v)(t)] at a = @y then the equation reduces to
1

Bopt = FdE[vm(t) + vg(t))vg(t)] =1 (2.27)

which is the same result previously derived for the placement of a in the lower branch.
Computing the covariance of v,(¢) and v.(t) gives the approximation to the true gradient

signal in (2.15) and is shown in terms of the relative errors in v, and 3

Elva(t)us ()] = €5, (1 = €4,65) PP (2.28)

Yo
)

where €, = 7, — 1, and is equal to zero when « is perfectly adjusted. This demonstrates
the bias effect due to incomplete signal suppression in the error signal v (t).

As can be seen from the above equations the analysis has become more complicated
with the placement of o in the upper branch. The addition of a second coeflicient ahead of
the main amplifier makes the analysis intractable and therefore all subsequent analysis is
performed with the signal cancellation coefficients placed in the lower branch. Although it is
a different configuration, its adaptation behaviour in the neighbourhood of the convergence

point is very similar to that of the circuit with a placed in the upper branch.
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Adaptive Delay Matching

3.1 Chapter Overview

This chapter analyses the effect of delay mismatch in the feedforward amplifier and proposes
a method of providing adaptive delay matching to the original circuit. The basis for the
adaptation of the coeflicients is presented which adapts the coeflicients independently. As
will be shown, this leads to long adaptation times, and a more useful approach to adaptation

will be presehted in Chapter 4.

3.2 Effect of Delay Mismatch

Delay mismatch between the upper and lower branches of the feedforward signal and dis-
tortion cancellation circuits results in incomplete suppression of the respective signals thus
reducing the wide band capability of the circuit. In the original single coefficient case
shown in Figure 3.1 the delay mismatch between the branches in the signal and distortion
cancellation circuits is represented by 7, and 75 respectively.

It was shown in [1] that for optimum values of the coefficients a and 3 (aopr = Yo. Fopt =

1), the feedforward lineariser output can be expressed in the following form!

Vo(f) = Vin(f) — J2m f3Va(f) (3.1)

implying that the delay mismatch in the distortion cance};tion branch is the most critical
/

'This approximation holds for small bandwidth-delz;\y mismatch product, fr,and fra<<l1
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Figure 3.1: Complex baseband model of single coeflicient case with delay mismatch

*

factor in the suppression of the intermodulation products. To achieve a linearisation band-
width of 30 MHz with a minimum of 30 dB distortion suppression, the product 27 f73; must
not exceed 0.032 across the band of distortion. This places a stringent requirement on the
maximum value of the delay mismatch in the distortion cancellation loop, wher? T3 mMust

be less than 0.3 ns.

3.2.1 Misadjustment of the Signal Cancellation Coefficient

Delay mismatch between the branches in the lineariser circuit also causes misadjustment of
the coefficients. An analysis of the effect of delay mismatch in the signal cancellation branch
on the coeflicient a is given in [2] and the result for the relative error in a is reproduced
here
2

o A ~%(wmra) (3.2)
where 117, is the bandwidth of the input signal. Since convergence of a and 3 are coupled,
any misadjustment in o will bias the convergence of 3 in shown in (2.28). High accuracy
constraints are placed on a to avoid significant misadjustment in ;3 and to keep the ratio of
output power to signal power, IM SR, low at the lineariser output. To achieve a coefficient

accuracy of 10”4 the delay mismatch must be be less than 0.8% of the reciprocal bandwidth

12].
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3.2.2 Misadjustment of the Distortion Cancellation Coefficient

The distortion cancellation coefficient, 3, is affected by both the misadjustment in a and
the delay mismatch, 73, in the distortion cancellation circuit. An analysis of the effect of
the delay mismatch is given here which assumes negligible delay mismatch in the signal
cancellation circuit. With reference to Figure 3.1, the output of the feedforward amplifier is

given as

Vo(t) = Youm(t — 73) + vq(t — 73) — 3ue (t) (3.3)

For a adjusted to its optimum value, ve(t) = vq(t). and the mean gradient signal E[Ds(t)]

can be calculated as

EDs(0)] = Elo(t)eg(t)] (3.4)

= Ry(-75) = 3R4(0) .

where R, is the autocorrelation function of the distortion signal. Ideally if 73 = 0, then
E[Dj(t)} = 0 when 3 = Jopt = 1. However, when 73 # 0. 3 will converge to the following

value ( )
Rd —Tﬂf
B=-———<1 3.5)
Ra(0) (

Approximating the distortion power spectral density Sy(f) as a flat rectangular function
across the third order intermodulation bandwidth such that Sy(f) = rectaw,.(f), then the

autocorrelation function R4(7) can be found by taking the inverse Fourier transform of

Sa(f).

Ry(1) = sinc(3W 1) (3.6)

For sinall values of 7. the sinc function can be approximated to

)2
sinc(r) =1 — (ﬂg) (3.7)
This leads to the solution for Ry(—73)
3, . 9 .
ffd(——Td) =1- ;‘/T (” de) (38)
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~

The relative error in 3 is represented by €5 in (3.9), and is found by substituting the

results from (3.8) into (3.3).

= (_‘2__33P‘_) ,, (3.9)

Bopt

n
W

3
= —57 (Wnm)?

This misadjustment error in 3 represents one contribution to the amount of residual
distortion remaining in the output, v,(t), of the feedforward amplifier. The total distortion

power in the output signal is the sum of the squared magnitudes of <3 and j27 fr; (from

3.1)),

9 ,
Py= (27 fr3)® + Ifr“(lt'mrd)“ (3.10)

A plot of the distortion power Py in the output signal for various values of bandwidth-
delay mismatch product W7, 73 is given in Figure 3.2. The delay mismatch 73 is set at 0.3
ns so that the graphs for 3, 10 and 30 MHz channel bandwidths refer to a bandwidth-delay
mismatch product of 0.09%, 0.3% and 0.9% respectively. The frequency is normalised to
f= %(BH}”) to include the third order IM products. Clearly to achieve a minimum of 40
dB reduction in IMD products at the output of the feedforward amplifier the product W7, 74
must be held within 0.09%. These stringent requirements emphasise the need for adaptive

delay matching techniques.

3.3 Delay Matching Circuit

_The proposed delay matching circuitry [4] for each cancellation circuit in the feedforward
amplifier can be described as a two tap equalizer which adapts two complex coefficients
based on linear estimation of the signal in the upper branch. The complex baseband model
of the adaptive feedforward amplifier with delay matching circuitry is shown in Figure 3.3.
Note that in the implementation the a coefficients are placed in the upper branch ahead
of thevmain amplifier. This model again assumes that no attenuation is provided by the
sampling couplers or the fixed attenuation ahd the auxilliary amplifier is modelled as linear
with unity gain. The circuit components, however, do not exhibit a flat response across the
band, but this variation will later be lumped as ripple in the adaptation coefficients and will

vary linearly with frequency.
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CHAPTER 3: ADAPTIVE DELAY MATCHING 26

v
s
| o
2
\ .
e

Figure 3.3: Complex baseband model of adaptive feedforward amplifier with delay matching
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]
For the signal cancellation circuit, the relative group delay 7, through the main amplifier

(modelled by (;(r)) is measured relative to’ the Qg adaptatlon branch represented with zero
group delay. The second signal cancellation adaptatlon coefficient a; provides an additional
fixed delay line of delay 7, chosen such that the delay in the main amplifier lies within
the two coeflicient taps, 0 < 7. & 71. The ourtir)uts of the signal cancellation cgefﬁéients
branches are summed together then subtracted from the output of the main amplifier to
derive the output to the signal cancellation circuit: The coefficients adaptively adjust their
attenuation and phase so that the sum of their oﬁtputs provides the best estimate of the
linear component YoUm(t — T4y in the upper branch. This process can also be described as
an estimation of the signal in the upper brapch by interpolation of the outputs of the two
adaptation branches, ag and aj. A

*Similarly for the distortion cancellation circuit, the delay in the upper branch 7 is
represented relative to the delay through the adaptation coeflicient 3y branch. In this case,
however, it is a fixed delay line which falls within the two taps provided by the distortion
cancellation coeflicients 3y and 3;. The fixed delay line 7 added to the 3, path is chosen

such that 0 < 7, < 79. The coeflicients make attenuation and (phase adjustments so that

.\
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the sum of their outputs produces a linear estimate of the distortion component in the
delayed upper branch. Subtracting the estimated distortion component from the delayed
main amplifier output results in the linearised feedforward amplifier output v,(¢).

* Power amplifiers exhibit varying delay due to frequency over wide bandwidths. The
taps must therefore be designed éo that they incorporate this delay variation across the
band. Ideally the smaller the delay between the taps, the more accurate the coefficients will

estimate the signal and better cancellation of the relevant signals will be achieved.

3.4 Adaptation of the Complex Coefficients

3.4.1 Adaptation in the Signal Cancellation Circuit

Analysis of the signal cancellation circuit is made with reference to Figure 3.3. As discussed
previously, the output of the main amplifier is expressed in lincar estimation terms ;'15 the
sum of a linearly amplified component and the intermodulation distortion, with a relative
group delay of 7,. The signal cancellation coefficients ap and a; adjust the attenuation and
phase of the input signal v,,,(¢)and its delayed version v, (t — 7)) respectively. The output

-

from the subtracter in the signal cancellation circuit, v.(t), representing the error signal, is
LS

expressed as

ve(t) = valt) = aoum(t) — arem(t — 1) (3.11)

= YoUm(t — 7o) + vg(t — 75) — aorm(t) — dlym(t —-7)

Complete signal cancellation is achieved when v¢(¢) = v4(t — 74), which is the case when

'70Um(t' - Ta) = O’O(ypgvm(t) + (llquvm(t - 7'1) (312)

For small values of 7, and 7, it can be stated that v, = Qopt + Q1opt-

The criterion used to obtain the optimum values for ag and «, is zero correlation between
the error signal ve(t) and the input signal v,,(t). This occurs when ve(t) is comprised only
of amplifier intermodulation distortion products, v4(t — 75). Similar to the configuration
presented in Chapter 2, the covariance of the basis v, (¢) and the error signal ve(t) is used
as the gradient signal to drive the adaptation of ag and, as shown in (3.13), this is expressed

in terms of the average power and autocorrelation functions of the reference signal vp,(t).
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Similarly, the covariance of the basis vpm(t — 71) and the error signal v.(t) is used as the
gradient signal to drive the adaptation of oy and is given in (3.14). When the correlation of
ve(t) with the two basis signals vy (¢) and v (¢ — 71) is zero, the optimum values for ag and

a; have been reached.

E{ve(t)vm ()] = v Rm(=7a) — @0 Pn — a1 Rm(=71) (3.13)
. 4 : :
1) [Ue(t')vm(t - 7-l)] = 70&71(7' - Ta) - Py — OOR1n(T1) (‘314)
An equivalent criterion for optimising the coefficients is to find the minimum power? in

the error signal ve(t). QPe(ao‘al) is the average power of v.(t) and is a quadratic function
of both coefficients ag and aj. If it were possible to plot this error surface it would have a

minimum when og: gopt and ay = Qypt.

Pagayy = Elle(t)])? (3.15)
T = el ol Jarf P = 2Relag o R (<o)
s —2Refa}voRm(T1 — Ta)| — 2Re[aga) Rin(—T1)

The fact that the two criteria are equivalent can be shown by finding the gradient of the

error surface P.(apay with respect to the coeflicients and comparing the result with (3.13)

and (3.14) .
OP. (g, .
_——E(')—O()———]) = _270%(-Ta) + 200FPm + 201[\),,,1(—‘T1) (3.16)
— 2B (0]
\
IP: (.0 : .
————:)al ) = 2, R(71 — Ta) + 200 P + 200Ron(Ty) (3.17)

= 2B [v.(t)ei(t — )]

The iterative adaptation of the coeflicients is based on the method of steepest descent.

This procedure involves taking an arbitrary point on the error surface defined by initial

B

?The minimum power criterion applies to quadratic error surfaces and does not apply if the coefficients -
are placed in the main branch [1]
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values of ag and ;. then calculating the gradients' for each coefficient. The corresponding
coeflicient is then incremented by an amount opposing the direction of the computed gradient
until the optimum value is reached. However, it is evident that any changes made to one
coefficient will affect the gradient adaptation of the other coefficient, causing large changes
to the position on the error surface and resulting in a much altered path to the true path
of steepest descent. This strong dependence will lead to long convergence times. A solution
to this problem is proposed in Section 4.5.

As we saw in Chapter 2, it is not possible to calculate the true gradient shown in the
equations above in a practical system. Instead, a stochastic gradient signal is used which

provides a noisy but unbiased estimate of the true gradient of the quadratic error surface.

Do (t) = ve(t)ul(t) (3.18)

Do, (t) = ve(t)vp, (t — 71) (3.19)

The algorithm for adjusting the coefficients ag and a; is a simple first order adaptation
loop, where the initegrator helps to remove some of the self noise in the gradient estimate

and the step size parameters, K,, and K,,, control the spé%gof adaptation.

t
ap (t) = Kao/ Doy (T)dT (3.20)
0

al(t):Kal/Opm(r)dr (3.21)

When the stochastic gradients are reduced to zero on average, the input and error signals
will be decorrelated and the optimum values of the signal cancellation coefficients will have

been reached. The values of ag () and a; (¢) will be held at their final integrated values. {

'3.4.2 Adaptation in the Distortion Cancellation Circuit

The distortion cancellation circuit is described with reference again to Figure 3.3. The two
adaptation coeflicients 3y and 3; are used to adjust the attenuation and phaée of the error
signal ve(t) and its delayed version ve(t — 79) respectively in such a way as to best estimate
the IMD at the main amplifier output. Assuming a linear unity gain error amplifier with

no other distortion introduced. the feedforward amplifier output v,(t) can be expressed by
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vo(t) = uta(t —7a — ) — Bove(t) — Sive(t — 72) (3.22)

= WO'Um(t — Ta — Tb) + vd(t' = Tq — Tb) - JBOUe(t’) - ,‘31 Ue(t' - T?)

When ag and a; are optimised as given in (3.12), ve(t) = vq(t — 74). Complete distortion

cancellation is then achieved when v,(t) = Yovm(t — 74 — 7), which is true for

va(t — Ta — 7)) = Booptta(t — Ta) + B1optra(t — T2 — 7a) (3.23)

For small values of the delays 7, and 79, it can be stégted that Soopt + B1ope =~ 1.

Optimum values for 3y and 0, are obtained by adapting the coefficients until the feed-
forward amplifier output signal v,(t) and the error signal v.(t) are uncorrelated. This occurs
when v,(t) is éomprised only of the linearly amplified input signal, v,vm(t—7Ta—7), when the
signal cancellation coefficients are at their optimal values. The covariance of the error signal
ve(t) and the feedforward output signal v,(¢) as shown in (3.24), provides an appropriate

gradient signal to drive the adaptation of 3p:

) E [vo(t)vz(t)] = Ra(-7) — 30F4 — 31 Ra(~72) (3.21)

9

Similarly, the covariance of the error signal v.(t — ) and the output signal v,(¢) is used as

the gradient signal to drive the adaptation of 3.

Evo(t)ei(t — )| = Rg(my — 1) — 31 Py — apgRy(T2) (3.25)

When these gradient values are equal to zero then the two signals have been succesfully
decorrelated and the optimum values for ag and a, have been reached.

The average power in the output signal is quadratic in 3y and 3

Po(30.31) = Elvo(t)]]? (3.26)
Vol P + [|30]% 4 |3112 + 1) Py — 2Re[ 35 Ry(—T3)]
—2Re[3f Rg(me — )] + '.ZReLBOQIRd(TQ)]

!l

Minimising the power in the output v,(t) by adjusting the values of 3p and 3 is equivalent to

decorrelating the signals as described above. For ag and a; adjusted to their optimum values
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the gradients of the output surface P,(3p,31) can be found with respect to the individual

coefficients and are expressed in the following form

OP,(50,8 :
(9050 yRy(m) + 280 Py + 25 Re( ) (3.27)
360
= 2 [u,(t)u (b))
OF,(30,3 :
0T aRy(ry — 1) + 200 Pa + 250 Ralra) (3.28)

83,
= 2E[vo(t)el(t — )]

Analogous to (3.18) and (3.19), the stochastic gradient signals used to provide an esti-

mate of the true gradient of the quadratic error surface for 3p and 3, are

Dgo(t) = vo(t)r (1) (3.29)

Dy, (t) = vo(t)vi(t = ) (3.30)

Consequently the adaptation algorithms for adjusting the coefficients Jp and 3, with the

corresponding step size parameters, K3, and K, are given as

3 (t) = K /' Dy (7)dr @3
0

t
S (t) = Ky, / D, (7)dr (3.32)
0

When the coefficients are at their optimal values 3p = 3popr and 31 = 31.p¢, then the

stochastic gradients will be zero on average and the coefficients will be held at their final
. o,

integrated state. Changes in operating conditions will cause the coefficients to-eadgpt to

new optimum values.

3.4.3 Biasing and Masking

The above analysis showed how {the coeflicients adapt when the signal cancellation coefh-

cients ag and a; are completely converged and the basis signal is completely cancelled from

{
}
L
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the signal-v.(t). However, rhjsadjustment of the coefficients ap and a; will bias the adapta-
tion of the distortion cancellation coefficients. An analysis of the accuracy requirements on
the signal cancellation coefficient is given in [2].

The problem of long convergence times caused by the strong signal component in the
output v,(t) masking the weak distortion component in the correlation was resolved in [1]
by filtering the desired signal component from the 3 adaptation path. This is not necessary
in this application as the adaptation over the wide bandwidth is achieve:d\ by taking partial
correlations over small subbands which can be selected to avoid}t/h ands where the signal

o7

is strong as described in [4]. ¢



Chapter 4
Delay Matching Analysis

4.1 Chapter Overview

This chapter presents the new analysis that was performed as part of the current feedfor-
ward research. Results showing the delay matching circuit's additional ability to handle
linear variations with frequency across the band of interest are presented. The wide band
adaptation method is discussed followed by an analysis of the effect of aliasing due to incom-
plete suppression of the subbands outside the Nyquist frequency of the DSP. The chapter
is concluded with a detailed analysis of a novel approach to speed the convergence of the

adaptation coeflicients.

4.2 Effect of Frequency Dependence in the Vector Modula-

tors

Amplitude variation with frequency in the circuit components results in coefficients which
are not optimised across the band of interest and therefore reduces the circuits ability to
suppress unwanted distortion at wide bandwidths. The original single coeflicient feedforward
amplifier [1] required that the accuracy in the coefficient 3 must be less than 1% to ensure -10
dB distortion cancellation. Any ripple in the distortion cancellation circuit components must
therefore be held to within 0.1 dB. These restrictions do not apply to the signal cancellation
coeflicient a if it is placed ahead of the main amplifier since any distortion introduced in

the main branch is cancelled. However, any additional distortion generated by the a vector

33
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Figure 1.1: Complex baseband model of frequency response in signal cancellation circuit

»
modulators increases the power level that the error amplifier must handle.

Since the current design is operating at much wider bandwidths than _the}ofiginal systen
it was important to measure the variations in the components and anélyse their effect on
the convergence behaviour of the coefficients in the delay matching circuitry.

Measuremnents were made on the vector modulators, used for the attenuation and phase
adjustments, to find the amplitude variation with respect to frequency across the bandwidth
of interest. They were found to have a linear variation of 0.2 dB across 30 MHZH(I.785-1 B15
GHz). but outside this band the variation was nonlinear and the ripple increased to 0.3 dB.

An analysis was performed to determine the effect of the linear variation on the sup-
pression of the signals in each loop. It is suflicient to analyse the behaviour of the signal
cancellation loop as these results can clearly be related to the case of the distortion cancel-
lation circuit.

The signal cancellation circuit is modelled in the frequency domain as shown in Figure
4.1. The ripple introduced by the vector modulators in the ap and a; branches is represented
by the transfer functions Ho(f) and H,(f) respectively, where Ho(f) = 1+ gof and H,(f) =
1 + g1 f, and gg and ¢, and complex valued coeflicients representing approximately linear

variation in amplitude. The signal suppression at the output of the circuit is measured by
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the error transfer function
Ho(f. a0, a1) = v,e 7777 — agHo(f) — a1 Hy(f)e ¥/ (4.1)

The output of the signal cancellation circuit is then representedsby

Ve(f) = Vin(f)He(f a0, an) + Vy(f)e 72T (1.2)

If H.(f.ap,a;) = 0. then the desired output V.(f) = Vy(f)e 7?"/7 is obtained. Therefore

the goal is to minimise H.(f.ag, ;) to achieve

voe 1T 2 ag Ho(f) + an Hy(f)e 77/ (1.3)

From (4.3). it is clear that ripple in the vector modulators controlling the adaptation of the
coeflicients may cause undesirable effects in the estimation of the linear component of the
power amplifier. This effect will now be modelled and analysed.

Representing |V,,(f)]?with a uniform spectrum normalised to unit power over the band
2B, the average encrgy contribution from the residual component V;,(f)H(f) at the signal
cancellation circuit output is given as

N O 2
E=35 » |He(f. o, )| df (4-1)

Optimal values for ag and a; can be found by differentiating F in (1.1) with respect

to g and «a; respectively and equating the results to zero to obtain two equations in two

unknowns. It is then “easy” to solve for optimum values of ap and ;.

OE 1 [P OH(f a0 )

Y H*(f. . 1 1.5
dag 2B ) g Ao c(f.ap.an)df (-1.5)

c(f a0 0 )df (-1.6)

DE 1I/BdHJﬁomaﬂH
d(l] 2B

-B 001

4.3 Delay Compensation

4.3.1 Vector Modulators without Frequency Dependence

For the case without frequency variation in the passband of the vector modulators, Hy(f)
and H,(f) are set to 1, and the optimal values for ag and a; are derived using (4.5) and

(1.6) and are given by
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Yolsine(2B1,) — sinc(2BT)sinc(2B(r, — 1))
1 — sinc?(2BT)

2

QOopt =

Qlopt = Yosinc[2B(7, — 1) = agsinc(2BTy)

where sinc(z) is defined in (4.11).

The optimum values of the adaptation coefficients are obtained by setting the values of
Yo, Te. and 71. A ©/4 DQPSK input signal with 35% root raised cosine filtering and input
backoff of 6 dB from unity power is used as the input signal to the simulation of the signal
cancellation circuit. () is represented by fourth order gain and phase polynomials which
are fitted to the corresponding curves over the range of input powers. The linear gain is
calculated using (2.4) and results in a value of 4, = 0.947 + 0.635,. Using this value and
close approximations to the delays within the actual circuit implementation, 7, = 0.3 ns
and 71 = 1 ns, a plot of |H.(f, oopt, 1opt)|? is made as given in Figure 4.2. The optimum
values of ag and oy are calculated to be ag,ye = 0.663 + 0.445) and v, = 0.281 + 0.191
using (4.7) and (.1.8) above. The wide bandwidth nature of the circuit is shown by the two
nulls that are present compared with only one in the original circuit (see Figure 3.2). Notice

the sum of the coefficients is equal to the value of linear gain ~,,,

4.3.2 Vector Modulators with Frequency Dependence

Taking into account the frequency dependence introduced by the transfer functions Hy( f)
and H,(f)in the ap and o) paths, new optimal values for ag and a; can be calculated by
substituting (1.1) into (4.5) and (41.6) and equating the result to zero to obtain two equations

11 two unknowns.

[ [sinc(2B1,) — _%Q_ 2Bsind (2B1,)].[1 + wa ]—
[sinc(2Bmy) — ( J )ZBsmc’(ZBrl) (—C’%‘g( B)? sm(’(’HTI)].
[sinc[.).B(Ta -7y - j27r == (2B)sind [2B(1, — 1)}
Q0 = Yoo 8 7 g2 2, 2 (1.9)
i [1+Bﬁ01][1+3191: =
[sinc(2B (—%ﬂg— 2Bsind (2B1) (—029%7( B)2sind'(2BT)|.
{smc(ZBTI) + (L2 )2Bsind (2B7) — 52 (2B)2sinc’ (2B7)|
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Figure 4.2: Suppression of V,,(f) over 30 MHz with no amplitude variation in the passband

Tosine[2B(r, — 1) — J%%(‘.)B)Sinc’[ZB(Ta —71)]

~ag[sine(ZBTy) + (%L)zBsmcl(an) — (;'];7‘5‘:7(23)2.91T/L(.f/(237_1)]

ay = BZ.g..2
1+ =]

where

. 1, r=0
sine(r) = yin(rr) otherwise

™r
R U. r=20
sine(r) = cos{nz) - sinc(nr) S
p , otherwise
Sin(‘.”(‘[) = —ﬂ;r/‘j;x(rrz) 2co8(rx) -29ne(mx) r=0 .
-(7= + =7 ). otherwise

(4.10)

(1.13)

In both cases, when ag and a; are at their optimurn values, their sum is equal to the

linear gain of the amplifier v,

Yo = Qoopt + Qlopt

(1.11)
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Figure -1.3: Suppression of V,,(f) for delay matching circuitry with 0.2 dB linear variation
in the vector modulators

Figure -1.3 shows the effect of the amplitude variation in both vector modulators on the
itude variation in

7.72x 10 * to

suppression of the signal Vi,(f). The coeflicients representing the &

the passband are modelled as real for simplicity and are set to gop = ¢)
achieve £0.1 dB variation at +15 MHz away from centre frequency. Again the parameters
To = 0.3 ns, 7y = 1 ns and ~, = 0.947 4 0.635) are used along with gg and g;to calculate the
optimal values for ag and a;. A plot of the signal suppression | He(f, agopt. ®10pt)|% can then
be obtained. Comparing the result with that in Figure 1.2 shows no noticeable difference
between the two plots. This demo;lstrates the ability of the delay matching circuitry to adapt
to linear variations of amplitude ripple with frequency across the bandwidth of interest. The
coefficients compensate for the amplitude variations by converging to new optimal values of

agopt = 0.585 4 0.561) and a g = 0.362 4 0.074).

4.3.3 Comparison with Single Coefficient Case

Using the same technique, a comparison can be made between the delay matching circuitry
and that of the original circuit without delay compensation. The error transfer function for

the single coeflicient case with no delay error is given by
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Figure 1.4 Suppression of V,,(f) for single coefficient case with 0.2 dB amplitude variation
and no delay mismatch

}[P(fva) :‘yr)'—aHO(f) B (—11(—))
and from the gradient equation
Yo
= ——— 303 1.16
1+ ig()\;BQ ( )

The amplitude variation has.very little effect on the coefficient a. due to the product
(9,B)? < 1. thus a = 7, A plot of the error transfer function H(f,a) is shown in F‘\igure
1.4, Note that this is an optimistic result as it does not take into account the effect of delay
mismatch in the loop.

Introducing the delay mismatch into the analysis the optimal value of a as derived from

(4.17) can be found using (4.18)

He(f, @) = 5oe 777 — aHo(f) (4.17)

|1 + L 2Bsinc (2B73)]
= igo}2 B2
L+ 5=

(&

(1.18)
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Figwre 1.5: Suppression of V,,,(f) for single coefficient case with 0.2 dB amplitude variation

“and delay mismatch of 0.3 ns

i3

Again a = 4,, but thel&ﬁly mismatch of 7, = 0.3 ns will result in significant misadjustment
from the optimal value as the frequency moves further away from the centre band. The plot
of |H.(f.a))? in Figure 1.5 shows this swift degradation clearly.

A comparison of Figures 1.3 and 1.5 shows us that the delay matching (:ir(:uit;y is able
to improve the suppression across the band by approximately 30 dB. This figure will vary

depending on the spacing between the delay taps‘ap and aj.

4.4 Wideband Adaptation

The correlations of the RF signals v7,(¢). vm(t — 71). Ue(t), ve(t — T2) and v,(t) required
for gradient adaptation of the coeflicients are perforimed in DSP by downconverting the
signals at appropriate points in the feedforward circuit. To suppress third order IMD the
correlation must be performed over a bandwidth of 37, where W, is the bandwidth of the
input signal v (t). However, the maximum sampling rate of the DSP limits the linearisation
bandwidth to less than the Nyquist sampling frequency f,/2. Moreover, a bandstop filter
is required to selectively suppress the signal component in v,(t) to avoid masking of the

distortion component necessary for the correlation.
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Wide bandwidth adaptation is achieved by perforining partial correlations in selectable
subbands and averaging the values of the partial correlations across the band. The size of
the subband is restricted by the maximum sampling rate of the DSP used to perform the
correlations (see Chapter 5) and also the selectivity of the available narrowband filter placed
in the downconversion chain of the implementation-shown in Section 5.1.3. The advantage
of this method is the ability to select subbands in the output spectrum V,(f) which include
only the distortion component for correlation with Ve(f). 4

To avoid DC offsets caused by the mixers in the downconversion chains which bias the
correlation. a novel use of DSP was developed in [1] to perform the baseband correlation.
The RF signal subband is selected and downconverted to a frequency of one quarter the
value of the DSP sampling rate. The bandwidth of the subband is chosen to be less than
fs/4 to ensure that the highest frequency componernt is less than the Nyquist sampling
frequency and that the lowest spectral component is above DC.

In a standard implementation the subband would be downconverted to baseband using
quadrature demodulation in DSP, then low pass filtered to suppress images generated at

multiples of the sampling frequency. For this case the output of the filter would be

y(n) = T(n)e 72" @ h(n) : *.19)

where h(n) is the real low pass filter designed to filter out the left shifted DC offset.

To simplify design the quadrature demodulation step is combined with the low pass

_ filtering by spectrally shifting the origjnél low pass filter by f;/4 to produce a complex

* bandpass FIR filter E(n) = ¢72™h(n) as shown in Figure 1.6. In this way bandpass filtering

is performed on the subband to filter out any DC offset and higher frequency components
before baseband correlation is performed. The equivalent interpretation of the filter output
Is given as

T o~

y(n) = ¢ E"(F(n) @ h(n) (4.20)

The exponential factor preceding the convolution results in a rotating signal constellation
at the frequency f,;/14. When the gradient correlations are performed the complex conjugate
multiplication counter-rotates the spin equivalent to the desired baseband correlation.

The gradient estimates for the signal cancellation coeflicients are thus
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X
Im{Dy, ()]
Re{h(m)] UL X e ‘
v (n-f ‘t1) =
m S i X
ﬂ‘ im{h () {4 ] X

Figure 4.6: Complex filtering and multiplications performed to produce gradient estimates
for ag and a;.
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Day(n) = ye(n)ym(n —n) h (4.22)

= [T(n) ® h(n)|[Tm(n — 7) ® R(n)]’

Da(n) = woln)ys(n) (4.23)

= [to(n) ® h(n)|[Te(n) ® h(n)]"

Ds(n) = yo(n)yi(n—m) (1.24)
= [T.(n) ® (n)|[Teln — 72) ® h(n)]*

4.4.1 Effect of Downconversion Errors

As shown in [1]. nonideal filter properties such as amplitude ripple in the passband and
nonlinear phase response do not bias the correlations. Also since the local oscillators are
shared by each of the downconversion chains any frequency offset which would cause a
rotation of the signal constellation will be cancelled when the complex multiplication is
performed in the gradient equation. Phase offset does not bias the correlation however it
will effect the direction of the gradient step and the sign of the LMS step parameter will

vary accordingly.

4.4.2 Effect of Aliasing

The vbandwidth of the subbands selected by the narrowband filter in the downconversion
chain is limited by the maximum sampling rate of the DSP. To avoid aliasing the maximuin
frequency of the subband must be less than one half the DSP sampling rate. Due to the slow
rolloff of the 45 MHz Crystal filter in the downconversion chain this is difficult to achieve,

and consequently aliasing will occur. An analysis of the effect of this aliasing follows.
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Assume that the filter has a rectangular lowpass filter response

1, Ifl < W

a <€ l, elsewhere

o= |

where f. is the centre frequency of the filter, 2W" is the maximum subband bandwidth equal
to the Nyquist frequency fs/2, and a is the attenuation factor, a < 1. The signal spectrum
is attenuated at the Nyquist frequency by a factor a.

Noting that the inverse Fourier transform of the attenuated images at the sampling rate
is given by .
aV(f — fs) = av(t)e??™/s! (4.25)
thus we can make an approximation to gradient estimate from the contributions due to

aliasing from the adjaceht frequency shifted spectrum at =+ f

Dao(t) = ve(t)[1 + ae??™ st ae 2Ll (1)[1 + ae 7?7™ ! 4 ae??™ ] (4.26)

= ve(t)e (O[1 + dacos(27 fot) + 2acos(A f,t)] 27

Taking the expectation to find the mean gradient results in

E[Dao(t)] = E[ve(t)vn, ()] E [1 + dacos(2x fot) + 2a2003(47rf3t)] (1.28)

Clearly from (4.28), the mean gradient will be zero for vy, () and ve(¢) uncorrelated,
and therefore aliasing does not produce a biased result. The additional factor due to high
frequency foldback will increase the self noise of the gradient estimate and can be expected
to increase the convergence time of the coefficients.

The complex filter used in the DSP code for the final downconversion to baseband helps
to reduce the unwanted frequencies above f,/2 that have been folded back into the spectruin

and any DC offset that may bias the result.

4.5 Speed of Convergence

The analysis that follows applies to matched branches of the adaptation coeflicients. If there
are differencs in the gain and phase between the two branches then a complex constant can

be included in the gradient equation to correct for these variations.
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4.5.1 Decorrelation of Signals for Gradient Adaptation

As stated in Chapter 3, the gradient estimate for each coeflicient is dependent on both
coefficients in the associated cancellation loop. Coupling of the adaptations is clearly shown
in the gradient equations below. This leads to long convergence times since each gradient

is affected by changes made by the other gradient step.

g
Dq,(8) = ve(t)rp,(t—11) (4.30)
= um(t — ) (t = 11) — aotm(t)vs, (t — 71) — @rem(t — 71 (8 —T1)
D) = ealt)ez(t) (4.31)
= Yoot — )i (t) — Bove(t)v2(t) — Syve(t — T2) ()
D (t) = v ()it —72) (4.32)

= Yoot = T)vi(t — T9) = Bove(t)ri(t — 19) — Fyve(t — mo)ri(t — T2)

Due to the fast and slow modes in the eigenvalue spread, large step sizes toward the
optimum value will cause the slow mode to become unstable and oscillate toward the point
of convergence. If this step is too large convergence may never be reached. It would be
hoped that the separate control of the two modes would allow manipulation of the time
constants and noise contributions to the circuit coeflicients.

The proposed method to reduce the effects of this problem with the aim of inéreasing
the convergence speed of the coeflicients is to decorrelate the signals v (t) and vy (t — 1)
and thereby the gradient estimates so that the fast and slow modes can be independently
controlled by changing the magnitude of the individual step parameters. This method will
be analysed using the signal cancellation circuit, but it can easily be applied to the distortion

cancellation circuit by decorrelating the signal v (¢) and v (¢t — 7).



CHAPTER 4. DELAY MATCHING ANALYSIS 46

Decorrelation of the signals is performed using the Karhunen-Loeve expansion [19]. This
provides a method of calculating the orthogonal basis coefficients ¢; and ca which represent

the decorrelation of the components of the vector v, given by

Vi = [ m{{) J (4.33)

Um (t — T )
The vector v,, has a unique representation based on an orthonormal basis vector y; with

k = 1.2, given by

2
Vin = Yok (4.34)
k=1
where
ck = < Vpu.Yr > (4.35)

= vm(y(Dr + vm(t = 71)y(2)x

The coeflicients of (4.35) must satisfy E[ckc;-] = 0 if & # j such that they are statistically
orthogonal or uncorrelated and when k = j,E[ckcJ'] = Ay where \; are the eigenvalues of

the autocorrelation matrix of v,,. The autocorrelation matrix R is given by -

R = Pm lﬁm(‘rl) jl (136)

R;n(Tl) Pm

The orthonormal basis functions yx can be found using
2 -
Ry, = Elcly (4.37)
The matrix of E[c?] is equivalent to a diagonal matrix of the cigenvalues of R.

B | " (4.38)
Cpl == -
* Yo A2

The eigenvalues of R are found using the det(R—AI) = 0 which leads to

A= Pnt /Ru(r)R:(11) (4.39)
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The evaluation of the square root gives A; = P, + |Rm(71)| and Ay = P, — |Rm(71)|. By

rearranging (4.37), the orthogonal basis functions yx can be calculated using

(R—Ak)yr =0
1
Corresponding to each eigenvalue the orthonormal eigem"ectors are given as y| = %2 - (1,
"Rm(m1)?
1 1 * (m . . . .
Y2 =5 _R. (;])12 . The value of 7%# is very close to unity if 7, is small so the

: 1 1
eigenvectors are approximated as y, = % [ | J and y, & \/—15 [ | } .

With the knowledge of the basis function the orthogonal coefficients ¢, and ¢p can now
be derived. Substituting y; and y; into (4.33) gives ¢; = —%[vm(t) + vm(t — 7)] and

cy = ={vm(t) = vm(t — 7)) . This shows thaﬁt;_ithe decorrelation of the signals v,,(¢) and

V2

tm(t — 71) is equal to their sum given by c¢; and their difference given by cy. Substituting

these coefficients into (4.38), the nature of the orthogonality of the coefficients can be shown

(P + 3(Rn(11) + Bn(1)))  (3(Ri(m1) = Rin(1)))
(3(Rm(m1) = R(11))) (P = 3(Ron(m) + RL(T1)))

For R,,(71) = R}, (1) then matrix collapses into the form given by

Ejc,cy| = J . (1.40)

A=

B+ B(n1) 0 } (1.41)

0 P — Rm(71)

Placing the orthonormal eigenvectors in a matrix known as the modal matrix S gives

1 (11 .

which conveniently is its own inverse S = S~!. Note that the autocorrelation matrix is

transformed to the form given in (4.41) using
A=S RS (1.43)

It has therefore been shown that the decoupled equivalents of the two input signals is
in fact equal to the sum and the difference of the inputs. The sum is the fast mode of the

adaptation and the difference represents the slow mode.
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4.5.2 Adaptation using Decorrelated Gradients

In this section the associated decoupled stochastic gradients using the decoupled signals ¢,
. and cy are calculated. It is then shown how these gradients which represent the fast and slow
modes of the adaptation can be individually controlled to increase the speed of convergence.
Large step parameters can be used to increase the convergence time of the fast mode while
using taking smaller steps in the slow mode to fine tune the coefficients to their optimal
values.

The transformation of the signals can be expressed in the form

t 11 'm( ¢
a]_ L (1) i
ca(t) V21 =1 ]| vm(t—m)
The orthogonal true gradients are defined as )

1

(t)] = _ﬁ [’70 (R:n(Ta) + R*m(Tl - Ta)) - OO(Pm + R’m(T])) — (R;n(Tl) + Pm)}

(1.45)

Ele (t)c;

E[Uc(f')cé(f” = % [’70 (R:n(ra) - R’m(Tl - Ta)) — (g (Pm - Rfm(Tl)) — () (R:n(Tl) - Prn)]

(1.46)
The stochastic gradients are given by
Dy (t) = ve(t)ei(t) (1.47)
1
= 5 lee(t)ur (t) + ve(t)vr (t —T1)]
Dp,(t) = ve(t)es(t) . (4.18)
1

e (B Ui (t) = ve(t)uin(t — 7))

V2
Dy, (t) is referred to as the gradient sum and Dy, (t) is the ditference gradient. Multiplying
these gradients by the 2 x 2 step size parameter matrix K allows for better control of the
updates to the adaptation coefficients.

K=

Ky 0
! (1.49)
0 Ky
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This leads to the scaled gradient estimates given by

KDy, (1)

KD,7 =
K’L’Dﬂa( )

(4.50)

Due to the higher SNR of the gradient sum, the step parameter K; has a more significant
effect on the speed of convergence of the coefficients. The smaller increments steps of the
difference gradient controlled by Ky are orthogonal to the direction of the steps taken by
K Dy, (t) and will act to fine tune the adaptation as it closes in on the optimum value.

Transforming this matrix by the modal matrix S™! to return the scaled gradient esti-

mates for the alpha coeflicients gives

Koy Dao(t) _ 1 KDy, (t) + Ko Dy, (t) (151)
Ka Do, (t) 2| KDy, (t) = KoDyp(t)
which is equivalent to
KoogDao(t) | 1| Ki(ve()op(t) + ve(t)om(t = 71)) + K [ve(O) T%4d) — ve(t)um,(t — 1))
Ko, Da, (1) 21 K (ve(t)um(t) + ve()om(t = 1)) = Ko [ve(t)up (1) — ve(t vm(t ~ 1)
. (14.52)

Notice that if K} = K then the solution reduces to the case with the original gradients

Ky (ve(t)os,(t))
Ko (ve(t)vp, (¢ — 71))

where K,, = K| and K,, = Kj. Since there is no reason to adapt ag and «a; using different

(1.53)

Koo Dao(t) _
Ko, Da, (t)

step parameters in the standard adaptation, the parameters will be set to Ko, = Ko, = K

for clarity in the proceeding analysis.

4.6 Analysis of Variable Delay Tracker

Decorrelation of the gradient signals for adaptation is used to increase the speed of conver-

gence. This section derives equations to analyse the effect of this method on adaptation

time and jitter in the coefficients and compare with the original method of adaptation.
The adaptation circuit shown in Figure 4.7 operates as a first order tracking loop. The

transformation matrix M = M~ ! is substituted with the 2 x 2 identity matrix I for the case
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NI

Figure 4.7: Complex baseband adaptation circuit for signal cancellation circuit
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when the coeflicients adapt together (K} = Ky = K), and is equal to the modal matrix when
adapting with decorrelated gradients. The corresponding linear model which illustrates the

following equations is shown in Figure 4.8
The true gradients of the coeflicients are expressed in matgix form as

E[Day(t)] } _ [ Yo R (7a) J BRI oY } { o) } .
E[Dq,(t)] YoRm(T1 — Ta) Rm(m) P a(t)

By introducing the self noise of the gradient estimates in terms of a noise vector n(t). then

from (4.51) the first order vector differential equation for the stochastic gradients can be

expressed as

D.(t) = w — Ra(t) + n(t) (£.55)
where D, (t) = Dao () , W = Yo (7a) R = Fm fm(m1) ca(t) =
Dnl(t) '70R/m(7'1 ‘“Ta) Rm(Tl) P

ag(t) no(t) — . . :
and n(t) = . Multiplying (-4.55) by the matrix K of step-size parameters
a(t) ni(t)

vields the gradient equation for the adaptation coefficients

&(t) = Kw — KRa(t) + Kn(t) (4.56)

’ 0
where &(t) = KD,(t) and the state vector has initial conditions a(0) = [ OOE())) } . The
aj

choice of the initial conditions for a(0) is arbitrary.
The solution to (4.56) can be found by considering the two inputs Kw and Kn(t)

separately, thereby decomposing it to the zero input response and two zero state responses.

4.6.1 Zero Input Response

With no inputs, (4.56) becomes
a(t) + KRa(t) =0 (1.57)

The solution to this equation is well known, and can be verified by substitution into (.4.57)
to be
a,(t) = e KRIq(0) : (4.58)

KR

where ¢ BBt s the matrix exponential, the fundamental matrix of the syster.
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Tt
8]

n
—>
wR"! N e R E[D ) )g
e 8 A
o
Dﬂ
1/s
M - K M
a n Dn

Figure 1.8 Linear model of adaptation of signal cancellation coefhcients

4.6.2 Zero State Response to Noise Free Input

With no noise, (4.56) becomes

a(t) + KRa(t) = Kw (4.59)
with a(0) = 0 for the zero state solution. Again the solution can be verified to be
05 (t) = (I—e KROR lw ; C(4.60)
The final converged value at t = 00 is given as
azyi(00) = R 1w (161)

The fundamental matrix e KR!

defined previously as Ay = P, + |Rm(71)| and Ay = P, — [R,m(ﬁ», which provide the

can be represented in terms of the eigenvalues of R,
exponents of the fundamental set of solutions to the differential equation. Noting that

At 0
A = [ o } (4.62)
LA N

then the fundamental matrix expressed in terms of the eigenvalues by transformation with

the modal matrix S is
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e KRt —  ge-Katg-l (4.63)

1 (€~K/\1t+CAK,\2t) (e—k’,\,t_evh’,\gt)

2 (evh'/\lt__e—K/\Qt) (C~h'/\1t+e—K/\2t.)

4.6.3 Zero State Response to Noise

The response to self noise alone is described by rewriting (4.56) as
a(t) + KRa(t) 2'Kn(t) (4.64)
with a(0) = 0. The solution is

t ,
azs‘z(t)=/ e KRUE-IK n(s)ds (1.63)
0

£y

4.6.4 Total Solution

The sum of the solutions given by (4.58),(4.60) and (4.65) gives the unique solution

t
a(t) :C'Kma(OH-(I—e"KR‘)Rlw+/ e  KRI-IK (5)ds (1.66)
0

4.6.5 System Decomposition

Using the eigenvectors of the system matrix R as a new basis for the state space, the state

vector a(t) can be transformed into new coordinates n(t) using
n(t) =S 'a(t) (4.67)

Substituting Sn(t) into (4.56) and multiplying by S™ ! transforms the state equation to

f(t) = KS 'w — KAn(t) + KS 'n(¢) _ (4.68)

with n(0) = S 1e(0)
Equation (4.68) represents a set of two uncoupled first-order differential equations which
can be solved independently since the components of n(t) are mutually orthogonal. In this

case the step parameters K; and K, be varied to independently control the eigenvalues as
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shown in (4.69). The value chosen for K; will have the most significant effect on the speed

-KiAt 0
e KAt | € , (4.69)
0 evf\'p\gt

of convergence.

4.7 Misadjustment error

The misadjustment error in the signal cancellation coeflicients can be represented by the
error vector e(t) as the difference between the value of a(f) and the optimum value with no

noise E|a(o0)]

e(t) = aft) - Ela(oo)] (4.70)

= e KR{(q(0) — a(c0))

Noting that &(oo) = 0 then (4.56) can be represented in terms of the error vegtor which

leads to

é(t) = a(t) — a(oco)= Kw — KR(e(t) + a()) + Kn(t) (1.71)
Since a(oo) = wR™! (4.71) reduces to
. é(t) = —KRe(t) + Kn(t) (4.72)

which again is modelled in state space terms. The inverse for this system is

t
e(t) = / e KRU=Kn(s)ds + e KRle(0) (4.73)
0

The criterion of minimising the mean square error o2 of the error signal in signal can-

cellation circuit is useful for providing a metric for the amount of jitter in the coeflicients
02 = Elve(t)e2(t)] (4.74)

The error signal is given by

ve(t) = Yorm(t — Ta) + va(t — 74) — alv, (4.75)

and the variance is found to be

« w -+
02 = [4,|*Pn + P + 2Relaw’] + a Ra (1.76)
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95
Substituting for a = e — a(00) in (4.76) yields
02 = |7,|*Pmn + Py~ w'R 'w —e'Re (4.77)

-

The component |7,|2P,, — w'R~!w in (4.77) represents the minimum estimation error
variance which is minimised by keeping the taps in the delay matching circuit small. P,
is the IM distortion power. The additional factor e'Re is the excess mean square error or
jitter in the output. If the error vector e jitters due to self noise from the stochastic gradient
signal then the criterion is the average value of.[eTRe}.

The autocorrelation matrix for the error vector is equivalent to

R, = ee’ (1.78)
| and the criterion is expressed as
EleRe’] =tr[RR,| =trR_R} (4.79)

where tr denotes the trace of the matrix equivalent to the sum of the diagonal components.

Declaring e in terms of the error in the decorrelated system represented by v

e=Sv (4.80)
leads to the equivalent metric for the decorrelated system

ElV'S'RSv| = E[v'AY| (4.81)
= tr[AR,]

»
where R, = v'v is the autocorrelation matrix for the decorrelated error vector. Equation

(1.81) is equivalently expressed as

tr[ARy| = Aol + A0l (4.82)

This simple expression represents the misadjustment error or jitter in the coefficients in

terms of the fast and slow eigenvalue modes and the decorrelated error variances.

;/“i‘
|
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4.8 Noise Input

This section develops the equations which define the system’s response to the self noise
input from the stochastic gradient signals. The equivalent equations are also derived for the
decoupled system.

The self noise from the stochastic gradient can be represented as white noise and ap-
proximated as flat since the noise bandwidth is much wider in comparison to the signal

bandwidth. The autocorrelation of this noise input is expressed by
R, = E[n(t)n'(t)] (4.83)

Near convergence the effect of the initial error in e(0) is negligible and by substituting

3= (t —s), (4.73) can be expressed as
t
e(t) = / e  KRPKn(t — 3)d3 (1.81)
0

which is the convolution of the impulse response with an input noise vector. Substituting

into (4.78) to find autocorrelation matrix for the error vector yields
t ot
R, = / / n'(t — 3)Kle KRI"KROK (¢ 35)dB1d 3, (4.85)
o Jo

Since the noise is assumed as white then the cross correlation is equal to zero. Thus the

equation reduces to
t gt
R. = / / tr(QR,,|6(81 — 82)d31d 3, (4.86)
o Jo .

where Q = K e KR4~ KRAH K Noting that 3; = 3, and K' = K then this equation can

be written as

R, = / tr[Ke *KROKR_)d3 (4.87)
0

Substitution of (4.87) into (4.79) shows the criterion for the jitter as a function of the step

parameters and the noise in the stochastic gradient

EleRe’] = tr KR, (4.88)
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As a comparison the transformed error vector ¥ = S~ 'e is represented by
U(t)= ~-KAv(t) + Kv(t) (4.89)

with initial condition »(0) = S~ le(0), and v(t) =S 'n(t). The inverse of equation is
analogous to the criterion expressed in (4.73) and in the neighbourhood of convergence can

be reduced to .
»u(t)——-/ e KAOKvy(t — 3)d3 (4.90)
0 1

Substituting into the autocorrelation matrix R, gives
t pt
R, :/ / Vit - 8))Kle KA KAR Ky (4 3,)d31d 3, (4.91)
0o Jo

which reduces to

R, = tr[%A“lKRv] (4.92)

thus the criterion for the jitter in the coefficients as given by (4.81) is shown to be
R 1 1
E'AV] = tr[5KRy] = tr[;KSRnS”'] (4.93)

This equation relates the transformed self noise statistics to the transformed misadjustment
error. It shows that the jitter in each of the sum and difference gradients (represented in

v(t)) can be controlled independently by selecting different values for K; and Ko

4.9 Noise Statistics

Equation (4.93) expresses the jitter in terms of the self noise of the decoupled system.
To complete the analysis the statistics of the self noise in the decoupled system must be
determined. By substituting the result back into (4.93) it is easy to show the effect each
<ten parameter has on the jitter in the coefficients. !
As shown in [2] the variance of noise from the stochastic gradient in the neighbourhood
of the convergence point where a = =, is given as
|
! 0
, 2
b, = / o |G (2m) = Yol P (m)dtm (1.94).

- .

In a similar fashion the noise statistics for the present system are found by calculating

the variance of the respective gradient signals. At the convergence point it was shown in
6
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Section 4.6.1 that & = R~ 'w. Assuming perfect interpolation of the coeflicients such that

aotm(t) + a1vm(t — T1) 22 Youm(t — 7o) giving ve(t) = vq(t) and representing the signals in
amplitude form rme = |Tm(t = 7a)|,7m1 = [um(t — 71)| and Tmo = jrm(t)], the noise variance

for the gradient of ag is defined as

02 = Elva(t —7a)Plem(®)?] (4.95)

no
= / / r2 72,0 1G(rma) = Yo" P(Tma; Tmo) drmadrmo (1.96)
0

. ol
for 1 <« -&— where W is the bandwidth of the signal then it can be assumed that rmq = Tmo

and (4.95) collapses down to equal the single branch variance given in (4.94). Similarly the

variance of the stochastic gradient of ajis given as
ol = Elva(t = 1a)*Jom(t = 1)/’ (1.97)
= // Trznarrznl ’G(Tma) - A!olz p(rmO» Tml)drmadrml
0

which again is similar to the single branch case. The covariance of the two gradient signals

can also be found by
o2 = Elug(t —1o)|Pvm (@) vm(t — 11)] (-4.98)

no)
o0
v 2
= /// T,Znarmlrmo IC’(Ima) - '70! P(Tma.» 7"mlTmO)drma.drmldTmO
0

Combining these results to form noise covariance matrix R, in terms of O'QDQ gives

l—¢€10 1—¢

R, = 0%, [ b= 1_6‘0} ' (4.99)

where ( 0 < €g,€¢; < €19 < 1) are the errors in the approximation to the singular case.
Since v(t) = S 'n(t) the noise statistics of the decorrelated gradients can simply be

found by transforming (4.99) with the modal matrix inverse to produce

o E];EQ tlo_élé(u

Substituting (4.99) into (4.88) to find the expression for the criterion for jitter in the coef-

ficients leads to ,
1 1 1
EtT‘[KR,n]=5KU2D0(1—60)+3K0’2D0(1—61) (4.101)
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which is approximately equal to K 0'2Da.
For the case with decorrelation the criterion, substituting the noise statistics of (4.100)

into (4.81) gives

€0 + €1
2

€0 + €1
2

Clearly the first term dominates so the step parameter Ky will have more of an impact on the

) (4.102)

1 1 ' 1
EtT{KR,U] :3K102Da(2_610— )+3K202Da(610—-

jitter. The jitter introduced by both methods with K; = K is shown to be approximately
equal, verifying that there is no degradation in system performance using the decorrelation

method.

4.10 Summary of Analysis of Dynamics

Tﬁis analysis has shown that the fast and slow modes in the coupled system, which require
slow adaptation of the coefficients to maintain stability, can be separately controlled by
decorrelating the gradient signals for the adaptation. The new gradients are equivalent to
the sum of the original coupled gradients (the fast mode) and the difference between the
gradients (the slow mode). In this way large step parameters can be used to control the fast
mode which will increase the speed of convergence. The slow mode acts to fine tune the
coeflicients by taking small steps to separate them from the sumn. Increasing the conyergence
speed will cause an increase in the jitter in the coefficients, however it is approximately equal

to the jitter that is generated using the same step parameter in the coupled system.

LR VY -



Chapter 5

Circuit Implementation

-

The feedforward amplifier circuit hardware is primarily composed of Mini-circuits”™ SMA
connectorised components. FEach significant component in the circuit is described in the

following sections and is followed by a full description of the circuit implementation.

5.1 Circuit Hardware Components

5.1.1 The Amplifiers

Figure 5.5 shows the schematic diagram of the signal cancellation circuit. A nonlinear but
power efficient Class AB amplifier is used for the main amplifier and provides a gain of
28 dB with an output 1 dB compression point of 30 dBm. It is designed to operate over
the frequency range of 1.7 -1.9 GHz with +0.5 dB flatness. Over the 10 MHz linearisation
bandwidth the delay variation with frequency changed by less than 0.1 ns.

All of the class A preamplifiers, except the one immediately preceding the main amplifier,
have an output 1 dB compression point of 10 dBm. Each of the preamplifiers provides a
gain of 20 dB with approximately 0.1 dB amplitude variation across the band of interest.
The preamplifier preceding the main amplifier was chosen with a higher output power of 15
dBm to avoid operation near its fegion of saturation. Unfortunately, close to the completion
of the project, this amplifier started producing unacceptable levels of distortion, in addition
to significant gain loss, so had to be remoyed from the circuit. Instead another lower power
preamplifier was added with 20 dB of attenuation to match the delays between the two

branches. This may seem an unusual approach to add gain then cancel it immediately

60
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Figure 5.1: Schematic diagram of vectog modulator

ahead of the PA. It would certainly have been more effective to have added some of this
attermation after the PA in the sampling coupler branch to increase the drive to the PA,
but this change would have required considerable reworking of both cancellation circuits.
The error amplifier is a Class A amplifier with 40 dB gain and output 1 dB compression
point of 33 dBm which ensures that the amplifier will be sufficiently backed off to operate in
the linear region. Simulations showed that an input power of less than -15 dBm will ensure
that the no significant IMD products are generated in the error amplifier. The frequency
range of operation is 1 - 2 GHz and the amplitude variation with frequency over the 40 MHz
bandwidth is 0.3 dB. '

5.1.2 The Vector Modulators

The vector modulators (VM) controlling the attenuation and phase shift of the four com-
plex coefficients are constructed using Mini-circuits power splitter/combiners and voltage
controlled attenuators (VCA) as shown in Figure 5.1. The VCAs are designed to produce
low harmonics and better IMD performance in comparison to a mixer used in the more
conventional quadrature modulator. The first power splitter splits the input signal into
two paths in phase quadrature which are then fed to the VCAs. The VCAs provide 0 or
180° phase rotation for positive or negative control voltages respectively and an associated
attenuation which is a nonlinear function of the magnitude of the voltage applied. With
these features controlling the input signal, the resulting vectors can be combined in the final

power combiner to produce a resultant vector which can reach any phase shift from 0 to
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Figure 5.2: Vector Modulator measurements showing attenuation as a function of control
voltage for ¢ = 45°

360°. However, since the VCAs have a finite maximum attenuation value of 30 dB , the sum
of the vectors will result in some unknown regions on the complex plane being unattainable.
Fortunately this did not prove to be a problem. Measurements of attenuation provided by
the vector modulator are plotted in Figure 5.2 as a function of r = | /U? + vé which shows
that quick convergence of the coefficients will be achieved if the VM is operated at 15 dB
nominal attenuation in the steepest part of the curve, corresponging to r = 0.7 V. Figure
5.3 show the measured values of phase shift provided by the vector modulator for varying
the control phase ¢ = tan™!(vg/vy) using r = 0.7 V. This shows a monotonic increase in
phase shift with increasing ¢, changing rapidly in the mid-quadrants where |v;| = |vg|. A
plot of the attenuation in Figure 5.4 as a function of ¢ for r = 0.7 V shows the attenuation
range for different values of ¢. .

Measurements across a 40 MHz span (1.78-1.82 GHz) with 0.7 V input voltage showed
a 0.3 dB that was only roughly linear with frequency. To keep the levels of IMD generated

by the vector modulator below -60 dBc the input power m#st be maintained below -5 dBm.
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5.1.3 The Downconversion Chain

The schematic diagram of the downconversion chain is shown in Figure 5.5. Power splitters
are used to split the required signal for downconversion at appropriate points in the circuit.
Each mixer shares the same local oscillators which are fed tg;;ough two 3 way splitters
to achieve a total of five signals for the five identical downconversion chains for vp,(t).
vm(t — 71), ve(t). ve(t — 72) and v,(t). The two outputs from the first splitter require 6
dB attenuators so that the levels from all five outputs will be approximately equal. Any
relative phase shift between the oscillators will not bias the correlation as proven by Grant
[1]. The first mixer performs a downconversion to 250 MHz using an LO frequency of 2.05
’GHz.. A lowpass filter at 300 MHz removes the high frequency products before the second
downconversion stage. This stage uses a local oscillator controlled by the PC via an HPIB
interface to select various frequency subbands across the bandwidth of operation. Each
band selected is downconverted to 45 MHz IF using an L.O which steps around 205 MHz. A
four pole monolithic crystal filter centered at 45 MHz £7.5 kHz cut-off frequency filters out
the subband before the final downconversion stage to 9.5 kHz, one quarter of the maximum
DSP sampling rate f;. This frequency is chosen so that the subband can fit between DC
and the Nyquist frequency fg/2; however due to the low rolloff of the crystal filter (30 dB at
+25 kHz) some signal frequencies can be expected to fall outside of this range, thus causing
problems with aliasing and bias in the correlation due to the DC offset. It was shown in
section -4.4.2 that aliasing does not effect the correlation but it will introduce self noise which
will slow the adaptation time. The DC offset problem is resolved when the input signal is
filtered with the complex bandpass filter in the DSP:

The 9.5 kHz subband is low pass filtered at 5 MHz and amplified to £1 V before being
passed as an input to the DSP peripheral I/O board.

The downconversion chain posed a problem in sel®ting the first LO frequency high
enough to avoid leakage back into the signal path due to poor isolation from the mixer.
The level of 2.05 GHz LO leaking back was measured at -35 dBm. Since it is situated well
away from the operating frequency of the circuit it is virtually transparent to the adapting

coeflicients. Proper design of a filter would be required in a practical implementation.
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5.1.4 DSP Host Processor Board-PC/C32

The digital signal processing (DSP) board used to control the adaptation of the circuit
coeflicients is supplied by Loughborough Sound Images (LSI) and occupies a single 16 bit’slot
inside an Intel 80386 based PC. It uses the 50 MHz TMS320C32 floating-point DSP which
“achieves a‘performance of 25 Million Instructions Per Second (MIPS), or 40 ns instruction
cycle time.

The PC/C32 DSP card has one bank of zero wait state 32k x 32 SRAMI. It also provides
a block of two wait state 2k x 16 DPRAM, used for fast data exchange between the PC and
the C32 DSP without disrupting the processing of either device.

LSI provides software interface libraries which allow simple agd easy access to the board’s
features from the PC. The board also comes equipped with a 16-bit parallel expansion
interface called DSPLINK used for direct input/output to andfrom the DSP, avoiding the
use of the I/O bus on the PC. Analog I/O channels are added to system using a standard
multichannel analog I/O board connected via DSPLINK interface and is described in the
following section.

Transfers between the two boards are interrupt driven. This will be explained in Section

-

32.3.

5.1.5 DSPLINK Multichannel 1/O Board- PC/16108

A peripheral [/O board.inserted inside the PC is used to provide the necessary interface
from the DSP to the analog circuitry. It interfaces to the PC/C32 Host Processor Board
via a 50 way shrouded DSPLINK connector, and an analog'50 way IDC connector at the
endplate of the board is used for all analog input and output signals. Five out of the sixteen
available Analog to Digital Converter (ADC) input channels are used for the signals from
the downconversion chains; tm(t), tm(t — 71), Ue(t), ve(t — T2) and v,(¢). All eight Digital to
Analog Converter (DAC) channels were used to output the required voltages to the vector -
modulators, representing the real and imaginary parts of the adaptation coeflicients ag, .
3o and J,.

Sampled data and control signals are passed over the 16 bit DSPLINK interface to the
(32 processor board where correlations are performed and the coefficients updated. The
maximum sampling frequency available was 38 kHz due to the number of input/output

ports being utilised. Each channel has a resolution of 12 bits and a voltage range of £10



. -

CHAPTER 5. CIRCUIT IMPLEMENTATION 66

V. On board programmable gain amplifiers (PGA) and anti-alias/reconstruction filters are
also provided prior to sampling by the ADC. The amplifiers are programmed with a gain of
10 to utilise the full £10 V range of the ADCs. The Butterworth low-pass filters with -18
dB per octave roll-off in the stop band are set to a cutoff frequency of 17 kHz to provide a

degree of anti-aliasing..

5.1.6 RF Input Signal Generation

Generation of desired test signals is made easy with the help of two phase locked HP33120A
Arbitrary Waveform Generators (AWG). A Mathcad”* worksheet was written to generate
the required test signal at baseband and the real and imaginary components were written
to separate files. Each of these files could be downloaded to the appropriate AWG via an
HPIB interface for use as the quadrature modulator I and Q inputs to the HP ESG2000D
signal generator. The signal generator was set to a carrier frequency of 1.8 GHz and the
modulation bandwidth could be changed by setting output frequency of the AWGs. It is
desirable to keep this value as large as possible so that the images at the sampling rate will
be filtered by the AWGs anti-alias 10 MHz 7th order Bessel filter. However, the I/Q input
bandwidth of the signal generator is limited to 15 MHz. An effect that could not be avoided
was the tones produced at multiples of the output frequency from the carrier which caused
unacceptable noise floors at certain frequencies. .

A QPSK modulated input signal filtered with a root raised cosine filter at 35% roll-off
was chosen to exercise the amplifier in the both nonlinear regions of cutoff and saturation. A
128 ksym/sec was used as a narrowband test signal and the output frequency was increased

to test the operation at wider bandwidths.

5.2 Circuit Description

The circuit is described with reference to Figure 5.5 and Figure 5.6 which show the
schematic diagrams of the signal and distortion cancellation circuits respectively. Unless
otherwise specified, the measurements are made at 1.8 GHz centre frequency and the control
voltage to the vector modulators is 0.7 V which corresponds to an attenuation of approxi-
mately 15 dB.

The RF test signal is applied to the input of the signal cancellation branch. This signal is

split into two paths; the reference path in the lower branch and the main path in the upper
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Frequency (GHz) | ap path delay (ns) | 7, path delay (ns) | a; path delay (ns)
1.78 8.9 9.1 9.6
1.79 8.9 9.2 9.7
1.80 88 9.1 9.6
1.81 R.T 9.3 9.5
1.82 8.7 9.1 9.1

Table 5.1: Measured delay in different paths of signal cancellation circuit

branch. The reference branch consists of a delay line with a measured delay of 9.1 ns. This
is chosen to be approximately equal to-the average group delay through the path 1-2-3. The
main branch splits the input signal again for adaptation in the ag and a; vector modulators.
The ag path first splits the signal for downconversion of t,,(t) before the adjustment of the
gain and phase in the VM. The o path is delayed by a fixed delay, 71 = 0.7 ns before it is
split for downconversion of the signal vy, (¢ — 71). After undergoing attenuation and phase
adjustment in the VM, the a) output signal is combined with the output from the ag path.
The preamplifiers and attenuation are used to raise the power level to an appropriate value
for input to the main amplifier. A portion of"tth-e output of the main amplifier is sampled
by the coupler and attenuated such that the levels at the points 3 and 5 are approximately
equal. The V>Ms will fine tune the levels in the main branch to match the level of the
reference signal and when perfect adjustment is reached complete suppression of the signal
will be achieved from the output of the first subtracting point.

Measurements of the group delay through the separate ag and a; paths 1-2-3 were made
by disconnecting the VM in the other path and setting the control voltage to r = 0.7 V.
Table 5.1 shows the varying delay measurements through each path across a bandwidth of
40 MHz. Clearly the reference delay 7, falls within the delay measurements of ag and aj.

The input power level of thel.8 GHz QPSK signal was limited by the signal generator
which introduced distortion into the output signal when operated above an output power
level of -1 dBm. Using this input power level ensures that the VMs are operated below -5
dBm input power to avoid introduction of additional intermodulation products. The PA
output power is 26 dBm.

In the distortion cancellation circuit the ui)per reference branch contains the output of
the amplifier v4(¢) which is delayed by the fixed delay line of 10.3 ns such that the delay
in path 2-8 is to approximately equal the average group delay through the path 2-3-6-T.

Measurements of the delays through the separate 3y and 3, paths from point 2 to point 7
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Frequency (GHz) | 3, path delay (ns) | 7, path delay (ns) | 8; path delay (ns)
1.78 10.6 10.7 109
- 1.79 10.7 10.8 11
1.80 10.7 10.7 11
1.81 10.6 10.6 10.9
1.82 10.5 10.7 10.8

Table 5.2: Measured delay through different paths in distortion_cancellation circuit

are compared in Table 5.2 with the measured delay through 7, and the sampling (foupler in
path 2-8. )

The lower branch passes the err-or signal output from the power combiner at point 6
through a high pass filter at 1 GHz. Thel 6 dB of attenuatim‘is chosen so that the loss in
path 2-8 measured at -3 dB is approximately equal to the loss through the path 2-3-6-7.
With signal completely suppressed the error signal is at a much lower power level than the
input signals and needs to be amplified before it is split for downconversion. The signal is
again split to feed the 3g éind 31 paths with a fixed delay line of 0.7 ns added to the 3, path.
The two paths are then recombined before amplification by the error amplifier to bring the
level of distortion up to the same level as in the amplifier output signal at point 8. The
error signal is then combined with the PA output to produce the final feedforward linearised

output.

5.3 Software Design

5.3.1 FIR Filter Design ~

The complex bandpass FIR filter }~z[n] used to filter the signals downconverted to 9.5 kHz
is designed in the software package Matlab”™ using the Remez exchange algorithm. The
passband of the filter is’chosen as 10 kHz so that the 3 dB cutoff frequencies are of the same
order as the crystal filter in the downconversion chain. High stopband attenuation is required
to filter out any aliasing }fe(fucts above the Nyquist frequency of 19 kHz and to effectively
attenuate any DC offsets which‘w'ould bias the correlations. A filter length of L = 32 is
required to meet the narrow passband requirements and provides 65 dB_attenuation in the
stopband. Figure 5.7 shows the magnitude response-of the complex filter l~z[n]

Note the same filter is used to filter all the signals from the downconversion chains. This

is because the subbands are selected to downconvert bands which contain either the desired
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signal or distortion only and subsequently a bandstop filter for the suppression of the signal
in the beta adaptation is not required. This greatly reduces the length of the filter and the

delays involved in performing the filtering in DSP.

5.3.2 TMS320C32 Assembly Code Design

The code written to control the adaptation of the coefficients is written using TMS320C32
assembly language. The code begins with a standard board initialisation procedure. The
sampling rate of the ADC and DAC channels is set to 38 kHz. All analog input channels are
sampled synchronously and the D/A channels are converted simultaneously at each clock
pulse. Initial values are set for the DACs.

Transfers between the DSP board and the multichannel I/O board are interrupt driven.
Level triggered interrupts are generated at the same frequency as the ADC sampling clock.
This is equivalent to an interrupt every 26 us or 657 machine cycles. Once the analog inputs
are sampled the multi-channel board asserts an interrupt on the DSP chip’s INT2 input pin

which initiates the code contained in the interrupt service routine (ISR). The interrupt line
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is released by accessing one of the ADC registers.

. The ISR is used to read the current input samples from the ADC and output the com-
puted values of the adaptation coeflicients to the DACs. The ADC input samples are
converted from 2’s complement to IEEE floating point format and stored in a sample buffer
for use in the main adaptation program.

The main program is used to filter the samples with the complex filter coefficients of TL[n]
and generate the updates for the adaptation coeflicients to be passed to the DACs. An FIR
subroutine is used to calculate the filter outputs based on the previous L samples sto&ed in
memory. To reduce the amount of processing required by the DSP and to aid simplification
of the code, the filter outputs are decimated by a factor equal to the length of the FIR filter.
Once the sample input buffer is filled, the ISR raises a ﬁég to the main program which
takes the inner product of the buffer contents with the real and imaginary filter coefficients,
thereby obtaining a new filter output every L sarfiples. Decimation increases tihe convergence
times by a factor of L. By applying more processing power decimation of the filter outputs
would not be required and the speed of the adaptation increases by a factor of L.

Since the alpha coefficients use solely the desired signal band for adaptatioﬁ and the beta
coeflicients require only the distortion bands to adapt, the code only needs to adapt one
coefficient at each frequency subband selected. In a practical implementation an algorithm
could search the frequency band for power spectra and make a decision based on power levels
as to whether it is signal or distortion and adapt the correct coefficient accordingly. For a
CDMA signal where the signal spectrum spans the entire.l%andwidth, the beta coefficients
would be adapted on either side of the signal bandwidth.

A simple approach was taken to adapting the coefficients across the band. Knowing the
frequency and bandwidth of the input signal and the width of the generated IMD bands
on either side of the desired signal the selection of the subbands for downconversion is
simplified. The linearisation bandwidth is divided into three sectors as shown in Figure 5.8,
where the low and high frequency sectors encompass the IMD bands and the centre band
spans the signal bandwidth.

The main program bégins by adapting the signakb cancellation coefficients at the centre
.frequency. Once a certain number of updates have been performed, chosen such that the
signal cancellation coeflicients have time to adapt, the program sends a_request to the PC
that it is ready to change frequency by setting the semaphore flag to 1. A windows program

written as an interface between the PC and the DSP waits for the flag to be set and upon
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Figure 5.8: Representation of the dividing of the linearisation band for the coeflicient adap-
tations. .

acknowledgment decrements the frequency of the signal generator by a value specified by
the user, such that it steps into the upper IMD band for adaptation of the beta coefficients.
The PC also resets the semaphore flag to 0 and awaits a new request to change frequency.
The coeflicients have now adapted and linearisation at the feedforward amplifier output is
achieved. N -

To maintain convergence of the c:)efﬁcients the code begins an infinite cycle of stepping
across the band, first adapting the beta coefficients in the upper band of IMD, then the
alpha coefficients at the aertltre frequency, then to the beta coefficients in the lower IMD
band. The PC returns the signal generator to the starting frequency specified in the upper
band of IMD after eachasweep across the band. _

The DSP code waits until the semaphore flag is reset to 0 by the PC before continuing
e code execution. Due to the delay between the PC sending the instruction to the signal
generator to change frequency until the frequency is output, a timing delay was placed within
the DSP code to count 2000 buffers before proceeding with the new coeflicient adaptation.
A delay of 2000 buffers corresponds to a wait of approximately 1.7 sec, which is more
than sufficient. Use of separate LO's in the downconversion chains would reduce the need to

change frequency between the alpha and beta adaptations and would allow for simultaneous
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4
e

updates of the coeflicients. o

Originally a double buffering techmque was used so that calculations could be performed

" on a full sample bu'ffer while another buffer was bemg filled. However since the code is

required to change the frequency of the signal generator it simplified the code to lock out
the ISR while the correlations were being performed. Fach of the five input channels has
an input sample buffer of length L. which are arranged cqnt;i\guously in memo\ry. The top
buffer which contains samples of vm(t) is aligned on an 128-bit boundary. The individual
channel buffers for vy, (t — 71), ve(t), ve (t — T2) and v,(t) are filled by adding L, 2L, 3L  and
4L respectively to the pointer of the first sample buffer.

The ISR fills the individual buffers and sets a flag to indicate when the buffer is full.

The main program which takes care of filtering and the correlations, polls this flag until it

is set then proceeds to perform the calculations on the full buffer. Since the ISR is locked

out until the calculations are completed, context saves and restores are not required.

Each ISR takes approximately 105 cycles to complete and the buffers take 0.85 msec;to

fill. The primary functions of the ISR are as follows: g

e Reads the input sample data from the ADCs and converts it from 2's complement

integer format to floating point format 7

“ v
4 o

e Stores the input.samples in thefinput sample buffers ]

e Outputs the current values of the alpha and beta coeflicients to the DACs
a' J\

Sl
-

e Checks for flqlllibuffer

e When buffer is full, signals main program using IOF flag

The main program polls the buffer flag until it is set then begins a rather complicated
set of steps to perform frequency stepping across the band. To begin the ISR is disabled
and a bit is tested which controls the first alpha adaptation at the centre frequency. When
this is set to 1 the code performs the alpha correlations, clearing the full buffer flag and
enabling the interrupts at the completion of the calculations then returning to poll for the
next full buffer until the specified number of updates is reached (set to 10000 to minimise
the number of frequency changes). Once this ’occdrs the frequency semaphore flag is setﬂ and
the value of the bit is then decremented to 0 to allow for normal operation of stepping across

the frequency band. The code then executes the timing loop until adequate time has been

L]

~
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given for the signal generator to output the change of frequency. A flag is set so that t‘he
code will skip directly to the adaptations once the timing loop has terminated. The value of
the sectors is then tested to determined which adaptation will be performed. When it is set
to the value of 2 or 0, the code will branch to the beta adaptation using data sampI‘éa from
the bands on either side of the desired signal. If it is set to 1 then the alpha coeflicients will
adapt at the centre fggquency of the band. After each update the program checks to see
if all the updates have been performed. If so, the code will request a change of frequency
and waits for the semaphore flag to be reset to 0 before proceeding. The updates counter
and flags are reset and the sector value is decremented. At the completion of this code the
ISR will be enabled and the flag indicating the full buffer will be cleared. The program will
continue polling for the next full buffer flag. When the program has cycled through all three
adaptations across the band, it will return to the beta adaptation in the upper IMD band
and continue frequency stepping until the PC stops the program. -

The DSP algorithm for the adaptation of the alpha coefficients is described with refer-
ence to Figure 5.9. The bandpass signals vm(t), Um(t —71) and ve(t) are filtered with the real
and imaginary coeflicients of the complex filter E(n) using an FIR subroutine. The diagram
shows the decimation factor L of the filter outputs. After filtering, the complex multip}i-
cation to form the gradient estimates Dy, (t) = v}, (t)ve(t) and Dy, (t) = v}, (8 — T1)ve(t)
is performed using the real and imaginary parts of the rotating signal constellations. The
resulting derotated gradient estimatgs for ag and a) are then transformed using the sum
and difference transformation matr\i%/ and the decorrelated gradient estimates are multiplied
by the step parameters K and Kj». Inverse transformation of the scaled gradient estimates
is then performed and the values are accumulated using the familiar LMS algorithm given

by .

ap(n) = ag(n—1)+ K1ve(n)[vm(n) + vm(n— fom1)]" + Kove(n)[vm(n) —vm(n—fsm1)]* (5.1)

ay(n) = a1(n—1) + Kive(n)[vm(n) + vm(n — fo71)]* — Kave(n)[vm(n) —vm(n—fom1)]* (5.2)
to produce the updated adaptation coeflicients. The values are converted from floating point
format to 2's complement integer format and stored in an output buffer to be output to the
DACs.’

The algorithm for the beta coefficients follows in a similar fashion, using v,(t), ve(t — T2)

and v,(t) as the filter input signals and specifying the step parameters as K3 and Ky,
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Bo(n) = Bo(n — 1) + Kzvo(n)[ve(n) + ve(n — f572)]" + Kavo(n)[ve(n) — ve(n = fsm2)]* (5.3)

Bi(n) = Bi(n — 1) + Ksbo(m)[ve(n) + veln ™ fu72)]* = Kavo(n)lve(n) = ve(n — fyms)]* (5.4)



Chapter 6

Results

6.1 Comparison of Convergence Behaviour

Following through from the analysis performed in Chapter 4 which proposed the decorrela-
tion of the gradient signals to speed the convergence time, a variety of measurements were
carried out on the feedforward circuit to obtain a measure of the degree of improvement this
new method of adaptation has on the overall performance. Choosing appropriate step-size
parameters, the behaviour of the coefficients for the case where they adapt independently
can be compared to the adaptation with decorrelated gradients. The tests were perfdrmed
using a QPSK modulated input signal at 128 ksym/sec with 35% rolloff root raised cosine
filtering. For each adaptation using a particular set of step parameters the coeflicients were

saved in dualport memory on the DSP board, then uploaded to a file for analysis.

6.1.1 Signal Cancellation Circuit Adaptation

To find an appropriate value for the sum step-size parameter K and to analyse its effect on -
the convergence speed of F};e coeflicients the sum of the gradients or a¢ and «a) is adapted
while the differénce step-size parameter K, is set to zero. Plofting the imaginary part
of ag against the real part forms a polar plot of the convergence path of ag as given in
Figure 6.1. The path starts at the zero origin and is plotted for two different values of
the step-size parameter K,. Both paths converge on the same point, however the larger
stép—size parameter shows a more direct path toward the optimum value. The path for
both coeflicients is the same because they are incremented by the same gradient step and

L
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Figure 6.1: Path of the signal cancellation coefficients for different K; adapting the sum
only (K2 = 0).

therefore a plot of ag shows all the information required. ’

Figure 6.2 shows the convergence behaviour of the real part of ag with respect to time.
Using the smaller step parameter K; = 0.001 results in a much longer convergence time
(approximately 1.5 sec). Plotting both the real and imaginary parts of ag for K; = 0.01 on
a much smaller time scale in Figure 6.3 shows the convergence time of ag is approximately
0.15 sec. Factoring in the decimation factor L = 32, the initial convergence time for the
signal cancellation coefficients can be estimated at 4.7 msec, an excellent result.

Another interesting result relates to Figures 6.4 and 6.5 which show the convergence
behaviour of the sum of the cozefﬁcients for varyinglthe added attenuation in the upper
branch of the signal cancellation circuit. The ideal case is when the levels at the input
to the 180° signal cancellation combiner are equal which is the case when the additiondl
attenuation is equal to 20 dB. Reducing this value causes the adaptation coefficients to
step blindly iff the direction of the optimum attenuation then return to a lower voltage

level to compensate for mismatch in attenuation between the branches. Ideally tﬁe vector

modulators should be operated around 0.7 V to obtain fast cohvergence times and matching
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these levels as closely as possible is important.

To compare with the case where do and a; converge independently, the step-size para-
- meters K; and K3 are set to the same value. The gradient step for the sum only is given
.as K1(Dqay(t) + Dqo, (t)) which increments both coefficients in unison and is approximately
equal in magnitude to 2K;D,,(t). For the case where K| = K, the gradients for ag and a;
respectively are 2K1 D, (t) and 2K D4, (t). Since the magnitude of these gradients in both
cases are very'similar for the same K values, the convergence times can be compa.l;éd with-
out introducing a bias to the result. However Figures 6.7 and 6.8 éhow that for K; =0.01

convergence does not occur due to the interactions cause by the large step také"n. by each
adapting coefficient. The signal does in fact get cancelled but the values drift off over time. '.
Therefore a comparison of convergence times can only be made on the coefficients with
K; = 0.001 which is equal to 1.5 sec in both cases. Notice that by scaling the step-size
parameter by a factor of 0.1 the convergence time has increased by a factor of 10, a very
logical result. From these results it can be concluded that thé decorrelation of the gradient

signals speeds the convergence time by eliminating the interactions between the coefficients
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and thus allowing the use of larger step parameters.

The next step is to find the best value for the difference step-size parameter so that the
coefficients may diverge from the sum to new optimal values. Setting K; = 0.01 the circuit
coeflicients were adapted for three selected values of Kj. Figure 6.9 shows the path of ag
as it sets out from the origin. Clearly the most appropriate step-size parameter for the
convergence of the difference is K2 = 0.001 as it draws a path directly toward the optimal
value. Using this value Figure 6.10 shows how the coefficients diverge from the sum to a
new optimal value when both sum and difference are adapting together. The adaptation
using the difference gradient has lengthened the adaptation time slightly as expected to
.approximately 0.17 sec, which scales to 5.3 msec.

The amount of suppression obtained from adapting the sum of the gradients is approx-
‘imately 40 dB. This result is achieved for both values of ‘K; and also when the difference
gradients are allowed to converge with Ky = 0.001. Since the output of the two VMs are
summed together there are a number of possibilities for the values of ag and a; depending

on the chosen step-size parameters K; and Kj. The adaptation is quite forgiving in this



CHAPTER 6. RESULTS

1.0
0.9
08
07
0.6
0.5
04
0.3
0.2
0.1
0.0

Im_alpha0 (volts)

A

1

-~

A

i

<0.001
=0.01

L

L

-0.1

-0.6

-0.5

-0.4

-0.3 0.2
Re_alpha0 (volts)

-0.1

-0.0

0.1

Figure 6.6: Path of ag coefficient for different step-size parameters K| = Kj.

- Re_alpha0
Im_alpha0
- - -- Re_aphal
----- - Im_alphal
1'0. .........
Y
&
g 0.61
N
€ 04
2
L
£ 0.2
&
- -0.0f
5
=< 02 P
S S
-0.6f
0 50 100 150 200 250
- time (secs)

83



CHAPTER 6. RESULTS -t

N

' —__ Re_alpha0
- - im_aipha(
Re_alphat
Im_atphat
0.8}
= 7 O8f N
P - # S 2z
2 0.4f ’ .
P .
S ;
g 02
x
] ; ¢ “
18 -0.0 AN
] N
, | 5-02f \
s 8
0.4} ~=
0.61
A Lﬁg i . A i
0 %0 100 150 200 250 300
time (secs) R

*

Figure 6.8: Adapting both coefficients together with K; = K2 = 0.001

— K2=0.001
K2=0.005
1.31 ---- K2=0.05 -
RIS .
T
0.9} K
7 \
2 o7t : i
[=3 .
g - \
a 05f
m|
E ot .
01t
s 01 N

07 L6 05 H4 H3 L2 D1 HLO 01 02
Re_alphaO (volts)

Figure 6.9: Path of ag for different values of Ky (K; = 0.01).



CHAPTER 6. RESULTS ‘ 85

B ¢
——— Re_aipha0
......... im_aipha0
% —-—~- Re_alphat

- im_ailpha?

0.5+ e T T
0.4f '_;'":-'___,.......,...............,_,..:.,__..4__.‘....A._...._..__..... :
0.3} s | R

0.2 - '.".’

0.1} -

0.0

£ -0.1F

o -0.21

2-03

[=%

‘< 0.4
0.51
-0.6f
0.7t

oefficents (volts)

Al

= 0.0 0.1 02 03 0.4 05
4 - time (secs)

Figure 6.10: Sum and difference adaptation of the alpha coefficients for K; = 0.01 and
Ko =0.001 - .

respect.

6.1.2 Distortion Cancellation Circuit Adaptation

To achieve fast convergence rr\1 the distortion cancellation circuit the magnitude of the step
parameters must be much greater than the step parameters in the signal cancellation circuit
due to the reduction in power level for ;he correlations performed in the band of distortion.
However, since the gradient estimates will be noisier for the beta coefficients the suppression
will be more noticeably compromised with larger step parameters. ‘

Similar measurements were performed ds above on the distortion cancellation circuit
with the alpha coefﬁcien‘ts adapted using K; = 0.01 and K = 0.001. Due to phase rotations
caused by delays in the circuit and in the downconversion chains, the step-size parameters for
the beta coefficients are negative in value to produce a 180° phase rotation to the calculated
gradients. If the region of convergence is known then the adaptation can be helped along by
multiplying the gradient estimates by some phase rotation €% such that the gradient step is

taken in the direction toward the point of convergence. This will increase the convergence
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i

time by avondmg a path which splrals in toward the optimum value.

+An appropriate choice for the sum step parameter is found by a,daptmg only the sum of
the gradients and plotting the convergence behaviour of the coefficients for different values
of K3. The path traced out by the coefficient 3p is plotted in Flgure 6.11 for each step
parameter. Since the imaginary part of 3y is small, the jitter produced by the larger step
parameters is more visible. The convergence behaviour of the real and imaginary parts of
JBo is shown in Figures 6.12 and 6.13. Due to £he limited size of the dualport memory, every
64" update of the beta coefficients was stored to obtain these results. Convergence speed is
increased at the expense of jitter, however the distortion is cancelled perfectly at the output
for all cases so the largest value of K3 can be selected. - '

The difference step-size parameter K4 is chosen by setting K3 = —2.5 and plotting the
convergence of Gy for different values of Kj. Obviously the larger the {thoice for K4 the
further the coefficients will separate from the sum. Plots of convergence behaviour and
convergence paths for the beta coeflicients using Ky = —1 are given in Figures 6.14 and
6.15. Convergence time for these parameters is approximately 2 sec, which corresponds to

approximately 60 msec when taking into account the decimation factor L = 32. The jitter
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Figure 6.12: Convergence behaviour of the real part of Gy for différent sum st;:psize para-
meters (K4 = 0)..
in these plots is less noticeable due to storing every 16" update of the beta coefficients.

To determine fhe limits to the speed of the adaptation requires performing a series of
tests to find the best match for the step-size parameters. A final attempt to improve the
convergence speed is shown in Figure 6.16. By increasing K3 the convergence time has been
improved to 1 sec corresponding to approximately 30 msec without decimat.on. -

Finally, to form a comparison between the convergence times for the decorrelation
method using the sum only (K4 = 0) and adapting the coefficients independently (K3 = Kj4)
plots were oombined\ to form Figures 6.17 and 6.18 using K3 = —2.5. Figure 6.18 clearly
shows that decorrelating the gradients has increased the convergence speed by a factor of
two. Both methods aéhieve distortion cancellation at the output; however, the increased
convergence speed will enhance the circui\_t::s ability to quickly adapt to any changes in

operating conditions. ‘
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6.2 Suppression of Intermodulation

It was initially thought that a number of selected subbands would be required to obtain good
distortion suppression across wide bandwidths and much effort was put into developing an
effective method of steppin‘g the adaptation across the band. However Figure 6.19 illustrates
a very interesting feature of the circuit. The signal cancellation coefficients are adapted at
the centre band of the narrow bandwidth signal (128 ksym/sec) with a distortion bandwidth
of approximately 400 kHz and the coeflicients ‘are saved when they reach their optimum
values. The symbol rate is increased by a factor of 100 to 12.8 Msym/sec and the span
on the spectrum :'malyser is increased to 40 MHz. The output of the signal cancellation
circuit is plotted to illustrate that the adaptation at the centre fréquency provides adequate
signal suppression over a very wide bandwidth. As long as the taps span the delay in the
reference path over the whole bandwidth of interest then only one correlation for the alpha
coefficients is required. This simplifies the adaptation procedure immensely.

Figure 6.20 shows the narrowband QPSK input signal and the associated distortion
produced by the PA. The noisy floor of the input signal is due to the output frequency of
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Figure 6.18: Comparison of convergenée behaviour for adapting the sum only and adapting
3 coefficients independently (K3 = —2.5).

the waveform generators used to modulate the I /Q inputs of the 1.8 GHz signal generator.
Due to the loss of the high output power preamplifier in the final stages of the project,
the PA could not be driven close to its 1 dB compression point and therefore high levels
of distortion could not be generated. The output power of the PA is 26 dBm and all plots
shown are derived from this power level.

The distortion signal output from the signal cancellation circuit after the convergence of
the alpha coeflicients is shown in Figure 6.21 compared With the spectra of the inbut signal
that producéd it. This clearly shows the complete cancellation of the reference signal from
the error sigzll.

The degree of linearisation achieved for the narrowband signal is shown in Figure 6.22.
The alpha coefficients are first adapted at centre band then the LO is stepped to 125 kHz
away from the carrier to adapt the beta coefficients. The output signal is almost identical
to the input signal with a peak IMD suppression of 35 dB.

Difficulty arose when trying to generate a wideband QPSK signal. Since the input power
is distributed across the bandwidth of the input signal the voltage levels at the output of the

/
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downconversion chains are significantly lower and the existing baseband amplifiers were not
capable of amplifying the signal up to a reasonable level. To compensate for the decrease
in power leve_l the programmable gain amplifiers on the DSP were set to a gain of 100. A
" 12.8 Msym/sec QPSK signal was generated using the arbitrary waveform generators and
the signal cancellation circuit flad no difficulty in cancelling the input signal from the error
signal. The distortion cancellation circuit, however, had problems dealing with the noisy
correlations at the low power levels and small values of K3 were required to avoid large
fluctuations in the sd‘f)pression at the feedforward output. Covergence time was increased
by a factor of 10. A solution to this problem would be to split the error signal v.(¢) in -
the downconversion chain so that the level for the beta correlations could be increased thus
improving the SNR in the ADC. Figure 6.23 shows the wideband input signal and amplifier
output before linearisation. Figure 6.24 compares the linearised output with the input signal
showing almost complete cancellation of the IMD. .

The wide bandwidth capability of the circuit is measured by adding a single tone, offset
from the original modu%ated carrier signal by 20 MHz, at the input of the feedforward circuit
using a power combiner. The addition of the combiner to the input results in a reduction
of the level of the narrowband QPSK signal of 4 dB and leads to a PA output power of
approximately 22 dBm. When observing the input signal over very wide bandwidths the
modulation detail in the 1.8 GHz signal is lost and the input can be considered equivalent to
a two tone test. Figure 6.25 shows the original QPSK signal modulated with 128 ksym/sec
with a tone at 1.78 GHz. The intermodulation products (IMPs) caused by the nonlinear
PA are shown in Figure 6.26 with the signal cancellation coefficients adapted. The tone
‘at 1.78 GHz and all IMP products include replications of the distortion produced by the
QPSK signal. When the adaptation is performed, the alpha coefficients adapt at the centre
of the band then the beta coefficients are allowed to adapt on the IMP at 1.82 GHz using
K3 = —1 and K4 = —0.1. The magnitude of K3 is smaller due to the higher power level of
the distortion at the 1.82 GHz image frequency. The distortion improvement is illustrated in
Figure 6.27. The IMP at 1.82 GHz has been suppressed by more than 40 dB which equates
" to a 40 MHz linearisation bandwidth- a very nice result. This figure also shows that at ilO
MHz the intermodulation products are suppressed by 25 dB.

If the gain and phase characteristics of each of the paths for the vector modulator pairs
had identical gain and phase characteristics, then the adaptation of only the sum of the

gradients would be equivalent to the original single coefficient case and no improvement for *



CHAPTER 6. RESULTS

4

Ref Lvl -13.0dBm 10dB/

Atten 0dB

-49.0

-59.0

€9.04 .. ..

-78.0

~109.0

-119.0

Freqg 1.800 00GHz
ResBW iMHz VidBW 30Hz

-

Span 60MHz
SWP 4.0S

Figure 6.23: Spectra of wideband QPSK input signal and amplifier outpuE'Bignal before
linearisation.

A



CHAPTER 6. RESULTS. ‘ \ 98

g Ref Lvl -16.0dBm 10dB/ = Atten 0dB
' T
-26.0 | L
-36.0 '% / :
NN
, | f ; 1
~56.0 | :
o0 i _ \
~86.0 ' S
-96.0 —
-106.0
-116.0
Freq 1.800 00GBHz Span 60MHz
ResBW 1iMHz VidBW 30Hz SWP 4.0S

o
{

Figure 6.24: Lineariser output spectra of wideband QPSK signal compared with input signal.

~—



CHAPTER 6. RESULTS . 99

s

S
wide bandwidth linearisation would be expected. However the added delay in each of the
paths for a; and 8; has an associated phase rotation and the components withAin the vector
ﬁlodulator have varying gain and phase characteristics. For this reason, adapting the sum
ogfy can actually find an optimum value for the coeflicients which achieves the wide band
hnearlsatlon results as above. In other words, Ky and K4 can be set to zero while still
obtalmng 40 dB suppression over 40 MHz bandwidth.

Extensive-testing proved that adapting the signal éancellatlon coefficients at the centre
of the/b/and and the distortion cancellation coefficients at the band edges produced the
best result. Adapting the beta coeflicients in the IMD band 125 kHz from the 1.8 GHz
narrowband QPSK signal results in only 30 dB suppression of the IMP at 1.82 GHz shown
in Figure 6.28. Figure 6.29 shows how a further 10 dB is achieved when the beta coeflicients
are instead adapted on the 1.82 GHz IMP. Some residual distortion now exists in the upper
band of the IMD as illustrated by Flg;ure 6.30. To optimise the suppression obtained at
both the centre band and at the band edges partlaygradlents could be calculated on the
subbands at each point and the coefficients updated with the combined sum of the, scaled
gTadjents. In this way an average value across thé band could be obtained. Due to the time
delay in changing the frequency of the LO, this method of optimisation was not performed.

\; )
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Figure 6.25: Input signal spectrum of narrowband QPSK input signal at 1.8 GHz and 1.78

GHz tone.
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Figure 6.30: Spectra of QPSK input signal showing residual distortion introduced by adapt-
ing beta coefficients on 1.82 GHz IMP. »



Chapter 7

Conclusions

-

The addition of the delay matching circuitry to the original single coefficient adaptive feed-
forward amplifier has presented some quite remarkable results. The analysis showed that
not only will the circuit compensate for the mismatches in the delays between the branches
but it also has the ability to compensate for linear variations of amplitude with frequency.
Moreover, since the measurements on the actual circuit showed a nonlinear variation of am-
plitude across the 40 MHz linearisation bandwidth this suggests that there are less stringent

requirements on the passband ripple than expected.

The ability to select appropriate subbands for the separate adaptations of the alpha

and beta coefficients overcame the masking problem which causes slow convergence of the
distortion cancellation coeflicients. The implementation showed that only one subband at
the centre frequency was required to adapt the signal cancellation coefficients across a 40
MHz bandwidth. The best method of adapting the distortion coeflicients for wide bandwidth
operation was to perform the correlations using the intermodulation products at the edge
of the band. This resulte;gi in a very small trade-off of the linearisation achieved close to
the centre frequency. Best suppression was achieved when only adapting the sum of the
gradients for thte beta coefficients. Weak signals introduce a 10& of noise to the adaptation
and adequate amplification to utilise the full range of the ADC should be designed.
Decorrelation of the gradient signals proved an effective method to increase thg con-
vergence time over the standard method, achieving initial convergence times for the signal
cancellation circuit in the order of 5 msec. For the distortion cancellation circuit initial
convergence times were in the order of 30 msec. The convergence times are controlled by

the choice of step parameter K; which determines the steps taken toward the optimum
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value using the higher SNR gradient sum. Since only one cancellation circuit was adapting .
at a given subband, reconvergence times after a change in input power level were not tested.
The effect on the jitter of the coefficients caused by the sum and difference step parameters
was proved by analysis to be approximately equal to the jitter introduced by the adapting
coefficients in the standard configuration for equivalent step parameters K; = K.

Gradient adaptation of the coefficients has proved to be a very reliable method of adap-
tation. It was shown that the effect of aliasing caused by sampling below the Nyquist
frequency does not bias the correlation but does introduce a degree of self noise to slow the
convergence time, )

Although the main amplifier was not run near its 1 dB output compression point the
circuit’s ability to suppress intermodulation products at very wide bandwidths was shown
while still maintaining good suppression of the narrowband signal. The results show that
the linearisation circuit was able to achieve 40 dB cancellation of intermodulation products
across a bandwidth of 40 MHz. The ({egree of cancellation decreased with increasing distance
from the centre frequency, but was still 25 dB at £ 40 MHz away from centre. Since the
IMD itself decreases with distance from centre, the r;et effect is suppression of all IMD to a
roughly constant level. Limitations on the bandwidth of the circuit will most likely be due
to the spacing of the taps chosen between the paths of the adapting coefficients. It would
be expected that the circuit will also have limits on the amount of ripple it can accept and

at wider bandwidths these effects will be more significant.
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