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ABSTRACT 

The limited research on the morphological and morphophonemic awareness of learners of 

English as a Second Language has emphasized their problems with Latinate derivatives as purely 

phonological problems and focused on derivatives as isolated items in the learners' lexica. 

My empirical study investigated the morphological and morphophonemic awareness of 32 

Grade 12 Cantonese-speaking ESL learners and a comparison group of 32 Grade 12 native speakers 

of English in the Lower Mainland. The participants were enrolled in regular content area programs in 

preparation for post-secondary education. Both groups completed language background questionnaires 

and another questionnaire which assessed their awareness of the different associations between 

morphologically related words. They also completed tests involving Listening, Pronunciation, Word 

Analysis, and Semantic Rating of Word Pairs. The tests examined the subjects' phonological, 

morphological, orthographic, and semantic representations of morphologically related words. The 

fundamental assumption was that these were dimensions of the learners' lexical competence. On the 

basis of psycholinguistic evidence, subjects were assumed to associate derivatives with their bases in 

their mental lexica. 

The hypotheses investigated in the study were that the following strategies would be 

predominant in the performance of the ESL subjects, 

1) the incorporation of base-word pronunciation in the phonological representations of Latinate 

derivatives in aural recognition; 

ii) the incorporation of base-word pronunciation in the production of Latinate derivatives; 

iii) suffix deletion without spelling change in base-word abstraction from derivatives with non- 

obvious suffixes; and 

iii 

- - -- 



iv) the incorporation of base-word pronunciation in the perception and production of obvious-suff ix 

Latinate derivatives based on the perceived semantic relatedness between morphologically 

related words. 

The first three hypotheses were confirmed. The fourth hypothesis was not confirmed; the 

spellings of derivatives were used by ESL subjects more as cues for pronunciation than for decoding 

meanings. The differences in performance between the two groups in the Listening, Pronunciation, 

and Word Analysis Tests and part of the Semantic Rating of Word Pairs Test were statistically 

significant. Error types were discussed and accounted for from a psycholinguistic perspective. The 

results are to be interpreted as preliminary conclusions due to the restricted test samples used and the 

small population studied. However, the findings have practical significance and warrant further 

research. 

Current theories regarding English morphophonemics are discussed. Some suggestions for 

classroom techniques for raising morphological and morphophonemic awareness among learners are 

made, on the basis of evidence from psycholinguistic research on word access, recognition, retrieval, 

and association. 
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Chapter 1 

INTRODUCTION TO THE STUDY 

Introduction 

My empirical study, described and discussed in Chapters 7 and 8, investigated the extent of 

morphological and morphophonemic awareness among English as a Second Language (ESL) students 

who were enrolled in regular content area programs in preparation for college or university. Their 

morphological and morphophonemic awareness was compared with that of native speakers of English 

(NS) at an equivalent academic level. In this chapter, the rationale for this study is explained. The 

main objective of the study was to present the problem of morphological and morphophonemic 

awareness among advanced ESL learners as part of a larger problem of interlanguage lexis, literacy, 

language awareness, and second language (L2) competence.' Another objective was to present the 

problem of the formal representations of derivatives for ESL learners, namely their morphological 

structure, semantics, pronunciations, and orthography, and how these aspects of formal 

representation contributed to learning difficulties. A literature review of the theory and research in these 

areas of applied linguistics is provided. In Chapter 2, 1 explain the different aspects of morphological 

and morphophonemic awareness in the learning of English derivatives and past research in this area is 

reviewed. In Chapter 3, 1 explain the relevance of linguistic theories in language teaching. In Chapter 

4, three current theories of English morphophonemics are discussed. I discuss and evaluate the 

relevance of Linell's (1976) theory of phonology and morphophonemics (as they pertain to English 

derivatives) in Chapter 5, and Aronoff's (1976) theory of word formation in Chapter 6. In Chapter 9, 1 

summarize what learners need to know about English derivatives and suggest some classroom 

techniques for raising morphological and morphophonemic awareness among learners. In Chapter 10, 

I explain the contribution of my empirical study to research on ESL lexical competence, specifically 

morphological and morphophonemic awareness regarding Latinate derivatives. 



1.1 Statement of the Problem 

Within the normal expectations of teachers and learners, a certain level of L2 competence has 

to be achieved, ideally in the shortest amount of time possible, so that learners can use the L2 

effectively for functional and social purposes. This implies the importance of efficiency in L2 learning so 

that learners do not waste time feeling lost in the language, and can apply their intelligence and 

cognitive abilities to the task of language learning. It is now increasingly recognized that explicit formal 

instruction is valuable because learners, especially cognitively more mature learners, are provided the 

strategies that empower them to learn language and proceed to creative independence in language 

use. Empirical studies have supported the effectiveness of form-focused instruction in grammar 

learning (Pica 1985; Tomasello & Heron 1988; Lightbown & Spada 1990; Liou 1990; Doughty 1991 ; 

White 1991 ; Fotos 1993, 1994; Spada & Lightbown 1993; DeKeyser 1995; Turner & Upshur 1995). 

An eclectic approach where form and function are both given emphasis is supported by Balcom 1985; 

Celce-Murcia 1985; Richards 1991 ; Rivers 1985; Hammerly 1986; James 1986; Harmer 1987; 

Major 1988; White 1988, 1991 ; Widdowson 1991 ; Valette 1992; Brown 1994; DeKeyser 1994; and 

Poulin 1994. Turner & Upshut's (1995) study of grade 5 learners using short meaningful utterances 

confirms that grammatical accuracy enhances communicative effectiveness. Focus on form does not 

mean a return to the teaching of form as an end in itself, but to developing 12 competence. Explicit 

instruction in form helps learners to organize the input language and so make it more comprehensible, 

and to confirm or disconfirm their own hypotheses of the TL grammar (Balcom 1985; Richards 1991). 

Recent publications in four areas in applied linguistics have prompted my interest in 

investigating morphological and rnorphophonemic awareness among ESL learners, viz. language 

transfer and interlanguage; the teaching of vocabulary and reading; the teaching of vocabulary, 

listening, and pronunciation; and the role of consciousness in L2 learning. I will discuss the first 

three areas in this chapter and the role of consciousness in L2 learning in Chapter 2 in connection with 

morphological and morphophonemic awareness. 



1 9  Language Transfer and lnterlanguage 

The term 'interlanguage' was first used by Corder (1971) and Selinker (1972) to refer to the 

leamer's internalized system of L2 rules which may be distinct from both the native language (L1) of the 

leamer and the target language (TL). Empirical studies of interlanguage in the 70's and 80's confirm 

the significance of cross-ling uistic influence (Taylor 1975; Ringbom & Palmberg 1977; Schachter & 

Rutherford 1979; Uljin et al 1981; Altenberg & Vago 1983; Ard & Homburg 1983, 1992; Appel 1984; 

White 1985; Eckman 1987; Ringbom 1987; Broselow 1992).~ Where a TL linguistic feature has no 

correlate in a learner's L1, the leamer's interlanguage cannot be accounted for by positive transfer 

(facilitation) or negative transfer (interference). Hammerly (1991) cites inhibition as a source of learner 

errors due to their resistance against learning TL rules not found in L1. In my opinion, the inhibition 

factor explains the absence of the desired TL features in the learner's interlanguage; it does not 

account for the errors that result from the learner's attempt to apply TL rules to a particular TL feature 

not found in L1 and these errors cannot be explained by negative transfer. Thus, Schacter's 

redefinition of language transfer as a constraint rather than a process is useful (1983, 1992). The 

constraint is that imposed by previous knowledge (of L1 or any other language known by the learner) 

on the learner's hypothesis testing and linguistic performance in the TL (also Gass 1988). These 

constraints can be facilitating and limiting. Where the L1 has no rules analogous to the TL rules, the 

constraints imposed by TL rules are that learners, especially more advanced learners, would construct 

interlanguage rules by overgeneralizing TL rules. As in L1 acquisition, earlier learned rules are 

overgeneralized to later linguistic situations which appear to call for the application of earlier rules. 

121 lnterlanguage Morphology and Morphophonemics 

Singh calls the errors found in interlanguage morphology "illegal extensions of L2 rules" or " L2 

induced overgeneralizations" because of the evidence of non-transferability of morphological and 

morphophonemic rules (Singh 1991) (also Singh 1988b; Singh & Ford 1987; Singh & Martohardjono 



1988). Singh's external evidence from the interlanguage German and French of English speakers, and 

the interlanguage English of Hindi speakers confirm the overgeneralization of L2 morphological and 

mrphophonemic rules. Andersen (1 973) and Wutzel (1 977, in Singh 1991) call such errors "adaptive 

rules.' Problems in Hebrew word formation of English and Spanish speakers (Olshtain 1987), the 

pronunciation of English cognate derivatives of German speakers (Erdman 1973), and the 

pronunciation of English cognate and non-cognate derivatives of Portuguese speakers (Baptista 1989) 

confirm errors due to adaptive rules, not L1 transfer. Odlin's (1989:23) claim of transfer "in all linguistic 

sub-systems, including morphology and syntax' may need re-examination. According to Gass (1 988), 

constraints on language transfer transcend interlingual similarity or dissimilarity as a major constraint is 

the learner's decision-making processes regarding the potential transferability of linguistic elements. 

Studies on interlanguage phonology have emphasized segmental perception and production 

(Stevens et al 1969; Groto 1971 ; Johansson 1973; Miyawaki et al 1975; Oyarna 1976; Beebe 1980, 

1987; Mochizuki 1980; MacKain et al 1981; Sheldon & Strange 1982; Flege & Davidian 1984; Gass 

1984 b; Altenberg & Vago 1987; Flege & Hillenbrand 1987; Hecht & Mulford 1987; Hardison 1996; 

Major & Kim 1996) and syllable structure (Anderson 1987; Broselow 1987 a, b; 1992; Eckman 

l987a; Karimi 1987; Sato 1987; Tarone 1987; Stockman & Pluut 1992). Non-native prosody as a 

factor in accentedness and intelligibility at the sentence level has been investigated by Anderson-Hsieh 

& Venkatagiri (1994), Munro and Derwing (1994), and Munro (1995). Studies in English interlanguage 

morphology have fkused largely on inflections. The limited studies of interlanguage derivatives have 

been restricted to the examination of phonological problems in terms of prosody (Erdmann 1973; 

Baptista 1989; Fokes & Bond l989), segmentals, and stress shift (Dziubalska-Kolaczyk 1 992), and 

syllable structure (Anani 1989; Mairs 1989). Thus, ESUEFL learners' interlanguage derivational 

morphology and morphophonemics in terms of listening and pronunciation and the relationship of their 

performance to their knowledge of English spelling and word association or lexical competence have 

been largely overlooked. According to James (1 987), an adequate account of the internalization of the 

L2 sound system would include the learner's conception of the different levels of the sound system of a 



language. Therefore, the acquisition of the morphological formatives as constituents of L2 sound 

structure should also be examined.= 

1.3 Vocabulary Development as Part of L2 Competence 

The aim of developing L2 competence must necessarily include the development of all aspects 

of L2 competence that a native speaker may be assumed to have, including lexical competence. 

Learning of the L2 lexicon entails the learning of all the lexical rules related to it, including word 

morphology or word formation if such exists in the L2 (Adjemian 1983; Olshtain 1987). While research 

in L1 vocabulary teaching has been extensive, equivalent research in L2 is much less (Meara 1980, 

1984; Carter 1987; Maiguashca 1993; Stoller & Grabe 1993). Vocabulary teaching needs to be 

included as a key component in developing language competence. My study of the morphological and 

morphophonemic awareness of high school ESL learners who were preparing for college and university 

focused on the learners' knowledge of morphologically complex words or derived words or derivatives 

in the English language because these words are an important part of academic vocabulary as well as 

everyday vocabulary in a formal school environment. 

1.3.1 Teaching L2 Vocabulary 

The need for a systematic and principled approach to the teaching of L2 and foreign language 

vocabulary has been recognized (Hammerly & Sawyer 1975; Meara 1980, 1984, 1987, 1990; 

Richards 1980; 1991 ; Hammerly 1982, 1986; Nation 1982, 1983 a, b, 1984, 1986, 1987, 1990, 

1993; Xue & Nation 1984; Corson 1985; Carter 1986, l987a, b; Beheydt 1987a; Carter & 

McCarthy 1988; McCarthy 1988, 1990; Nation & Coady 1988; Gass 1989; P. Kelly 1990; Lennon 

1990; Palmberg 1990; R. Kelly 1991; Laufer 1991, 1992; Huckin et al 1993; Maiguashca 1993; 

Nation 1993; Stoller & Grabe 1993; Knight 1994; Oxford & Scarcella 1994). However, empirical 

studies on interlanguage vocabulary is lacking (Mondria & Wit-de-Boer 1991; Koda 1994). 



1.32 Holistic Approach to Reading and Incidental Vocabulary Learning 

It has been argued that the holistic approach to reading instruction has led to the emphasis on 

the semantics of larger texts without providing a model for handling vocabulary problems faced by 

learners (Meara & lngle 1986; Bensoussan 1992; Haynes 1993). The current emphasis on using 

authentic texts rather than specially prepared language texts has also shifted the focus from meaning to 

'message," thus de-emphasizing intentional learning of vocabulary (Knight 1994:285). The holistic 

approach to reading instruction has been largely influenced by L1 reading research and psychological 

models of reading. The most significant conclusion from L1 reading research is that incidental 

vocabulary learning (non-explicit or indirect instruction) from context (using guessing or word 

inferencing) accounts for a large proportion of vocabulary growth (Sternberg 1987), since explicit 

instruction alone cannot account for the vast number of words a person knows. Schema theory (Hulse 

et al 1980; Anderson & Pearson 1984) claims that readers need not depend on the knowledge of 

every word to comprehend a text, but are able to guess the general meaning by making appropriate 

assumptions based on the readers' schema, an abstract knowledge structure of the world stored in 

memory. Collins and Loftus' (1975) concept of priming and spreading activation supports the idea that 

the recognition and understanding of a given word are aided by preceding words. These assumptions 

have pedagogical appeal but psycholinguistic research and recent studies in L2 reading have led to a 

re-examination of these assumptions. Stoller and Grabe (1993) reinterpret incidental learning from 

context in L1 as not a claim for incidental or implicit learning as an approach to teaching vocabulary, 

but that incidental learning means that words are gradually learned through a number of exposures in 

various contexts (ibid:31). A significant factor in schema theory not attended to by proponents of 

contextual guessing is that if an inappropriate schema is activated, readers may miss the meaning of a 

text (also Bensoussan 1992). 

Since the 1970's, there has been an abundance of literature on the "guessing from context" 

approach to vocabulary development (Hosenfeld 1977; Johnson 1982; Carrell l983a, b, l984a, b, 



d; 1987; Carrell & Eisterhold 1983; Carrell & Wallace 1983; Becker 1985; Na & Nation 1985; 

Nunan 1985; Carter l987a, b; Huckin & Jin 1987; Carter & McCarthy 1988; Li 1988; Carrell et al 

1989; Hwang & Nation 1989; Hammadou 1991; Huckin & Bloch 1993; Oxford & Scarcella 1994). 

Lately, the limitations of guessing as an approach in reading and developing L2 vocabulary knowledge 

have been recognized (Haynes 1981, 1993; Mondria & Wit-de-Boer 1989, 1991 ; Bernhardt 1991 a, 

b; Coady 1993; Dubin & Olshtain 1993; Stein 1993; Stoller & Grabe 1993; Bernhardt & Kamil 1995). 

L1 readers are able to guess from context because of their knowledge of vocabulary which L2 readers 

cannot be assumed to have. Jenkins et al (1984), Nagy et al (1985) and Herman et al (1987) confirm 

that even L1 students are often unable to gather word meaning from context. Na and Nation (1985) 

concede that contextual guessing is successful only when learners have 95% lexical coverage. 

Moreover, the effect of learning words in context has been found to be limited to recognition rather 

than production (Schatz & Baldwin 1986; Williamson 1989; Kelly 1990). Psycholinguistic research has 

found that subjects have difficulty in recalling contextually related words since the elaborative 

processing involved in making the semantic connections require considerable attentional resources 

(Graf & Mandler 1984:566). Activation makes words more accessible, but not necessarily more 

retrievable (cf. Mondria & Wit-de Boer 1991). According to Jacoby (1 983) (also Graf 1980), 

conceptually driven processing of words (that is, in context) does not aid later perceptual identification 

of the same word since the reader is not depending on visual evidence of the word. Furthermore, 

correct guessing induces learners to think they know the word already and this hampers imprinting the 

word in memory. Guessing induces strong association between context and meaning, and 

consequently insufficient attention is paid to association between word and meaning. Knight (1 994) 

confirms the difficulty of lexical inferencing among low verbal ability L2 subjects. For Haastrup (1990), 

bottom-up 'guessing" is more effective than top-down guessing when reading in unfamiliar areas. 

More recently, Levin and Reves (1994) distinguishes between three kinds of "schemata." The 

reader's knowledge of the world, or background knowledge of the subject matter of the text, is 

referred to as "content schemata"; the reader's knowledge of the target language, including skills in 



decoding complex words, is referred to as "linguistic schemata"; and the ability to follow the 

argumentative structure of a text is referred to as "formal schemata.' The significance accorded by 

researchers to content schemata as a major factor for reading success has tended to mask the 

significance of bottom-up processing in the cognitive activity of reading, or the lack of vocabulary as an 

obstacle to reading proficiency development (Koda 1994). Levin and Reves' study has confirmed that 

while content schemata aids reading comprehension, the significance of linguistic schemata outweighs 

that of content schemata (1 994:79). In their study, readers who possess the appropriate linguistic 

schemata perform better on descriptive, analytical, as well as argumentative texts. Moreover, the 

subjects also claim that their main difficulty in reading is the large number of unknown words. 

Empirical studies of L2 reading have also confirmed that only "local context clues," or cues in 

close proximity to the problem word, help reading. Global context clues, for which readers have to 

read forward (forward cues) or go back to the part of the text preceding the problem word (backward 

cues), are diff icuR to access and cause confusion (Haynes 1981, 1993; Chern 1993; Dubin & 

Olshtain 1993). Moreover, global context clues are helpful only when learners are already proficient 

readers. Haynes and Baket's (1993) study among Chinese college-level ESL readers has shown that 

context clues can be misused or not used due to impoverished vocabulary knowledge (1993:148; also 

Perfetti & Lesgold 1977, 1979; Coady et al 1985; Bernhardt 1991, 1992, Knight 1994). Homburg 

and Spaan (1982), Hawas (1990), and Uljin and Strother (1 990) confirm that vocabulary affects 

reading comprehe&ion more than syntax or syntactic simplification. Strother and Uljin (1987) confirm 

the significance of word-solving strategies. Ultimately, it is vocabulary knowledge that largely controls 

semantic processing in reading (Koda 1994). 

Many readers read to gain new information and it is therefore important to adapt to unfamiliar 

situations and to unfamiliar texts in reading. Readers are never going to have all the necessary 

background knowledge to deal with all the new materials they will be required to read. The 

development of strategies to make use of linguistic knowledge is thus important and background 



knowledge should not be over-rated as a sufficient condition for reading comprehension (Phillips & 

Walker 1987). Koda (1 994) sees content schemata as passage specific, its applicability to other 

reading materials being limited. The content schemata approach to reading instruction could in fact 

delay learner independence (ibid:17). Spiro et al (1 987) have also questioned the validtty of relying on 

background knowledge as a strategy in reading comprehension since how this knowledge is organized 

and applied in new situations is little known. Moreover, cultural knowledge and individual beliefs also 

affect the construction of meanings of not only individual words but of contextual cues of a text as well 

(Bensoussan 1992; Stein 1993). The use of contextual cues also fails to narrow in on a word's 

meaning. Becker's study (1985) among children and adults who are native speakers of English has 

demonstrated that readers' prior familiarity with the content of the text and their ability to predict are 

difficult to separate. Consequently, the effect of prior knowledge on the general abilrty to predict is 

difficult to detect (1985162). This has been found to be especially true in L2 reading, as confirmed by 

Bernhardt's empirical study (1991) of beginning Spanish students of ESL. 

Perfetti and McCutchen (1987) make a distinction between comprehending a text and deriving 

an interpretation of a text. Undoubtedly, the latter is the true goal of reading and requires skills 

beyond word recognition. However, interpretation or meaning construction cannot proceed without 

knowing the vocabulary of a text and this is in fact the fundamental principle of literacy (Henderson 

1992). Vocabulary knowledge must be viewed as a key to reading and reading skills development 

(Chall 1987; Henderson 1992). Studies by Deville (1985) and Laufer (1 989) confirm that reading 

comprehension at an academic level requires 95% lexical coverage, below which academic ability 

cannot aid reading comprehension. Stoller and Grabe (1993) view vocabulary knowledge as both a 

tool for developing reading ability, and a consequence of reading ability. Therefore, explicit 

vocabulary instruction must complement wide reading. Chen and Graves' (1995) study of allege EFL 

students confirms that while previewing and providing background knowledge facilitate comprehension 

of short stories among less confident and competent readers, vocabulary instruction is also needed to 

help these readers. Rumelhart (1977) and Stahl and Fairbanks (1 986) propose an "interactive" model 



of effective reading where readers employ both top-down and bottom-up processing. 

1-33 The Role of Word Morphology in Vocabulary Development 

Carter's (1 987) typology of the components of vocabulary includes synonymy, antonymy, 

hyponymy, mathematical problems (solving mathematical problems in the target language) and 

derivational morphology. A systematic approach to vocabulary teaching would necessarily involve a 

treatment of these aspects. Hammerly (1982, 1986), Adjemian (1983), and Olshtain (1987) also 

include word formation rules within the concept of lexical knowledge and recommend their explicit 

instruction. Word structure vary greatly between languages and these differences would expectedly 

produce widely different strategies for handling words in speakers of different languages (Meara 1984). 

Research in higher level morphological and morphophonemic awareness among ESL learners 

in terms of perception and production of derived words and their morphological, orthographic, and 

semantic representations has been very restricted (Maiguashca 1993). Most recent research on 

vocabulary learning has thus taken the formal representations of words for granted and concentrated 

instead on the semantic and collocational aspects of vocabulary. As far as derived words are 

concerned, the examination of ESL learners' "lexical competence" has remained largely unexplored. 

Oxford and Scarcella's 1994 "research-based approach" for vocabulary instruction for adults makes a 

brief reference to word form (inflections) and word class clues as a systematic strategy for vocabulary 

learning, but makes no specific reference to derivational morphology or how this aspect of the linguistic 

form could be exploited for vocabulary expansion. 

Focusing on the semantics of discourse, and consequently, on lexical inferencing from 

context, has led to the neglect of inferencing of meaning from word structure when such structure is 

available in the text, and when the latter is much easier and less complex than the former (Laufer & 

Bensoussan 1982; Drum & Konopak 1987; P. Kelly 1990, R. Kelly 1991). The need to teach ESL 



vocabulary in terms of the discovery of word meaning through internal word structure or morphology, 

and in terms of relationships among words based on this structure, has been voiced by Bensoussan 

and Laufer (1984); Haynes (1984); Guarino and Perkins (1 986); Perkins et al (1986); Graves (1987); 

P.Kelly (1 990); Lennon (1990); R. Kelly (1 991); Moran (1 991); Laufer (1992); Wrigley (1993); and 

Nuessel and Cicogna (1994). According to Nuessel and Cicogna, knowledge and usage of 

derivational (and inflectional) morphology play a crucial role in lexical control and management since 

grammatical functions are realized by the formal properties of lexical items. In L1 vocabulary teaching, 

this aspect is emphasized as part of literacy and reading development. 

I conducted a random survey of 15 ESL reading passages at the intermediate and advanced 

(Test of English As A Foreign Language or TOEFL) levels and five sections out of five chapters of a 

Transitional Social Studies textbook for Grade 10 ESL students (Canada Revisited by P. Clark and R. 

McKay, 1992, Arnold Publishing Limited). Lexical density (the proportion of content words out of the 

total number of words used in the passages or sections) ranged from 51% to 57%. Latinate and non- 

Latinate derivatives constituted between 28% and 36% of the content words. The proportion of 

derivatives containing bound morphemes ranged between 11% and 25%, the majority of the passages 

having not more than 17% of derivatives with bound morphemes. I also observed that except for 

reading passages written from the "guessing approach to reading," reading passages and content area 

texts used at the intermediate and advanced levels contained little textual elaboration, minimizing the 

possibility of relying on contextual clues for reading comprehension. Moreover, repeated tokens of 

derivative types in a single passage or section ranged from only two to four times. While co-occurence 

of morphologically and semantically associated words (eg. "colony," "colonial," and "colonists" ) were 

found in the Social Studies texts, this was generally not found in other reading passages. The 

required general academic vocabulary involves about 800 word families (Xue & Nation 1984). 

Vocabulary teaching should therefore be aimed at vocabulary-building skills. Instruction in the 

use of word morphology will enable learners to learn new words independently, providing them with 



generalizations needed to construct or deduce word meaning. Chances of being correct are far higher 

than with contextual guessing (P. Kelly 1990). Studies by Hosenfeld (1 977), Bensoussan & Laufer 

(1 984), Haynes (1984, 1993), Laufer & Sim (1 985a, b), Parry (1993), and Lawson & Hodben 

(1996) show that most readers often fail to use morphological cues or to use them effectively for 

interpreting reading material. While admitting that there are other factors influencing reading 

performance, Laufer (1 992) confirms that vocabulary size predicts reading score, the turning point of 

ESL vocabulary size for reading comprehension being 3,000 word families (inflections and derivations) 

or 4,800 words.4 With this vocabulary size, good L1 readers can be expected to utilize their L1 

reading skills in ESL reading. Without this threshold level, ESL reading will be hampered by 

insufficient vocabulary knowledge (1 992:13O). Laufer also claims that in reading comprehension, it is 

not significant whether one word of a word family is known, or the entire family. In most cases, it can 

be assumed that if the basic word is familiar, then the regular derivatives will be understood too, 

provided that the morphological rules are known (p.131). (See Nagy 1987 below.) Laufer's analysis of 

reading test scores shows that the knowledge of 3,000 word families would result in a reading score of 

56%, 4,000 in 63%, 5,000 in 70%, and 6,000 in 76%. It is possible that when a learner's knowledge 

reaches about 7,000 word families, the effect on reading score would decrease and finally level off. 

Training in morphology also provides training in awareness of form class. The reader is helped 

to access meaning by exploiting the redundancy in the representation of words in a text (Guarino & 

Perkins 1986:80). 'In Tyler and Nagy's study (1985), native-speaker high school subjects do not 

decode morphologically complex words for their form class (syntactic parsing) in order to aid them in 

sentence comprehension, but subjects decode complex words to get at their essential or core 

meanings through the meanings of the base words. In the case of L2 readers, it can be assumed that 

word-structure decoding skill, besides facilitating the decoding of word meaning, also facilitates 

syntactic parsing. This is useful in reading comprehension if syntactic structures differ from those of L1. 

Morphology is thus not a purely formal linguistic feature of secondary importance only. It 
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increases the message's communicability (Crawshaw 1984~). Gu and Johnson (1996) confirm that 

high test scores among college EFL learners correlate with word structure analysis and skillful 

dictionary use. Block (1992) confirms that proficient college readers cite word structure and the 

grammatical approach (formlclass) as two of the strategies for solving vocabulary problems in reading. 

Non-proficient readers indicate that they "try to figure the word out ........ like all of a sudden switch to 

another language .... Just hope it will clear up" ( p. 334). In Chern's study (1993), proficient university- 

level ESL students use word analysis and contextual cues to derive the meanings of unknown words. 

The importance of word association, that is, association between a word's internal structure 

and its semantics, was voiced as early as 1959 by Deighton. The study of language is the study of 

the relation of meaning to form (Bybee 1985). Reading involves language specific processes and 

there are cross-lingu istic variations in language processing, an issue which has been largely ignored in 

L2 reading research until recently (Koda 1994:3). The holistic view of language does not favor the 

structural view of language and of words in particular. Word structure has not been seen as a 

significant aspect of a L2 learner's lexical competence, or as a factor affecting reading proficiency. It is 

possible that learners will transfer L1 strategies for handling L2 words unless explicitly taught L2 word 

structure and how to handle it. This would lead to L2 words being analyzed and stored in completely 

inappropriate ways that would not facilitate comprehension, retention, and retrieval. A good example 

is a morphologically complex English word learned as a single morpheme like a Chinese logograph, 

without breaking it down into its base and affixes which all contribute to the word's semantic and 

syntagmatic value. In Koda's study (1990a), L2 morphosyntactic knowledge is one of the major 

factors differentiating good from poor L2 readers. L2 readers must thus develop the necessary 

metalinguistic knowledge and verbal processing strategies that aid reading comprehension (Koda 

lW4:14). Unanalyzed whole words are seemingly difficult to learners because they are longer and 

more difficult to remember, recall, and produce (spell and pronounce). Blum and Levenston's (1978) 

study on lexical simplification by ESL learners reveals the use of superordinate terms, approximation, 

circumlocution, and paraphrase among others, all of which reduce semantic accuracy. The extent to 



which morphological simplification might affect the efficacy of communication in content area learning 

(eg. the use of simple verbs instead of deverbal nominalizations) (Winser 1993) has not been studied. 

While studies on L1 morphological awareness of derivatives has been abundant in literacy and 

psycholinguistics, there has been limited research on ESL learners' formal representations of 

derivatives. Investigating the following questions might help us undertstand how learners construct 

meaning from derivatives. Do learners have the same or different formal representations of derivatives 

from native speakers of the language? For example, do learners perceive the internal structure of 

words? Do they decode a complex word by breaking it down into component parts, that is, base word 

and affix? Do they understand that morphologically associated words are also semantically 

associated? Do they analyze the semantics of derivatives via their morphological structure? Do 

spelling patterns in derivatives predict or obscure word meanings for learners? Do learners make use 

of spelling patterns of derivatives for pronunciation or meaning or both? Do learners recognize the 

variation in word forms appropriate to their syntactic functions? The emphasis on morphological 

awareness as part of metalinguistic awareness crucial for developing reading ability appears to remain 

within the domain of L1 literacy, not L2 applied  linguistic^.^ According to Haynes (1993), word 

analysis is a natural strategy in a language that has morphology, and the importance of word-unit 

analysis needs to be recognized in ESL teaching of reading, while retaining top-down processing. 

1.3.4 Teaching o f  L2 Vocabulary, Pronunciation, and Listening 

Except for Service and Kohonen (1995), most publications on the teaching of vocabulary have 

focused on the semantics of words divorced from their phonological representations. Studies on the 

effects of listening on L2 word retention has been limited to Kelly (1992) and Hill (1994). This could be 

partly explained by the influence of Craik and Lockhart's (1972) depths-of-processing theory in L2 

vocabulary instruction. (See Brown & Perry 1991 .) My present study has also shown that speaking 

and listening were among the least emphasized skills in ESL instruction in Hong Kong. Recent L1 



studies have confirmed that the two specific dimensions of linguistic knowledge -- orthographic and 

phonological -- independently influence word recognition (Adams 1990; Stanovich 1991 ; Stanovich & 

West 1991 ; Barker et al 1992; in Koda 1994). According to Koda, we could logically expect the same 

for L2 learners (1994:16). While it is likely that L1 learners have a more developed oral language 

compared to word recognition in reading, it is likely that for L2 learners, word recognition in reading 

could be ahead of recognition of phonological form (pronunciation). Systematic examination of this 

aspect of L2 linguistic knowledge is still lacking (ibid:17). 

The relationship between phonological memory and FL vocabulary learning has also not been 

much studied (Service & Kohonen 1995). Studies by Service (1992) and Service and Kohonen (1995) 

have confirmed that immediate phonological memory for new words is specifically related to FL 

vocabulary learning, and this can be brought about by traditional repetition aloud of unfamiliar words 

(also Kelly 1991; Ellis & Beaton 1993). The formation of stable phonological representations of new 

words is an important step in learning them. In psycholinguistic research, it has been found that it is 

~ 
not only the semantic interpretation of an event (say, the meaning of a word learned) that is 

remembered over long term, but also its perceptual data, both visual and auditory (Jacoby 1983; 

Jacoby et al 1978). This means that processing of a word must include auditory as well as visual 

processing to enhance learners' memory for later listening, speaking, and reading. 

Studies in ESL perception, as those in pronunciation, have emphasized segments rather than 

morphophonemics (Stevens et al 1969; Mochizuki 1981; MacKain et al 1981; Sheldon & Strange 

1982; Hardison 1996). Studies of diff icullties in listening at the level of discourse have cited speed of 

delivery as a problem (Dunkel 1988a; Chung & Dunkel 1992). Vocabulary difficulty also affects L2 

listening comprehension (lectures) at the advanced level (Flowerdew & Miller 1992), but this has often 

been interpreted as difficulty of understanding concepts carried by problem words. Work on listening 

difficulty has also focused on background knowledge, cultural background, and general discourse 

structure (Carrell & Eisterhold 1983; Carrell 1984a, d; Connor 1984; Aron 1986; (in Chung & Dunkel 



1992); Chaudron & Richards 1986; DeCarrico & Nattinger 1988; Olsen & Huckin 1990 (in Flowerdew 

& Miller 1992)). In contrast, Hansen and Jensen (1994) have found that the effect of prior knowledge 

on listening performance, especially in non-technical subjects, was in fact trivial. Kelly's study (1991) 

shows that lexical errors rather than syntactic misunderstanding was the major source of errors in 

listening comprehension. 

Studies in cross-linguistic approaches to lexical segmentation has confirmed the problem of 

lexical segmentation and semantic interpretation in L2 perception in continuous speech stream context 

(Frauenfelder 1985). According to Eastman (1993), L2 learners rely more heavily on content words in 

listening than native speakers. Learners whose Ll's are syllable-timed rather than stress-timed have 

problems dealing with unstressed syllables. Moreover, the habit of giving equal stress to all syllables 

may lead to the habit of reconstituting unstressed syllables to their full form while listening in order to 

be able to process them as content words. This reconstituting process diverts attention away from 

recognizing content words, reducing the amount listeners recognize, and delaying progress in 

listening. 

According to Grosjean and Gee (1987), in the perception of continuous speech stream, a 

stressed syllable initiates lexical search. For an ESL learner from a syllable-timed L1, it may be the 

stressed syllable and not the initial syllable of a word which is used to look up the mental lexicon, 

ending up in the wrong word being accessed. Cutler (1986) confirms that even native speakers need 

information about a derivative (such as, which syllable has primary stress) before they can recognize 

the word in spoken form. This explains the importance of preserving the base word up to word 

recognition point so that the listener has enough information to be sure of accessing the base word's 

lexical entry. From these conclusions, I would assume that in the perception of continuous speech 

stream, the presence of derivatives would affect L2 listening comprehension. Derivatives whose 

primary stress may not be the onset syllable would influence the extent of word recognition and the 

difficulty of lexical segmentation for L2 listeners. As well, where vowel, consonant, or stress shifts 



occur from the base words, word recognition and lexical segmentation in continuous speech stream 

would also be more difficult. In fact, derivational complexity has also been found to affect item 

difficulty in L2 sentence repetition tasks because of the number of syllables of the derived words and 

the syntactic complexity of the sentences which contained derivatives (Perkins et al 1986).? 

According to Frauenfelder, lexical segmentation cannot depend on the sole strategy of using 

the phonological code to predict the end of each word and the onset of the following one. This strategy 

has to be used in conjunction with other types of segmentation information, viz. distributional 

information, relating sound signals to larger domains (for example, a syllable within a word, a word 

within a sentence, or prefixes and suffixes with respect to words they are attached to, and which can 

indicate beginning and end points of words) (Frauenfelder 1985678). These conclusions seem to 

suggest that, at higher levels of L2 learning, or content learning through L2, and especially in 

academic settings, one of the factors affecting listening comprehension may be the number of 

derivatives present in oral discourse, especially Latinate derivatives. The rnorphophonemic 

alternations between base and derived words and stress shifts, and the failure to relate unknown 

derived words to known base words due to phonological alternations in derived words, may affect 

efficiency in lexical segmentation in continuous speech stream. The teaching of internal word structure 

of derived words must therefore be accompanied by the teaching of their pronunciation. Anderson- 

Hsieh et al (1992) and Munro and Derwing (1994) have also shown that non-native pronunciation and 

intonation affect &mprehensibility. Prosody influences the extent of accentedness in non-native 

speech (Munro 1995). It may be assumed that word level obligatory morphophonemic alternations and 

stress shifts which contribute to sentence prosody may affect the intelligibility or comprehensibility of L2 

speech. 

Morley (1991) emphasizes the domains of segmentals, suprasegmentals, and voice quality in 

the teaching of pronunciation in advanced ESL settings (college, graduate students, and faculty 

members) to the exclusion of the morphophonemic aspect of the pronunciation of Latinate derivatives 



most prevalent in this kind of setting. However, a brief reference is made to how morphological 

regularity in English spelling can be exploited for pronunciation purposes. Work on the relationship 

between English orthography and the pronunciation of Latinate derivatives has so far been limited to 

Dickerson (1987a, b; 1989b; 1992; 1994). The effectiveness of direct instruction of the pronunciation 

of derivatives through the predictive use of orthography has been confirmed by Dickerson (1987b). 

Conclusion 

According to N. Ellis (1994), vocabulary acquisition and the understanding of vocabulary are 

dependent upon training in metacognitive strategies such as word analysis (and inferring meanings 

from contexts), explicit learning, and memory (depth of processing). Morphological awareness and 

morphophonemic awareness are significant aspects of L2 lexical competence. At the intermediate and 

advanced levels, the perception, production, and decoding of derivatives for meaning are significant 

since they facilitate vocabulary learning and expansion. My empirical study was aimed at examining 

the rules ESL learners had formulated regarding the morphological and phonological representations of 

derivatives, their ability to decode derivatives for meaning, and their perception of the semantic 

associations between morphologically related words. The formal representations of derivatives in 

learners have implications on the way vocabulary teaching and the teaching of reading is approached. 

In Chapter 2, 1 will explain the various aspects of morphological and morphophonemic awareness 

and review empirical studies that have been conducted among ESUEFL learners in this area of lexical 

knowledge. 



Notes: 

1. The terms 'morphological awarenessm and 'morphophonemic awarenessm as part of 
metalinguistic awareness will be explained in greater detail in Chapter 2. For the present, 
the term 'morphological awareness' refers to awareness among learners of the word 
structure of derived words, and the term 'morphophonemic awareness' refers to the 
awareness that certain sound changes occur to the base word when affixes are attached, 
including vowel, consonant, and stress changes. These changes are referred to as 
'alternations,' to use linguistics terminology. The term 'morphophonemic' is used here in 
the general sense of the grammatical factors (morphology) that affect the appearance of 
morphemes (Crystal 1991). 

2. Altenberg & Vago's (1983) study of Hungarian learners of English reveal that low-level L1 
phonological rules are not transferred, especially where the TL provides no context for the 
application of L1 phonological rules. As well, 'higher level' L1 phonological rules such as 
vowel harmony, are not transferred. 

3. 'Learning' is differentiated from 'acquisitionm in that the former takes place in the formal 
context of a classroom, while the latter occurs in a naturalistic and informal environment. 

4. Laufer adopts Nation's definition of a 'word' to mean word family. eg. knowledge of ' observem 
subsumes knowledge of 'observation,' ' observable,' 'observance,' and all their inflections. 
'Pupil,' with two different meanings, would be two different words. Laufer's analysis of the 
relationship between vocabulary and reading scores is based on subjects' scores on two 
standardized reading tests and two standardized vocabulary tests. The reading tests are Hoger 
Algemeen Vortgezet Onderwijs (Netherlands) and the Israeli university psychometric entrance test. 
The vocabulary tests are Vocabulary Levels Test (Nation 1983b) and Eurocentres Vocabulary Test 
(Meara & Jones 1989). 

5. McKay (1993) claims to have proposed a wide range of L2 literacy programs, but such 
'educational agendas' are limited to developing fundamental abilities in reading and writing 
for survival purposes, as seen in the programs 'Action For Literacy' for homebound 
learners, 'Vietnamese Refugees Program,' 'Focus On Change' for sole-support mothers, 
and 'Help A Friend Learn English' for elderly shut-in Spanish-speaking minorities. While 
admitting that literacy is the ability to think and reason, and a tool that enables the learner 
to think about language, to use language to extend and express knowledge, ideas, and 
experience, educational agendas for literacy have overlooked the needs of academically 
oriented L2 learners. McKay (1993) calls for educators to determine the objectives of 
literacy development for minorities and to provide assistance for developing the kind of 
literacy students desire, yet she makes no reference to the higher level literacy needed by 
L2 learners with academically oriented goals. 

6. Chomsky and Halle (1 968) and most generative phonologists do not refer to alternations in 
morphologically complex words as 'morphophonemics' since they account for alternations 
as phonological rule application. 

7. An example of a test item which contained a derivative (nominalization) and was syntactically 
complex is 'Each culture developed in a manner dictated by its own needs, sources, and 
ingenuity." 



Chapter 2 

MORPHOLOGICAL AWARENESS AND MORPHOPHONEMIC AWARENESS' 

Introduction 

Language awareness has been defined in a number of different ways. In Britain, it is 

particularly associated with an educational movement to make students in schools more conscious of 

"the nature of language and its role in human life" (Nicholas 1991:78). This view of language 

awareness supports the idea that increased conscious reflection on language, both by teachers and 

students, leads to "improved language use" and "better overall education." Language awareness 

focuses on both making L2 learners aware of their mother tongue intuitions, and increasing their 

explicit knowledge of what happens in the TL (James & Garrett 1991 :16). This awareness also 

encourages learners to make use of their L1 lexico-grammatical organization which they bring to L2 

leaming (Hammerly 1982, 1986). The communicative use of language would still be the ultimate goal 

of language learning; the development of language awareness is to facilitate efficiency in learning and 

accuracy in communication (Nicholas 1991 ; also Van Lier, in Hulstijn & Schmidt 1994). 

21 Role of Consciousness in L2 Learning 

In recent years, questions concerning the role of consciousness in L2 learning in general have 

become a matter of practical concern in applied linguistics. If language awareness facilitates language 

leaming, then consciousness about the nature of language is part of the development of language 

awareness. Contrary to Krashen's (1981, 1993) claim that acquisition is largely an unconscious 

process and that the contribution of conscious learning is limited and secondary, there is a growing 

recognition that explicit instruction (where some sort of rules are being thought about in the learning 

process) facilitates learning, and that explicit knowledge facilitates the acquisition of implicit knowledge 



(Hulstijn & Schmidt 1994). Instruction provides a cognitive focusing device for learner attention (Van 

Patten; Harley; N.C. Ellis; Hulstijn & deGraaff; in Hulstijn & Schmidt 1994). 

According to Hulstijn and Schmidt, "consciousness" for the learner must mean receiving 

instruction in and the acquisition of explicit skills necessary for the processing of the semantic and 

conceptual representations of language (1 994:9). Schmidt's redefinition of "consciousness" in language 

learning which includes paying attention to what is being learned, and awareness of rules or 

generalizations, is particularly useful (Schmidt 1990, 1993a, 1994). Paying focal attention to what is 

being learned, or noticing, converts input into intake. Learners are made to form conscious 

hypotheses about the TL rules concerned (R. Ellis 1993, in Hulstijn & Schmidt 1994). Robinson (1 995) 

complements Schmidt's model of consciousness and noticing by proposing that attentional and 

processing demands of pedagogical tasks, including detection and rehearsal in short-term memory, 

prior to encoding in long-term memory, are significant factors affecting the extent of noticing. (Also 

Jacoby 1983.) Retrieval from long-term memory can result from conceptually driven topdown 

processing and automatic activation of previously attended information encoded in long-term memory, 

determined by the interaction of data-driven, bottom-up processing of the specific tasks concerned. In 

Robinson's model, grammatical knowledge is aided by familiarity with the basic metalinguistic principles 

for describing structural patterns. Structural analogies help hypothesis testing by directing the learner's 

attention to the relevant features of the input to be noticed. According to O'Malley and Chamot (1990), 

explicit training in areas of metalinguistic knowledge is possible. Winser (1991) emphasizes the role of 

awareness of learning strategies and explicit instruction in developing literacy skills in adults. 

22 Yetalinguistic Awareness 

221 Awareness of Grammatical Form and Function 

An important aspect of language awareness, literacy, and language development is 



metalinguistic awareness. This comprises attention to two related aspects of language, form or 

structure, and function (Downing & Leong 1982, Bialystok 1991). Word knowledge, which constitutes 

the foundation of literacy, comprises awareness of phonemes, syllables, morphemes, and words, 

and how to map the mental representations of these linguistic units to and from the oral and aural 

language and their graphemic representations (Henderson 1992; Templeton 1992). Word knowledge 

also includes the awareness of the internal structure of words for the purpose of developing word 

recognition strategies (Fischer et al 1985). According to Ellis (1 985:8), it is probable that "literacy and 

language awareness exist in a state of mutual facilitation." 

222 Morphological Awareness 

Mattingly (1987) and Leong (1 991) refer to morphological awareness as awareness of the 

"compositional analysis" of words. Traditionally, this view of morphological awareness in literacy 

involves the recognition of meaning units or morphemes within morphologically complex words in the 

lang~age.~ In literacy, morphological awareness involves 

the recognition of the morphological structure or form of complex or multimorphemic words, 

that is, base words and affixes or ~ompounds;~ 

the awareness of the grammatical function of multirnorphemic words. This entails the 

awareness of the semantic compositionality of derived words as well as their semantic 

idiosyncracy where applicable, so that "productivity" is the state of being "productive," but the 

"transmission" of a car does not refer to the act of "transmitting" but to the parts which carry 

power from the engine to the  wheel^;^ 

the awareness of morphological rules of the TL so that complex multimorphemic words can be 

generated from monomorphemic words of the lexicon, and their meanings and use understood 

from their internal structure; and 

the awareness of the grammatical function of derivatives so that their subcategorization as 

determined by their syntactic categories and thematic roles in sentences, are understood. 
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I would like to add another dimension of morphological awareness from the point of view of 

linguistic theory (Aronoff 1 976, 1 994): 

e) the awareness that some morphemes may not have a consistent meaning in different 

words (such as (re] in "receive" and "reduce", or (mit) in "commit" and remit'). In such 

words, the semantics of a complex word cannot be derived by compositional analysis. 

(This is at least true for the average speaker of English, and the average ESL learner 

need not be expected to delve into the Latin origins of such words. See Chapter 5.) 

223 Morphophonemic Awanness 

English orthography primarily represents phonemes with overlapping rnorphophonemic 

representions where orthography does not reflect the phonetic atternations of vowels or consonants in 

the event of affixation. Thus, the orthographic form "magic" is phonemidphonetic, but the orthographic 

form "magician" is morphophonemic. The morpheme "magic" is preserved orthographically in 

'magician," but the phonological representation or phonetic form of "magic" is modified with the final [k] 

- [r ] before the suffix -ian. Morphophonemic awareness thus represents a more complex level of 

metalinguistic awareness than morphological awareness. Morphophonemic awareness may be best 

explained in terms of reading and orthography, and listening and pronunciation. 

a) In reading,. it involves the awareness that in English orthography, morphemes are 

represented to varying degrees of consistency. Any changes to the phonetic forms of 

these morphemes in the event of affixation may not result in a corresponding change to 

their orthographic forms. For example, in "photograph" and "photographer," the base 

word is preserved completely in orthography. In "permit" and "permission," the base 

word is only partially preserved in orthographic form. Recognition of the base word of 

"photographer" would be much easier than that of "permission" due to the absence of 

orthographic modifications in "photographer." "Magic" and "magician," on the other 



hand, involves awareness of the preservation of morpheme identity in the spelling of 

the derived word in the absence of phoneme-grapheme correspondence. 

b) In oral or aural language, morphophonemic awareness involves the ability to associate a 

derived word with a base word whose phonological representation within the derived word has 

been modified from its phonological representation as a base word. This means that despite a 

different phonological representation of the base word "minor" in the derived word "minority," 

learners should recognize the morpheme 'minorM in the derived word and connect them 

semantically. In aural language, recognition of the association between the words in the 

"photograph - photographer" pair and the "magic - magician" pair would be more difficult than 

in written language. The recognition of "receive - reception" would be more difficult than the 

above two pairs in both aural and written language. Thus, morphophonemic awareness 

necessarily presumes morphological awareness. 

224 Morphological Awareness, Morphophonemic Awareness, and English 

OrtmJwhy 

Morphophonemic awareness involves the awareness of English orthography as a multi-code 

system. This is summarized by Albrow (1 972) as recognition of the following: 

1. word pairs whose spellings reflect their phonemic forms, morphemic relatedness, and 

semantic link, such as "sin - sinful"; 

2. word pairs which are semantically and rnorphemically related, but whose spellings partly 

conceal their relatedness, as in "decide - decision"; and 

3. word pairs which are semantically or morphemically related and have spellings reflecting the 

phonemic changes, such as 'beast - bestial," thus sacrificing their semantic or morphemic link 

in writing. 

These three word pairs represent the increasing order of opaqueness of English orthography in 
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base word-derived word pairs. This 'differential orthographic complexity" accounts for the increasing 

order of difficulty in the acquisition of morphologically (and usually semantically as well) related word 

pairs by learners (Luelsdorff 1987). A full understanding of English orthography involves the discovery 

and learning of the phonemic as well as the systematic morphophonemic code. I would assume that, 

for ESL learners, it is this duality of the orthographic code that causes difficulties in the pronunciation, 

reading, and perception of English derivatives. Difficulty is especially encountered in words whose 

aural representations (pronunciation) do not match their visual representation (spelling), and those 

words whose visual and aural representations do not match the visual and aural representations of 

their bases. I would also assume that if the learners' L1 has a non-alphabetic writing system, is 

isolating rather than agglutinating, has little or no morphological processes, and consequently, little or 

no morphophonemic alternations, then the development of morphophonemic awareness is all the more 

pertinent.5 

23 Research in Morphological and Morphophonemic Awareness in ESLJEFL 

Numerous studies have been conducted concerning morphological and morphophonemic 

awareness among native speakers of English. In the field of psycholinguistics, many of these studies 

aim at countering the claims made by Chomsky and Halle in Sound Pattern of Enalish (1968). 

that the historical changes in the English language reflected in the vowel shift rules are part of the 

linguistic (phonological) competence of contemporary native speakers of the language (Moskowitz 

1973; Steinberg 1973; Armbruster 1978; Wheeler 1980; Wheeler & Schurnsky 1980; Jaeger 1984, 

1986; McCawley 1986; Ohala 1986; Wang & Dewing 1986; Jones 1991). There have also been 

psycholinguistic studies that aim at explaining the mental representations of derived words, their 

association with morphologically asociated words, and their retrieval (Murrell & Morton 1974; MacKay 

1978; Nagy et al 1989). Other studies attempt to relate these mental representations to reading ability 

(Rubin et al 1979; Stanners et at. 1979). Literacy studies focus on word knowledge and spelling 

(Templeton 1979; Fischer et a1 1985; Templeton & Scarborough-Franks 1985; Bruck & Waters 1990). 



In contrast to the number of studies conducted on all levels of language awareness among 

native-speakers of English (phonemic, syllabic, morphological, and morphophonemic), studies 

relating to ESL interlanguage morphology and morphophonemics have been very restricted. In this 

section 1 will review empirical research on the morphological and/or morphophonemic awareness of 

ESUEFL learners from different language backgrounds. 

Erdmann's study involved native-speakers of German in university and high school (with four 

years of English). The study examined the pronunciation of English derived words with the suffixes -a/, 

-able, -ative, and -story. The primary stress placement of such English words vary from the 

penultimate to the antepenultimate syllables. Cognate equivalents of these words in German, bearing 

the corresponding suffixes -'al, -'abel, -altiv, and -altorisch were examined for their pronunciation by 

subjects. The German suffixes are stress-fixed so that in multisyllabic words to which these suffixes 

are attached, the main stress is on the syllables in the suffixes. Some examples are: 

English 

3-syllable words: 'sedative 

German 

seda'tiv 

'Interlanguage 

English 

'se'da t iv 

'putative puta'tiv 'pu'tativ 

4-syllable words: de'cla rative deklara'tiv 'decla'rative 

'generative genera'tiv 'gene'rative 

5-syllable words: an'ticipatory antizipa'torisch 'antici'patory 

com'pensatory kompensa'torisch 'compen'satory 

Generally, subjects systematically shifted the stress one syllable to the left of the stressed 

syllable in the German equivalent word, a principled modification of English stress which Erdman 



called 'pseudo-stress rule.' There were no errors in the pronunciation of English bisyllabic words 

containing the suffix -ul where the stress was on the penultimate syllable and on the final syllable in the 

German cognate (eg. German 'glo'bal' and 'le'gal" were correctly pronounced as English "'global' and 

*lega17. It was concluded that this interlanguage pseudo-stress rule was not simply transfer of L1 

stress rules or approximations of English stress rules, but more the elaborations of L1 rules. 

232 Mails (1989) 

This study of adult Spanish ESL learners tested their pronunciation of 80 multisyllabic words 

(monomorphemic, derived, and inflected words). Pronunciation was elicited in casual conversation 

and reading of sentences, paragraphs, and short stories. Mairs concluded that there was negative 

transfer of L1 stress rules only at the level of phrases and compounds. Stress errors in TL words were 

neither negative L1 transfer nor adaptations of L1 stress rules. The main source of errors was the 

internal structure of the syllable in TL words, viz. the series of segments of a rime which violated L1 

syllable structure, confirming the Marked Rime Hypothesis. The subjects tended to assign primary 

stress to syllables containing the VGC (i.e. Vowel-Glide-Consonant) rime not permissible word-finally in 

Spanish. Errors in word stress were found in all words ending in -VGC# and -VGC + stress-neutral 

suffix (eg. "orga'nize' and '"rea'lize' for -VGC#, and "compli'cated' and "adver'tising' for -VGC+ 

stress-neutral suffix). Mairs used the periphality condition relating to rime extrametficality to explain the 

subjects' difficulty with words containing -VGC + stress-neutral suffix such as -or or -er and -ing. 

This study of Portuguese-speaking univers'hy students of English in Brazil examined their stress 

problems in multisyllabic words, including monomorphemic words and English-Portuguese cognate and 

nonqna te  derivatives. It was found that English words with different stress patterns from their 

Portuguese cognates actually caused less difficulty than words with the same stress patterns. As well, 
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Q primary stress. (Where final syllables of verbs required primary stress, scores for correct responses 
b - 

were much higher.) Unlike Matros and Cintra (1966, in Baptista 1989) who cited negative transfer in 

the pronunciation of Portuguese cognates, Baptista attributed these errors to the subjects' 

interlanguage rules regarding the TL. The tense vowels of the final syllables of these words in English 

also explained errors in the pronunciation of words like 'contributors" where subjects placed primary 

stress on the tense penultimate syllable. Another tendency among subjects was to indiscriminately 

maintain the stress of the root word (I use the term "base word") in the pronunciation of derivatives. 

The rate of error caused by root word stress was four times higher than errors where subjects placed 

stress on other syllables (p.13). This showed that the majority of stress errors were caused by the 

subjects' maintaining the base-word stress in derivatives. Where derivatives did not require stress 

shifts from the root words, as in those with weak suffixes (-fy or -er, except after Greek elements), 

correct pronunciation score was 90%. In general, Baptista appeared to account for her subjects' errors 

in pronunciation as overgeneralization of English stress rules rather than the negative transfer of 

Portuguese stress rules. 

This study involved Jordanian undergraduate learners of English and examined their 

pronunciation of multisyllabic English words. Anani attributed pronunciation errors to negative transfer 

from L1, Arabic. The fixed stress patterns of Arabic multisyllabic words that have syllable structure 

corresponding to English multisyllabic words were transferred to these English words. For example, 

Arabic trisyllabic words with long final syllable (eg. "rnaga'diir," "Tayya'raat") corresponded with English 

trisyllabic words with final syllables containing tense vowels. This led to errors in the pronunciation of 

words like '"subma'rine,' '"rnoder'nize,' '"engin'eer," '"photo'graph,' '"edu'cate,' '"appe'tite," 

'"sepa'rate,' '"para'chute,' and '"hesi'tate." Moreover, where Arabic words had the syllable structure 

of CV-CVC-CV, (as in "ka'milli," "Was'silni,"), their stress pattern was transferred to English words with 



similar syllable structure, thus producing "'cer'tainly." While test items consisted mostly of derivatives 

as well as compounds, Anani examined their pronunciation from their syllable structure rather than 

morphological structure. 

23.5 Fokes and Bond (1989) 

This study involved five native speakers of five different Ll's, viz. Farsi, Japanese, Spanish, 

Hausa, and Chinese. Subjects were tested for their pronunciation of words in isolation and in 

sentence context. Test words consisted of two-syllable words (eg. "confess" and "conclude") as well as 

three-syllable words with affixes (eg. "confession" and "conclusion") and four-syllable words with affixes 

(eg. "combination" and "competition"). No significant differences were found between native-speaker 

pronunciation and non-native pronunciation of two-syllable words. With respect to words of more than 

two syllables, it was found that none of the subjects pronounced these words with the same durational 

relationships (between stressed and unstressed vowels) as the American native-speaki ng controls. For 

the non-native subjects, unstressed vowels were longer while stressed vowels were shorter. 

Moreover, nonnative-speaker subjects had the greatest difficulty in producing the appropriate stressed 

and unstressed vowels in four-syllable words. A variety of vowels were produced for stressed vowels, 

and unstressed vowels were not reduced. Moreover, the subjects' difficulties in pronunciation were 

associated with types of words (that is, number of syllables) rather than with producing these words in 

isolation or in sentence context. The authors attributed their pronunciation difficulties to the fact that 

their Ll 's were syllable-timed languages rather than stress-timed as English is. 

23.6 Aildng-Brandenburg , James, and Meijs (1 990) 

This study examined the suffix-learning strategies of Dutch university students and secondary 

school students of different ages, in the acquisition of complex words in English. The strategies 

examined were those of applying rules and analogies, or learning by heart. Test items were 



E categorized as follows: words of which the base forms and the derived forms had been studied, words 

of which just the base-forms had been studied, and words of 

derived forms had been studied. Suffixes included in the test 

. (er, -ish, -ness, -merit, -able, and -ed) and Latinate suffixes 

which neither the base forms nor the 

items were both native English suffixes 

(-or, -ant, i fy ,  and <Me). Subjects were 

required to 'make a noun from a verb,' 'make an adjective from a noun or a wrb,' or 'make a verb 

from a noun" etc. Answers had to be in wriien form and spelling had to be correct. 

It was concluded that either strategy (whole-word learning or the application of word formation 

rules) could have been at work. However, there were other findings of significance. Overall scores in 

all words of all categories increased with educational level, thus confirming the importance of 

exposure. Scores for regular words (native English suffixes) were always higher than for irregular 

words (Latinate suffixes). Scores were lowest for unlearned base words and unlearned derived words. 

Frequency of suffixes was an important factor in the scores, even for university students. However, 

the authors conceded that the errors made by subjects were due to the lack of knowledge of English 

word formation rules and spelling rules. 

This study examined the application of word formation rules in English by native speakers of 

English and ESL learners. Subjects used the suffix -ity to form nouns and -ity nouns to form 

adjectives, with the application of vowel shift and velar softening. Test items consisted of nonsense 

words. Subjects were Polish and Austrian university students. The Austrian subjects were all students 

of linguistics. Controls were American speakers of English, one of whom was an English philologist. 

Results showed that for both types of tasks, the Austrian speakers scored higher than English 

speakers. This was attributed to their linguistic education. Among the English and Polish speakers, 

scores were perfect for the linguistically educated, and lower for those educated in other areas. It was 



processes and had to be learned as morphological rules by native speakers as well as non-native 

speakers of English. This explained why both native speakers and ESL learners manifested the same 

difficulties in the application of these processes in words with -iy. Linguistic education also influenced 

the application of these rules (cf. Jaeger 1984, 1986; McCawley 1986:5). A native speaker might, 

however, become aware of these processes through observation and analogy. Analogy was employed 

as a strategy when consciously manipulating morphological material (p. 419). 

24 Rationale For My Study 

The above review has shown that, except for Aiking-Brandenburg et al (1990) and Dziubalska- 

Kolaczyk (1982), studies on ESUEFL learners' knowledge of derivatives have emphasized 

pronunciation. In Aikung-Brandenburg et al., the focus was on word formation only; in Dziubalska- 

Kolaczyk, the employment of pseudo-base word might not reflect the real state of learners' 

morphological and morphophonemic awareness. In general, the emphasis has been that the 

pronunciation problems in English derivatives are simply phonological problems having to do with 

segments, syllables, and within-word prosody. Anani (1989), in his examination of syllable structure 

and pronunciation, did not distinguish multisyllabic monornorphemic words from compounds and 

derivatives. All these different multisyllabic words were treated as purely phonological units and 

pronunciation problems stem simply from problems of prosody due to different syllable structures 

between L1 and L2. Subjects' possible knowledge about the structural representation of derivatives 

and compounds and how this might affect pronunciation was not taken into account. In general, 

except for Baptista (1989), the possibility that subjects' phonological problems with derivatives could be 

related to their mental representations of associated base words has not been explored. This means 

that derivatives have been treated as though they are isolated items in the learners' L2 lexica, their 

pronunciation being unrelated to that of other morphologically related words. Consequently, errors in 

the pronunciation of derivatives are seen as problems in L2 phonology and not in L2 morphology and 



morphophonemics. I think Baptista's conclusion about the source of error in the pronunciation of 

derivatives, though limited to stress placement, is valid. Morphological relationships between words 

which are recognized by subjects can be a factor influencing their pronunciation of derivatives. This 

would be particularly true when L1 and L2 are typologically distant and the likelihood of L1 positive or 

negative transfer can be discounted and learners have to draw upon their generalizations of TL rules. 

Baptista's study had three limitations, however. Firstly, in her examination of the oral 

production of derivatives (including cognates) by Portuguese-speaking learners of ESL, the oral 

production of associated base words was not examined. The basis for claiming that errors stemmed 

from "root-word stress" for the majority of derivatives was therefore absent; il was simply assumed that 

the learners' base-word phonology would be that of the native speaker. Secondly, only base-word 

stress was accounted for; the possibility of base-word segments being replicated in derivatives was not 

investigated. An examination of a greater number of non-cognate derivatives might have revealed 

different results regarding the effects of base-word segments on the production of derivatives. The third 

weakness was that she did not examine her subjects' semantic representations of base word-derived 

word pairs which could be a possible factor affecting the pronunciation of derivatives. This is especially 

likely in the case where L1 and L2 are typologically related and subjects' awareness of morphological 

relatedness between L2 words could be expected to be high. Baptista's study included the 

investigation of the pronunciation of English compounds as well. However, unlike Anani (1989), she 

did analyze derivatives as a distinct kind of morphologically complex word from compounds. 

As stated earlier, learners' knowledge of the semantic andlor morphological relatedness 

between words could be a factor influencing their aural recognition and oral production of these 

associated words. Fokes and Bond (1989) concluded that ESL subjects produced a variety of vowels 

in four-syllable derivatives. The possibility that they were base-word vowels was not explored. In my 

study 1 examined ESL subjects' production of base words and their associated derivatives to see if they 

incorporated base-word vowel and base-word stress in their oral production (and aural reccognition) of 



derivatives. Aiking-Brandenburg et al (1 990) investigated learners' interlanguage suffiixation rules. I 

decided to do the reverse, that is, I examined the strategies used by the subjects in abstracting base 

words from derivatives. This testing technique had four advantages over the test used by Aiking- 

Brandenburg et al. Besides testing subjects' recognition of affixes (especially suffixes), it also tested 

their ability to abstract base words from derivatives which was important for decoding meaning. It also 

showed whether opaque spelling obscured subjects' ability to abstract base words, and what kinds of 

strategies involving affixes and spelling changes were used by subjects in abstracting base words. This 

test would therefore reveal the subjects' morphological and morphophonemic awareness. In my study, 

ESL learners' performance in listening, pronunciation, word analysis (knowledge of word relatedness 

and spelling) as well as learners' awareness of the semantic association between morphologically 

related words were investigated. The objective was to present a more integrated picture than previous 

studies of ESL learners' performance regarding English derivatives. 

In contrast to Baptista's, Erdrnann's, and Aiking-Brandenburg et at's subjects, whose Ll 's 

were typologically related to English, I selected native speakers of Cantonese as my subjects since 

Cantonese is typologically distant from English. I will describe this language at the word level as 

follows: 

i) Cantonese has no morphology (except for compounding) and consequently no 

morphophonemics; 

ii) ~antonese writing is logographic and therefore does not involve phoneme-grapheme 

correspondence or morphophonemic representations; 

iii) Cantonese syllable structure is different from English syllable structure (Cantonese syllables 

have only nasal codas, no reduced nuclei, and no consonant clusters); 

iv) Cantonese is syllable-timed, not stress-timed as English is; and 

v) Cantonese has no cognates with Engl i~h.~ 

The above features of Cantonese would exclude the possibility of the effects of positive or negative 

transfer in my subjects' performance in their perception, pronunciation, and word analysis of English 



derivatives, as well as their rating of the semantic relatedness between pairs of morphologically 

associated words. Their performance would depend almost entirely on TL rules they had learned or 

formulated for themselves. In analyzing the errors of such a group of subjects, I would also be able to 

determine the possible psycholinguistic processes that would account for learner errors. 

Conclusion 

The morphological and morphophonemic awareness of ESL learners at the level of derived 

words has not been well investigated. The investigation of learners' performance on derivatives has 

been restricted mostly to pronunciation while the relation between phonological performance and formal 

representations of derivatives and base words has not been examined. Moreover, an integrated 

perspective of ESL learners' lexica concerning derivatives has not been presented in research as 

studies have so far restricted their scope of investigation to one aspect of derivatives, phonology or 

morphology. In addition, semantic representations of morphologically related words in the lexica of 

leamers have not been examined. As explained in Chapter 1, my study was an attempt to examine 

morphological and morphophonemic awareness of my subjects as part of their L2 competence, that is, 

lexical competence, in terms of their perception, production, and decoding of derivatives and their 

recognition of the semantic association of morphologically related words. In addition, I attempted to 

overcome the limitations of error analysis in interlanguage theory. Besides the description of my 

subjects' TL "constraints," I attempted to provide a psycholinguistic explanation for my subjects' 

errors. This allowed me the advantage of determining the similarities, if any, between speakers and 

leamers in their acquisition of learning of Latinate derivatives. Before I describe my study, 1 will 

present a brief overview of the relationship between the learner, linguistic theory, and linguistic 

competence and performance. This discussion will help to support my suggestions for classroom 

techniques for raising morphological and morphophonemic awareness among ESL learners which I will 

make in Chapter 9. 1 will also review three major morphophonemic theories in the linguistics literature 

and discuss their pedagogical significance. 



Notes: 

1. According to Gleason, morphophonemics is 'one of the most vexed technical terms in 
linguistics. In no two systems of linguistic theory is it used in the same way'(Gleason 
1 965226). According to Hockett, 'Morphophonemics ..... subsumes every phase of the 
phonemic shape of morphemes: the typical shape of altemants, the types of alternations, 
and the various environmental factors (phonological or grammatical) which elicit one 
alternant or another of those morphemes which appear in more than one shape' (Hockett 
1950:63). The above explanation by Hockett appears to represent the general sense in 
which the term 'morphophonemics' is used in contemporary literature on literacy and 
applied linguistics. In this thesis, the term 'morphophonemics' is used to refer to 
alternations in derived words, that is, alternations that are induced by morpohology. In 
Chapters 4, 5, and 6, whether phonological mles induce alternations will be discussed as 
part of morphophonemic theory. I would also like to add that, for the sake of consistency 
with research in applied linguistics, literacy, and psycholinguistics, the term 'derived' is 
used here in the sense of the derived word being differentiated from an inflected word. 
The term 'derivedm is thus used with no reference to whether a word can possibly be 
derived from another, or can be merely related. This distinction is discussed in detail by 
Anderson (1 992). 

2. The concept of the morpheme as minimal meaningful unit in the traditional sense has been 
the one adopted in the literature of applied linguistics and literacy and is used here in this 
sense. Aronoff's (1 976, 1994) discussion of what constitutes a minimal meaningful unit, 
and hence, a morpheme, is discussed in Chapter 5. 

3. The term 'word' is used here in the traditional sense of the minimal free form. Aronoff 
(1 994) replaces his 1976 term 'word' with the term 'lexeme' in order to avoid confusion 
with the 'phonological word' in prosodic phonology. However, I use the term 'word" in its 
traditional sense for pedagogical convenience. 

4. The semantic compositionality of derived words and compounds has been much debated 
in the field of morphology in that the meaning of the whole word may not be constituted 
from the meaning of the parts. However, complex words are mostly semantically 
compositional rather than non-compositional (Sproat 1992). In terms of literacy and 
vocabulary development, recognition of semantic compositionality of morphologically 
complex words would be the first basic aspect to teach or learn. 

5. Evidence indicates that phonemic awareness does not seem to develop in Chinese adults 
who are not exposed to pinyin (Read et a1 1986). 

6. The following comments are based on my personal knowledge of Cantonese and familiarity with 
Cantonese speakers from Hong Kong. English words present in Hong Kong Cantonese are strictly 
fairly recent lexical borrowings or loan words comprising mainly of items of cultural significance and 
those used in modern technology. They are not cognates in the sense that English 'lecture,' 
French 'lecture,' and Spanish 'lecturaw are cognates since these three are related or cognate 
languages and Cantonese and English are not. In the case of derivatives borrowed into 
Cantonese, they are mostly -er/-or words and -ion words, that is, nouns. Borrowed as 
unanalyzed whole words, no systematic application of phonological rules (in the sense of stress 
shifts and segmental alternations) and morphological rules based on Cantonese is likely or possible, 
as might happen in typologically related languages and L1 and L2 words could be cognates in the 
sense that I have defined them. From my personal perception, Cantonese speakers, in attempting 
to produce the stress patterns of multisyllabic English loan words when speaking Cantonese, tend 
to induce tone into the syllables, where even rising tones are evident in the syllables of some 
borrowed words. ('Sofa' and 'locker" are pronounced with a level tone in the first syllable and a 
rising tone in the final syllable. Other segmental modifications might also occur.) 



LINGUISTIC: THEORIES AND APPLIED LINGUISTICS - THEORETICAL LINGUISTICS AS A BASIS FOR 
THE TEACHING AND LEARNING OF LANGUAGE 

In this chapter I will explain the need for a theoretical basis for the teaching and learning of the 

morphology and morphophonemics of English derivatives. Pedagogy should be based on linguistic theory 

or theories that are psychologically valid as an explanation or description of a real speaker's grammar 

regarding this aspect of the language. I will also explain the criteria for selecting a linguistic theory or 

theories that would help in constructing pedagogical guidelines for this purpose. According to Chornsky 

(1966), theories in linguistics are not aimed at language pedagogy, and in the last three decades it has 

been convenient to discard linguistic theories, except for those in sociolinguistics, from the field of 

language teaching on the grounds of abstractness and complexity. Some variants of generative linguistics 

which aim at a more plausible representation of human grammar may offer useful insights to language 

teaching. In Chapter 4, 5, and 6, 1 will summarize current linguistic theories that have attempted to 

explain the morphophonemics of English derivatives viz., natural generative phonology (Hooper 1976), 

lexical phonology (Kiparsky 1982a), prosodic phonology (Szpyra 1989), Linell's (1 979) theory of phonology 

and morphophonemics and Aronoff's (1976) theory of morphology (word formation). Their pedagogical 

implications will also be explained. Both Linell's and Aronoff's theories are unfortunately not the "latest" 

in linguistic theorizing in the field of my discussion. Their value lies in their comprehensive explanation of 

'what goes on in the minds of speakers," so to speak. Their theories offer practical considerations that 

we may take regarding the teaching and learning of English morphology and morphophonemics. 

3.1 Language, the Language Learner, and Linguistic Theories 

According to Stern, the choice of an approach to language teaching is determined by the following 
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key concepts -- the nature of language, the leaner and the nature of language learning, the language 

teacher and language teaching, and the context of language learning and use (Stern 1991). Bell 

formulates the first three concepts in the form of the following questions which makes clear what we must 

answer before we adopt any approach or theory (1981:18): 

1. What do we believe language is? 

2. How do we believe people leam language? 

3. How can we help people to learn language? 

If our answer to Question 1 is that language is a code (with specific organizations) that functions 

as a vehicle for human communication, and if Question 2 and 3 imply that language is a phenomenon 

that involves man, his cognitive ability, and his social, cultural, political, and educational environments 

and needs, then linguistic theories should provide descriptions and explanations that relate plausibly to 

man's actual capacity for and use of language. This socio-cognitive-fund ional view of the language user 

and learner makes it necessary that applied linguistics seeks approaches to language teaching based on 

linguistic theories that reflect the way people use or learn language. L2 theories need to reflect empirical 

operations and empirical data (McLaughlin 1990). It is also necessary that applied linguistics presents 

insights from these linguistic theories in a readily comprehensible manner to language learners. 

The trend in mainstream modem linguistics has been increasingly in the direction of language as 

a static object of abstract analysis, restricted to the enquiry into the forms of language and away from the 

direction of language as human behavior. To be pedagogically useful and relevant to the description of 

grammars of natural human languages, linguistic theory should ideally reflect the way people learn 

language or store linguistic rules and representations of the different aspects of language (such as 

morphology) in semantic memory (McKoon & Ratclii 1979:463). In Chomsky's words (1968), 

transformational-generative grammar aims at describing the grammar of an ideal native speaker-hearer of 

a language whose grammar is maximally general and reflects the unconscious knowledge of all speakers 

of the language. Generative linguistics in the tradition of Chomsky has been seen as generally overly 



formalistic, abstract, and mentalistic (Braine 1974; Hooper 1976). Empirical studies in psycholinguistics 

have confirmed the lack of psychological reality of such a uniform grammar among speakers. (See Chapter 

Linguistic theory that reflects "moderate realism" (Linell 19795) that would have offered some hope 

of restoring the validity of theoretical linguistics within applied linguistics has largely been overlooked. In 

fact, it may be said that formalism and abstractness in linguistic theory have been instrumental in the 

over-application of sociolinguistic theory (communication in language use) in current applied linguistics to 

the neglect of the formal aspects of language. An understanding of the latter facilitates language teaching 

and learning; at the same time, the application of sociolinguistic principles based on context and needs 

enhances the effective use of the language in social contexts. 

Biological, psychological, and social realities must be taken into account in linguistic theory so that 

it provides an adequate explanation of how language is understood and used. Thus, Braine (1974) 

questions the learnabillty of phonological rules that are maximally general and economical as found in 

Chornsky and Halle's The Sound Pattern of Endish (1 968). As Lass (1 984:214). says, a real speaker 

is neither a linguist nor capable of recapitulating the historical development of sound changes (as claimed 

by Chornsky & Halle) in his synchronic use of the language. 

'Moderate realism" in linguistic theory, such as Linell (1 979), reflects the view that speakers may 

be assumed to have organized knowledge of their language in some specific ways. According to Linell 

(1979), psychological reality about rules and representations in language is difficult to describe or define 

and may be best said to refer to that which is behaviorally observable, compatible with what is found in 

real linguistic performance or 'external evidence" such as in learning or acquisition. Lakoff's cognitive 

phonology (1993), as part of the recent development in cognitive grammar, has begun to reassess 

generative phonology. In Lakoff's theory, intermediate stages of derivations never occur in the minds of 

speakers. Lakoff's alternative to generative derivations and rule ordering is a three-level phonological 



I C 
structure -- morphemic, phonemic, and phonetic. All intermediate stages of derivation which never occur 

as cognitively real representations or processed cognitively by speakers are unnecessary. 

33! Theory of Language and Theory of Performance 

The primary concern of applied linguistics is learner performance. In aiming to understand the 

learner, the applied linguist endeavours to look at competence (which is defined as what the learner or 

speaker knows about the language, and his capacity for knowing or learning that language), through his 

performance (how and what he learns about or does with language). Therefore, applied linguistics must 

make a distinction between a theory of language and a theory of performance. While a theory of language 

(or more accurately, a theory of grammar) must be concerned with economy of description (in terms of 

rules and notations so that it reflects the maximal generalizations that can be made of the language), a 

theory of performance must reflect the realtty of language learning and use (Bennett 1974:105). For 

linguistic theories to be adequate pedagogical foundations, linguistic theories should reflect the relationship 

between competence and performance. 

3.2.1 l'hecwy of Performance and the Language User 

According to Bennett (1974), a theory of performance must include the following explanations 

regarding language use : 

1) the way language is internalized by the child or adult, using his capactty for language 

(including his knowledge of grammaticality and appropriateness); 

2) such phenomena of language use as the encoding of items in terms of memory storage and 

retrieval, including the understanding or production of sentences or words of different 

complexity, the memorisation involved in the reproduction of such sentences or words, 

and the creative use of language (such as creating new words using rules of affixation or 

compounding in the language); 



the fact that the rules that describe a grammar are, or may be, quite different from those 

that a language speaker uses or knows. Thus, rules used as an essential part of the 

technique of defining complex language phenomena through a limited set of formulae or 

categories may not be those employed by a language user. A theory of performance must 

thus only aim at modelling precisely and explicitly how rules can be learned (or mislearned) 

and used; 

the development of knowledge of complex subject matter in a learner as a function of the 

interaction of data and his competence. If language as a code is systematic and rule 

governed (in the sense of being agreed upon and accepted by the community of users), 

then the state of linguistic knowledge in an individual at any one time is a partial and 

developing language system; and 

knowledge of language as not purely linguistic, but social. An utterance is made with 

intent and function in mind, according to the pragmatic and semantic requirements of the 

speaker and the social situation. 

Hammerly (1 985; forthcoming) offers four characteristics of a good linguistic theory from the 

pedagogical point of view. A good linguistic theory defines its concepts precisely, is internally consistent, 

makes predictions which are experimentally testable, and contains propositions which are not opaque or 

untestable empirically. When a linguisic theory forms the foundation of a pedagogical model, the model 

is useful when it facilitates language learning, use, perception and production, and decoding and 

understanding (Hammerly 1991 :I 76). A linguistic theory would also take into consideration that neural 

processes occur in real time (in which long derivational processes cannot occur) (Braine 1974; Linell 

1979; Hammerly 1991; Lakoff 1993). 

3.3 Criteria for a Pedagogical Evaluation of Linguistic Theoris 

To recapitulate, applied linguistics based on a theory of performance would require a number of 
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theories must reflect, viz: 

1. that language is a socio-psycho1 ogical phenomenon; 

2. the organization of a real speaker's grammar; 

3. the linguistic capacities of a real speaker; 

4. the psychological reality of linguistic entities and rules, which in turn implies the learnabillty 

and teachability of language; 

5. the real speaker's semantic memory, that is, the organized knowledge of a speaker about words 

and other verbal symbols, meanings and referents and their relations, rules, and 

formulae for the manipulation of these items (McKoon & Ratcliff 1979:463); 

7. the inter-speaker and intra-speaker variability of the grammar (Wheeler & Schurnsky (1 980); 

8. the way a real speaker might reasonably be expected to analyze and establish the rules of his 

language; and 

9. the use of external evidence or empirical evidence that supports the theoretical analysis. 

The above criieria will enable us to construct guidelines for any teaching point of language based 

on sound linguistic theory. Pedagogical guidelines would thus be based on linguistic theories that meet 

the greatest number of criteria in terms of a theory of performance and may be complemented or enriched 

by principles from other relevant theories, such as psycholinguistics, sociolinguistics, and education. 

These criieria also enable us to arrive at the following principles in language teaching: 

1. Language learning involves metalinguistic awareness. 

2. Language can be learned and taught explicitly. (See Chapter 1 .) 

3. If individuals vary in the rate and manner of processing complex subject-matter such as 

language, the only way to ensure that each learner has access to information about the 

structure of the language is to present it in an ordered.way which makes every relationship 

fully explicit. This fully explicit model would also account for all the data related to a 



particular aspect of the language which the learner is expected to know at a particcular 

level of language learning. It is for this purpose that rules are used in language teaching. 

4. The language teacher, by adopting an appropriate approach based on adequate linguistic 

theories (and other socio-psychological considerations), can bring about "a relatively 

permanent improvement in L2 learning or behavior through instruction" (Hamrnerly 

1 986:48). 

Conclusion 

For a linguistic theory to be meaningful and applicable in language teaching, its description and 

explanation need to meet the way a real speaker or leamer uses language and manipulates its entities. 

Its analysis would need to provide the means to make any necessary explanation about the language 

explicable. For this reason, in Chapter 4, 1 will discuss current linguistic theories that have attempted 

to explain English morphophonemics. I will also ascertain their relevance to and suitability for establishing 

pedagogical guidelines in terms of the above criieria. My discussion of the pedagogical implications of 

linguistic theories are based on my personal assessment of these theories regarding their usefulness to 

L2 teachers and learners. This is also true of my discussion of Linell's and Aronoff's theories in Chapters 

5 and 6 respectively. 



Chapter 4 

Crystal's Dictionary of Linguistics and Phonetics (1991) defines morphophonemics as a branch 

of linguistics referring to the analysis and classification of the phonological factors which affect the 

appearance of morphemes; or correspondingly, the grammatical factors which affect the appearance 

of phonemes. This definition reflects the current debate as to whether rules of phonology govern the 

alternation of phonemes in morphemes; or conversely, it is morphological processes that cause 

phonemic alternations. In this chapter, I will summarize three major theories of morphophonemics that 

came after Chomsky and Halle's The Sound Pattern of Endish (SPE) (1968) and evaluate each of 

them as a possible theoretical model for the teaching of the morphology and morphophonemics of 

English derived words. 

41 Morphophonemic Theory 

Chomsky and Halle's approach to rnorphophonemics in The Sound Pattern of Endish (SPE) 

(1968) is purely phonological, based on the claim that a series phonological rules apply in a fixed order 

on the segments of the underlying representations of derivatives to derive their surface phonological 

forms. The rules apply without reference to their base words or the process of affixation. Another 

weakness was its failure to take into account morphological processes in derivations. Within current 

generative linguistics, intercomponential analysis is favoured and 'morphophonemics" is seen as an 

interface between phonology and morphology in Natural Generative Phonology (NGP) (Hooper 1976) 

and Lexical Phonology (Pesetsky 1979; Kiparsky 1982). Prosodic Phonology has also been used to 

explain morphophonemic alternations in derivatives (Szpyra 1986). 



41.1 Nahrrol Gcncrcrtive Phonology (NGP) 

Proponents of NGP claim that, unlike m, it is a 'concrete phonology' in that all variants of a 

morpheme must be possible surface forms (Hooper 1976:4). Phonological rules apply to surface forms 

and involve no extrinsic rule ordering. Only intrinsic rule ordering occurs where a rule applies as long 

as its structural description is met (also Vennemann 1974). Distinguishing special lexical rules (that 

express lexical relation between forms) from automatic phonological rules (such as 'house - hou[z]es'), 

Hooper posits Via Rules. In the pair of a base word and a related word such as 'divine - divinity,' the 

alternations in the second syllable of both forms are lexicalized alternations. Both lexical items are 

entered in their full forms in the lexicon and are linked by a Via Rule, their relation expressed thus: 

01 <----> I. 

Similarly, 'serene - serenity" would be expressed as: 

I <---- > 8, 

and 'sign - signify" as: 

ax <----> 1s. 

Via Rules may vary from speaker to speaker, and some speakers of English may not have any Via 

Rules. Moreover, no form is 'derived" from another form. 

Hooper accounts for Via Rules (and other automatic phonological rules) as originating in 

phonetically motiv&d sound changes. The tendency is for the new alternant to move up from a purely 

phonetic function to a semantic function in the grammar. The reason for this seems to be the desire on 

the part of speakers to interpret alternations as meaningful where possible, leading to 

rnorphologization. Thus, Via Rules do not come into the grammar fully formulated (unless they are 

borrowed forms); they have an evolutionary development in the history of the language. Therefore, 

Vowel Shift Rules cannot operate in synchronic grammar. 

Hudson, also working within the framework of NGP, presents paradigmatic disjunctive 
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statements within individual entries consisting of surface affix forms. For instance, the entry for "divine" 

! would be as follows (Hudson 1974, in Durand 1 99O:l49): 

419 Theoretical Objections to NGP 

The two major objections may be summarized as follows: 

i) Lack of theoretical basis for Via Rules 

Durand (1990:149) argues that Via Rules are vague. Two segments on both sides of 

the double ended arrow are not connected by a precise context. As well, if the 

speaker can go in either direction as the double ended arrow indicates, then Via Rules 

become debatable especially in the case of back-formation which typically proceeds 

from clipping rather than returning to the base form, as in "self-destruct" (from "self- 

destruction"), not "self-destroy." Dresher(l981) claims that NGP does not provide a 

basis on how a child learning the language can possibly arrive at the alternations 

between words if there are no real rule basis for these alternations. Kenstowicz and 

Kissberth (1979) claim that without rules in the real sense, alternations would appear 

to be idiosyncratic. Such a theory would also fail to explain alternations which are 

regular and could be formulated economically with rules. 

k) Lack of generalization about the grammar 

Durand (1 990) also objects to Hudson's disjunctive statements within individual lexical 

entries as they reduce all alternations to disjunctive lists without capturing the 

grammatical facts of the language: In short, NGP does not explain the mental 

organization of phonology, morphology, and the lexicon (Dresher 1981 :149). 



In lexical phonology (Kiparsky 1982b), phonological rules act upon morphological constructions 

so that the morphology-phonology interface represents one essential component of the grammar. 

Lexical phonology may be summarized as follows: 

1. At the level of each affixation, morphological rules operate to put together morphs for 

word formation. Then, phonological rules operating at that level are applied, triggered 

by the particular morphological rule. The new word is put through a morphological 

operation if another affix is attached, and phonological rules are applied to the new 

word. Thus, lexical rules are cyclic, following Mascara's Strict Cyclicity Condition 

(Mascaro 1976, 1983; in Spencer 1991). 

2. Affixes are attached according to their status or level in the grammar. Affixes belong to 

two levels, Level (Class) I and Level (Class) II (Siegel 1974). Level I affixes are non- 

neutral and induce vowel shifts, laxing, and consonant alternations (eg. "sane - sanity" 

where -ity is a Level I affii). Level II affixes are neutral and do not trigger any changes 

to the base word (eg. "natural - naturalnessw where -ness is a Level II affix). All Level I 

affix(es) must attach and the appropriate phonological rules applied before Level II 

affixes can attach for further application of phonological rules. This is referred to as 

Affix Ordering Generalization (AOG) (Allen 1978). 

Level I affixes are: -ity, -ation, -al, -ic, -iun, -ifL, -ory, -ion, -ive, and -y. 

Level il affixes are: -ful, -ness, -less, -some, and -ing. 

According to AOG, we should correctly derive words like [[[history]ic]al] and not words . 

like '[[[[kind]ness]ic] all. 

3. The output of each layer of derivation must be structure-preserving and phonologically 

well formed words in the language in terms of segments, syllable structure, and 

prosodic structure. 
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4. The Bracket Erasure Convention (Kiparsky 1982b) requires that internal brackets are erased at 

the end of each morphological operation or level before the next affix is attached. The 

morphological and phonological properties internal to the word is not taken into account when 

the word enters the next level of affixation. Below is Kiparsky's model of lexical phonology: 

Underived lexical items 

1 
- I Level 1 morphology e-----> Level 1 phonology I 

/ e 

/ X 
Level 2 morphology c------> Level 2 phonology i 

I Level n morpholo~ c ---- > Level n phonology n 
I 

/ 
Syntax - Postlexical phonology 

Kiparsky's Model of Lexical Phonology (1 982a) 

An example of how level ordering of affixes and their phonological rule application work is the following 

steps in deriving 'non-profanity" from 'profane': 

Underived lexical item [pro'f en] 
Affiiation (Level I) [pro'fen] [et i] 
Stress Rule [pro'fen] [ati] 
Trisyllabic Laxing [pro'fz~nati] 
Affixation (Level II) [nm] [pro'fanati] 

Cycle 1 
Cycle 2 
Cycle 3 
Cycle 4 

Timomtical O b ' j o n s  to Lexical Phonology 

These may be summarized as follows: 

Bracketing paradox 

This objection has been voiced by Williams (1 9814, Strauss (1 982b), Pesetsky (1 985), 



and Goldsmith (1990). In the word "ungrammatical~ty, " AOG produces the following 

bracketing: 

[un [[[[grammaIN tic]A al]A ity]N]N 

where un- is attached to the noun "gramrnaticality," that is, after all Level I affixes 

have been attached. However, un- can only attach to an adjective, not a noun. 

Kiparsws solution to the bracketing paradox is "morphological reanalysis" in which 

bracketing can be rearranged freely, providing selectional restrictions are not violated. 

This means that un- selects an adjective, not a noun. Thus "ungrammaticality" is 

correctly generated this way: 

[[grammaticalIA ity]N Level I 
[ un [[grammaticallA ity]N]N Level II 
[[un [grammat ical]A ]A ity]N Reanalysis 

Linguists see reanalysis as an ad hoc solution that weakens the basic principle of lexical 

phonology since Kiparsky's own Bracket Erasure Convention is violated. There cannot be rebracketing 

since all internal brackets have been erased before the next level of affixation and "grammaticallty" is 

now a monomorphemic word to which un- must be attached. 

ii) Duality of class or level of some affixes 

Affixes such as -ize, -ant, -able, -ary, -age, and -ifL can behave as Level I or Level II 

affixes (Szpyra 1989), as in "sermon - sermonize" (no vowel or stress shift; hence 

Level II) and "Catholic - Catholicize" (stress and vowel shift and velar softening; 

hence Level I) (Goldsmith 1 990). KiparsYs explanation is that "phonological rules 

operate in tandem with morphology in the lexicon' (Kiparsky 1982b:33). This is an 

overly simplistic answer since -ize is dual only in terms of phonology, and Level I in 

terms of morphology (Szpyra 1989:51).~ It attaches only outside Level I affixes and not 

Level II affixes, as in [[[centre]al]ize], but not *[[[mad]ness]ize]. Another problem affix 

is -able, which is Level I in "divisible" and Level II in "defendable." Aronoff sees -able 



as two different but homophonous affixes, -able being Level II, and being Level I 

(Aronoff 1976:121 -5).3 The suffixes -ant/-ent can be stress-neutral as in "de'fy - 
de'fiant' and stress determining as in "'signify - sig'nificantw or even fluctuating, as in 

'pre'cedent" or " 'precedent.' Morphologically, -anr/-ent behaves like a Level I affix, 

often followed by Level I affixes like - id, inducing stress shift, palatalization, and 

spirantization, as in ' 'president - presi'dential.' Moreover, adjectives with -ent also 

i- t- take Level I prefix, as in 'inconvenient" and 'incoherent' and not "unconvenientu or ! 
t 

"uncoherentm. 

b i  Wrong semantic reading 

There is also the problem of semantic reading of affixed adjectives with the comparative 

degree suffix -er and the prefix -un (Pesetsky 1979). In order to save the principle that 

-er is suffixed to monosyllabic and disyllabic bases (a phonological rule), it is 

necessary to argue that -er is attached to "happy,' yielding [[happylA ]er]A. Then prefix 

un- is attached, yielding 

The semantic reading of this bracketing is "not more happy.' However, the correct 

meaning for 'unhappierVs 'more not happym (or "more unhappyH). The bracketing for 

this correct semantic reading would be 

which violates AOG. Reanalysis by rebracketing would violate bracket erasure convention. 

Though this problem is not applicable to derived words, it serves to demonstrate the difficutties 

that level ordering and bracketing can entail. 

iv) Number of levels and cycles 

Halle and Mohanan (1985) and Mohanan (1986) allows rules to be cyclic or non-cyclic, 

and the principle of level ordering is compromised by a loop option. The uncertainty of 
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the number of levels make lexical phonology a questionable theory (Carstairs-McCarthy 

1992:79.)' Moreover, if a phonological rule can belong to more than one level, then which 

level and cycle that rule really belongs to cannot be determined (Katamba 1993). Therefore, 

making the simultaneous claims that rules apply in cyclic fashion and that rules have different 

properties in terms of their levels nullifies the theory. According to Selkirk (l980), if stress is 

part of the lexical representation of a word (as psycholinguistic data on malapropisms has 

confirmed), and if a new word is formed by affixation of an already existing one, then cyclic 

rule application internal to the word is unmotivated since each word has its own prosodic 

pattern established as a result of word formation. Two prosodic patterns are needed, not 

ordered cyclic rules. Bochner (1 993) objects to level ordering and cyclic rule application and 

provides the notion of independently listed lexically related alternate forms, given that the 

morphological patterns and rules in the speaker's lexicon are not redundancy-free. 

v) Unexplained affix pairs 

Fabb (1988) lists several multiple suffixes where a Level 2 suffix precedes a Level 1 suffix (eg. 

-abil-icy, -1st-ic, and -nrmt-al). Level ordering of affixes also fails to rule out a very large 

number of muliple suffixes that do not exist in the language, since level ordering would allow 

them as long as they satisfy the ordering requirements, and also satisfy category-based 

selectional restrictions. According to Fabb, level ordering would restrict the number of 

possible affix pairs to 459, but in actual language, there are only 50 attested pairs of suffixes. 

For example, level ordering should allow -ful, a Level 2 suffix to attach to nouns containing 

Level 1 suffixes to derive adjectives, yet it cannot attach to nouns containing suffixes like -age, 

-al, -an, -ian, -ion, -ance, -am -er, -ism, -kt, -iry, -merit, -ness, -ory, and -y (eg. 

*"rebellionful," '"modernismf ulu etc.). The constraint is selectional restrictions as  follow^:^ 

a) Many suffixes never attach to an already suffixed word. 

b) Some suffixes attach outside only one other particular suffix. 

c) Some suffixes attach to all the suffixes which we would expect, given 



the category-based restriction. 

d) A final set of suffixes attach outside some but not all of the suffixes that 

we would expect. 

According to Booij (1985), the grammar of a language needs to specify how two hierarchies 

such as phonology and morphology are related. In autosegmental phonology (Goldsmith 1990), stress 

is a prosody, that is, a phonological element that is not an inherent feature of segments, but rather 

the property of an entire word, hopping from one syllable to another when Level I affixes are added to 

the word (as in ' 'democrat - demo'cratic"). In prosodic phonology, the phonological word (or p-word, 

marked by "urn), with its notion of the metrical foot, is differentiated from the morphological word. The 

pword represents the interaction between the phonological and morphological components of the 

grammar (Nespor & Vogel 1986). The morphological component provides the "object" for the 

phonological component to operate on (Halle & Vergnaud 1987). 

Szpyra (1 989) explains the rnorphophonemics of English Latinate derivatives within what she 

calls a seperational framework based on morphology and prosodic phonology. Both the morphology 

and phonology components of the grammar contribute to the surface forms of these words. Word 

formation rules (wFR's) create morphological structure. Then, these fully bracketed morphological 

words are mapped onto phonological structure, with readjustments made to syllables and feet when 

necessary. The phonological structure of a morphological word is marked by parentheses denoting the 

edges of pwords (or phonological words) in the morphological word. (See below.) The resulting 

structure may contain units (syllables and p-words) that may not correspond to morphological 

constituents. Class I and Class II affixes have different prosodic qualities and thus have different 

phonological status6 Class I affixes form p-words together with the base, whereas Class II affixes 

form separate p-words. We get nine different prosodic words from the same six morphological words: 



(purity) (un) (natural) 
W . W  W 

(musician) (kind) (ness) 
UI W W 

(hindrance) (hinder) (er) 
W Ul UI 

For the word 'ungrammaticality," the surface phonetic form would be derived thus: 

Morphological bracketing: [[[un+] [grammatical] A] A +ity]N 

P-word parentheses: ([[[un+]) ([grammatical] A] A +ity]N) 
UI UJ 

In this way, morphological bracketing is preserved, while the p-word parentheses prevents the 

paradox that poses a in lexical phonology. 

Returning to the problem of dual affixes like -ize, -anv-ent, and -ante/-ence which are Class I 

morphologically but dual class phonologically, Szpyra argues that they enter the morphological 

derivation as Class I bracketless affixes. However, they have to be differentiated for phonological rules 

to apply and the mechanism is rebracketing. This is a kind of lexically specified adjustment rules so that 

they can function in phonology as separate p-words. 

In the examples with the problem affix -ize, morphologically Class I since -ation can be 

attached to it, but phonologically dual since it can be either stress determining (" 'synonym" - 
"sy'nonimizeu) or stress neutral (" 'alcohol" - " 'alcoholize"). There will be one p-word in "synonymize," 

but "alcoholize" will have to be rebracketed so that -ize can be a separate p-word. The procedure 

would be: 

[[alcohol]N +ize]V ------> [[alcohol]N [+ize]]V 

Now, this rebracketed morphological form will be mapped on to phonological parentheses rule to obtain 

the correct phonological form (that is, no change to the base): 



Szpyra claims many advantages to her separationational framework: 

1. It can handle both the morphological and phonological properties of affixes. 

2. It prevents the problem of bracketing paradox posed by dual affixes. 

3. It is economical since morphological word boundary and morpheme boundary are now 

superfluous if p-units and morphological units are isomorphic. If word boundaries 

coincide with syllable boundaries, then the former can be replaced by the latter in the 

formulation of phonological rules where syllable structure provides greater adequacy 

(1989:237). The traditional word boundary is not req~ired.~ 

4. If some phonological rule needs to differentiate the p-word and the morphological word 

boundary, it can do so by referring to the morphological bracketing. The + symbol is 

preserved for the purpose of distinguishing them easily from free morphemes, besides 

indicating on which side of an item an affix is appended. 

4.3.1 Theorttical O b j j o n s  to Prosodic Analysis 

I have not been able to find any theoretical objections to Szpyra's prosodic analysis of 

deiiatives, though there has been objections to Aronoff and Sridhar's (1983, 1987) version of 

prosodic phonology where the prefix un- was reanalyzed as a clitic to the word "grammaticallty" in 

'ungrammaticality" and does not resolve the bracketing paradox problem (Spencer 1991). However, 

personally, I think Szpyra's "prosodic solution" to dual affixes such as -ize is not a solution, but an ad 

hoc device to make morphpological structure fit phonological structure when necessary. This objection 

may be explained as follows: 

i) Yorphokgical rebracket ing 

If -ize is morphologically Class I in both "synonymize" and "alcoholize,' then these two 

words should both have the same morphological bracketing before they enter the 

phonological component for p-word parentheses. This means that there should be no 
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morphological rebracketing within the morphological component as this would result in 

two different morphological structures for the same affix. Therefore, rebracketing (with 

parentheses) should occur only after the word enters the phonological component for 

adjustment. It is not clear how this could be accomplished. This shows that in 

Szpyra's model, morphological bracketing or rebracketing must meet the structural 

requirements of the phonological component. The phonological component can 

arbitrarily change the structure of the output of the morphological component when 

necessary, such as by eliminating morphological boundaries. On the other hand, the 

morphological component cannot feed the phonological component with a structure that 

is without the boundaries that are needed as p-word boundaries. In other words, 

morphological structure must satisfy phonological structure even before its entry into the 

phonological component of the grammar. 

i Superfluousness of morphology 

If morphological boundaries are necessary in some instances, and superfluous in 

others, and if morphological boundaries must change to meet the requirements of 

phonological structure, then the morphological component of the grammar cannot 

figure with the same degree of significance as the phonological component in a 

framework that claims to be "separational.' Moreover, if the morphological component 

of the grammar is to provide the "object" for the phonological component to operate on, 

as claimed by Halle and Vergnaud (1988), then the morphological structure has to be 

preserved until after its entry into the phonological component. 

4 4  Pedagogical Evaluation of Generative Theories of Phonology 

Before I evaluate the pedagogical value of the above theories, I would like to reiterate a 

comment from Hammerly (1991a:180). If a linguistic rule applies 95% of the time, or even 80%, it is 



useful. If 100% descriptive precision cannot be obtained, and if the exceptions can be satisfactorily 

explained, a theory need not be discredited or discarded. These considerations would make all the 

theories useful in some way. Weaknesses in the theories which linguists debate about need not trouble 

language practitioners as these are exceptions to the useful economical generalizations offered. 

Chornsky (1966) himself has said that transformational-generative (TG) grammar is not intended for 

language teachers and how people learn, store, retrieve or use linguistic rules in performance are 

empirical questions which a theory of grammar does not intend to answer. Nevertheless, rule 

generalization is always useful in language learning and those aimed at maximal generalization may 

provide useful rules in learning derivatives. However, according to Sternberger (1985:144-145), 

language processing is a form of cognitive functioning dependent on the neural organization of the 

brain. He provides three useful maxims which we may apply in language teaching and learning: 

a) maximize the simplicity of units and processes; it is the number of units and processes that are 

required to interact and interconnect that makes up the complexity of a learning problem; 

b) minimize the distinction between units; and 

c) minimize the use of copying and short-term memory buffers; complexity is added to the system 

every time a set of activated units must be copied into a temporary memory store. In most 

instances, the speaker merely activates the units stored in long-term memory. 

Another consideration is that there is evidence of human capacity for rote learning, including 

phonological learning. Braine (1974) offers the following options for human language learning strategy. 

If we can remember thousands of names (of people, places, and things which are monomorphemic), 

then we can also have the capacity to acquire full phonological forms for many derivatives as if they 

were monomorphemic words, regardless of the lexical redundancy involved. Simplicity of retrieval 

would be the resulting advantage. Moreover, human learners are also capable of perceiving patterns 

(by analogy) when these patterns occur frequently enough in the language. These patterns would make 

storage in memory less economical than rules (eg. the same affix such as -ize or -ant/-ent may have 

different phonological effects on the base). The assumption that human language learners would 



employ both rules and patterns in language learning is therefore a plausible one. This means that 

some degree of optimization of both kinds of economy, viz. lexical redundancy in memory and 

simplicity of retrieval, is a plausible learning strategy. 

According to Braine (1974:298), if a linguistic theory is based on the premise that human 

bnguage learning device is built to minimize redundancy at all costs, without regard to the 

psychological reality of the representations or rules involved and the complexity affecting retrieval, such 

a theory is basically uninteresting. Such a theory would also not be useful for language teaching 

(Hammerly 1986, 1991 :176) because, in general, psychological factors in language learning are not 

the primary concerns in theory formulation in generative phonology of the Chomskyan tradition. On the 

other hand, learning language rules and formulating representations of the different levels of linguistic 

constituents (syntax, word formation etc.) do require some form of mental analysis. I will consider how 

far the above theories of generative phonology can help learners and teachers analyze and thus learn 

the morphology and morphophonemics of derivatives. 

44.1 Natural Generative Phonology 

Lack of rule generalization 

To the extent that all phonological representations are surface forms, NGP offers psychological 

reality for rule learning. However, Via Rules postulated for base word and derived word pairs 

provide no underlying principle for a linguistic rule (relating two segments in alternations) and 

constitutes a pedagogical weakness. From the teaching point of view, there has to be some 

rules or patterns that must be provided by Via Rules for them to be useful. This would amount 

to learning all the Via Rules between alternations in the numerous word pairs of the language, 

without some basic organizing principle or pattern. Neither Hooper (1976) nor Hudson (1974) 

offers any theoretical basis for the association of two segments, except for the fact that they 

are lexically related. No reference is made to word formation rules, nor to morphological 



relatedness, and hence semantic relatedness. Therefore, NGP does not offer an 

integrated theory of morphology and morphophonemics for vocabulary building. 

6) Too many paradigms without generulized rules or pdterns 

Hudson's disjunctive paradigm cannot offer enough pedagogical generalizations or 

patterns as there is no clear statement of the alternations involved with words of 

common roots or stems. There would be too numerous paradigms to learn. 

iii) Rejection of a phonemic kvcl 

Hooper also rejects a fully specified phonemic level as unnatural, as only the phonetic 

level is natural. This theoretical principle does not help make NGP a good pedagogical 

model. Phonemic contrasts are real to speakers and language learners and phonemic 

contrasts should be recognized in the early stages of language learning. Phonetic 

realizations may involve allophones which learners would also have to leam as mere 

allophones. In the case of allornorphy in morphologically derived words, 

morphophonemic alternations have to be defined in terms of word-formation rules. 

iv) Rej j ion of word kvel phonetic representation 

Hooper also claims that the phonetic representation of a word in isolation cannot be 

taken as the basic form. To a language learner, vocabulary building involves learning 

of words as individual words, though they should also be learned in context as well so 

that their meanings and usage are better appreciated. For a learner encountering a 

derived word for the first time, the pronunciation of the word should be treated in 

isolation so that the learner grasps the phonemics, phonetics, morphophonemics, and 

morphology involved. Then the other aspects of pronunciation like word sandhi would 

be filled in when the word is uttered in the context of other words in which it occurs. 



Leck of rules for word formation 

There is no account of how, in the process of morphologization, forrnatives are selected in 

relation to their base and affix(es), or how they are combined that would constitute word 

formation rules in the language. It may be said that the advantages of NGP as a pedagogical 

model end with its concreteness - non-abstract rules govern surface forms. They can tell the 

teacher or learner nothing about two related lexical items except that the sound in one is 

alternated with another sound in the related word. Nothing about the nature of the lexical 

relationship is evident. The only recourse for the learner is spelling rules or orthography, 

which, as we have seen in Chapter 2, requires the understanding of how they work. 

Moreover, as far as the morphophonemics of most Latinate derivatives is concerned, spelling 

rules are useful only in written language, not as much in oral language. As well, Hooper's 

claim that Via Rules are phonetically motivated rules that led to morphologization (as it became 

more meaning-based for speakers than merely phonetic) undermines the importance of 

derivational morphology. 

9 Complexity of cycles 

Though we are dealing with well-formed words at every step of the derivation, the complexity 

of lexical phonology lies in its rules regarding cycles. Learning to pronounce a derivative does 

not require the learner to change one phonological aspect of the word at a time, until he gets 

to the desired pronunciation of the word. The teacher models and the learner repeats the word 

in its correct full surface form. The number of cycles involved in rule application makes the 

process of arriving at the correct pronunciation confusing, even though the idea of levels of 

affixes is useful to a certain extent in teaching morphological derivations. Using levels and 

cycles in the application of phonological rules is unrealistic for teaching or learning a word's 

phonological representation. 



ii) Inconsistency of kvel or class of affixes 

The number of levels in lexical phonology need not trouble us since it is generally recognized 

that there are two classes (or levels) of derivational suffixes. However, the duality of class of 

some affixes (such as -ize and -env-ant) within one component of the grammar (phonolgy), 

and the fact that they belong to only one level in another component of the grammar 

(morphology), makes level ordering a complicated matter in terms of teaching. However, 

some useful insights may be gained regarding the general ordering of affixes. Level I contains 

more idiosyncratic word formation processes while Level II has more general ones. As far as 

meaning is concerned, Level I affixes tend to be semantically less coherent (in the sense of 

being less predictable) than Level I1 ones. Thus, X-less (level 11) means without X, as in 

"fatherless' or "pitiliess." On the other hand, X-ous (Level I affix) can mean 'abounding in,' 

"full of,' 'characterized by," or 'of the nature of.' 

iii) Bracket erasure 

Pedagogically, if the bracket erasure convention is carried out, then a polyaffixed word 

cannot be broken up to demonstrate earlier stages of affixation. In the word 

"industrialization," we cannot show learners that the word consists of [industry (base) + 

a1 + ize + ation]. The word can only be explained as [industrialize + ation], even if 

students do not already know the lexical functions of -a1 and -ize, or that they are 

suffixes.  his would not constitute a sound teaching method for word formation. 

Bracket erasure and level ordering would prevent a learner from distinguishing between 

a monomorphemic word and a word containing an affix (Fabb 1988:538). 

iv) Lack of statement about morphological rules 

Lexical phonology attributes purely phonological effects to affixes, in terms of whether 

they are stress-determining or stress neutral, or whether they bring about neutralization 

of segments. There is no rnorpholexical information about affixes. Allomorphy entails 



morpheme identity and this relationship among allomorphs is not captured in lexical 

phonology/morphology and cannot be revealed to the learner. Information about 

morpheme identity and word families facilitates the learning and categorization of 

morphological rules. Learning can be more economical and efficient as a result. 

While morpholexical rules are important as they restrict the syntactic category of the 

output, no morpholexical rules are stated in lexical phonology that make clear the 

functions of Level I or Level II affixes. In word learning, morpholexical rules are more 

useful than rules of level ordering, and they prevent problems like bracketing paradox 

or semantic ambiguity. Morpholexical rules do not require the procedure of reanalysis 

which only serves to confuse learners. Pedagogically, there is no big problem with 

'ungrammaticality" if analyzed simply as 'affix -un to adjective "grammatical," then affix 

-ity to adjective "ungrammaticalu to make it a noun. There is no need for strict 

adherence to level ordering as the theory of lexical phonology dictates and so painfully 

tries to defend. Affix ordering provides only a rough guide to the rules of word 

formation in the language, though a useful one. Nevertheless, in language teaching, 

rules have to be clear but simple and non-contradictory. If lexical phonology was used 

as a model for teaching derivations and their pronunciation there would be too many 

examples that have to be labelled "idiosyncratic" due to bracketing paradoxes and 

wrong semantic readings. If exceptions have to be explained by means which are very 

complex, or if they contravene what learners have already been taught (as reanalysis 

would do), then such rules are not going to be useful. 

The insights stated above are only indirect as they are more the products of the principles of 

the theory than direct theoretical statements. In my view, lexical phonology accounts for only the 

phonological forms of morphologically derived words, not their semantics and morphological structure. 

These pedagogical considerations make it an unsuitable model for teachng English derivatives. 



i) Effectiveness for teaching pronunciation and intonation 

Prosodic phonology accounts very neatly for the stress patterns of derivatives and 

would be very useful as a guide to correct pronunciation, intonation, and 

syllabification. A teacher has two options: teach the morphological structure (bracket 

the words and affixes) and then the phonological structure. The second step can be 

accomplished either by letting students "hear" the phonological structure (clapping, 

exaggerated intonation etc.) or by providing the phonological structure visually by 

putting down parentheses and "cum in the appropriate p-word boundaries in the word. 

Clapping or exaggerated intonation is a much sounder procedure than denoting p-word 

boundaries for the reasons explained in ii) below. 

ii) Blurring of morphological stnrctun and meaning 

The phonological and morphological structure of a complex word can be "grossly 

incompatible," and the latter is typically irrelevant to metrical grouping (Liberman & 

Prince 1977:298). Therefore, letting learners "see" two kinds of boundaries, p-word 

and morphological boundaries (especially when they are not isomorphic), is likely to 

confuse them and also blur the formal and semantic significance of morphological 

boundaries. Compare: 

([unl) ([stablel) 
W W 

([inlstabil [ity]) 
W 

with 

The physical mapping of morphological structure on to phonological structure in a derivative 

that consists of only one p-word would blur the morphological structure which is more 

meaningful to the learner than phonological structure. For "compartmentalization," if 



morphological bracketing is followed by prosodic bracketing (with parentheses), learners 

would see 

[(compa rt) (ment] all) ([iz][ation]) 
W W u 

This formal representation (Spzyra 1989:195) would be very confusing, and the 

tendency would be for learners to 'seem the p-words more than the morphological 

formatives due to the visual saliency of p-word boundaries. All the p-words in this case 

are actually meaningless units, except for "-mental" which would provide a terribly 

mistaken meaning for the whole word. A more meaningful representation for the 

learner is [compartment +al +ize + ation], presented visually. Therefore, 

phonological structure or prosody should only be "heard.' 

iii) Dominance of phonology over morphology 

Szpyra advocates the erasure of all morphological bracketing after the p-word has been 

mapped on to the phonological word if they are isomorphic units since morphological 

bracketing is now redundant. Word-internal boundaries are erased in favour of syllable 

boundaries because "syllable structure provides greater adequacy" and "the concept of 

the p-word renders superfluous the use of the word and the morpheme" (p.237). 

These conclusions imply the greater importance of prosodic boundaries and prosodic 

units compared with morphological boundaries and morphological units. However, for 

language learners, the word is a more significant unit than the syllable, unless the 

syllable constitutes a word. Within a word, the morpheme is more significant than the 

syllable, which is only a sound structure, not a meaning structure. Prosodic analysis 

is not as meaningful to a learner as morphological analysis is. If morphological bracket 

erasures are carried out in teaching, much meaning is lost. 



hr) Syllable 8s 8 d ~ d W 8 l  unit 

There are psycholinguistic arguments against the syllable as a structural unit. 

Traditionally, the syllable has been defined in pronunciational terms. Even so, there 

has not been general acceptance among linguists regarding syllabic structure (eg. 

'lo/cal," "poAice," but "hordest,' 'hodtage,' and even "hodstage," and "'hodnest" 

(Kahn 1976, in Taft 1985). Moreover, syllabification depends on whether the word is 

spoken slowly or quickly (Bell 1975). According to Taft (1985), given these difficulties 

in specifying syllabic structure of a word, it would not be reasonable to assume that 

syllabic structure is directly represented in lexical memory. In addition, if a word is 

represented morphologically within the speaker's lexicon as psycholinguistic 

experiments have shown, then the morphological structure of "actor" is [ act + or] is 

stored rather than the syllabic structure is "ac/tor.' It is also logical to assume that 

the syllable is not important in the visual recognition of words (Taft 1985). Moreover, 

morphological relationships between words (word families) play a significant role in 

word recognition in the case of of polymorphemic words (Murrell & Morton 1974; 

Stanners et al 1979; Taft 1985; and Nagy et a1 1989). Since visual word recognition 

is also important especially in reading, prosodic phonology cannot form the theoretical 

basis for develoiping morphological and rnorphophonemic awareness since focusing on 

syllabic structure may hinder learners' recognition of morphemes in words. 

Prosodic phonology is an invaluable aid only in the teaching of pronunciation and intonation of 

derivatives, but not morphology and morphophonemics. Since the derived word enters the 

phonological component all ready made for prosodic mapping, nothing can be learned about how 

morphology (affixation) contributes to its prosodic structure. In terms of morphology and 

morphophonemics, prosodic phonology contributes less to teaching and learning than does lexical 

phonology. However, as far as the psychological reality of prosodic rules is concerned, the mental 

mapping of prosodic boundaries on to morphological structure is plausible. 



Conclusion 

According to Aronoff (1994), the problem with generative phonology, as far as 

rnorphophonemics is concerned, is the theoretical principle of 'reductionismm in contemporary 

linguistics. This approach cannot account for all the significant aspects of the grammar, or assign 

significance to aspects of specific components of the grammar. As found in my discussion of Szpyra's 

1989 prosodic model, where a claim is made for the separation of morphology and phonology, 

phonology appears to be the primary constituent of the grammar. Dressler (1985:333) states that 

morphological indexicality is higher and more valued by the learner than phonological (segmental) 

indexicdity. Morphology has higher semiotic precedence over phonology since morphemes have 

meaning and function, phonemes do not, and syllables may not. The study of morphologically 

complex words is basically the study of word structure, word formation, and its attendant rules and 

meanings, as well as their pronunciations. Generative phonology overlooks an important and what 

Aronoff (1994:165) calls a 'necessary' aspect of the grammar of English, morphology. (Also Beard 

1995.) It is therefore necessary to base our pedagogical principles on a theory of morphology as well 

as a theory of phonology, as learners need to learn about the morphology of English derived words 

and their pronunciation. Keeping in mind Stembergets (1 985) maxims regarding cognitive functioning 

in language processing, we need to examine a theory of morphology as well as a theory of phonology 

that give plausible accounts of how speakers and learners may arrive at the connection between two 

words that involve allornorphy. These theories should also reflect a reasonable account of a speaker's 

grammar and the psychological factors that affect learning, such as the human capacrty for rules and 

patterns and the formal representations of derived words. To this end, I will present Linell's (1979, 

1980, 1982) theory of phonology in Chapter 5, and Aronoff's theory of morphology (1 976, 1994) in 

Chapter 6. 



Notes: 

For the sake of convenience and consistency, I use the term 'morphophonemics' in the 
traditional sense, even when referring to and other theories of generative phonology. 
Chomsky and Halle reject the use of the term mmorphophonemicm as there is no such level 
of representation in the grammar and the grammar is not constrained by such rules (1 968: 
11). 

Szpyra (1 989) provides a good account of the numerous inconsistencies regarding Level I 
and II affixes. 

This will be discussed in greater detail in Chapter 6. 

ffiparsky (1 982b) recognizes three levels, regular inflection, irregular inflection, and 
derivation. Kiparsky (1 983) recognizes two levels, regular morphology and irregular 
morphology which includes compounding. Halle and Mohanan (1985) recognize four levels 
which are irregular derivation and inflection, regular derivation, compounding, and regular 
inflection. 

Fabb's notion of selectional restriction of suffixes has the advantage of not requiring bracket 
erasure since all internal brackets are visible to all suffixes. Moreover, the problem of 
bracketing paradox is avoided. Only the shape of the suffix morpheme determines whether 
another suffix can attach to it or not, provided that category restrictions are met. 

Szpyra uses the terms 'class' for affixes and 'level' for affix ordering. I use these terms in 
the same way when discussing her theory. 



LINELL'S THEORY OF MORPHOLOGICAL OPERATlONS AND PHONE= PLANS 

It has been seen in Chapter 4 that, theoretically, morphophonemic alternations in derivatives 

cannot be successfully treated in the phonology component of the grammar, nor as an interaction of 

phonological and morphological rules. In this chapter I will present Linell's theory of language 

perception and production, including that of derivatives. I will also present the reasons for accepting 

Linell's theory of the phonological and morphological representations of derivatives. Although Linell's 

theory of phonology (1979) was intended as a challenge to the abstractness of SPE (Chornsky 81 Halle 

1968), 1 consider Linell's approach to phonology, morphology, and morphophonemics as the most 

acceptable in terms of explaining the acquisition and learning of these linguistic entities.' His 

assumptions have also been supported by empirical research (Jaeger 1984, 1986; McCawley 1986; 

Wang & Derwing 1986; Jones 1991). 

5.1 A Psychologically Real Speaker's Grammar 

Linell's theory is based on what he considers to be a psychologically real speaker's grammar 

which would reasonably account for a speaker's linguistic capabilities, language being viewed as a 

socio-psychological phenomenon (Linell 1979:1).' According to Linell, covert psychological abilities 

underlie a speaker's linguistic practice (Linell 1979:9). Thus, our notion of grammar must meet two 

conditions: 

1) The conventions of a language are determinate. The grammar must generate all and 

only the grammatical utterances of the language, and assign to these their correct 

pronunciations, meanings, and grammatical properties. 



2) The grammar must reflect the competent speaker's way of organizing his knowledge of 

his language. The internal structure of the grammar must be isomorphic to the 

speaker's underlying psychological structure (what different f o m ,  and in particular, 

what different lexical units, there are), properties of the forms, relations between and 

generalizations over the forms and derivative capacity (what forms can be derived and 

what the properties and interrelations of these are). 

Insofar as morphology and morphophonology are concerned, the most important aspect of the 

speaker's communicative competence is his ability to form new word forms and construct their 

"phonetic plans" (or phonological forms or phonological representations), that is, to pronounce them. 

As far as morphophonemics is concerned, Linell argues against a generative theory of phonology that 

must meet the theoretical requirements of descriptive and explanatory economy. In Linell's theory, 

some word forms or surface forms are chosen as primes from which other possible word forms are 

derived by means of morphological operations, and conditioned by rules. The rules are not complex 

extrinsically ordered ones, but simply refer to the conditions under which certain linguistic operations 

are carried out. 

52 A Speaker's Lexicon 

Lexical entries are word forms, stems, and phrases. Word forms in the lexicon are 

differentiated from one another by surface phonemic contrasts and prosody. Having surface word 

forms and stems in the lexicon does not mean that all word forms are lexicalized.' Some 

polymorphemic forms such as derivatives are stored as such, especially those with idiosyncratic 

meanings, and are not decomposed either in comprehending or in memorizing sentences (also Kintsch 

1974:240 in Linell 1979:79). Most forms, especially those of productive patterns, are (re)created 

through morphological operations from base forms and stems. Linell's view is close to the traditional 

one of the lexicon containing concrete surface word or base forms andlor stems.' Polymorphemic word 

forms like compounds and larger structures like phrases are also stored. 



Individual variation in the lexica of different speakers is to be expected. This has been 

supported by empirical studies involving native speakers' suffixation strategies and their recognition of 

morpheme boundaries (Wheeler 1980; Wheeler & Schumsky 1980; Jones 1991). 

Morphological operations involving allomorphy are governed by syntactic, semantic, and 

lexical categories (Linell 1979:143). Morphophonological rules or Morphophonological Rules Proper 

(MRP's) (or what I refer to as morphophonemic rules) account for the morphophonological (or 

morphophonemic) alternations in the language as a result of morphological operations. According to 

; Linell, MRP's are not phonotactically motivated rules. "Serenity" could very well be pronounced 
d 

w [selrinItI] Oust like there is no vowel shift between "caprice" and "capricious"). It is simply that 

- [se'rinItI] happens not to be the word associated with "serene." Vowel shifts are typical examples of 

MRP's and they are in fact "applicationally dependent rules" (that is, dependent on morphological 

operations) (Linell 1979:137). In this sense, morphophonological rules should be integrated with the 

morphological rather than the phonological component of the grammar. Of similar theoretical viewpoint 

are Singh (1 989, 1991); Singh & Ford (1 987); Singh & Martohardjono (1 988); Dziubalska-Kolaczyk 

(1 992); and Malicka-Kleparska (1 992). 

Another aspect of MRP's is that, being the residue of earlier historical sound changes in the 

language, they cannot constitute the synchronic linguistic competence of the speaker, since the 

speaker has no access to the historical facts of his language (Linell 1979:4). MRP's are obligatory 

rules nevertheless. The psychological validity of opaque rules, such as the ordered phonological rules 

of SPE which are difficult to leam or which can hardly be learned at all, is questionable (Linell 

1979:185; also Derwing 1973; Braine 1974; Vennemann 1974a). Empirical studies on the vowel shift 

rules confirm that they were learned through spelling rules in school, and are not part of the native 

speaker's innate linguistic competence as assumed in SPE (Moskowitz 1973; Steinberg 1973; 



i 
Armbruster 1978; Jaeger 1980, 1984, 1986; McCawley 1986; Wang & Derwing 1986; Jones 1991 ). 

& 

Bybee and Modefs (1 983) empirical study involving strong verbs suggest that speakers resort 

to schemas or associations among lexical items based on phonological properties such as the initial 

consonants, the vowel and final consonants determining the likelihood of membership in a verb class. 

These phonological properties are of course properties of surface forms. Bybee and Modefs claim also 

amounts to the same claim made by Linell, that is, that alternations may also be recognised by means 

of anal~gy.~ Thus, Linell's assumption regarding MRP's is well-founded. 

5.4 Morphological Operations as Psychological Processes 

Morphological operations involve intended goals, that is, the construction of a new word form 

with certain intended properties. Operations are real behavioral events in the sense that they are, and 

can be, performed by speakers. Rules are conditions governing these performances. In the case of 

affixation, speakers simply operate on concrete word forms, and the morphological operation consists 

merely of the addition of affixes to these concrete forms according to morpholexical rules. Where the 

relations between certain surface forms are regular, the morphological operation simply involves 

analogy. One would agree with Linell that this view of regular relations between surface forms is more 

realistic than the Chomskyan generative account of morphological productivrty in terms of derivation by 

complex ordered rules from abstract forms for every derived word (Linell 1979:129). (We may also 

assume the same argument against the levels and cyclical rules of lexical phonology.) 

Morphological operations are seen as behavioral units which include the morpholexical rules for 

word formation plus adjustments performed according to MRP's. Morphological operations producing a 

related word pair such as 'sane - sanity' should be differentiated from those which produce word pairs 

which have some phonological and semantic similariiies like "foul - filth," or etymologically related 

pairs like "hide - hideous.' According to Linell, such associations are only peripheral in the grammar 
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and are non-functional in the sense that they are not used as productive grammatical processes in 

word formation. Similarly, words related only in meaning, such as "old - age" and "big - size," 

should be treated as paradigms, different from the morphological operations under discussion. 

5.41 P h o w c a l  Representations in Morphological Operations 

According to Linell, only the the input form ("operand") and the output form ("resultant") of a 

morphological operation are psychologically real. This means that the only phonological forms that are 

involved in the morphological operation within a speaker are the input form and the output form (also 

Lakoff 1993). For example, in the morphological operation producing "sanity" from the base form 

'sane," the whole operation consists of three aspects (Linell 1979:133) 

1 Operand (input): lseynl 

2 Morpholexical rule: seyn + rti (i.e. make noun from adjective by adding 

suffix -iry) 

3. Morphophonological rules: 

Trisyllabic Laxing Rule:(i) senrti 

Vowel Shift Rule: (ii) ssnrti 

Surface phonetic form: rsaenrti] 

According to Linell, for the speaker, phonological forms exist only for Jseynl and ~szenrtd. No 

intermediate stepwise phonological representations are needed for (i) and (ii) and, consequently, no 

analytical descriptions are required. Nor is "seyn + rti" a phonological form for "sanity." It is only a 

convenient way of showing the information that "sanity" is constructed from Jseynl and 1-ItV. A child or 

language learner can learn to pronounce "sanity" as [san~ti] without being aware of the VSR or TSL 

Rule, but by external evidence (listening to others), by analogy through recognizing other similar word 

pairs, or by spelling rules:' 

More recently, Stump's (1 991) paradigm-based theory of morphosemantic mismatches, 
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proposed as a solution to Pesetsky's bracketing paradox, also lends support to Linell's theory that 

morphological expressions involve morphological operations in which there is a formal relationship 

between two surface forms, the input expression ('root") and the output expression. Stump identifies 

both the input and the output as words in a paradigm. The formal relationship between the root of a 

paradigm and the words in the paradigm are defined by a set of morpholexical rules governing category 

change or category preservation of words or compounds (Stump 1991 :712, 723). Williams (1994) 

also supports the theory of word paradigms and derivational rules. Williams attributes speakers and 

learners with the ability and inclination to look for paradigms in surface forms. 

It is clear that Linell's theory of morphological operations governed by rnorpholexical rules has 

two advantages. It expresses the relationship between surface forms without the structural problem of 

bracketing paradoxes. There is no need for abstract underlying units, complex extrinsically ordered 

rules, complex cyclical rules and levels, and intermediate phonological forms. An advantage over 

Hoopefs and Hudson's natural phonology is that there is a reference to rnorpholexical rules, and not 

just paradigmatic connections. 

5.5 Yorphophonemic Awareness from the Perspective of a Speaker's "Expression Plan" 

In Linell's theory, the act of producing an utterance involves construction and execution of the 

intended utterance according to an expression plan (Linell 1982:41). In the case of a derived word 

being intended for pronunciation, the process would involve the constructing of the derived word and 

its execution or pronunciation. If a derived word does not exist as a ready-made lexical item in the 

speaker's lexicon, he has to go about constructing the derived word form using the lexical building 

blocks in his lexicon, and guided by morphological rules (and MRP's, if applicable) of the language. 

The next stage, its execution, involves the act of pronouncing the sound signals of the word form that 

has been constructed. Pronunciation is seen as phonetic behavior determined by a phonetic plan 

which consists of selecting certain phonetic properties and prosodic patterns for the word form. Thus, 



5 the phonetic plan provides the word form in question with its linguistic identity or the speaker's i 

1 phonological representation of the derived word (Linell 1979:42). 

. 5.6 Word-based Phonology and Morphology 

5.6.1 Word Forms as Primes for Morphological Operations 

The input of morphological operations are concrete word forms or parts of word forms (base, 

as well as base and affix in certain cases such as those with idiosyncratic meanings). Morphological 

operations consist of the addition of affixes to the uninflected surface forms according to certain 

morphological rules.8 Though grammatical affixes serve as part of the input for morphological 

operations, they are not primes for morphological operations. They are not syntactically free forms, 

nor are their meanings predictable in the way those of word forms are. The meanings of grammatical 

morphemes are syncategorematic and operational, that is, it makes sense only if the grammatical 

morpheme is combined with a word form. (For example, the meaning of the noun-forming suffix -ion is 

different in "congregation" and "discussion".) Of course, the meaning of word forms is also dependent 

on the whole utterance or phrase context. 

5.69 Morphological Operations and Morpheme Identity 

Linell sees a speaker's recognition of morpheme identity or the relation between the variants of 

a morpheme as psychologically real. This morpheme identity is based on phonological, semantic, and 

perhaps morphological similarity, without there being an abstract underlying phonological form common 

to all variants. When a speaker has established a morpheme identity relation (which may have been 

arrived at unconsciously), this relation may be extended to new pairs or sets of items by analogy. 

Children often create new words via analogical extension. Sturtevant's (1 947; in Linell 1979:162) 

example from his young son is well-known: "ear: irrigate", 'nose: nosigate".' Regular and systematic 



relations are easily recognizable, such as inflectional forms (plural and past tense formations) in 

English. They become useful to the language user and learner, leading to the development of 

morphological operations (Linell 1979:162). We may assume this for derivatives as well. 

5.63 Conditions on Morpheme Identity 

In Linell's theory, the human capacity fo; recognizing the relatedness between words correlates 

with the opaqueness of this relationship. This means that recognition of morpheme identity depends 

on the relative clarity and obscurity of semantic or phonetic relatedness between pairs of items. (Also 

Derwing 1973:124; Derwing & Baker 1977.) Thus, item pairs like "friend - befriend," "tame - timid," 

"reside - residue,' and "sister - sororii" represent morpheme identity of increasing obscurity in terms 

of phonetics and semantics. Psycholinguistic experiments have shown that morphemes form stronger 

lexical access codes than syllables and syllabic letter groupings (Taft 1975, 1976; in Taft 1985). 

Murrel and Morton (1974), MacKay 1978), Rubin et al (1979), and Bradley (1980) also confirm that 

speed of recognition of the relatedness between derived words from the same bases correlates with the 

degree of transparency of morpheme identity (spelling and sound changes). 

Since there are inter-speaker and intra-speaker variation in the lexicon, there would 

presumably be great variation in the extent of morpheme identity recognition between individuals (Linell 

1979:164). This is particularly true of those morpheme identity associations which are not evident in 

regular grammatical systems. Marginal morpheme identities (such as "moon - menstrual" or "month - 
menstrual") may be unknown to speakers and seldom or never exploited for commmunicative purposes. 

This is confirmed in empirical studies by McCawley (1986), Freyd & Baron (1982), and Nagy et al 

(1989). Morphophonemic alternations between word forms closely related phonetically and 

semantically are more obvious and speakers extract the alternations by analogy. In the case of affixes, 

particularly suffixes, allornorphy also displays alternations from which speakers may extract regularities, 

as in -able, -ible; -tion, -ation, -ition; and -ow, -uow, and -ious. 



5.7 The Nature of Phonetic Plans or Phonological Representations 

For Linell, a 'plan" is identified with the speaker's phonological representation. "Plan" refers to 

the observable words and prosodic patterns actually spoken. It implies that the speaker produces a 

vocal behavior in a structured, planned, or intended manner, fitting certain language-specific rules 

and conditions. This is similar to Kaye's (1989:164) cognitive view of phonological representations and 

phonological features (eg. +coronal) are not part of our (mental) phonological representations (p. 38). 

5.7.1 Linguistic Contents of Phonetic Pbns 

According to Linell, there are several arguments against the psychological reality of an 

exhaustive analysis of sound shapes in terms of segments. In fact, ' larger sound shapes such as 

syllables and word forms, not single segments, are observed in sound signals as they carry meaning 

and are communicative units. Word forms are preferred over syllable units in listening tasks. Syllables 

are only articulatory primes or perceptual decision units (also Studded-Kennedy 1976). Similarly, 

rnorphs are not phonetic units but are merged with other morphs to make up word forms. For laymen, 

illiterate native speakers of a language, and pre-school children, word forms are more intuitively 

intelligible than morphemes (also Sapir 1921; Teleman 1974; in Linell 1979). In real language use, 

speakers intend to produce, and listeners listen for, words as language units, not just syllables or 

morphemes. Thus, the primary linguistic contents of phonetic plans (and the primes for morphological 

operations) are surface word forms, not segments, bound rnorphs, or syllables. (Also Aronoff 1976.) 

5.8 Linell's Theory as the Theoretical Basis of Morphological and 

Morphophonemic lnstmction 

According to Ard (1989), the most important insight of Linell's model is that L2 speakers 

construct phonological representations of the L2, just as native speakers construct them. Unless 



properly taught, learners' phonological representations may not conform to the norms of a native 

speaker. In my opinion, there is far more theoretical and practical significance in Linell's model of 

phonology (and morphophonemics) than what Ard has emphasized. From the pedagogical point of 

view, Linell's theory provides the following insights about language learning and use: 

The speaker's (and learner's) lexicon consists of concrete words forms that can be 

pronounced or manipulated orally. 

Word forms are primes for morphological operations. Affixes are formatives and constitute part 

of the word formation process. Thus, learners learn complex derivatives starting from words in 

the language, not morphs. This is particularly important in the case of Latinate derivatives 

where the morphological breakdown of the word is impossible simply because neither affix nor 

bound stem bears any meaning by itself, or has consistent meaning in all the words it occurs 

in (eg. (re) + {mit)). (See Aronoff Chapter 6.) 

There is inter-individual and intra-individiual variation in the lexica. Different learners would 

have different conceptualizations of derivatives, or are at different stages of conceptual izing the 

way morphology and morphophonemics work. 

Word formation is a linguistic behavior. This means that a learner learns to build new words by 

attaching affixes to base words according to affix selection rules or morpholexical rules (such 

as "attach -it)t to Adjective to form Noun"). 

There is no need to refer to the obligatory erasure of boundaries resulting in problems of level 

ordering and bracketing paradox. Learners need only morpholexical rules such as "add the 

suffix -iq to the adjective "ungrammatical" to form the noun "ungrammaticality." 

Related words can be stated in terms of a paradigm involving input and output expressions (in 

the sense of Stump (1991)) and morpholexical rules. Vocabulary learning can be facilitated by 

recognizing morpheme identity or "word families.' The principle can be extended to 

allomorphy in affixes, as in -our, -ious, and -uous. 

Morphophonemic alternations are part of morphological operations, and the pronunciation of 

words involving alternations has to be learned as the required surface phonetic forms. The 
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learner needs to leam only the actual pronunciation of the surface form of the final derived 

word, not that of the intermediate steps of derivation. 

8. Vowel alternations are diachronic elements in synchronic grammar which are not part of a 

speaker's competence. L1 speakers learn these alternations (by analogy or by explication) and 

it would be even more true for L2 leamers. Any alternations not reflected in the orthography 

have to be presented very explicitly. 

9. L2 learners would have to learn to construct appropriate phonological representations of 

derivatives. This means that the teacher will model the pronunciation of the word based on 

phonemic contrasts, prosody, and major allophones and also by a natural rendition of the 

word, for example, with reductions or weakenings, etc. to demonstrate its actual 

pronunciation in normal speech. 

10. Like an average English native speaker, learners may not recognize the association between 

etymologically related but semantically distant derivatives and would store them as seperate 

lexical items. This also means that these associated words need not be dealt with until 

advanced levels. 

Psycholinguistic experiments as well as studies in L1 acquisition regarding morphology and 

morphophonemics have so far not demonstrated capacities in human language processing that are 

beyond those postulated by Linell. In terms of theoretical linguistics, Linell's theory may be seen as 

one within generative grammar that can provide a language practitioner with the philosophical, 

psychological, and theoretical bases for morphophonemics instruct ion. Lakoff's (1 993) "cognitive1 y 

real" phonology seems to indicate a movement towards the kind of phonology and morphophonemics 

expressed by Linell. In Chapter 6, 1 will explain Aronoff's theory of word formation which complements 

Linell's theory of phonology and morphological operations. 



Notes: 

1. I use the term 'morphophonemic' in the sense that it has been used throughout this thesis. 
However, where specific reference is made to Linell's arguments or discussion, his term 
'morphophonological' is used. The two terms are treated as equivalents. 

2. This functional view is also part of Dressler's natural morphology and phonology (Dressier 
1985:279). 

3. This view is shared by Derwing (1 973) and Derwing and Baker (1 976) (in Linell 19795). 

4. This was proposed by Vennemann (1974b). Linell's view seems more realistic. 

5. 'Stem' here is to be distinguished from Aronoff's (1 994) use of the term to refer to Latin stems. 

6. This view of morphological 'analogues' is supported by Ohala (1 974). 

7. This view is supported by Moskowitz (1 973), Ohala (1974a), and Steinberg & Krohn 
(1 975). 

8. This resembles what Aronoff calls word formation mle (WFR) (Aronoff 1976). 

9. My own example comes from a conversation with a tradesman. He used the word 
'guesstimate' for assessing costs which I presumed was analogized from 'estimate'. 



ARONOFFS THEORY OF WORD FORMATION' 

Introduction 

According to Aronoff (1994:165), morphology is apparently unnecessary in the description of 

language since many languages do not have morphology and languages that do have morphology vary 

considerably in their morphological structure and complexity. The Chomskyan generative approach has 

been to ignore morphology as a component of language, and to treat it as part of phonology or syntax, 

since the latter two are universal components of languages. Aronoff is of the view that if a language 

has morphology, then our task is to examine it and understand it as morphology and not as something 

else (ibid:166). All morphologies must be learnable, and theories of morphology must reflect this 

reality. In this chapter, I summarize Aronoff's (1976) theory of English morphology. In contrast to 

more recent theories such as Pesetsws quantifier raising theory (1985), Sproat's mapping principle 

(1 988), Anderson's amorphous morphology (1 992), and Raff elsiefen's non-configurational approach 

(1992), Aronoff's theory appears to be a reasonable description of human morphological competence. 

Morphophonemics is seen as belonging to the morphology component of the grammar, not phonology. 

(Also FischerJorgensen 1975; Linell 1979, 1980, 1982; Dressler 1985; Anshen & Aronoff 1988; 

Malicka-Klepa rska -1 992; Singh l988b, 1989, 1991 ; Dziubalska-Kolazyk 1992; and Bochner 1 993.) 

el Aronoff's Theory of Word Formation 

al.1 A Speaker's Morphological Capacities 

In Aronoff's theory of morphology, the basic assumption is that the list of words at a 

speaker's command is not closed. The speaker always has the capaclty to make up new words, and a 



morphological theory should define what sort of new words the speaker can form. The regular rules 

used for making up new words are called word formation rules (WFR's). Idiosyncratic irregularities in 

word formation and their semantics which are due to drift over time are not a characteristic of new 

words which a speaker forms. A native speaker recognizes new words he has never heard before as 

words of his language, and has intuitions about their structure and meaning (also Anshen & Aronoff 

1988). Therefore, a theory of morphology must also account for the regulariiies of the structure of 

words in the language. The capacity for recognizing new derived words produced by morphological 

rules is evidenced in Aronoff and Schvaneveldt (1 978), Anshen and Aronoff (1 981, 1988) and other 

psycholinguistic studies mentioned in Chapter 4. The capacity for word formation must also imply the 

capacity for morphological decomposition, empirically confirmed by Taft and Forster (1 975), Stanners 

et al. (1 979), Bradley (1 98O), Lukatela et al. (1980), and Anshen and Aronoff (1 988). 

&I2 Word-Based Morphology 

According to Aronoff, a word-based or lexicalist hypothesis is necessary in English 

morphology. This is because some so-called "morphemes" are not meaningful in the traditional sense 

of morphemes. For example, with the stem (duce}, there is some connection of meaning between the 

words "induce" and "deduce," but no clear connection of meaning between these two words and the 

word "reduce.' Aronoff concludes that the same bound stem occurs in different verbs with different 

prefixes but not wiih the same sense, and that the sense of the stem is in fact determined by the 

individual verb (1976:12). Aronoff (199434) claims that Latinate stems have, in fact, no semantic 

value in Latin itself as they are purely sound forms. 

Aronoff also claims that the same prefix combining with different bound stems, lacks cosistency 

in meaning as well. Thus, re- may share the common sense of "back" in words like 'resume," "refer," 

"remit," and "repel,' but not in "receive." If the prefix re- and the stem {duce) have no fixed 

meanings, then there is no principled way to deduce the meaning of "reduce" by segmenting this word 



into prefix and stem. According to Denning and Leben (1995), understanding words consisting of 

bound stems and affixes may require metaphorical extension. Aronoff's argument is that, for a real 

speaker, the minimal sign in the English language is the word (Aronoff 1976:10, 1992). The word 

refers to a "lexeme' in Matthews' sense (Matthews 1974). A lexerne is a (potential or actual) 

decontextualized vocabulary word, a member of a major lexical category: (N)oun, (V)erb, (A)djective or 

(Adv)erb (Aronoff 1976, 1994). Thus, in English, words, not morphemes or phrases, form the basic 

units for morphological operations. 'A new word is formed by applying a regular rule to a single 

already existing word" (1976:21). WFR's are regular rules to derive meaningful words from meaningful 

bases. Both the new word and the existing one are members of major lexical categories. 

Aronoff's word-based hypothesis coincides with Linell's (1979) and Singh and Martohardjono's 

(1 988) notion of words as primes for morphological operations, as well as Dresslets (1 988) notion of 

words as primary signs. In English, stem-based morphology coexists with word-based morphology, 

but stem-based morphological rules (as in 'in-sipid,' 'in-trepid,' and 'lu-cid") are not productive as 

new words are formed from existing words rather than stems. In psycholinguistic experiments subjects 

have always produced related words, not morphemes (Murrel & Morton 1974; McKay 1978; 

Stanners et al 1979; Wheeler & Schumsky 1980; Jones 1991). Aronoff's word-based hypothesis is 

also the basis of English computational morphology (Sproat 1992; also Byrd et al. 1986; Church 

1986; in Sproat 1992.). Sproat observes that since on-line dictionaries in English invariably give word- 

form entries rather than roots, a word-based morphology makes a lot of sense (1992:199). Similarly, 

initial learning of English vocabulary and learning to use an English dictionary is approached through 

words, not bound stems and roots. Word-based morphology is also supported by Bochner (1993). 

6.13 Evidence for Word Theory 

Many stems in English do not constitute words (eg. "incision,' 'incisive,' "incisor" but 

"incise" mrevulsive,' 'revulsion," but '"revulse") (Aronoff 1 976:29). This fact might be direct 
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counterevidence to the word-based theory of morphology. What these stems have in common is that 

they take the same affixes. Because of their considerable number, they cannot be regarded as 

accidental gaps in the language. Martin (1972) has argued that in the above paradigm, the forms X- 

ive, X-ory and X-or are derived from X-ion, in the sense that they rarely occcur without an -ion form. 

The word 'aggressive' is formed from the noun 'aggression' (not *'agressm). The former does not 

contain the latter (on the surface at least), as word theory would imply. There is no word that contains 

the affixes -ion-ive. According to Aronoff, the notion 'one word formed from another" must therefore be 

more abstract than mere surface concatenation. 

6.1A Assumptions About the Lexicon 

WFR's are rules for generating words to be stored in the lexicon and are part of the grammar of 

the language. According to Aronoff, these WFR's are separate from the syntactic and phonological 

rules. WFR's do not apply every time the speaker of a language speaks. They are rules for making up 

new words which may be added to the speaker's lexicon. They are once-only rules, unlike rules of 

syntax or phonology which must apply in the derivation of every sentence (Aronoff 1976:22). Certain 

morphologically complex words which are not derived by the application of productive rules are stored 

in the mental lexicon, while others are constructed as needed (p.23). In Aronoff's model, the lexicon 

would contain words and WFR's which would also determine the phonological forms of derivatives. 

Bl.5 Semantic Compositionality 

According to Aronoff, the semantics of a derivative, if the word has long been in existence in 

the language, will seldom be of neat compositionallty. The divergence is not between the derivative 

and the base, but rather between the meaning of the derivative and the expected meaning, given the 

independently occurring meaning of the base. The divergence of "transmission" (of a car) consists in 

the fact that it does not mean "the act of transmitting' (the expected meaning). Aronoff's central claim 



is that relatedness of form is prior to relatedness of meaning (Aronoff 1976:33). Shared allomorphy 

between words with the same bound stem is more likely (eg. 'commit - commission" and 'emit - 
emissionm) than shared meaning of the bound stem in different words. 

Word Fonnation RuIes(WFR's) 

a 1  TheMuIeof WFR's 

According to Aronoff, WFR's have two functions: they form "new" words and they account for 

the internal structure of already existing words. (This theory is consistent with MacKay's (1978) findings 

on lexical retrieval and derivational processes.) A WFR specifies the set of words or "base' on which it 

can operate, the unique phonological operation performed on the base ( the pronunciation), and 

finally, the syntactic category, the subcategorization frame, and the semantic reading of the output 

The WFR that forms the word 'boyhood" may be represented thus: 

[ boy ] N --- [ [ boy ] N + hood ] N ?he quality of being a boy" 

[-abst ract] [-abstract] [+abstract] 

A WFR refers to the syntactic, semantic, morphological, and phonological properties of words, but not 

to syntactic, semantic, or phonological rules. In other words, WFR's have access only to the lexicon, 

but not to other components of the grammar. This means that WFR's operate entirely in the lexicon. 

Another implication of the theory is that there is a basic distinction between "word" and 'affix." 

Words carry 'categorical' information; affixes carry 'relational' information. In the case of affixes, the 

suffix -ow may carry the meaning of 'having or possessing' (as in "tetrapterous" which means having 

four wings), but 'disastrous' or 'miraculous' does not mean 'having a disaster" or 'having a miracle.' 

Defining the meanings of suffixes like -ic and -ive is also problematical. (Also Jackendoff 1975.) 

Affix morphemes, especially suffixes, should therefore be regarded as grammatical morphemes, 

functioning to change the syntactic class of a word. 
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6.22 Bracketing 

According to Aronoff, a new word is always formed by performing some operation on an 

already existing one, involving the addition of some affix to the word in most cases. This means that 

the new word will contain the old, the meaning of the new word being a compositional function of the 

meaning of the OM word it contains. Members of major lexical categories are always labelled (N, V, 

Adj., Adv.). Since all regular WFR's operate on such labelled words, and since there is no reason to 

assume that these labels are erased in the course of the application of a WFR, WFR's will, unless 

otherwise constrained, produce labelled bracketings in their output. Only morphological bracketing is 

possible (Aronoff 1976:25). Moreover, every new word, if it is derived by a regular rule, must have 

internal structure which also means it must have internal brackets. The word "readability" will have the 

following internal structure and labelled bracketing where both the category of the input and output are 

specified: 

[ [ [ read ]V + able ]A + ity IN 

When a base undergoes several WFR's, all of the structure built up in the derivation is preserved. The 

internal structure of the output is required in order to establish general conditions on WFR's, such as 

Adjacency Condition, and to provide the information necessary for the operation of Readjustment 

Rules. 

There are certain syntactic, semantic, phonological, and morphological restrictions on the 

base so that the output of a WFR is a well-formed word. These restrictions constitute the word 

derivation rules of English. 

a) Syntactic and semantic restrictions: 

The suffix -able can only attach to verbs, not to nouns or adjectives (for example, 

[ wash + able ] but not '[ black + able 1. The subcategorization feature of the verb is 



[+transitive] (thus, *[ seem + able I). The prefix un- cannot attach to adjectives with negative 

semantic content ( *[ un + bad 1, *[ un + evil 

b) Phonological restrictions: 

The phonological shape of the base determines the suffix it can take. Adjectives with final W 

or /dl can take suffix -en to form verbs ([ bright + en ] and [ hard + en 1, but ' [calm '+ en 1. 

Words like 'toughen," "freshen," and "weaken" date back to an earlier period. In the last 200 

years, only adjectives ending in dentals have been formed from this rule (Marchand 1969:272). 

This is not a phonological rule as this condition does not apply in other English words that do 

not involve affixation ('"calmen" but "common"). As well, phonotactic rules forbid the 

occurrence of two coronal fricatives in adjacent syllables, producing "impeachment" rather than 

*"impeachation." 

c) Morphological restrict ions: 

This may be broadly stated in Bloomfield's terms: normal (that is, native) roots combine with 

normal affixes while learned (that is, borrowed) roots combine with learned affixes (Bloomfield 

1933:252). Ardnoff uses the term [+ Latinate]. Thus, we get "vivacity" and "felicity," and not 

'"strongity" and '"widity." Aronoff observes that the suffix -ness may attach to both [+ Latinate] 

and [-Latinate] words as in "commonness" and "happiness." In addition, certain affixes have 

preference for certain types of words. Thus -iry also attaches to bases with X-ic, X-al, X-able, 

and X-id to obtain words like "specificity," globality," "readability," and "lucidity" (also Fabb 

1988). Specifically, Aronoff's "linear contiguity" hypothesis states that a suffix is sensitive to 

the last morpheme of the base while a prefix is sensitive to the first morpheme (1 976:52). In 

the case of the suffix -al, it cannot attach to bases of the structure [ [XI V-ment ] N (eg. 

"ornamental" but '"ernploymental'). However, we get words like "excremental" and 

"incremental." These may be argued to be derived from the Verb bases "excrete" and 

"increase," but involving obstruent deletion before -merit. This means that the resulting 

structure without the final obstruent is not strictly a verb and that there is a structural constraint 

regarding the attachment of -a1 to bases of [[XI V merit 1. This constitutes the constraint on the 
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structure of the base at the point of the application of the WFR. Normally, -a1 attaches quite 

freely to other deverbal abstract nominals like 'preferential," or 'organizational.' 

6.24 Unitary Base Hypothesis (UBH) 

UBH refers to the 'one affix, one rule" hypothesis. If the affix -able attaches to nouns ("fashion 

- fashionable") as well as verbs ('accept - acceptable'), then they are two different homophonous 

affixes and two separate WFR's (Aronoff 1 976:48). Aronoff provides the following arguments: 

a) The denominalized adjective always takes the nominalizing affix -ness ("fashionableness") and 

not -ity ('Yashionability"); the deverbal adjective takes either -ness ("acceptableness") or -ity 

('accept ability"). 

b) The semantics of the deverbal adjective is distinct from that of the denominal adjective. The 

former means 'capable of being X-ed" (where X is the base, as in "acceptable"), while the 

latter means 'characterized by X' (where X is the base, as in "fashionable'). 

C) The semantics of a word can be ambiguous. 'Fashionable" can mean either "characterized by 

fashion or in fashion,' or "capable of being fashioned.' 

According to Aronoff, the following reasons explain why there is no extrinsic ordering of WFR's: 

a) The application of any one WFR on a-word forms another word. There are no intermediate 

abstract stages and WFR's do not take us from one level of the grammar to the next level. 

Ordering of WFR's is therefore unlikely (1976:57). As well, extrinsic ordering would mean that 

speakers are always required to carry out derivational processes for complex words, which is 

also unlikely (Aronoff l976:56). (Also Linell 1 976; Lakoff 1 993.) 

b) In the case of words with multiple or adjacent affixes, ordering is not possible. This 

can be seen in the following examples: 
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'organizational" --- -ation precedes -a1 

'industrialize" -- -a1 precedes -ize 

'industrialization" -- -ize precedes -ation 

If extrinsic ordering applied, -ize would never precede -ation. (However, abstract features like 

+[Latinate] need to apply.) 

c) The distribution of affixes is not complementary. There are coexisting forms where different 

affixes can attach to the same base as in 'approval" and "approbation.' 

6.3 Phonological Operation 

The phonological operation is part of and simultaneous with the WFR. The word is formed 

entire, as a completely phonological entity prior to all the rules of phonology. The WFR's are not part 

of the rules of the phonological component of the grammar (Aronoff 1976:72). Whatever "phonological 

conditions' there are that are associated with affixation are simply phonotactic rules (eg. '"drudgish"). 

6.3.1 Adjustment R u b  

Aronoff's Adjustment Rules refer to what were traditionally referred to as "morphophonemic 

rules' in the sense that they are applied in certain morphemes or classes of morphemes, or in the 

environment of certain morphemes or classes of morphemes (Aronoff 1976:87). They change the 

segmental shapes of morphemes, but they are not phonological rules. Adjustment Rules consist of 

two types, Truncation Rules (TR's) and Allomorphy Rules (AR's). 

a) TN-o~ R u b  (TR's) 

A TR deletes a morpheme which is internal to an affix in the following manner:5 

[root] + A ] X + B ] Y 

1 2  3 -----> 1 0 3  

where X and Y are major lexical categories. 
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An example of a truncation is as follows: 

[ [ nomin + are ] V + ee IN ------ nominee 
0 

(where V is +transitive and takes +animate object.) 

With only one exception to this rule with suffix -unl (as in " deodorize - deodorant"), 95 items 

belong to this morphological class (Walker 1936; in Aronoff 1976:90). This makes the rule 

productive. TR applies only to vebs with syllabic roots. This means that we get "inflate - 
inflatant" since the verb cannot be [infl + ate] which would give us the root '1 51 /. The root 

should therefore be (flate). In this case, <-ate> is not a separate morpheme, but part of 

(flate). Thus we get "inflate - inflatant" and not '"inflant." Similarly, we get "inflatable" and not 

'"inflable." 

b) Allomorphy Rules (AR's) 

AR's state that a root or an affix always takes a given shape in a given morphological 

environment and there are no lexical exceptions (Aronoff 1976:110). AR's apply on 

morphemes, not segments (Aronoff 1976:113). In English derived words, allornorphy occurs 

in roots as well as in affixes. 

i) Root allornorphy 

Root allornorphy occurs with Latinate roots such as (ceive], (sorb), and (sume) (p.102). 

These are. marked morphemes without meanings which determine the form of their suffixes, 

without exception. In the following example, 

"invert - inversion" [inva3an] 

"insert - insertion" [insajan] 

where the [3 ] and the [ fi correspond to the word-final W. The only difference between the 

two pairs of words is that one root has Iv/ while the other has Is/. The AR changes the root's 

last consonant W in the two cases. Aronoff proposes the AR where /V becomes [3] before 

-ion in words with (verl) roots, and before -ion with (sert) roots. 



Aronoff differentiates between AR's and phonological rules in a principled manner by defining 

three restrictions for AR's (Aronoff l976:98): 

a) An AR (but not phonological rules) brings about a phonological change, but only applies to 

certain morphemes in the immediate environment of certain other morphemes. 

b) An AR cannot introduce segments that are not also underlying segments of the language. 

c) AR's (like TR's) apply before phonological rules. In the examples below, the change from [dl 

in the root to [s] is a rule of allomorphy rather than phonology (palatalization), since not all the 

words ending in end> can have the [dl changed to [s] with the suffix -ible. 

defend - defendable, defensible 

extend - extendable, extensible 

commend - commendable, but 'commensible 

amend - amendable, but 'amensible 

Therefore, the shape of the root (tend}, {fend} or (mend) determines whether the final Id/ 

of the root changes or not before the suffix. Other examples involve words with roots {duce} 

and {ceive), where the -ion suffix produces root allomorphy {duct} and (cept) respectively 

(Aronoff 1976: 103). 

ii) Affix allomorphy 

Aronoff provides a detailed treatment of the suffix -ion which has at least five allomorphs, 

-ation, -ition, ution, -ion, -tion and their distribution is morphologically governed (Aronoff 

1976:98 -105.) Only -ation and d o n  will be discussed here. The suffix -ation is productive. 

Walker (1936; in Aronoff 1976:99) lists 2000 words with this ending, which is 4% of all words 

listed in the dictionary. In its active use as a WFR, -ation is a deverbal abstract action nominal 

suffix, with both active and passive senses (eg. Yascinate - fascination," "relegate - 
relegation"). Wherever conditions of the bases are not met for the other variants, -ation is 

attached. However, words ending in coronal fricatives (except Is/ and lid) do not take -ation for 

phonotactic reasons. Stems ending in various classes of segments and clusters take -ation : 

labials -- perturbation, formation, usurpation 
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coronals -- accusation, consultation, revelation, degradation, explanation, 

commendation, sensation, declaration 

velars -- provocation, purgation, prolongation 

The suffix -ation attaches only to Latinate stems. Since there are very few Latinate stems with 

final vowels, there are few examples of -ation after vowels (eg. "vary - variation'). 

The suffix -&n is attached to verbs such as 'solve,' "resolve,' 'revolve,' and 'dissolve," 

producing 'solution,' "resolution,' 'revolution,' and "dissolution." One possible explanation is 

that since /v/ is non-coronal, the affix is -tion, and another rule changes At/ to /u/, producing 

-&n. Another explanation is to posit d o n  as the suffix, followed by the dropping of the /v/. 

Aronoff admits that there are no empirical grounds for deciding between the two explanations. 

6.4 Boundary Paradox 

Where a problem exists in a phonological approach, the boundary paradox poses no problem 

in a morphological approach. According to phonological analysis, [ analyze # abil + ity ] constitutes a 

bracketing paradox because the Level II affix -able cannot precede the Level I affix -iry. 

Morphologically, -ify can attach to 'analyzable" since this word has a legitimate base form for the 

suffix -ity. (Also Fabb 1988). 

6.5 Distributional Arguments for Word-Based Derivations 

The word-based hypothesis implies that a new class of word X is formed from another existing 

word of class Y, which means that for every word X' from X, there will be an existing word Y' from Y 

but not vice-versa. (There may be accidental gaps, 'due to the vagaries of history" (Aronoff 1976:115). 

Therefore, for every noun ending with -ness, there will be a corresponding adjective, but we may not 

find, for every adjective, a corresponding noun ending with -ness. The distribution argument is useful 

when it is difficult to decide which word is the base form and which is the derivative when both forms 
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have affixes. X-istic (eg. 'imperialistic') seems to be derived from the noun of the form X-ist 

('imperialist'). Using the distribution argument above, it means that for every X-istic adjectival form, 

there should be a corresponding X-ist noun form. Walker (1936; in Aronoff 1976:118) lists 145 words 

ending with -istic, 28 of which do not have the corresponding - k t  form (eg. "characteristic,' 

'anachronistic"). However, for the words with -istic which have a corresponding X-ist form, there are 

also a corresponding X-ism form. Thus, for a given - k t  word, the -istic form cannot exist without 

there being a corresponding -ism form. On the other hand, one can form a word X-istic for a given 

word X-ism, even when its X-ist form does not exist. This means that, according to distributional 

evidence, X-ism is the base for X-istic, even if on the surface, -ic seems to attach to -kt .  This solution 

is not without problems, since the suffixation of -ic to -ism will yield -ismic rather than the expected - 

istic. We would need a rule that says m -4 Is----+ -ic. (also true in "sarcasm - sarcastic'). This 

shows that phonological transparency adding -ic to - k t  to obtain -istic is surface concatenation, and 

cannot be the primary tool of morphology (p.121). There is a certain level of abstraction involved. 

6.6 lhemdical O b j j o n s  to Aronoff's Word Formation Theory 

a) Alkn (1978) 

Allen argues against Aronoff's word-based hypothesis, claiming that affixes can also attach to 

phrases which are lexicalized, that is, mini-idioms of the language (p.238). The suffix -ish can 

attach to adjective phrases and the suffix -ness to noun phrases like "blue-and-blackness" and 

'blood-and-thunderish.' However, Dressler (1985) cdunter-claims that such lexicalized or 

opaque phrases can be bases of only a few suffixes (-ern -able, -ish, and -ness), and they are 

restricted occasionalisms, not accepted neologisms. 

b) Scalb (1986) 

Scalise argues for a modified unitary base hypothesis, since contrary to Aronoff's Unitary 



Base Hypothesis, many English prefixes attach to three syntactic categories (p.138). Prefixes 

should be distinguished from suffixes in that prefixes do not have the "single syntactic feature 

restriction." Prefixes like inter-, co-, &- and pre- can attach to adjectives, nouns, and 

verbs, as in 'international," "interstate," and "interweave." This does not constitute a serious 

challenge for our purpose since the Unitary Base Hypothesis holds generally for suffixes and 

also because prefixes do not affect the phonetic forms of the output of WFR's. 

C) Anderson (1992) 

Anderson argues for an a-morphous morphology. This means that morphological structure 

arises only when explicitly stipulated in the structural change of a morphological operation. 

Complex words will only have phonological and semantic structure, and syntactic properties. 

We should therefore treat the morphology of derivatives as a matter of the relation of words, 

and the further step of attributing additional internal form to these words is in fact unnecessary 

(1 992:29l). 

a) Raffelsiekn (1992) 

Raffelsiefen's non-configurational approach to derived words also argues against preserving the 

internal structure of words. Morphological operations are functions that relate phonological 

expressions (1 992:14O). If the attachment of a later affix is a function of the preceding affix in 

the case of truly productive affixation rules (that is, where there is no idiosyncracies in 

semantics), then there is no need to show the internal structure that exists between the two 

affixes. In this type of analysis, two kinds of pairs are generated: 'predict - predictable" and 

"predict - predictabiltty," instead of "predict- predictable' followed by "predictable - 
predictabiltty." Similarly, -ize can always be followed by -ation. Related pairs generated would 

be "urban - urbanizationu rather than "urban - urbanize," 'urbanize - urbanization." As well, 

in the analysis of a derivative such as "recognizability" as [[ recogniize ]V + able]A + ity IN 1, 

the category V may not matter, since it already constitutes the domain of [recognizableIA 



upon the application of -ity (1992:149). Raffelsiefen also argues against Aronoff's analysis of 

'"ernploymental' which is based on the constraint that -a1 cannot be attached to -ment if the 

base is a verb. In Raffelsiefen's analysis, the attachment of -a1 is a function of the peceding 

-men[, not 'employ'. In any case, the attachment of -merit cancels out the syntactic category 

of "employ" as a verb, and "employ' becomes part of the domain of -merit, which makes the 

syntactic category of Verb irrelevant (1 992:154). 

Raffelsiefen also argues that Aronoff's account of -ation is oversimplified. The 

suffix -ation is not as unrestricted as Aronoff claims. We get 'perturbation" but 

*"disturbation," 'consultation" but '"insultation," or "explanation" but *"remanationn (from 

'remain"). According to Raffelsiefen, it is impossible to specify a domain for this suffix. 

Verbs that take -ation are in fact "fossilized" or lexicalized. They cannot be accounted 

for by blocking either, (an explanation used by Aronoff for *"gloriosityn due to the 

alreading existing noun "glory") since several of these verbs lack a derived nominal 

other than X-ing (as in "remaining" or "deserving"). 

Challenges regarding boundaries and bracketing can be countered by Aronoff's own notion of 

these linguistic devices. Within Aronoff's theory, boundaries are structural entities inserted between 

elements by rules (Aronoff 1976:122). If they are purely structural entities, they have no phonological 

substance in themselves, nor meanings. Their significance lies in the way they affect phonological and 

semantic processes, such as stress. Unlike morphemes or words, boundaries are only elements of 

linguistic structure. Whether brackets are erased or not as part of morphological processes, or are 

preserved to denote the syntactic categories of internal words, is a matter of preference of structural 

presentation. Internal brackets are preserved to indicate structure and nothing else. 

In my opinion, in both Anderson's and Raffelsiefen's theories, the nature and significance of 

the morphological component of the grammar seem ill-defined. If their analyses are indeed 

morphological, then derivations cannot be mere "functions of phonological expressions," to use 



Raffelsiefen's words; nor can they be mere expressions of relations between words, as claimed by 

Anderson (1992). After all, morphology refers to word structure; if there is multiple affixation, then all 

the parts of this complex word structure must be recognized as domains of the analysis, including the 

syntactic categories involved. Anderson and Raffelsiefen clearly ignore the significance of 

morphological decomposition of words by speakers as a significant aspect of a speaker's competen~e.~ 

6.7 Pedagogical Implications 

The pedagogical implications of Aronoff's theory of morphology are similar to those of 

Linell's theory of phonology and morphology. I will discuss further implications below: 

1. If speakers have the capacity to recognize and make up new words according to regular 

WFR's, then WFR's are learnable units of language and should be taught to learners. 

2. WFR's state specifically the syntactic categories of bases and outputs on the attachment of 

certain affixes. In Cantonese, words have fluid syntactic categories which are determined by 

word order rather than affixation. WFR's and affixes as described by Aronoff afford an 

effective means of helping Cantonese learners recognize the syntactic categories of English 

words and their significance in word formation and sentence formation. 

3. WFR's capture the relatedness between words which share common bases (morpheme 

identity). Awareness of word relatedness facilitates the development of vocabulary, lexical 

decoding, and reading ability in ESL learners. 

4. Derivatives with bound morphemes need not be broken up morphologically and can be treated 

as whole words, especially at the earlier stages of learning. Explanations involving 

rnetaphoriical extension are difficult for learners first encountering morphology. Inconsistency 

of meaning of the same bound stem and the same affix in different words also cause further 

confusion. This does not mean that the learning of Latinate stems is unnecessary, but such 

examination of complex words can be delayed till the advanced level. Even then, the need for 



metaphorical extension of meaning must be made clear to advanced learners. 

5. ll internal brackets are not erased, the internal word structure is preserved. Knowing the 

internal word structure is as important as knowing the phonetic forms of the derived words. It 

also means that the teacher can go as far back as the learner needs, to examine the structure 

of a word with multiple affixes. There is no specific point in the word where further analysis is 

impossible because of the stipulation that the boundaries of a lexical unit are determined by 

brackets at a particular cycle or level (as in lexical phonology), or that an affix is now part of a 

word and cannot be broken up for analysis (as in Raffelsiefen 1992), or simply that internal 

morphological structure is irrelevant (as in Anderson 1992). Moreover, in the case of multiple 

affixation, recognizing two or more adjacent affixes as separate entities helps learners to 

discover the morphological compositionallty of derivatives and reduces the difficulty of 

identifying the essential meaning contained in the base word. 

6. Without ordering of WFR's, learning is very much simplified. Recognizing affixation patterns in 

multiple affixes as those outlined in Aronoff's linear contiguity condition and distribution (eg. 

-kt-ic, -ize-ation, -merit-al, and -ic-ism) is much easier than learning the application of ordered 

rules, whether morphological or phonological. Moreover, WFR's make specifications about 

the syntactic categories of bases which help in determining the order in which the affixes must 

be attached. 

7. Treating the different phonological shapes of bases and affixes as a phenomenon of allomorphy 

rather than as segmental alternations provides more reality to a learner. Recognizing and 

remembering the phonological shapes of larger units like bases and affixes is easier than doing 

the same for alternating segments because bases and affixes are more meaningful units than 

segments. Without direct reference to word paradigms, Aronoff's theory provides several 

useful paradigms according to shapes of roots which makes learning efficient. The significance 

of word paradigms in word learning is supported by Williams (1994). 

8. When word structure is properly understood, the semantics of a derivative is more evident to a 

learner since the ability of abstracting bases from surrounding affixes is crucial in abstracting 



the essential meanings of derivatives. Any idiosyncrasies in the semantics of derivatives can 

be explained as they occur. 

9. Abstractness is limited to only a few instances where segmental alternations are necessary, as 

in the case where the -ism-ic ending becomes -is(-ic in final phonetic form. Unless very 

detailed morphological understanding is required by a very advanced learner, this kind of 

alternation need not be explained. The learner may assume the more transparent relation 

between -ist and -is[-ic as in 'imperialist - imperialistic' rather than 'imperialism - 
imperialistic' without serious consequences to his knowledge of English morphology. 

10. Leaming word formation enables the learner to utilize English orthography to advantage. The 

relatedness between words can be recognized directly from the orthography since the nature of 

word structure is understood. 

11. Aronoff's theory also enables the teacher to posit several rules of thumb which would not 

violate morphological principles as would happen if other theories were adopted. WFR 

specifications of syntactic categories of inputs and outputs and the condition of linear contiguity 

of affixes will ensure that the derived word is morphologically well-formed. Strata rules and 

level ordering of affixes (as in lexical phonology) become unnecessary and consequently, the 

problem of bracketing paradox does not arise. 

12. Aronoff admits no empirical grounds for explaining the suffixes -ution and -ition. A pragmatic 

approach to linguistic theory would mean that either solution could be of pedagogical value, as 

long as conditions for the application of rules and the rules themselves can be understood. 

13. Speakers and learners may have intuitive organizations of English morphology which do not 

reflect the neat bracketing found in Aronoff's theory since boundaries between stems and 

affixes have been found to be varied for different native speakers (Wheeler & Schumsky 1980). 

This does not detract value from Aronoff's theory as a model for teaching English morphology. 

14. Not of least significance is the fact that Aronoff's WFR's are linear representations which also 

reflect the left-right asymetry in morphological processing, confirmed by Segui and 

Zubizarreta's study (1 985).' =, lexical phonology, and later morphological theories have 
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provided us with top-down segmental processing, plenary and tree-type representations, 

complete with loops, hops, and domain maps such as those of Kiparsky, Spencer, 

Anderson, Raffelsiefen, Sproat, and Pesetsky mentioned above. In some of their 

representations, linear order of morphemes or internal word structure are in fact irrelevant. 

Conclusion 

Aronoff's Word Formation in Generative Grammar (1 976) represents the most detailed work on 

English Latinate derivatives. More recently, Bochner's (1993) Lexical Relatedness Morphology reflects 

much of Aronoff's arguments for word-based morphology. The primary value of Aronoff's word-based 

theory of derivational morphology is that it reflects the general agreement among empirical 

psycholinguistic models regarding the lexical representation of derived words, their morphological 

structure, and the grouping together of morphologically related words (Cutler et al 1985). It also 

reflects most closely the morphological competence of the average native speaker of English and the 

competence that L2 learners may be able to acquire, that is, word formation (derivations), as well as 

the recognition of morpheme identity and semantic relatedness between words in a morphological 

family. (See empirical studies in psycholinguistics by Murrell & Morton 1974, Taft & Forster 1975, 

Stanners et al 1979, Luketala et al 1980, and Anshen & Aronoff 1988.) Though not explicitly stated 

by Aronoff, his paradigms of related patterns and patterns in the morphological rule system contrast 

with the notion of the cyclic application of phonological rules in morphological derivations. This 

approach is also supported by Bochner (1993). Bochnet's claim of redundancy in the lexicon and in 

the morphological rule system represents a refinement of Aronoff's notions of the basic morphological 

competence of the native speaker. For pedagogical purposes, Aronoff's theory provides the learner 

with insights into vocabulary with derivative morphology by providing rnorpholexical rules and their 

syntactic classes which spelling rules alone cannot do. 



Notes: 

1. In Aronoff (1994), the term 'word' is replaced by 'lexeme' to differentiate the 
morphoplogical word from the phonological word used in prosodic phonology. However, 
for the sake of consistency with Aronoff (1 976), and for pedagogical reasons, I prefer the 
term 'wordm. 

2. Spencer (1 988b) advocates a multilinear or multiplanar representation of allomorphy and 
claims that the viability of linguistic levels of representation does not depend on our being 
able to map such representations directly on to psycholinguistic representations, or on our 
finding direct psycholinguistic evidence for these representations (Spencer 1988b:637). On 
this account, Spencer's theory (based on Latin) will not be discussed. 

3. The area of semantic restrictions is not well developed in Aronoff's theory in general as it 
was then a relatively undeveloped area in linguistics. 

4. Linell claims that phonotactic rules do not come into play in allomorphy, but he was 
referring only to vowel alternations within the base when an affix is attached as in 'serene- 
serenity.' He was not referring to the phonotactics of adjacent base and affix. 

5. Siegel (1 977) offered a more complex explanation for truncation which required two 
sets of rules. (See Aronoff 1976: 88-90.) For pedagogical purposes at least, Aronoff's 
explanation would be more feasible. 

6. In fact, Anderson does not accept the analysis that a word with affixes is 'derived' from a 
more basic one without affixes. This is based on his assumption that what is significant is 
the 'relation' between the two words. According to Anderson, this view has the advantage 
of eliminating the need for an internal word structure which necessitates brackets and 
boundaries and conflated tiers. In English morphology, most instances of complex words 
are concatenations of morphemes. In the teaching of English morphology, internal word 
structure and morphological derivation are convenient and psychologically realistic 
approaches. 

7. As explained by Cutler et al (1 985), left-right asymmetry is used in a metaphorical sense, 
that is, in the sense of temporal ordering rather than spatial. This term would still apply in 
languages with a right-to-left orthography. 



Chapter 7 

AN INTEGRATED STUDY OF M E  MORPHOLOGICAL AND MORPHOPHONEMIC AWARENESS OF 
CANTONESESPEAKlNG COLLEGE-PREPARATION ESL STUDENTS 

Introduction 

In this chapter, I will briefly reiterate the rationale for my integrated study of ESL morphological 

and morphophonemic awareness. (See 2.4.) 1 will present my hypotheses regarding my subjects' 

performance in the aural recognition and production of Latinate derivatives, abstraction of base words 

from derivatives, and the relation between their semantic recognition of morphologcally associated 

words and their pronunciation of derivatives. 1 will also explain the method of my study. 

7.1 Rationale for My Study 

Language factors that have influenced past research on ESUEFL learners' formal 

representations of English multisyllabic words, including derivatives, are 

the effects of negative transfer of L1 (Jordanian Arabic) due to similarities in syllable structure 

between English and L1 (Anani 1989); 

the effects of TL syllable structure which differed from L1 syllable structure (Spanish), resulting 

in errors in stress assignment (Mairs 1989); 

the negative influence of syllable-timed L1 prosody (Chinese and Hausa) on the pronunciation 

of stress-timed English derivatives (Fokes & Bond 1989); 

the effects of the number of syllables in English derivatives on their pronunciation (ibid); 

the adaptation of stress rules in the L1 (German, Portuguese) cognates on the pronunciation of 

English derivatives (Erdmann 1973, Baptista 1989 respectively); 

the incorporation of base-word stress by Portuguese L1 speakers in the pronunciation of 

English Latinate derivatives in cognates and nonagnates (Baptista 1989); and 
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vii) the effects of the requirement or non-requirement of spelling change on EFL learners' affixation 

of Latinate and non-Latinate derivatives (Aiking Brandenburg et al (1990). 

As explained in 2.4, using native speakers of Cantonese as the subjects of my study would exclude 

the effects of negative or positive L1 transfer in their formal representations of English derivatives. 

Ruling out the effects of positive and negative transfer had two advantages: psycho1 inguistic reasons 

for the "constraints" imposed by the ESL subjects' knowledge of affixation would need to be explained, 

and common patterns of overgeneralization of English Latinate morphological and morphophonemic 

rules between ESL learners and NS of English might be found. 

Anani, Mairs, and Baptista do not distinguish among monomorphemic, inflected and derived 

words, and compounds. These words are simply multisyllabic phonological units; learners' problems 

with derivatives are therefore purely phonological. Any effects of subjects' knowledge of English 

spelling, morphology, and semantic associations of morphologically related words on their 

pronunciation of derivatives are not taken into account in explaining their phonological problems. 

Moreover, in all the studies that involved derivatives, the possible effects of learners' actual 

pronunciations of base words on that of associated derivatives have not been investigated. I decided to 

examine the possible effects of the semantic and spelling associations made by my subjects between 

base words and derivatives on their phonological representations of derivatives. The evidence of 

speakers' spelling difficulties with derivatives (Templeton 1979, Templeton & Scarborough-Franks 

1985) and morphological boundaries in derivatives imposed by orthography (Wheeler & Schumsky 

1980) would also have significance for ESL learners. Therefore, improving on Aiking-Brandenburg et 

at's (1990) test of EFL suffixation, I had my subjects abstract base words from derivatives with non- 

obvious suffixes. As explained earlier, my test had four advantages over that of Aiking-Brandenburg et 

al's test: it confirmed whether ESL learners recognized affixes and whether they made the correct 

base-word associations and abstract the base words when presented with derivatives. It also showed 

whether spelling prevented them from abstracting base words and it revealed what kind of affix and 

spelling manipulation strategies learners employ in abstracting base words from derivatives. Base-word 



decoding is important since base words contain the essential meanings of most derivatives. My 

Semantic Rating of Word Pairs Test determined the extent of my subjects' awareness of the semantic 

relatedness between morphologically related words. It also determined whether my subjects' base- 

word vowel and stress patterns in their phonological representations of derivatives were influenced by 

their perceived meaning relatedness between words in a pair. The criteria for selecting test words were 

important. Dziubalska-Kolazyk (1 989) uses pseudo words which fit oertain phonological rules in a 

particular morphological operation (vowel shifl and velar softening with the suffix -ity). Baptista (1989) 

uses 128 pseudowords based on stress rules predicted from NS pronunciation of nonsense words and 

are "infrequent in classroom conversation" (1989:3). 1 decided to use existing English derivatives 

expected to be familiar to college-preparation learners as this would provide more realistic evidence of 

leamers' rules regarding base words and associated derivatives. My study is thus a test of ESL 

leamers' lexical competence with a focus on Latinate derivatives. It is also an integrated investigation 

of ESL morphophonemics, going beyond phonology and exploring my subjects' awareness of 

morphology, orthography, and their perception of semantic relatedness between morphologically 

associated words. 

7.2 Hypotheses 

As mentioned in 1.2.1, overgeneralization of L2 rules is the strategy of inappropriately applying 

L2 rules learned or acquired earlier to new linguistic items. It was also mentioned that unlike 

phonological rules, TL morphology and morphophonemic rules are higher-order rules which are seldom 

ever transferred from L1 into L2 learning. Interlanguage morphological and morphophonemic rules 

resutt from the constraints imposed by earlier learned TL rules or their overgeneralization. This is 

especially true where a TL linguistic item does not have a counterpart in the learner's L1 and the L1 

cannot contribute positive or negative transfer. It may also be assumed that learners are exposed to 

the more frequent and common non-Latinate derivatives in the earlier stages of ESL learning. Due to 

overgeneralization, the required vowel andlor consonant alternations, and/or stress shifts will be 



absent in their phonological representations of Latinate derivatives which are acquired later. l assume 

this overgeneralization regarding derivatives to be part of the process of linguistic simplification in 

interlanguage, as evident in syntax and phonology (Corder 1971, Blum 8 Levenston 1978). 

Psycholinguistic studies on the production of derivatives (eg. saying "professoral" rather than 

"professorial") also confirm a real speaker preference for transparent derivations over opaque ones 

(Cutler 1980a). Therefore, in pronunciation, I hypothesize that subjects will overgeneralize the 

pronunciation rules of nowLatinate derivatives to those of Latinate derivatives. This means that 

segmental alternations (especially vowel alternations) and stress shifts required by Latinate derivatives 

will not be made correctly by subjects if they have not yet learned to pronounce them correctly.' The 

dominant strategy for pronouncing a derived form will be to incorporate its base-word pronunciation, 

that is, base-word stress pattern and vowel(s). This leads to my first and second hypotheses: 

Hypothesis 1: 

In the aural recognition of English Latinate derivatives, the main type of error in the 

pronunciation preference of ESL subjects will be base-word vowel and stress pattern -word 

pronunciation) rather than other types of errors involving segmental alternations and stress 

placement 

Hypothesis 2 

In the oral production of English Latinate derivatives, the most dominant type of error of ESL 

subjects will be the incorporation of bascword vowel and stress pattern (base-word 

pronunciation) rather than other types of errors in segmental alternations and stress placement 

According to Wheeler and Schurnsky (1980:31), the English orthographic system is a 

significant influence on speakers' phonological analysis and word segmentation when a purely oral 

exposure would not be. The more orthographic changes there are accompanying affixation, the more 

difficutt it is to identify the stem (base word). The base word and the base word-derivative association 
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are rendered opaque. Moreover, exposure to derivatives is likely to happen after attainment of literacy 

and exposure is likely to be in written form. Since ESL learners' exposure to derivatives is likely to be 

even more book-based than that of native speakers, I am inclined to agree that spelling would 

influence ESL learners' phonological and morphological representations of derivatives. Spelling would 

affect the extent of their recognition of base words within Latinate derivatives, depending on whether 

spelling obscures the stem-suffix boundaries (that is, whether the derivatives have obvious suffixes or 

non-obvious/uncertain suffixes) (Wheeler & Schumsky 1980). In the task of abstracting base words, 

the rule of suffix stripping for non-Latinate words will be overgeneralized to Latinate words the subjects 

do not know. This means that ESL subjects will apply the strategy of suffix stripping to derivatives of 

Latinate origin without carrying out the necessary spelling changes to the base words. This 

investigation will also show whether the native-speaker strategy of 'ease of analysis" in suffix 

recognition (Wheeler and Schumsky 1980) applies to ESL learners. This leads to my third hypothesis: 

Hypothesis 3: 

In a word analysis task, if the base words within English Latinate derivatives (with non-obvious 

suffixes) am not recognized, the dominant strategy among ESL subjects for abstracting base 

words will be suffix stripping without spelling changes to the base words rather than other 

strategies involving suffix stripping, base word manipulation, and/or spelling changes. 

It is reasonable to assume that learners use their awareness of the morphological association 

between words and the orthographic patterns of derivatives to help them abstract base words from 

derivatives, pronounce derivatives, and decode their meanings. Subjects will more readily recognize 

base words within obvious-suffix derivatives than within those with non-obvious suffixes. An interesting 

question regarding obvious-suffix derivatives will be the influence of the subjects' awareness of the 

semantic relatedness between base words and associated derivatives on their phonological 

representations of derivatives, that is, whether base-word pronunciation is influenced by obvious base 

words in the spelling of derivatives. Exploring this question will also help to determine whether subjects 



use spelling as a cue for meaning or for pronunciation or for both. This leads to my fourth hypothesis: 

Hypothesis 4: 

Among ESL kamers, there will be a positive correlation between the rate of rscognition of the 

semantic relatedness between morphologically associated words and the incorporation of bast 

word pronunciation in the phonological representations of Latinate derivatives with obvious 

ruff ixes. 

7.3 Method 

7.3.1 Subjects: 

Sixty-four subjects participated in the study. The study group consisted of 32 native speakers 

of Cantonese from Hong Kong, referred to here as Group A. The reference group consisted of 32 

native speakers of Canadian English, referred to here as Group B. All subjects were enrolled in high 

school Grade 12 in the Lower Mainland. While 40 students volunteered to participate as Group A 

subjects, four did not qualify for length of stay in Canada, three did not qualtfy for the required length 

of formal ESL instruction in Hong Kong, and one did not complete all parts of the study. While 47 

students volunteered to participate as Group B subjects, seven did not qualify as native speakers of 

English and eight did not complete all parts of the study. Participation was voluntary and subjects 

were not paid for participation. 

Group A ESL subjects were aged between 17;O and 18;11 (average age=17;6). In Hong 

Kong, 84.40% of the subjects had attended English-medium schools and 15.63% had attended 

Chinese-medium schools. Among those from English-medium schools, 84.38% indicated that their 

teachers spoke mostly in Cantonese during instruction time though textbooks were in English, except 

for Chinese History and Chinese Literature. For subjects from Chinese-medium schools, ESL was part 



of the formal curriculum, but teachers spoke mostly in Cantonese. These subjects had received 

between eight and eleven years of formal ESL instruction in Hong Kong before arrival in Canada, 

some having begun ESL instruction in pre-school or kindergarten. The average length of f o m l  ESL 

instruction in Hong Kong was 10.19 years. The subjects had resided in Canada for between 17 

months and 48 months. Mean length of residence in Canada and attending school in Canada was 

31.81 months. Subjects arrived in Canada between the ages of 13;O and 16;8. The average age of 

arrival in Canada was 15;l. None of the ESL subjects had lived in or learned English in other English- 

speaking countries. Upon arrival in Canada, all subjects had been tested for English language 

proficiency by the School District and/or the home school for placement in the ESLrrransitional Content 

Area Program. All the ESL subjects had gone through the ESL (Language Development) program as 

well as the Transitional English and Transitional Social Studies program, including Wriiing 

Fundamentals, though not all subjects began with ESL Level I in Canada. (Promotion within the ESL 

and Transitional Programs occurred at specified times during the school year and was contingent on 

classroom performance andlor scores in exit exams. An ESL student could be promoted one or two 

levels within an academic year, though the latter was rare.) All subjects were currently enrolled in 

mostly regular Grade 12 school subjects and 68.75% were enrolled in Regular English 12, while the 

rest were enrolled in Regular English 1 1  or Communications 12 (an alternate of English 12) which 

would enable them to graduate with high school certificates. They were also enrolled in the required 

second language program, which was either Mandarin or Japanese. The subjects had either 

completed Social Studies 1 1  or were currently enrolled in Social Studies 1 1  or 12. In addition, 

subjects were enrolled in a variety of content area subjects, including mathematics, the sciences, 

business studies, computer studies, geography, and art. All subjects indicated that they were headed 

for post-secondary education and 84.34% were currently preparing for the Test of English as a Foreign 

Language (TOEFL). Regarding the use of English or Cantonese at school, 71.89% of subjects spoke 

English and 100% spoke Cantonese. Regarding languages used outside school, 37.50% spoke 

English while 87.50% spoke Cantonese. In contacts with neighbours, 84.38% spoke English while 

46.88% spoke Cantonese. Cantonese was the language spoken at home for 100% of subjects and 



only 6.25% spoke English as well as Cantonese. This ESL group represented a sampling of 

individuals with similar L1 background and a fairly similar ESL exposure and English native-speaker 

contact. 

The native speakers of Canadian English were aged between 17;O and 18;11 (average 

age=17;7). They spoke only English to their parents and siblings and spoke only or mostly English 

outside their homes. Of those who spoke another language outside the home, 15.63% spoke 

Cantonese, 6.26% spoke Italian, and 3.13% spoke Croatian. In school, the subjects were or had 

been enrolled in the required second language programs such as French, Italian, Spanish, Mandarin, 

or Japanese. (The minimum requirement was up to Grade 11 .) The subjects were enrolled in Grade 

12 and studying regular content area subjects, including English 12. None of the subjects were 

enrolled in Advanced Placement English or English 12 Honors. All 32 native-speaker subjects indicated 

that they were college- or universtty-bound. 

Group B served as a reference group for comparison with the Cantonese-speaking ESL 

subjects who were at an equivalent age and academic level. They represented a cluster sampling of 

population where familiarity with derivatives used in content area learning and day-to-day school 

activities may be assumed. Given the small populations and the small number of test items involved in 

this study, the results can only be interpreted as indicative of tendencies which are likely to have 

practical significance in language teaching and learning. (See Appendix B for personal details of 

individual subjects as well as individual scores for Listening, Pronunciation, and Word Analysis Tests.) 

7.32 Procedure 

a) Briefing and questionnaire 

A week before the tests began, potential subjects for both groups were briefed on the purpose 
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of the study, as well as the questionnaires and test instruments to be used. Reference was made to 

the pronunciation, listening, spelling, and meanings of words. No reference was made to the specific 

linguistic aspects of the tests, that is, the morphology and morphophonemics of derivatives. Potential 

ESL subjects completed Questionnaire 1A and potential NS subjects completed Questionnaire 1 B. The 

responses were screened to eliminate subjects who did not meet the requirements for Cantonese as 

L1, previous ESL instruction in Hong Kong, length of residence in Canada, and ESL experience in 

Canada in the case of Group A subjects, and English as L1 in that of Group 6 subjects. All subjects 

had to be college- or university-bound. After all four tests had been completed, both groups completed 

Questionnaire 2 which was aimed at determining the criterion or criteria which subjects used for 

determining association between base words and related derivatives. 

b) Testing 

Test instruments consisted of Part 1: Listening (30 items), Part 2: Word Analysis (30 items), 

Part 3: Pronunciation (120 items, 60 base words and 60 associated derivatives, including the 30 

derivatives from the Listening Test), and Part 4: Semantic Rating of Word Pairs. (See Appendix C for 

Listening Test and Semantic Rating of Word Pairs Test.) The four parts were conducted in the above 

sequence in order not to sensitize subjects to the linguistic aspects they were being tested on. The 

pronunciation test was conducted over two days. Subjects were instructed not to use dictionaries or 

electronic translators, or consult with other subjects in all four tests. 

Part 1 (Listening ) items consisted of 30 derivatives. Each subject had a 3-minute preview of 

the test items in a word list which subjects could retain throughout the Listening Test if they wished. 

Each stimulus item was presented visually on a bright yellow manila card with big black letters while the 

three different pronunciations of the item (pre-recorded on tape by a native speaker of General 

Canadian English) were being presented.' These three different phonetic forms constituted three of the 

four choices for each multiple-choice item. The fourth choice for each item was "None of the above." 



Subjects darkened the letter (A, B, C, or D) corresponding to the correct answer on their answer 

sheets. (Two trials with feedback were done before subjects started the test.) Subjects were instructed 

to request replays of specific words whenever necessary. No related base words of the derivatives 

were presented either visually or orally to subjects. 

For Part 2 (Word Analysis), subjects were given a list of 30 derivatives and their task was to 

supply the word which they thought each given derivative "came from." Besides the two examples 

given on the test sheet ("immigrant - immigrate" and "artistic - artist"), two other examples were 

provided orally by the investigator ("carpentry - carpenter" and "secretary - secret"). A brief 

explanation was provided in which the investigator used words such as "adjectives," "nouns," and 

"verbs" but no mention was made of "prefix" or "suffix." The clues, that these words came from 

"smaller words" and that the spelling of words might change, were given. Except for "destruction" and 

"civilization ," all test items were Latinate derivatives that required spelling changes to their base words, 

and phonological changes were optional. The investigator wanted to test the frequency of "destroy" 

and "destruct" as well as "civilu and "civilize" in the subjects' responses. "Destruct," not listed in 

Carroll, Davies, and Richrnan (1971), is a fairly new word used mainly in military and computer 

terminology. Subjects wrote their answers beside the given test items and were allowed up to 20 

minutes for the test. 

Part 3 (Pronunciation) was conducted in two parts, with a gap of five days between the 

pronunciation of base words and the pronunciation of associated derivatives. This was to reduce 

priming effects. The pronunciation of base words of each subject was recorded first, and the base- 

word pronunciation of all the subjects of each group was recorded before the pronunciation of the 

associated derivatives was recorded. Each subject was given five minutes to preview the printed list of 

test words and then called to the test location where helshe read aloud the words from a word list and 

hisher pronunciation was tape-recorded. Subjects were allowed to self-correct as many times as they 

wished. The word list was collected from each subject after recording. 



Part 4 (Semantic Rating of Word Pairs) was the last test. It consisted of 95 pairs of 

morphologically associated words. Subjects rated the semantic relatedness between the words in each 

pair, using the range of (1) to (5), (1) representing "definitely not related in meaning" and (5) 

representing "definitely related in meaning." Subjects' responses were collected before they completed 

Questionnaire 2. This was to ensure that subjects were not explicitly informed of the criteria they could 

use for the semantic rating of word pairs in Test 4; nor could they alter their responses in Test 4. 

7.4 Test Instruments: Rationale and Description 

7.4.1 Single Word Items in Listening, Pronunciation, and Word Analysis Tests; 
Word Pairs in Semantic Rating Test 

The equal distribution of suffix types among the test items was not a criierion. All derivatives 

(and base words used in the tests) were selected for their frequency of everyday usage in school (in 

administration, counselling, sports and recreation, and student activities) and out of school (general 

interest, news, and media), as well as for their frequency in content area learning in English, Social 

Studies, and Science. However, none of the items could be considered "highly technical or 

specialized."The items were also checked against Carroll, Davies, and Richman's American Heritaqe 

Word Frequency Book (1971) for frequency and grade level at which they are first encountered by 

students in schools. This is because their lexical entries are sampled to represent as nearly as 

possible the range of required and recommended reading to which students are exposed in school from 

third through ninth grades in the U.S. The Semantic Rating of Word Pairs Test (containing all test 

words) and Questionnaire 2 were distributed to four content area teachers for their opinions of word 

pairs used. They were asked if students in regular content programs who had gone through 

Transitional Content Area programs would be familiar with the given words upon entry to regular Grade 

11 and 12 subject classes. The teachers were reminded that students need not have encountered or 

been taught the words as associated items (eg. "colony" and "colonial"). Two word pairs (from the 

Word Analysis Test) were dropped -- "evasion" and 'violence." The former was not as frequent in 



content area learning and was replaced with 'invasion.' 'Violence' was too easy and was replaced 

with "fertility.' All four teachers agreed that students could be expected to be familiar with the final lists 

of content words ~elected.~ 

Derived word items for Parts 1 (Listening) and Part 3 (Pronunciation) were also selected based 

on three of Carlisle's four types of transformation between base word and derived form, viz. 

phonological change unaccompanied by orthographic change, and phonological change accompanied 

by orthographic change (Carlisle 1988).' This means that all items for the Listening and Pronunciation 

Tests required vowel alternations and stress shifts from their bases, and they were: 

a) stress shift and reduction of a vowel or diphthong to a schwa (eg. "explain - explanation"); 

b) stress shift and expansion of a schwa to a full vowel (eg. "accident - accidental"); and 

C) stress shift, vowel reduction, and consonant change (eg. 'magic - magician"). 

In addition to Carlisle's three phonological changes above, I added the following: 

d) reduction of a diphthong to a schwa (eg. "combine - combination"); 

e) expansion of a tense vowel to a diphthong and monophthong (eg. "vary - variety"); and 

9 expansion of a glide and a schwa to two vowels (eg. "Christian - Christianrty"). 

The Listening Test consisted of four trisyllabic words, 23 4-syllable words, and three 5-syllable 

words. The number within parentheses beside each suffix indicates the number of items carrying the 

suffix. The suffixes were -ation (8), -ism (I), -ity (7), -a1 (5), -9 (I), - i d  (2),- -ic (I), m y  (1 ), -able 

(I), -e(s) (I), -ence(s) (I), and -ary (1). Three pronunciations were given for each word, viz. the 

correct pronunciation, a pronunciation incorporating base-word vowel(s) and stress pattern, and a 

pronunciation incorporating base-word vowel(s) but incorrect stress pattern. The order of presentation 

of these three pronunciation types varied for the different test items but the option "None of the Above" 

was given as the fourth option for every item. 

For the Pronunciation Test, the 60 base words consisted of one monosyllabic word (with 3 
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vowels), 36 bisyllabic words, 21 trisyllabic words, one 4-syllable word, and one which can be 

pronounced as a bisyllabic or trisyllabic word ("history"). Derivatives in the Pronunciation Test 

consisted of 15 trisyllabic words, 40 4-syllable words, and five 5-syllable words. Suffixes were -ation 

(1 4), - i g  (1 3), 4 1  (6), -ia1 (4), -ic (3), -ition (2), -ical (2), -ian (2), -urion (1), -ar (1), -cy (1), -y 

(I), sse (1 ), -er ( l), -an ( l), -ary (1), e(s) (1), -ory (1), -able (1), -ence(s) (1), -ism (1), and -ty (1). 

For Part 3 (Word Analysis), the primary criierion for word selection was orthographic change, 

not phonological change. There were only two items with optional spelling change, 'destruction" and 

'civilization .' The reason for their inclusion has been explained above. The suffixes in the words used 

were -er (I), -(t)ion (4), +)ion (2), -(ss)ion (I), -ionist (1), -ation (5) ,  - a m  (I), -ity (3), -est (I), -a1 

(2), -ial (1), -ous (1), &us (1), -cy (1), -enf (1), -ence (1), -ess (1), -y (1), and -ive (1). 

Part 4 (Semantic Rating Test) consisted of the 60 word pairs of the Pronunciation Test, as well 

as the 30 words from the Word Analysis Test (paired with their bases by the investigator). In addition 

to these 90 pairs, each of the words "unity,' "destiny," "destroy," "revolution," and "resolution," had 

an extra pair given, viz. "unit - unity" and "unity - unite," "destine - destination" and "destine - 
desh-u&& , e.*vucV;J\ 

destiny.' 'destroy - destruction' and 'd, 'revolt - revolution" and "revolve - 
revolution,' and "resolve - resolution" and "resolute - resolution." A total of 95 word pairs were used, 

38 pairs with derivatives containing obvious sufixes (that is, clear stem-suffix boundary) and 57 pairs 

with non-obvious suffixes. 

Before each test, subjects were informed that the test words came from words in everyday 

usage in and out of school and their content areas in school. For the first three tests, subjects were 

encouraged to provide responses, that is, to attempt to answer. For Test 4, subjects were informed 

that the words came from the three earlier tests. They were instructed not to rate a word pair if they 

did not know the meanings of one or both words of the pair. 



7.5 Grading 

The investigator graded the pencil and paper tests for Listening, Word Analysis, and Semantic 

Rating of Word Pairs. The Pronunciation Test was graded by a native speaker of North American 

English who had undergraduate training in linguistics and the teaching of ESL.' The Pronunciation Test 

showed that both ESL subjects and NS subjects had good sound-grapheme correspondence in English 

for base words, as evident in the scores for intelligible pronunciation and NS-norm pronunciation for 

these words. (See Section 8.1.2.) 

Pronuncilion 

In the initial assessment of pronunciation, both base-word pronunciation and derived-word 

pronunciation were assessed for intelligibility only. Unclear or unintelligible pronunciation or 

pronunciation that resembled another word in the English language and did not correspond to the target 

word was classified as "Not Intelligible." If a subject self-corrected or gave more than one 

pronunciation for a word, the best pronunciation (the clearest andlor the pronunciation with the least 

number of error features such as stress and segmental errors) was taken to be the pronunciation given 

by the subject. In the second analysis of pronunciation, the criteria for assessing derived-word 

pronunciation as acceptable and close to NS norms were as follows : 

i) stress placement must be correct; 

ii) vowel alternation must be of, or judged as close to, educated NS norm by the native-speaker 

rater; and 

iii) consonant alternation must be of, or judged as close to, educated NS norm by the native- 

speaker rater. 

The term "educated NS norm" refers to the accepted educated NS pronunciation of any regional 

variety. (There was no noticeable "Australian' or 'New Zealander" variety among ESL subjects, though 

there was a noticeable British influence in their pronunciation (eg. [t] in place of a tap between a 

stressed and unstressed syllable). In general, prominence of primary stress, vowel duration of tense 



or lax vowels, or the extent of vowel reduction in unstressed syllables in derivatives might not exactly 

resemble those of NS subjects. The main criterion was that any required segmental alternations and 

stress shifts must be, for the NS rater, audibly "different' from the related base word, and segments 

were recognizable as reflecting the correct rnorphophonemic alternations required in the derivatives. 

In counting the number of base words or derivatives that were native-like in production for each 

subject, both words of a pair, that is, base and associated derivative, need not be intelligible. In 

assessing the error type in the production of derivatives, both the base word and its associated 

derivative must be intelligible for each subject. This was to ensure that there was a basis for making 

any claims for the influence of base-word pronunciation on the production of the associated derivatives. 

Eight error types were observed in ESL subjects' production of derivatives, each represented by a two- 

character symbol, the first character representing stress and the second representing vowel: 

BB : 

JB: 

BX : 

XB : 

J X  : 

X J  : 

XX :  

C : 

base-word stress pattern and base-word vowel(s) eg. ['grama] -'['grzema,t~kal] 

and '[da1m3krat] - [da1m3krasi] 

correct stress but base-word vowel(s) eg. [,nlza~n] - '[,nzarlneJan] 

base-word stress pattern and incorrect vowel(s) (other than base-word vowel(s))eg. 

['stebal] - '['stzebalrti] 

incorrect stress pattem (other than base-word stress pattern) and base-word 

vowel(s) eg. [,nlzsv] - '[,nzslvejan] 

correct stress pattern but incorrect vowel(s) (other than base-word vowel) eg. 

['s~mala] - '[s~ma'lsrati] 

incorrect stress pattem (other than base-word stress pattern ) and correct vowel eg. 

[~'knarni] - '[ 1ka,n3'rn1kal] 

incorrect stress pattern (other than base-word stress pattern ) and incorrect 

vowel(s) (other than base-word vowel(s)) eg. ['grama] - '[,gratmzetrkal] or 

['grzema] - '[,graemaeltrkal] 

incorrect consonant eg. ['kanfadant] - '[,kanfatdentral] 
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The term "base word" is used in this study to refer to the morphologically simpler word in a 

word pair. A subject might have learned a derivative before a morphologically simpler form, or might 

have known a derivative form without knowing its morphologically simpler form, in which case, the 

derivative form was the "base word" for the particular subject. In order to keep the analysis and 

discussion simple, I am restricting the use of the term "base wordn to refer to the morphologically 

simpler form of a pair. 

For a pronunciation to be categorized as "BB," a subject must have replicated all the vowels 

as well as the stress pattern of the base word in the associated derivative, except where the final 

syllable of the base word is [i] and becomes [I] in its associated dervative, as in "economy" - 
"economical." For example, the pair [Igrama] - *[Igraemat~kal] was categorized as "BB" but 

[Igrsma] - *[,grslms~kal] or [ ' g ram]  - '[,grsmslt~kal] was classified as "XX." In both the latter 

pairs, since only one vowel in the derivative resembled the two vowels of the base word, the 

productions could not be rated as "XB." The pair [,nlzsv - ,nzs'veJan] would be rated as "XB" since 

the stress pattern is incorrect (but unlike that of the base) and all the vowels in the base-word 

component of the derivative resembled those of the base word. If a subject's production of a derivative 

was close to native-like, but his or her production of a related base word resembled the base word 

within the associated derivative, the derivative was rated "NS norm" but the pair was rated "BB.' For 

example, for "democrat" - "democracy," the production '[da8m3krat] - [da'm~krasi] was classified as 

"BB." If both the stress pattern and vowel alternation(s) were correct but there was an error in 

consonant alteration, as in '[,kanfaldcnt~al], the error was classified as "C." If there were errors in 

stress andlor vowel, as well as consonant alternation, two error types were recorded for the pair, eg. 

'XX" and "C" (eg. *['kanf~,dentIal]). 

Word Analysis Test 

For the Word Analysis Test, it was found that, contrary to the required task of providing a 

morphologically simpler word, both NS and ESL subjects provided responses that were either 
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morphologically simpler (eg. "commit" for "commission") or more complex (eg. "commissioner") than the 

given test items. It was decided that any response that was morphologically related to the given test 

item would be rated correct as long as they were existing English words, and not synonyms. Correct 

spelling was obligatory. The following strategies were observed among subjects, resulting in non- 

existing English words: 

Strip suffix(es), no spelling change 

Strip suffix(es), spelling change 

Strip one suffix from a multiple suffix, spelling change 

Strip suffix, add (an)other suff ix(es), no spelling change 

Keep the whole word, add (an)other suffix(es), no spelling change 

Keep the whole word, add (an)other suffix(es), spelling change 

Strip part of suffix, no spelling change 

Strip part of suffix, add another suffix, spelling change 

Strip suffix and part of base, no spelling change 

Strip part of baselroot, no spelling change 

Strip suffix and part of baselroot, add another suffix, spelling change 

Strip part of root, add another suffix, spelling change 

Strip part of root, spelling change 

Strip prefix, no spelling change 

Strip prefix and suffix, no spelling change 

Strip prefix and part of root, no spelling change 

Supply root, no spelling change 

Supply morphologically and/or semantically unrelated word 

Supply synonym 

(Some subjects supplied the same words as the given test items and some did not supply responses 

for particular test items.) 



semantic Rating Test 

For the Semantic Rating Test, the subjects' Mean Semantic Rating (MSR) for each word pair for each 

group and the MSR for each group of subjects for all 95 word pairs, were computed. In addition, the 

word pairs were categorized as follows and their MSR's were computed: 

1) 38 word pairs containing obvious-suff ix derivatives, 

2) 57 word pairs with non-obvious suffix derivatives, 

3) 34 word pairs for the Word Analysis Test, 

4) 5 word pairs with obvious-suff ix derivatives and opaque semantic relations, and 

5) 33 word pairs with obvious-suffix derivatives and transparent semantic relations. 

7.6 Vocabulary Learning Strategies of ESL Subjects 

Questionnaire 1A gathered information from ESL subjects about ESL instruction in Hong Kong 

and the subjects' ESL learning strategies, especially vocabulary learning strategies. Grammar was 

rated by 68.75% of ESL subjects as the most emphasized skill, followed by writing (34.38%). 

Translation was rated by 62.50% of subjects as the least emphasized skill, followed by speaking 

(53.13%). Reading was rated as the most emphasized skill by 28.13% of subjects, while 25% rated 

vocabulary study as the most emphasized learning area. Generally, grammar was most emphasized; 

speaking, reading, and vocabulary instruction were among the least emphasized areas of instruction. 

Since teachers spoke mostly in Cantonese during formal instruction time, aural and oral experience in 

ESL learning in Hong Kong had been very limited for most subjects even in English-medium schools. 

Regarding informal ESL learning strategies, 90.63% of subjects indicated that they watched English 

TV and movies, 81.25% read English books, 56.25% read English newspapers and magazines, and 

listened to the radio and songs, and only 15.63% received private tuition. 

Among the ESL subjects, 81.25% indicated that they checked unknown words in the dictionary 

or translator, making this the most dominant strategy for learning word meanings. 75% attempted to 



guess word meanings by reading the sentence(s) very carefully. 71.88% asked someone who knew 

English and 40.63% asked their teachers. 31.25% indicated that they guessed word meanings by 

stripping affixes. Only 25% would skip unknown words. In general, only 31.25% make use of word 

structure as a strategy for decoding word meaning, making it the least used strategy in the learning of 

word meanings. 

The dominant strategy for learning word pronunciation was to ask someone who knew English 

as indicated by 87.50% of subjects, while 81.25% worked out the pronunciation from spelling, 62.50% 

asked teachers, 53.1 3% checked dictionaries and translators, and 46.85% worked out the 

pronunciation by stripping affixes. Responses showed that the number of subjects who used the affix- 

stripping strategy to get the pronunciation of derivatives (46.85%) was more than those who used 

this strategy to decode the meaning of derivatives (31.25%). On the whole, among the strategies used 

for vocabulary learning, affix stripping was the least used. Only 25% of subjects indicated that they 

would skip words whose pronunciation they did not know, thus indicating that subjects generally 

wanted to know how to pronounce unfamiliar words. 78.25% indicated that they should know how to 

pronounce words whose meanings they knew. 

Regarding the need for visual representations of words, 75% of ESL subjects indicated that 

most of the time, they could understand the meanings of words they could not make out aurally if 

teachers wrote out-the words. This showed that visual presentations of words helped subjects to match 

them with their own phonological representations. Vocabulary was cited as the one main problem in 

reading by 87.50% of subjects. Only 6.25% cited the length of a passage or story and the length and 

difficulty of sentences as the main problem in reading. No subjects indicated topic as the main source 

of reading difficulty. 

In Questionnaire 2, two word pairs were used, "comfort - comfortable" and "compose - 
component." The former pair represented a pair with phonetic, orthographic, and semantic 



transparency; the latter pair represented one with phonetic, orthographic, and semantic opaqueness. 

Subjects were asked to indicate whether the words in each of the pairs were "related" and to indicate 

the reason or reasons for their relatedness or non-relatedness, viz. spelling, pronunciation, andlor 

meaning. Subjects could indicate any number of reasons. Responses showed that ESL subjects 

demonstrated different levels of awareness of morphological relatedness for the two pairs of words. 

Morphological awareness was higher for "comfort-comfortable" than for "compose - component." 

The pair "comfort-comfortable" was rated as related by 90.63% of ESL subjects and the main 

criterion for relatedness was meaning (81.25%). Only 37.50% indicated that they were related because 

of their pronunciations, and only 31.25% indicated that they were related because of their spelling. 

This means that ESL subjects relied most heavily on parallel meanings in base words and associated 

derivatives (that is, transparent semantic association), not spelling or pronunciation, before they 

recognize any relatedness between words. For "compose - component," only 15.63% of ESL subjects 

indicated that the words were related, while 71.88% indicated that they were not related and 12.50% 

were not sure. Of those who indicated "No" or "Not sure,' 88.89% indicated the difference in their 

meanings as the main criterion for their lack of relatedness, 11.1 1% indicated the difference in their 

pronunciations and 14.81% indicated the difference in their spellings as reasons for their non- 

relatedness. Meaning was again the most important criterion for judging word association, not spelling 

or pronunciation. The recognition of the relatedness between "comfort - comfortable" among ESL 

subjects was five times higher than for the 'compose - component" pair. This means that most ESL 

subjects relied heavily on transparent semantic association between words. Metaphorical extension of 

meaning in a derivative (as in 'compose - component") was difficult to grasp or not even made. 

I hypothesize from the analysis of the above responses that for the majority of ESL subjects, it 

was likely that semantic recognition of both base words and associated derivatives had to be in place 

before the recognition of word association, spelling not being exploited for decoding meaning 

association. Moreover, the meaning association between the words in a pair was rendered opaque to 



subjects because of spelling and pronunciation changes between the related words. 

It was surprising to find that among NS subjects, meaning was also the main criiterion for 

judging word relatedness. However, NS showed a generally higher level of awareness of word 

relatedness. While 100% of NS subjects agreed that "comfort - comfortable" were related, only 

46.88% indicated that "compose - component" were related. This latter word pair was rated as 

definitely not related by 40.63% of NS subjects and 12.25% were not sure. This means that about 50% 

of NS subjects did not recognize word association when their orthographic and phonetic forms as well 

as their semantic relatedness made their association opaque. However, awareness of semantic 

relatedness between this opaque word pair among NS subjects was three times higher than among 

ESL subjects. The percentage of NS subjects who indicated "NO" for "compose - component" was 

almost 50% less than the percentage of ESL subjects. Though meaning was the main criterion for 

judging word relatedness, spelling and pronunciation were used as cues for word relatedness to a 

higher extent among NS subjects than ESL subjects. For 'comfort - comfortable," 62.50% of NS 

subjects indicated spelling and 71.88% indicated pronunciation as cues for word relatedness, twice or 

slightly higher than among ESL subjects. For the "compose - component"pair, of the 17 NS subjects 

who indicated "No" or "Not sure", 100% indicated their difference in meaning as the main reason. 

Spelling difference was identified as the reason for non-relatedness of this pair by 21.88% while 

15.63% indicated pronunciation difference as the reason for lack of relatedness. Though spelling and 

pronunciation differences should not have accounted for their non-relatedness, the higher percentages 

for these factors among NS subjects than ESL subjects suggested that NS subjects were more aware 

of using spelling and pronunciation cues for decoding meaning than ESL subjects. 

Morpohophonemic awareness will be examined further in Chapter 8 when I discuss subjects' 

responses in Test 4. 



Conclusion 

In this empirical study, I have attempted to design a method that would overcome certain 

weaknesses of earlier studies in the field of morphological and morphophonemic awareness among 

ESL learners. Adopting a lexical competence approach, I have made sure that morphological and 

rnorphophonemic awareness of subjects was treated in such a way that subjects' awareness of related 

words was taken into account, that is, words were treated as associated items in the subjects' lexica, 

not isolated items. As well, in contrast to earlier studies which restricted their investigation to 

pronunciation or affixation, my method was also designed to obtain a more integrated perspective of 

subjects' knowledge of derivatives, viz. their awareness of word associations in terms of their 

orthographic, phonological, morphological, and semantic representations. In this study of ESL 

derivatives, I have designed a method that would also allow me to explore the relationship between 

advanced literacy and word acquisition in an unrelated L2, a relationship which has not been 

systematically explored in applied linguistics. I have also used test items that were real words of the 

English Language and were words which students, at a particular academic level and in a particular 

ESL setting, were expected to be familiar with. 1 avoided using pseudo wo& that fit certain 

linguistic rules as I wanted to get a realistic picture of my subjects' morphological and rnorphophonemic 

awareness. The questionnaires also revealed valuable information of my ESL subjects as language 

learners in general, and vocabulary learners in particular. Furthermore, Questionnaire 1 shed light on 

the level of emphasis given for the different skills and areas of ESL learning in ESL instruction in Hong 

Kong . 



Notes: 

1. My use of the terms 'stress shiftm and 'alternations' to refer to the segmental changes in 
words appears contrary to the theories of Linell or Aronoff. I resort to the use of 
phonological changes for the ease of description, not as a subscription to theories of 
cyclical application of phonological rules. 

2. I am grateful to C. Burgess and J. Wang for their recording of the items for the 
Pronunciation Test, and to W. Oliver for his recording of an earlier version of this test. 

3. I am grateful to L. Baldwin, D. Lintott, L. Metzler, and F. Regan, transitional content and 
regular content teachers of Science, Social Studies, and English, for their valuable 
comments. 

4. The main focus of Carlisle's study is the spelling of derived words among native speakers 
of English in grades 4 ,6 ,  and 8. She includes a category for orthographic change 
unaccompanied by phonological change. This was left out in my study. 

5. I am grateful to T. Smith for rating the Pronunciation Test and transcribing the pronunciation 
errors. Broad transcriptions are used. 



Chapter 8 

RESULTS AND INTERPRETATION 

Introduction 

In this chapter, I will provide a detailed analysis of the results of my empirical study of the 

morphological and rnorphophonemic awareness of high school ESL college-preparation students and 

discuss their linguistic and pedagogical implications. I will discuss the results of Part 1: Listening Test, 

Part 3: Pronunciation Test, Part 2: Word Analysis Test, and Part 4: Semantic Rating of Word Pairs 

Test in this order. The extent to which the hypotheses explained in Chapter 7 (7.2) were supported will 

also be explained. 

8.1 Preliminary Test Results 

Table 1 (p. 122) summarizes the performance of the ESL and NS subjects on the Listening, 

Pronunciation, Word Analysis, and Semantic Rating of Word Pairs Tests. Independent means r-tests 

(two-tailed) were performed on all four tests. The differences in performance between the two groups 

in the Listening, Pronunciation, and Word Analysis Tests were statistically significant at p < 0.01. In 

all cases, Group B performed significantly better than Group A. The I-tests showed that the 

differences between the two groups in Mean Semantic Rating (MSR) for all the 95 word pairs and for 

the 38 word pairs containing derivatives with obvious suffixes (with opaque and transparent semantic 

relations) were not statistically significant at p < 0.01. However, the I-tests showed that the difference 

between the two groups for the 33 word pairs containing obvious-suffix derivatives (only those with 

transparent semantic relations) &&-statistically significant at p < 0.01. The difference between the two 

groups in MSR for the 57 word pairs containing derivatives with non-obvious suffixes was also 

statistically significant at the p < 0.01. 
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8.2 Results of Listening Test 

In the following discussion, the abbreviations 'BB,' "NBB," and "NOTA" are used. "BB" 

refers to the pronunciation option that contained base-word vowel and stress pattern, NBB (Not BB) 

refers to the option with correct vowel but incorrect stress pattern, and NOTA refers to the "None of the 

Above" option. (See Appendix B Tables 2a and 2b for raw scores of both groups.) Table 3a 

compares the preference for specific pronunciation types for the Listening Test items of Groups A and 

B. Tables 3b and 3c show the preference for pronunciation types for individual ESL subjects and NS 

subjects respectively. (See Appendix D.) I summarize the results of the Listening Test below. 

The mean scores on the Listening Test were 67.60% for ESL subjects and 94.79% for NS 

subjects. The ESL mean score was therefore 27.19% lower than that of NS subjects. The difference 

in performance in the aural recognition of derivatives between ESL and NS subjects was found to be 

statistically significant, t (62)=15.40 p c 0.01. (See Table 3a.) For ESL subjects, the Listening Test 

scores ranged between 13 and 25 correct out of 30 test items, that is, between 43.33% and 83.33%. 

For NS subjects, the scores ranged between 26 and 30, or 86.67% and 100.00%. The range of 

scores for correct aural recognition was therefore greater for ESL subjects than NS subjects. 

For ESL subjects, out of a total of 31 1 errors in the test, preference for BB was 58.84%, 

preference for NBB was 31.51% and preference for NOTA was 9.65%. Therefore, BB errors almost 

doubled NBB errors. For this group, the average BB preference was 5.72 words per subject 

compared with the average NBB preference of 3.06 words per subject. BB was therefore the main 

error type for ESL subjects. The ANOVA test and post hoc Tukey tests showed that for ESL subjects, 

BB was significantly dominant over NBB and NOTA, (F (3, 93)=401.40, p c 0.011. (See Table 3b.) 

Considering individual ESL subjects, the number of those who favored BB was also higher 

than the number of those who favored NBB. Of the 32 ESL subjects, 25 of them or 78.13% showed 



greater preference for BB than NBB, while only 6 subjects or 18.75% showed greater preference for 

NBB. (See Table 3b.) Among those who preferred BB, 5 subjects or 20% preferred twice as many 

BB as NBB, and 11 subjects or 44% had more than twice as many BB errors as NBB errors. One 

ESL subject had all errors in BB and no errors in NBB. BB was therefore dominant in the ESL 

subjects' phonological representations. 

Considering individual test items, there were 16 out of the 29 test items that had errors (or 

53.33% of all test items) for which ESL subjects showed greater preference for BB than NBB. (See 

Table 3a.) Only one word ("authority") had an equal distribution of BB and NBB errors. For these 16 

words, BB exceeded NBB by between one and 28. For the 12 words where NBB was favored over 

BB, NBB exceeded BB by between one and 12. Therefore, more test items had higher BB preference 

than NBB. The word with the highest BB preference among ESL subjects was "comparable" for which 

90.63% of errors were BB. The lowest BB preference was found for the words "recitation," 

"references," "popularity," "exploration," "biological," and "confidential ." The first three words were 

also the test items with almost the highest correct scores in the Listening Test, with only 3 errors for 

"recitation" and "popularity" and two errors for "references." While there were only two words for 

which no BB preference was found ("combination" and "elementary"), there were six words for which 

no NBB preference was found ("formality, " "references," "prosperity, " "desperation ," "magnetic," and 

"nationality"). "Declaration" had the highest NBB preference, which was 66.67% of errors for this word, 

but this was lower than the 90.63% found for BB for "comparable." NOTA errors made up only 9.65% 

of all errors for ESL subjects and 37.50% of ESL subjects did not have any NOTA errors. On the 

whole, preference for BB in the Listening Test was higher than for NBB and NOTA. 

For NS subjects, 80% of the 50 errors for the group were BB, 8.00% of errors were NBB and 

12.00% were NOTA. (See Table 3c.) The average number of BB words per NS subject was 1.25 and 

that for NBB was 0.13. The ANOVA test and post hoc Tukey tests also showed that BB was 

significantly dominant over NBB and NOTA for NS subjects, (F(3, 93)=8395.11, p < 0.011. (See 



Table 3c.) For NS subjects, out of 12 test items with errors, 10 test items had BB, with "comparable" 

representing 40% of all errors in the Listening Test, followed by "recitation" which was 14% of all 

errors. (See Table 3a.) NOTA made up only 12% of all errors in the Listening Test. On the whole, 

for NS subjects, preference for BB in the Listening Test was thus higher than for NBB and NOTA. 

Discussion 

What is fairly clear from the results is that overgeneralizing the rules for the phonological 

representations of English derivatives of nowLatinate origin is the dominant strategy in the aural 

recognition of Latinate derivatives for ESL subjects. In the aural recognition of Latinate derivatives, 

incorporating base-word stress and vowel patterns in associated derivatives was a more common 

strategy than the strategy of applying other pronunciation rules such as segment alternations or stress 

shifts. 

Therefore, Hypothesis 1, that in the aural recognition of English Latinate derivatives, the main 

type of error in the pronunciation preference of ESL subjects will be a base-word vowel and 

stress pattern rather than other types of errors involving stress placement was confirmed. This 

preference among ESL subjjts was found to be statistically significant. 

The dominance of BB preference among the NS subjects as well indicated that the 

incorporation of the base-word stress and vowel patterns in the pronunciation of derivatives was a 

common strategy for both ESL and NS subjects. This strategy of extending the pronunciation rules for 

nowLatinate derivatives to Latinate derivatives showed that there was a common pattern of 

simplification of the pronunciation rules for derivatives among learners and native speakers of English. 

The relative difficulty of derivatives based on suffix types was not assessed due to the uneven 

distribution of suffix types used in the test items. This was because the main objective of the Listening 
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Test was to test subjects' rnorphophonemic awareness with familiar or known words rather than words 

with different suffixes. Moreover, different types of affixes were represented in both BB and NBB 

errors. However, the limited evidence from the eight words ending with -ation, the seven words 

ending with -iq, and the five words ending with -a1 seemed to indicate that words ending with the 

same suffix posed varying levels of difficutty for ESL subjects. The percentage of ESL subjects who 

had correct aural recognition of -ation words ranged between 90.63% for 'recitation" and 25% for 

"declaration.' The percentage of ESL subjects who had correct aural recognition of -iq words ranged 

between 90.63% for "nationality' and "popularity" and 53.13% for "Christianity." The percentage of 

ESL subjects who had correct aural recognition of -a1 words ranged from 75% for "accidental" and 

100% for "political." It might be said that ESL subjects had not yet formed their own phonological rules 

regarding vowel and stress alternations for derivatives based on specific suffixes. However, though BB 

preference in aural recognition was higher than that for NBB, the 67.60% score for correct perception 

and the 31.51% error rate for NBB also showed that subjects were aware, to different extents, of the 

need for stress shift and vowel alternations in Latinate derivatives. This means that these ESL subjects 

were beginning to notice stress shifts and vowel alternations in derivatives. 

8.3 ResuRs of Pronunciation Test 

Below is the summary of the Pronunciation Test results. The abbreviations "IP" and "NS 

norm" are used. "IP" stands for "intelligible pronunciation" and "NS norm" stands for "acceptable or 

close to NS norm of pronunciation according to the assessment of the native-speaker rater." 

Among ESL subjects, the mean score for base words with IP was 96.35%. The scores 

ranged between 51 and 60 (out of 60), that is, between 85% and 100%. The mean score for base 

words with NS norm was 75.16% and the scores ranged between 35 and 54 out of 60, or between 

58.33% and 90%. For ESL subjects, the t-test showed that the difference between IP and NS norm 

for base words was statistically significant, r (31)-19.50 p c 0.01. For each ESL subject, the average 
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number of base words produced with IP was 57.81 and the number with NS norm was 45.09. (See 

Table 2a.) 

Among ESL subjects, the mean score for derived words with IP was 91.46%. The scores 

ranged between 38 and 60 (out of 60), or between 63.33% and 100%. The mean score for derived 

words with NS norm was 38.75%, and the scores ranged between 6 and 37, or between 10% and 

61.67%. The t-test showed that the difference between IP and NS norm for derived words was also 

statistically significant for ESL subjects, t (31)- 24.87 p < 0.01. For each ESL subject, the average 

number of derived words with IP was 54.88 and that with NS norm was 23.25. (See Table 2a.) 

For NS subjects, the mean score for base words with IP was 99.64%, with scores ranging 

between 57 and 60 (out of 60), that is, between 95% and 100%. The mean score for base words 

with NS norm was 99.1 1%. The scores also ranged between 57 and 60, or between 95% and 100%. 

The t-test was not performed for base word pronunciation (between IP and NS norm) since the lack of 

variation in subjects' scores did not make the test appropriate. For each NS subject, the average 

number of base words with IP was 59.78 and that with NS norm was 59.47. (See Table 2b.) 

For NS subjects, the mean score for derived words with IP was 99.58%. The scores ranged 

between 57 and 60 (out of 60), that is 95% and 100%. The mean score for derived words with NS 

norm was 94.90%. The scores ranged between 54 and 59 (out of 60), or between 90% and 98.33%. 

The t-test showed that the difference between IP and NS norm for derived words was statistically 

significant, t (31)=11.76 p < 0.01. For each NS subject, the average number of derived words with IP 

was 59.75 and that for NS norm was 56.94. (See Table 2b.) 

The I-test also showed that the difference in performance in IP of base words between ESL 

and NS subjects was statistically significant, t (62)=-3.70 p e 0.01. The difference between the two 

groups in NS norm pronunciation of base words was also statistically significant, t (62)=-16.42 p ~0.01. 



(See Table 1.) The r-test showed that the differences in performance between the ESL and NS 

subjects in IP of derived words was statistically significant, t (62)=-5.09 p e 0.01. The difference 

between the two groups in NS norm of pronunciation of derived words was also statistically significant, 

t (62)=-21.82 p e 0.01. (See Table 1 or Table 2a.) 

For ESL subjects, 89.95% or 1727 pairs of words (both base word and associated 

derivative of each pair) had IP out of a possible 1920 pairs. Out of these 1727 intelligible pairs, 1009 

pairs or 58.43% contained pronunciation errors, either in the derivatives or the associated base words. 

The number of pairs with IP for ESL subjects ranged between 37 and 60 (out of 60), or between 

61.67% and 100%. Each ESL subject had an average of 31.53 pairs with pronunciation errors. (See 

Table 4a.) 

For NS subjects, 191 1 pairs or 99.53% had IP out of a possible 1920 pairs. The number of 

pairs with IP for subjects ranged between 57 and 59, or between 95% and 98.33%. Out of 191 1 

intelligible pairs, 84 pairs or 4.40% had errors either in the base word or the derivative. Each NS 

subject had an average of 2.63 pairs with pronunciation errors. (See Table 4d.) 

Among ESL subjects, there were 1009 pairs with intelligible pronunciation for both words in the 

pair but with pronunciation errors. Out of 1009 pairs with errors, Type 1 (BB) was 44.50% (449 pairs), 

Type 2 (dB) was 2.28% (23 pairs), Type 3 (BX) was 1.59% (16 pairs), Type 4 (XB) was 19.43% (196 

pairs), Type 5 (/X) was 6.54% (66 pairs), Type 6 (X/) was 4.96% (50 pairs), Type 7 (XX) was 

19.52% (197 pairs), and Type 8 (C) was 3.67% (37 pairs). The chi-square test performed on the eight 

error types for frequency distribution showed that the predominance of Type 1 (BB) over the other error 

types was statistically significant, x2 (7)=1195.29 p e 0.01. (See Table 4a.) 

Among NS subjects, 84 intelligible word pairs contained pronunciation errors. Out of the 84 

pairs with errors, Type 1 (BB) was 69.05% ( 58 pairs), Type 2 (JB) was 17.86% (15 pairs), Type 3 
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(BX) was 1.19% (1 pair), Type 4 (XB) was 2.38% (2 pairs), Type 5 (JX) was 4.76% (4 pairs), Type 6 

(XJ) was 3.57% (3 pairs), and Type 7 (XX) was 1.19% (1 pair). There were no Type 8 (C) errors. 

The chi-square test performed on the eight error types for frequency distribution showed that the 

predominance of Type 1 (BB) over the other error types was statistically significant, x2 (7)=269.07 

p < 0.01. (See Table 4d.) 

Where individual ESL subjects were concerned, Type 1(BB) was also the dominant error 

type for 29 subjects, that is 90.63%. (See Table 4a.) Where individual test pairs were 

concerned, among ESL subjects, 36 out of the 60 pairs had Type 1 (BB) as the dominant error type, 

that is 60.00%. (See Table 4c.) 

For NS subjects who had more than one error type, Type 1 (BB) was the dominant error type 

for 28.13% (9 subjects). Thirty one subjects or 96.88% had at least one BB error. As well, 12 NS 

subjects or 37.50•‹h had only BB errors. The number of BB errors for individual subjects ranged 

between zero and six. (See Table 4d.) 

For ESL subjects, in the production of the derivatives used in the Listening Test, 872 pairs out 

of a possible 960 had IP, that is, 90.83%. For each ESL subject, the average number of pairs with 

IP was 27.25 (out of 30). (See Table 4b.) For these Listening Test items, 451 intelligible word pairs 

contained pronunciation errors. Out of these 451 pairs with errors, Type 1 (BB) was 49.89% (225 

pairs), Type 2 (JB) was 0.89% (4 pairs), Type 3 (BX) was 0.67% (3 pairs), Type 4 (XB) was 17.29% 

(78 pairs), Type 5 (JX) was 7.32% (33 pairs), Type 6 (XJ) was 5.54% (25 pairs), Type 7 (XX) was 

15.74% (71 pairs), and Type 8 (C) was 4.21 % (1 9 pairs). (See Table 4c.) The chi-square test 

performed on the eight error types for frequency distribution showed that Type 1 (BB) was predominant 

over the other error types. The predominance of Type 1 (BB) was statistically significant, x2 (7) 

=661.67 p < 0.01. (See Table 4b.) 



Among NS subjects, the chi-square test performed on the eight error types also showed that 

for the Listening Test items, Type 1 (BB) was also predominant over the other error types. This 

predominance was statistically significant, x 2  (7) =180.33 p < 0.01. (See Table 4e.) 

Where individual ESL subjects were concerned, Type 1 (BB) was the dominant error in the 

pronunciation of Listening Test items for 30 subjects, that is, 93.75%. (See Table 4b.) Among ESL 

subjects, 19 out of 30 pairs or 63.33% (where derivatives were from the Listening Test) had Type 1 

(BB) as the dominant error type in pronunciation. (See Table 4c.) For ESL subjects, the mean score 

for aural recognition of NS norm of the 30 derivatives was 67.60%, while their production with NS norm 

was 44.79%. The aural recognition of NS norm for derivatives was significantly higher than NS norm 

for their production, t (31)=-8.11 p < 0.01. On the average, an ESL subject aurally recognized the NS 

norm of 20.28 derivatives out of 30, while producing only 13.44 derivatives according to NS norm. 

(See Table 3b.) Only one ESL subject performed better in NS norm in production (19 out of 30 words 

or 63.33%) than in NS norm in perception (16 out of 30 words or 53.33%). (See Table 3b.) Among 

ESL subjects, 20 out of the 30 test items (66.67%) had a higher rate of BB in Pronunciation than in 

Listening. (See Tables 3a.) 

For NS subjects, the I-test showed that the difference between aural recognition and 

production of derivatives according to NS norm was not statistically significant, r (31)=- 0.32 

p < 0.01 or j) c 0.05. (See Table 3c). 

Discussion 

For ESL subjects, BB preference for the Pronunciation Test as a whole, and for the 

pronunciation of the 30 Listening Test items was significantly dominant over the other error types. In 

addition, their performance in the aural recognition of 30 derivatives according to NS norm was 

significantly better than that in their production according to NS norm. This difference was found to be 
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not statistically significant for NS subjects. 

The results of this Pronunciation Test indicated that incorporating the base-word vowel and 

stress pattern (or BB) into the pronunciation of derivatives was a significantly dominant pronunciation 

strategy for both ESL and NS subjects. This finding was similar to that of Cutler (1981a) for native 

speakers of English. In Cutler's study, subjects also adopted the strategy of stressing a base-word on 

the syllable which bears stress in the derivative form, as in [me'cfjesti - ma'c@strkj. This was referred 

to as "reverse strategy." In my study, reverse strategy was also found in 16 word pairs, giving a total 

of 75 pairs among all ESL subjects. I categorized 'reverse strategy" pronunciation under BB and they 

made up 16.70% of all BB type errors. These word pairs were "economy - economical ,' "commerce - 
commercial," "minor - minority," "comedy - comedian," 'majesty - majestic," "colony - colonial," 

"prior - priority," "democrat - democracy,' "industry - industrial,' "politics - political,' "refer - 
references," "prosper - prosperity," "major - majority," "desperate - desperation," "magnet - 
magnetic," and "origin - aborigines." Reverse strategy was not common among my NS subjects, 

making up only 3.45% of all BB error type for this group. (Only two instances were found for one word 

pair, "majesty - majestic.") According to Cutler, a possible explanation is that subjects acquire the 

derived forms before the base-word forms and pronounce the base words according to the base-word 

portions of the derivatives. Thus, among my subjects, especially the ESL subjects, BB errors might 

contain a correctly pronounced base word and an incorrectly pronounced derivative, or an incorrectly 

pronounced base word and a correctly pronounced derivative, with the former more frequent than the 

latter. 

For the Pronunciation Test as a whole, BB was the most common error type. In BB errors, 

subjects used the rules for non-Latinate derivatives in constructing their phonological representations of 

Latinate derivatives. The dominance of BB errors in the pronunciation of derivatives was found to be 

statistically significant among ESL subjects as a group (44.50% of all errors), as individuals (90.63% of 

all ESL subjects), and among individual test pairs (60.00% of 60 pairs). In the production of the 



Listening Test derivatives, the most common error was also Type 1 (BB) for the group (49.89% of all 

error types for Listening Test items), for individual subjects (93.75% of all ESL subjects), and for 

individual test pairs (63.33% of 30 test pairs). Therefore, the results of the Pronunciation Test for ESL 

subjects as a whole showed that BB pronunciation was the dominant error type in the production of 

Latinate derivatives. 

Thertfort, Hypothesis 2, that among ESL subjects, the most dominant error type in the 

pronunciation of derivatives was the incorporation of baseword vowel and stress patterns rather 

than any other types of errors, was confirmed. The d o m i m e  of this enor type was found to be 

statistically significant. 

BB errors were also significantly more common than the other error types in the pronunciation 

of derivatives among NS subjects. Type 1 (BB) was 75.00% of all pronunciation errors in the Listening 

Test items. Other error types ranged between 0.00% and 16.67%. For the Pronunciation Test as a 

whole, 69.05% of errors were BB, while other error types ranged between 0.00% and 17.86%. 

I would like to comment on other interesting observations in the pronunciation of ESL subjects. 

Besides BB errors, a number of productions involved either base word stress or base-word vowels. 

The former (Type 3 (BX)) made up 1.59% of errors, but the latter (Types 2 (JB) and 4 (XB)) 

constituted 21.71 % of errors. Therefore, contrary to Baptista (1 989), errors incorporating base-word 

vowels (totalling 66.21%) were more frequent than those incorporating base-word stress (46.09%). 

(Surprisingly, for NS subjects, Types 2 and 4 were 20.24% vs. 1.19% for Type 3.) For ESL subjects, 

excluding BB errors, base-word stress (Type 3 (BX), 1.59%) was also less common than other 

incorrect stress (Type 4 (XB) 19.43% or Type 7 (XX) 19.52%). In Type 4 (XB), subjects used incorrect 

stress (different from base-word stress) and base-word vowel, as in "admire - admiration" [,aadbmar - 
'aedma,reJan). Incorrect stress was due to the failure to reduce the antepenultimate syllable of the 

derivative and placing primary stress on the initial syllable instead of the penultimate syllable. In Type 



7 (XX), both stress and vowel alternations were incorrect but not BB, as in "democrat - democracy" 

['drmokrst - d~,mdkresi]. For the derivative, subjects failed to reduce the penultimate syllable and 

carried over the full vowel of the final syllable of the base into the derivative, giving it primary stress. 

Sometimes, ESL subjects produced the correct vowels, but placed the primary stress on the 

wrong syllable (Type 6 ( XJ)) but this constituted only 4.96% of errors. This error type was found in 

"inclination," "composition ," "revolution," "Japanese," "combination," "recitation," "preparation," 

"reservation," "aborigines," and "declaration." The onset syllable was given primary stress instead of 

secondary stress, as in ['dcklareJan]. This error was very random among NS subjects, constituting 

only 3.57% of errors. It was interesting to note that where ESL subjects preferred, in a perception 

task, correct vowel alternations with incorrect primary stress placement, (NBB preference was 

31.51%), their production of correct vowels with incorrect stress pattern was much lower (Type 6 (XJ), 

4.96%). This could be due to their ability to aurally recognize the need for vowel reduction in 

unstressed syllables but the prevalence of unreduced vowels in unstressed syllables affected their 

production. 

On a positive note, errors that did not involve BB showed that ESL subjects were beginning to 

make vowel and stress shifts in derivatives, producing words that had different vowel and stress 

patterns from their base words, albeit with errors. The second highest error type among ESL subjects 

was XX (Type 7, 19.52%). This was closely followed by XB (Type 4, 19.43%). That ESL subjects 

were shifting the primary stress from the base word to a syllable in the suffix was also noteworthy. The 

following percentages show the rate of shift of primary stress to the suffix out of the total number of 

errors for the particular word pairs : "resignation" (73.68%), "exploration" (72.73%), "composition" 

(70.37%), "combination" (58.82%), "declaration" (42.86%), "inclination" (42.31%), "perspiration" 

(36.36%), "revolution" (33.33%), "admiration" (33.33%), "proclamation" (33.33%), "recitation" (30%), 

"preparation" (30%), explanation" (29.41%), "reservation" (28.57%), "competition" (1 6.66%), 

"exclamation" (9.52%), and "Japanese" (4.55%). In the production of these words, subjects might 
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have failed to make vowel reductions in some words, as in [,proWe'meJan]. Some ESL subjects were 

therefore able to produce derivatives with correct primary stress placement, but errors occurred due to 

the failure to reduce unstressed vowels. 

As far as the items for the Listening Test were concerned, ESL subjects as a group performed 

better in aural recognition than in production for the same test items. While the mean score was 

67.60% for Listening, the mean score for NS norm of pronunciation was only 44.79%. This could be 

due to the testing strategy, that is, providing only two incorrect pronunciation options. However, this 

was offset by the "None of the Above" option and subjects could have selected this if the given options 

did not fit their phonological representations of the given test items. Of the 30 items used in the 

Listening Test, 29 had higher scores in the Listening Test than in the Pronunciation Test. Only 

"declaration" had a higher score of 25% for the Pronunciation Test and a lower score of 12.50% for the 

Listening Test. Of the items with higher scores for the Listening Test than the Pronunciation Test, the 

difference between the scores for the two tests ranged between 3.13% for "mechanism," "authority," 

"comparable," and "accidental," and 78.13% for "political." Only one ESL subject performed better in 

production than in perception, the difference in score being only 10% (3 words). As a group, the aural 

recognition of the NS norm of pronunciation for derivatives averaged at 7.22 words more than their NS- 

norm production. 

Better performance in aural recognition than in production could be explained by the fact that 

an aural recognition task was inherently easier than the task of orally producing words without imitating 

a given model. (Moreover, the rate of aural recognition of a similar set of words might not be as high 

in the context of continuous speech stream.) While no BB preference was found for two words in the 

Listening Test ("combination' and "political"), two subjects had BB pronunciation for "combination" and 

12 subjects had BB pronunciation for "political.' It must be stated that while the BB options given in the 

Listening Test always contained the correct pronunciation of base-word portions of the given 

derivatives, (eg. 'pdat~ks - 'pdatrkal), the BB errors of subjects' production might not. Twenty out of 30 



words (66.67%) had a higher rate of BB in pronunciation than in listening, and all these words had 

higher scores for NS norms on the Listening Test than in NS norms on the Pronunciation Test. 

However, the mean scores for intelligible pronunciation of derivatives (91.46%) were higher than the 

mean scores for NS norms in Listening (67.60%). 

Errors in the production of some derivatives among some NS subjects, such as "comparable", 

"recitation," "admiration," and "telegraphy," showed that vowel and stress shifts were not natural. 

This means that even native speakers have to learn their phonological representations as confirmed in 

studies in L1 (Steinberg 1973; Jaeger 1984, 1986; McCawley 1986; Ohala 1986; Wang & Derwing 

1986; Dziubalska-Kolaczyk 1992). Where NS recognized the required stress shifts, the natural 

reduction of unstressed syllables was carried out, resulting in fewer errors than among ESL subjects 

who did not reduce unstressed syllables. 

Consonant errors were infrequent among ESL subjects as only 37 pairs or 3.67% of all word 

pairs with errors involved consonant errors. There were 12 pairs where vowel and stress patterns were 

correct and only consonant alternations were incorrect. Twelve tokens of "influential," "confidential ," 

and "accidental" contained only consonant errors. Consonant errors consisted of either pronouncing 

the final consonant of the base in the derivative as in [~nfluansal], or pronouncing the orthographic ct> 

before the suffix, as in [~nfluantal], or pronouncing both the final base word consonant and the 

orthographic ct> of the derivative, as in [~fluanstal]. Similarly, subjects produced [kg preceding the 

suffix -ian for "magician ." Consonant errors were not found among NS subjects. The consonant cluster 

[st] in "Christian" and "Christianity" was spirantized into [stj] by NS subjects but was pronounced as [st] 

by ESL subjects. Errors in dental-nasal clusters such as [dm] in "admire - admiration" were infrequent 

among ESL subjects. Other phonological differences between ESL and NS subjects were the 

production of two clear vowels by most of the ESL subjects for the suffix -ian  a an] compared with NS 

[en]. Most ESL subjects pronounced "Newton" with a clear final syllable, while most NS subjects 

produced it with a glottal stop and/or syllabic r;l. Most ESL subjects did not produce taps between a 
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stressed and reduced vowel, as in 'metal.' This showed that ESL subjects treated English 

orthography as a phonetic representation more than NS subjects did. 

8.4 Results of Word Analysis Ted 

Both NS and ESL subjects supplied synonyms, unrelated words, and the given test words as 

responses in the Word Analysis Test. The possibility of the subjects' not understanding the task was 

unlikely, as no ESL subjects scored below 43.33%, and every ESL subject did display instances of 

word structure manipulation. (See Table 5a.) Non-existing English words, unrelated or synonymous 

words, or words corresponding to the given test items were rated as incorrect. (See Table 5b.) 

The results of the Word Analysis Test are summarized below. 

The mean score for ESL subjectsmthe Word Analysis Test was 58.13%. The scores ranged 

between 10 and 26 (out of 30), that is, between 33.33% and 86.67% . (See Table 2a.) The mean 

score for NS subjectson the Word Analysis Test was 90.52% and the scores ranged between 23 and 

30, that is, between 76.67% and 100%. (See Table 2b.) The r-test showed that the difference 

between the performance of the two groups was statistically significant, t (62)=13.63 p < 0.01: (See 

Table 1 ,) 

ESL subjects could abstract base words or supply morphologically related words at an 

average of 17.44 words for the 30 given derivatives. On the other hand, NS subjects could abstract or 

supply an average of 27.16 base words or morphologically related words for the given 30 derivatives. 

(See Table 5a.) 

ESL subjects employed 18 strategies in the test. Strategy 1, stripping suffix(es) without 

spelling change made up 36.63% of all errors. A chi-square test performed on the Strategies 1 to 17 

(those involving word structure manipulation) for frequency distribution showed that Strategy 1 was 



predominant over the other 16 strategies. This predominance was statistically significant, X' 

(16)=792.20 p < 0.01. (See Table 5b.) 

Among ESL subjects, Strategy 2, stripping suffix(es) with spelling change was the second 

most common strategy, making up 14.53% of errors. Among the subjects, 71.88% had more Strategy 

1 errors than Strategy 2 errors and 25% had only Strategy 1 errors. The number of Strategy 1 errors 

ranged between zero and 13. The number of Strategy 2 errors ranged between zero and 4. (See 

Table Sc.) 

NS subjects employed 9 strategies. Strategies 1 and 3 (stripping suffix(es) without spelling 

change and stripping a suffix from a multiple suffix respectively) were the two dominant strategies, 

each making up 26.87% of errors. The chi-square test performed on the 17 strategies for frequency 

distribution showed Strategies 1 and 3 to be predominant over the other strategies. This 

predominance was statistically significant, x2 (16)=165.75 p < 0.01. (See Table 5b.) For 

individual subjects, errors ranged between zero and three. (See Table 5d.) The second most common 

strategy among NS subjects was Strategy 11 (stripping suffix and part of base or root, adding another 

suffix with spelling change) which was 19.40%. (See Table 5d.) 

The rate of supplying the same word as the given test items or supplying unrelated or 

synonymous words was five times higher among ESL subjects than among NS subjects. 

Discuss ion 

The difference in performance between ESL subjects and NS subjects in the Word Analysis 

Test was found to be statistically significant. For ESL subjects, among the 17 strategies (involving 

word structure manipulation) employed in the test, that of suffix stripping without spelling change was 

significantly dominant. For NS subjects, two strategies, stripping suffix(es) without spelling change 



and stripping one suffix from a multiple suffix, were equally dominant. They were also dominant 

among the nine strategies employed. Their dominance was also statistically significant. 

In the above two strategies mentioned, "spelling change" refers to orthographic adjustments 

made by subjects to the given test item in the process of abstracting a base word. For example, given 

"reception," a subject did not make spelling change if the response was "'recept" but a spelling 

change was made if the response was "'recepte." Thus, the term "spelling change" does not refer to 

responses where another suffix was used to replace the stripped suffix. (This will be discussed later.) 

In order to test for subjects' ability to make the necessary spelling changes to the base, 

derivatives used in the Word Analysis Test were those with unclear or non-obvious stem-suffix 

boundaries. Only two words, "destruction" and "unity" had a clear or obvious stem-suff ix boundary, 

but their associated base words could have orthographic change or no orthographic change ("destroy" 

or "destruct" and "unite" or "unit"). According to Wheeler and Schumsky (1980), for words with unclear 

boundaries, the most dominant strategy of abstracting base words among speakers is that of "Stem- 

Suffix," that is "look for the stem and everything else is suffix." This is followed by the strategy of 

"Suffix Extension Strategy" where subjects extend the stem-suffix strategy to a derivative which has a 

suffix resembling closely the known suffix of a word, for example, -a1 in "cultural" is extended to 

"sensual." The third strategy is "No-Suffix," where a speaker fails to recognize a suffix because the 

derivative was acquired earlier as a whole and indivisible unit and never analyzed subsequently. 

Speakers tend to use the easiest analysis, but it does not mean "do nothing"; it means that the Stem- 

Suffix Strategy and Suffix-Extension Strategy are used first before No-Suffix Strategy. 

Wheeler and Schumsky's findings among native speakers of English seem to explain the 

strategies that ESL subjects employed in this study, namely, look for the stem and strip the suffix (and 

sometimes, prefix), or extend this rule to other words (eg, "destruct" but "'contamin," and 

"'commiss"). This explains the dominance of the strategy of no spelling change in the test. It was 



also possible that subjects who had semantic or morphological connections between words in their 

internal lexicon failed to apply their knowledge on demand. 

For ESL subjects, among all the strategies employed, simple suffix-stripping without spelling 

change (Strategy 1) made up 33.51% of errors (126 out of a total of 376 errors), making this the 

significantly dominant strategy in the test. The number of errors for Strategy 1 ranged between zero 

and 13, and between zero and 4 for Strategy 2. Among ESL subjects, 71.88% had more Strategy 1 

errors than Strategy 2 errors. Between these two strategies, 25% of subjects had Strategy 1 errors 

only but no subjects had Strategy 2 errors only. Among ESL subjects, Strategy 1 also involved the 

greatest number of test items, that is, 24 out of 30 items. The number of errors in this strategy 

ranged between one and 22 tokens, the largest number occurring for "reception." If the strategies of 

supplying synonyms, unrelated words, or the same words as test items were excluded from the 

analysis (as these responses did not really involve word structure manipulation), the total number of 

errors was 344. Simple suffix stripping without spelling change was still the most dominant strategy, 

that is, 36.63%. (For NS subjects, Strategy 1 was 26.87% of errors, the number of errors ranging 

between zero and 3. Suffix stripping without spelling change was also the significantly dominant 

strategy among NS subjects. The item "reception' had the highest error rate for both groups.) 

Thus, Hypothesis 3, that among ESL subjects, if the base words within English Latinate 

derivatives (with non-obvious suffixes) are not recognized, the dominant strategy for abstracting 

base words from the derivatives will be suffor stripping without spelling changes to the base 

words rather than other strategies involving suffix stripping, -word manipulation, and/or 

spelling changes. The dominance of suffix stripping without spelling change was found to be 

datistically significant. Therefore, this hypothesis was confirmed. 

I will now examine other strategies, some of which did not involve base-word abstraction but 

involved other morphological manipulations of test items. In some of these strategies, spelling 



changes were either made or not made. For example, no spelling changes were found in Strategies 4, 

5, 7, 9, 10, 14, 15, and 16. For example, ' "messenge" for "messenger" was rated "strip part of 

suffix, no spelling change" and "'rnobilition" for "mobility" was rated "strip suffix, supply another 

suffix, no spelling change." However, these strategies were far less common (821344 or 23.84% for 

ESL subjects) compared with Strategy 1 ,  simple suffix stripping without spelling changes. For all the 

strategies that did not involve spelling changes, (including Strategy I ) ,  there were 175 errors out of 

344, or 50.87%. On the other hand, besides Strategy 2, strategies that involved affix stripping with or 

without the addition of (an)other aff ix(es) but with spelling changes were Strategies 3, 6, 8, 1 1 ,  12, 

and 13. (For example, "'conversat e" for "conversation" was rated "strip suffix from multiple suffix, 

spelling change." "'Conquence" for "conquest" was rated "strip part of root, add another suffix, 

spelling change.") Altogether, the strategies that involved spelling changes made up 145 errors out of 

344 errors (Strategies 1 - 17), or 42.15%. Sometimes, subjects kept the whole word and added 

(an)other suff ix(es). There were more words without spelling changes (Strategy 5, 1 1  words, 4.07O/0 

of errors, eg. "'decisionation," "'conquestion," "'commissional," "remedialation," "'respiratorize," 

"'opponenter," "'opponential" and "'contaminationer") than words with spelling changes (Strategy 6, 1 

word, 0.29% "'vacancial"). In Strategy 4 where subjects stripped the suffix and added another suffix, 

27 out of the 33 responses involved strictly no spelling change up to the point where a suffix is stripped 

and another one is attached (eg. "contamination - 'contaminer," and "commission - 'commisser," 

"mobility - 'mobilition," and "extremity - 'extremy"). Responses that involved no spelling changes to 

the bases in the given derivatives, or to the "bases" contained in subjects' non-existing English words 

totalled 58.72% of errors. Therefore, ESL subjects avoided spelling changes as much as possible. 

In correct responses, the majority of ESL subjects also tended to employ the simplest 

strategies, that is, suffix stripping without orthographic changes. This was seen in the responses for 

"destruction" (65.63% for "destruct" but 15.63% for "destroy"). Similarly, for "unity," 71.88% were 

"unit," and 21.88% for the other four response types combined ("unite," "unities," "united," and 

"union"). For "civilization," 53.33% of correct responses were "civil" while 46.67% were "civilize." 



Where orthographic changes were made by ESL subjects, most of the words with the highest 

scores for correct responses involved some orthographic changes to the final letters of the base word 

as in "decide - decisionw (81.25%), 'determine - determination' (93.75%), "fertile - fertility' (75%), 

'mobile - mobility" (68.75%) and "reduce - reduction' (71.88%). Words that had the lowest scores 

were those that required changes to the orthographic vowel as well as consonant of the bound "root" 

morphemes, rather than simply stripping the given suffix and making the necessary orthographic 

consonant changes to the ends of words (as above). The scores were 15.63% for 'destroy - 
destruction,' 12.50% for "receive - reception,' and 18.75% for 'suspect - suspicious.' Except for 

'success - succeed" (50% correct), orthographic (and phonetic) modification which involved vowel as 

well as consonant adjustments to the bound morphemes of derivatives rendered opaque the base 

words in these derivatives. For these words, ESL subjects adopted the strategy of keeping the whole 

derivative and adding another suffix, as in "successor" and "successful," "receptionist" and "receptive," 

and "destructive" and "destructor." For "destruction," the responses "destruct,' "destructive," and 

"destructor" (78.13%) involved greater ease of analysis than 'destroy" (15.63%). Keeping the whole 

word and adding another suffix seemed to comply with the strategy of "ease of analysis" found among 

native speakers of English (Wheeler & Schumsky 1980:30). (For "conquest,' prefix stripping and 

leaving the "root" ("quest") intact was also relatively frequent (21.88%). 

While spelling changes were made in Strategies 2, 3, 6, 8, 11. 12, and 13, two of them did not 

involve the use of real affixes (Strategies 2 and 13 or 15.69%), being merely orthographic 

manipulations. Those that involved real affix manipulation (with or without spelling changes) were 

Strategies 3, 4, 5, 6, 8, 11, 12, 14, 15, and 16. These errors totalled 41.28% of errors for ESL 

subjects and 55.22% of NS subjects' errors. In other words, NS subjects were engaged in real affix 

manipulation more than ESL subjects. In short, for both ESL and NS subjects, spelling changes were 

more accompanied by word-structure manipulations (i.e. manipulating affixes) than not. However, the 

rate of word-structure manipulation was higher for NS subjects than for ESL subjects. 



Shortening the multiple suffix -ation to -ate (Strategy #3) was 11.63% for ESL subjects and 

26.87% for NS subjects. Concatenating affixes that violated the rules of selectional restriction in 

Latinate words (Fabb 1988) was found among ESL subjects but not among NS subjects. For example, 

ESL subjects supplied multiple suffixes such as '-ent-er ("'opponenter"), '-ion-ation (*"decisionation"), 

*-id-ation ('"remedialation"), and '-ent-ion ("'opponention"). This showed that ESL subjects had a 

lower awareness of adjacency rules of suffixes than NS subjects, which is also confirmed in Aiking- 

Brandenburg et al. (1990). However, ESL subjects also supplied some words that complied with the 

adjacency rules of suffixes, though they resulted in non-existing English words, eg. -ion-a1 in 

"'commissional," -or-izr in '"respiratorize," - i d l y  in "'remedially," -ion-er in '"contaminationer," -)!-a1 

in '"vacancial," and -enf-iaf in "'opponential." These errors could be due to the overgeneralization of 

the applicability of multiple suffixes to words among ESL subjects. These errors were not found 

among NS subjects, showing that ESL subjects had a weaker vocabulary than NS subjects. 

Of the 30 items in the Word Analysis Test, 20 items contained both prefixes and suffixes. 

(The words "messenger," "mobility," "numerous," "vacancy," "civilization," Yertility," "unity," and 

"abolition" had no prefixes while "conquest" and "success" had no suffixes.) For these 20 test items, 

ESL subjects had 256 errors (with or without spelling changes). Of these 256 errors, 242 errors (or 

94.53%) involved suffix manipulation, while 14 errors (or 5.47%) involved prefix manipulation. As well, 

of the 17 strategies involving word structure manipulation among ESL subjects, 12 strategies involved 

suffix manipulation while only three strategies involved prefix manipulation. For the same 20 test items, 

NS subjects had 58 errors found in seven strategies and 57 of these errors (or 98.28%) involved suffix 

manipulation. Only one error involved prefix manipulation where the subject also stripped the suffix and 

supplied the root ({vid] for "evidence." Cutler's (1980a) and Segui and Zubizarreta's (1985) studies 

confirm that among NS of English, suffixes receive more attention than prefixes in word processing. 

According to Segui and Zubizarreta (1985), NS subjects treat the end part of a suffixed word as a 

perceptual unit. Both the ESL and NS subjects in my study showed the same tendency. Though the 

strategies described in Table 5b resulted in non-existing English words, they were positive in their 

1 4 2  



indication that ESL subjects were aware that "words contained stems and suffixes, and some spelling 

changes take place in certain base words when the suffixes were removed." 

No ESL subjects supplied "roots" (such as (mit) for "commission", (duce) for "reduction"), and 

only one NS subject did so for one test item ((vid) for "evidence"). That subjects supplied the same 

words as the given test items could be explained by the possibility that subjects failed to recall the 

required word in the same morphological family on demand, or simply did not see the divisibility of the 

words (Wheeler & Schumsky 1980). In the case of supplying unrelated words, among ESL subjects, 

29 out of the 30 words supplied (96.67%) were words which had orthographic or phonetic resemblance 

to the given words (eg. "conversation - 'conserve" and "invasion - invent"). This was also found in 

50% of NS subjects' responses which were unrelated words. Orthographic confusion is a common 

problem confirmed in L1 literacy studies. 

8.5 Results of Semantic Rating of Word Pairs Ted 

Out of the 95 word pairs in the Semantic Rating of Word Pairs Test, ESL subjects did not rate 

a total of 21 word pairs and NS subjects did not rate a total of 3 word pairs. In the following 

discussion, the abbreviation MSR refers to the "mean semantic rating" for each word pair by subjects, 

and DSR refers to "recognition of definite semantic relatedness, that is, 5." The MSR of 3.0 

(described as "somewhat related" in the questionnaire or mid-point between 1 and 5) and below was 

the criterion for semantic opaqueness/semi-opaqueness. The following is a summary of the subjects' 

responses in the Semantic Rating of Word Pairs Test. 

The MSR for all the 95 word pairs in Questionnaire 2 was generally lower for ESL subjects than 

that for NS subjects, being 4.0 and 4.3 respectively. ESL subjects had lower MSR than NS subjects 

for 76 out of the 95 word pairs. The difference in the MSR between the two groups for the 95 word 

pairs was not statistically significant, t (186)-1.07 p < 0.01 or p < 0.05. (See Table 6a.) 



Table 6a contains 38 derivatives with obvious suffixes (marked ', with 35 words from the 

Pronunciation Test and 3 from the Word Analysis Test). The suffixes were -it): -ic, -ical, -ence(s), -ial, 

-ion, -ory, -ation, -er, -y, -ian, and -ar): In all these words, the base words were preserved in the 

spelling of the derivatives, including those which had orthographic changes that followed the same rule 

in non-Latinate words, that is, word final <y> becomes <i> before a suffix. For the 38 word pairs 

containing derivatives with obvious suffixes, the MSR was 3.9 for ESL subjects and 4.1 for NS 

subjects. The t-test showed that this difference was not statistically significant, t (74)=-1.16 p < 0.01 

or p < 0.05. (See Table 6a.) This means that we may assume that the semantic relations of 

associated words was generally evident to ESL subjects. 

The 38 word pairs that contained obvious-suffix derivatives were further analyzed according to 

subjects' ratings for opaque or transparent semantic relations, an MSR of 3 (mid-point) and below 

being taken as the criterion for opaquelsemi-opaque semantic relations. (See Table 6b.) Of these 38 

obvious-suffix pairs, five pairs were rated as semantically opaquelsemi-opaque by ESL subjects (called 

Type A). The five pairs were "author - authority," "origin - aborigines," "family - familiar," "minor - 
minority," and "element - elementary." For these 5 pairs, the MSR was 2.4 for ESL subjects and 2.9 

for NS subjects. (Because of the small number of words, a r-test was not performed.) Only the first 

three of these pairs were rated as opaque by NS subjects. However, of these three pairs, one pair, 

"author - authority," had a slightly higher MSR among ESL subjects than among NS subjects (2.2 vs. 

2.0). For the remaining 33 word pairs that were rated as semantically transparent by ESL subjects 

(called Type B), the MSR was significantly lower among ESL subjects than among NS subjects (4.1 

vs. 4.3). The MSR of 23 word pairs was lower for ESL subjects than NS subjects. The r-test 

performed on the MSR of the 33 pairs with obvious-suffix derivatives and transparent semantic relations 

(Type B) showed that there was a statistically significant difference between the two groups, t (64)=- 

72.38 p < 0.01. (See Table 6b.) Therefore, it is clear that the MSR of ESL subjects was generally 

lower than that of NS subjects for word pairs with obvious-suffix derivatives that had opaque semantic 

relations as well as those that had transparent semantic relations. 
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For the 57 word pairs containing derivatives with nonsbvious suffixes, the MSR was 4.0 for 

ESL subjects and 4.4 for NS subjects. The I-test showed that this difference between the two groups 

was statistically significant, r (1 l2)=-3.71 p < 0.01. (See Table 6a.) 

For the 34 word pairs (with 32 derivatives containing non-obvious suffixes) from the Word 

Analysis Test, the MSR was 3.9 for ESL subjects and 4.4 for NS subjects. The difference was 

statistically significant, r (66)=-3.87 p c 0.01. (See Table 6a.) 

Therefore, the MSR was generally lower among ESL subjects than among NS subjects for 

word pairs containing obvious-suff ix derivatives as well as derivatives containing non-obvious suffixes. 

Thus, derivatives containing obvious suffixes and non-obvious suffixes were generally more difficult for 

ESL subjects than NS subjects. 

According to Wheeler and Schumsky (1980) and Cutler (1981), if a derivative contains obvious 

suff ix(es), the recognition of the stem and the suffix(es) is easier. The spelling of obvious-suff ix 

derivatives might have been used by ESL subjects in two ways, viz. as a cue for meaning relations 

between base words and associated derivatives and for the pronunciation of the base-word portions of 

the associated derivatives. Therefore, I investigated the effect of DSR of 38 word pairs containing 

obvious-suffix derivatives on the rate of BB for these words in the Listening Test and the Pronunciation 

Test. I used DSR or "definitely related in meaning" for the following comparisons as it would show that 

subjects were definitely sure the words in a pair were semantically related. (See Table 6b.) 

Two Pearson's Correlation Coefficient Tests were computed. The first was to determine 

whether the perceived semantic relatedness between two words in a pair, as reflected in the DSR 

scores, was related to the frequency of BB in the aural recognition of derivatives in the Listening Test. 

The second was to determine whether the perceived semantic relatedness between two words in a 
I 

/ pair, as reflected in the DSR scores, was related to the frequency of BB in the Pronunciation Test. 



These relationships might be expected if the subjects were using semantic relatedness as a strategy for 

determining the phonological representations of derivatives. 

There were 16 obvious-suff ix words in the Listening Test The Pearson's Correlation 

Coefficient Test showed that there was no correlation between DSR and BB in the Listening Test, 

~ 0 . 0 0 5 .  (See Table 6b.) For the semantically opaqudsemi-opaque pairs (Type A), DSR was 

slightly higher than the preference for BB in perception, averages being 18.71% and 16.70% 

respectively. For the semantically transparent word pairs (Type B), the average DSR was about four 

times higher (60.51%) than the average of BB preference in perception (15.15%). For the Listening 

Test as a whole (30 words), the average of BB preference was less than one third (15.44%) of the 

average DSR (52.10%). There was a very low negative correlation between DSR and BB in the 

Listening Test as a whole, r=-0.130. This correlation was not statistically significant at p < 0.01 

or p < 0.05. 

There were 35 obvious-suffix words in the Pronunciation Test. The Pearson's Correlation 

Coefficient Test showed that there was a very low negative correlation between DSR and BB in the 

Pronunciation Test, r=-0.153. (See Table 6b.) This correlation was not statistically significant at p c 

0.01 or p c 0.05. There was a very low positive correlation between DSR and BB in the Pronunciation 

Test as a whole (60 words), r=0.297, but this correlation was also not statistically significant at p < 

0.01 or p < 0.05. 

The production of the five semantically opaque derivatives (Type A, MSR of 3.0 or below) 

showed the average BB to be more than twice as high as the average DSR, being 39.52% and 

18.71%. respectively. On the other hand, in the production of the 30 semantically transparent 

derivatives (Type B), the average BB was slightly lower than the average DSR, being 58.34% and 

62.49% respectively. On the whole, for both semantically opaque and transparent word pairs (Types A 

and B), the average DSR was slightly higher than the average BB in the production of obvious-suffix 



derivatives, being 56.23% and 55.65% respectively. 

Discussion 

Spelling is a key factor to how speakers segment words, since exposure to derivatives is 

primarily in written form (Wheeler & Schumsky 1980; Bruck & Waters 1990; Templeton & 

Scarborough-Franks 1985). Dependence on written forms can be assumed to be greater among 

learners than native speakers of English. This is because learners have limited exposure to oral 

English in their home countries and most learners tend to avoid oral discussions in academic situations, 

preferring to read content materials instead. As mentioned earlier, Wheeler and Schumsky (1980) and 

Cutler (1981) confirm that derivatives containing obvious suffixes help speakers' recognition of the base 

words while uncertain suffixes which require phonetic or spelling changes to the base hinder base-word 

recognition. If spelling makes obvious-suff ix derivatives easily decoded for their stems, their semantic 

relatedness will presumably be easily recognized. 

The results of the Semantic Rating of Word Pairs Test (for pairs containing obvious-suffix 

derivatives) showed that neither of the correlations between DSR and BB in the Listening Test and 

between DSR and BB in the Pronunciation Test was statistically significant. The effect of DSR on the 

preference for BB in the phonological representations of derivatives was therefore unclear. Not 

recognizing the semantic relations between two morphologically related words did not prevent ESL 

subjects from incorporating BB in their phonological representations of derivatives; nor did high DSR 

lead to a higher rate of BB preference. For example, for the semantical ly opaque pairs, while DSR for 

'author - authority" was 25%, BB was 12.50% for Listening and 50% for Pronunciation; while DSR 

for "origin - aborigines" was 15.63%, BB was 37.59% for Listening and 45% for Pronunciation. For 

the semantically transparent pairs, while DSR for "invent - inventory" was 34.38% BB was 75% in 

Listening and 100% in Pronunciation. Similarly, DSR for "Japan - Japanese" was 86.67% while BB 

was 38.1 8% in Pronunciation. 



A number of factors could have influenced subjects' pronunciation of obvious-suffix words. 

Lower BB pronunciation could be due to higher familiarity with and higher frequency of a word and not 

due to subjects' lower rate of DSR. The data seemed to suggest that, generally, for ESL subjects, 

meaning relatedness between base words and derivatives was not used as a primary cue for the 

phonological representations of derivatives, but spelling was. Stated differently, spelling seemed to 

have been used more as a cue for the pronunciation of morphologically associated words (that is, 

pronounce the base-word portion of the derivative like the base word), than as a cue for the 

meaning relatedness between words, although spelling would suggest meaning relatedness. This 

seemed to explain the lower MSR and DSR for ESL subjects than NS subjects, and the significant 

preference for BB pronunciation among ESL subjects. (In Questionnaire 1A, 81.25% of ESL subjects 

had indicated that they worked out pronunciation from spelling, and 46.85% by stripping affixes. 

Neither of these strategies would work well for the pronunciation of Latinate derivatives. On the other 

hand, only 31.25% of ESL subjects indicated that they worked out the meanings of words by stripping 

affixes when this strategy for decoding the meanings of derivatives would be effective in most cases.) 

According to Stemberger (1985), an error in word production with the stress and vowel 

patterns of a derivationally related word is caused by the shared representation of the words in the 

speaker's lexicon; for ESL subjects, the shared representation appeared to be mainly the orthographic 

representation rather than the semantic representation. 

Thus, Hypothesis 4, that among ESL subjects, there will be a positive correlation 

between the rate of recognition of semantic relatedness between morphologically associated 

words and the incorporation of base-word pronunciation in the phonological representations of 

Latinate derivatives with obvious suffixes, was not confirmed. 

I will now consider responses for "unity," "destruction," and "remedial" by ESL subjects in the 

Word Analysis Test. For "unity," 76.67% of correct responses were "unit," an orthographically simpler 



strategy than "unite," and "union" (6.67% for both words). However, DSR was 36.67% for 'unity - 
unite" and 40% for "unity - unit." DSR for "destruct - destruction" was 46.88% and 43.75% for 

'destroy - destruction.' Among the ESL subjects, 15.63% acknowledged that they did not know the 

meanings of one or both of the words for the "destruct - destruction" pair (no response in the Semantic 

Rating of Word Pairs Test). Yet, 70% of correct responses in the Word Analysis Test were 'destruct" 

while only 16.67% was "destroy.' "Destruct" was orthographically simpler than "destroy." It was likely 

that for some subjects, the affix was stripped to abstract "destruct" without the meaning of "destruct" in 

mind. While DSR for "remedy -remedialn was 53.13%, only 28.13% scored correct in the Word 

Analysis Test. On the whole, DSR was very much higher than scores for correct base words supplied 

for derivatives with non-obvious suffixes (eg. "prescribe - prescriptim," and "abolish - abolition"). This 

could be because the task of recognizing semantic relatedness between words was easier when both 

words were visually presented than when subjects had to recall the associated words on demand. It 

could also be due to subjects' failure to make the correct spelling changes. 

My Word Analysis Test confirmed a significant difference between ESL and NS subjects in 

their ability to abstract base-words from derivatives with non-obvious suffixes, or to supply 

morphologically related words. My Semantic Rating of Word Pairs Test also revealed that, generally, 

there was a significant difference between the two groups in MSR of derivatives containing both 

obvious and non-obvious suffixes. This would imply that learners had difficulty in abstracting or 

recognizing base words within derivatives to obtain their core meanings, the difficulty increasing with 

orthographic complexity. It could also be due to the Jack of practice in decoding and inability to recall. 

The former is a likely reason since less than 31.25% of ESL subjects had indicated that they stripped 

affixes to obtain the meanings of words, compared with 75% who guessed word meanings by reading 

the sentence(s) very carefully. Moreover, metaphorical extension of the base word meanings in 

derivatives is sometimes necessary, eg. "prior - priority.' This might have caused problems for ESL 

subjects. The above analysis shows that ESL learners' understanding of morphologically related words 

in terms of semantic, orthographic, and phonological representations warrants further investigation. 



8.6 Linguistic and Pedagogical Implications 

The results of this integrated study of the morphological and morphophonemic awareness of 

college-preparation ESL learners have many linguistic and pedagogical implications. Many common 

patterns in the acquisition of Latinate derivatives were found between learners and native speakers of 

English, which I will explain below. 

8.6.1 Linguistic Implications 

For speakers and learners of English, a derivative comes from another word, not its 

etymological root, confirming a word-based morphology among learners and native speakers. (Only 

one NS subject supplied {vid] for "evidence" and no ESL subjects supplied roots.) 

The process of morphological decomposition in speakers and learners is psychologically real, 

as evident in the dominance of the strategy of affix stripping in word analysis. Suffix stripping is much 

more evident than prefix stripping for both speakers and learners. 

Morphologically related words have different levels of semantic transparency for speakers and 

learners. Semantic distance influences speakers' and learners' recognition of semantic relations 

between two morphologically associated words. Thus, for the words "prescription," "conversation," 

and "explanation,' the responses "prescribe,' "converse,' and *explainu are found but not "scribe," 

"verse," and "plain." 

Ease of morphological analysis influences base-word abstraction. From the limited evidence 

here, it is likely that complexity lies not with the fact that a derivative contains a bound morpheme 

(since the word is the prime), but the fact that the bound morpheme has to be orthographically 

modified in both vowel and consonant. Thus, "decide - decision" was easier than "destroy - 
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destruction," "suspect - suspicion," and 'receive - reception." 

Problems with higher level rules for Latinate derivatives among Cantonese ESL learners are not 

only errors of phonology as earlier research has emphasized. They are also errors of 

morphophonemics, due to overgeneralization of rules for non-Latinate words, strategies of 

analogy, ease of analysis, and the lack of understmding of the English orthographic principle. In 

written language, the overgeneralization of the rule of suffix stripping for non-Latinate words to Latinate 

words leads to the strategy of 'no orthographic change.' In constructing the phonological 

representations of Latinate derivatives, this overgeneralization leads to the dominant strategy of 

incorporating base-word pronunciation in the pronunciation of Latinate derivatives. 

Deducing from the subjects' phonological representations of derivatives, it may be assumed 

that the morphological representation of a derived word for learners and speakers is a linear 

representation of "base word + suffix.' 

Native speakers' phonological competence regarding Latinate derivatives includes the natural 

process of vowel reduction of unstressed syllables, but not vowel alternations and stress shifts 

resulting from affixation. 

For most ESL learners, the orthographic representations of Latinate derivatives are mainly 

cues for pronunciation, not for decoding semantic relations between morphologically associated words. 

8.6.2 Pedagogical lmpl i ions  

The study of Latinate derivatives would have to be synchronic rather than diachronic in 

approach. The contemporary senses of derivatives would be the meanings which learners have to 

learn. (Also Kelly 1991 .) This would make the learning of deriiatives easier for learners. The learning 



of the historical and etymological associations between morphologically related words can be 

postponed to more advanced stages of language learning or specialized study. 

In single-word context, learners are more likely to be better able to aurally recognize 

derivatives than to produce them correctly. Pronunciation practice would continue at the 

intermediate and advanced levels whenever new words are encountered. 

Learners are able to analogize about derivatives, as seen in their affix stripping and affix 

concatenation strategies. This would be exploited in the learning and teaching of the pronunciation and 

spelling of derivatives by presenting patterns or paradigms in derivatives. 

Learners have difficulty in abstracting base words from derivatives with non-obvious suffixes 

and may not be able to decode the meanings of these derivatives. Even obvious-suff ix derivatives may 

pose difficulty. Learners may not be aware of the parallel meanings in associated words because they 

do not strip affixes to decode meaning. They would need explicit instruction on how to decode the 

meanings of derivatives by stripping affixes and by recognizing spelling changes. 

Vocabulary was identified as the main problem in reading by 87.5% of the ESL subjects in this 

study. If non-contextualized word decoding does not occur in a word-learning situation or does not 

transfer automatically to a reading comprehension situation, learners would need to be taught and 

reminded to use word-decoding strategies to aid reading comprehension. 

Derivatives (especially those with free morphemes) make up between 28% and 36% of content 

words in reading materials and transitional content textbooks. (See Section 1.3.3.) Derivatives and 

their associated words, including word formation rules, would therefore be important aspects of 

Vocabulary study. 



Conclusion 

This empirical study presents an integrated perspective on my ESL subjects' interlanguage 

morphology and morphophonemics regarding Latinate derivatives. I investigated the possible 

morphological, phonological, semantic, and orthographic associations among words made by grade 

12 Cantonese-speaking ESL learners who were college- or university-bound. Three of the four 

hypotheses proposed for the study were supported; the findings regarding the fourth hypothesis were 

linguistically and pedagogically interesting. The differences in the performance between ESL subjects 

and NS subjects on the Listening, Pronunciation, and Word Analysis Tests and part of the Semantic 

Rating of Word Pairs Test were statistically significant. I included a discussion of how my subjects 

handled derivatives in terms of their formal representations and semantic representations as these are 

important aspects of advanced literacy and vocabulary learning or acquisition. The inter-group and 

intra-individual variation in the different modalities of performance indicated that when examining 

interlanguage morphology and rnorphophonernics, the different TL skills have to be separated. As far 

as Latinate derivatives are concerned, dominant patterns of overgeneralization among ESL subjects in 

the aural recognition and oral production of derivatives and suffix stripping in base-word abstraction 

were found to resemble those commonly made by native speakers of English. Besides the dominant 

patterns of overgeneralization, a wide variety of idiosyncratic rules was found among learners. The 

results of this study confirmed that there was a statistically significant difference in the morphological 

awareness and morphophonemic awareness of college-preparation ESL students and NS students. 



Chapter 9 

WHAT ESL LEARNERS NEED TO KNOW ABOUT ENGLISH DERIVATIVES - SOME SUGGESTIONS 
FOR RAISING MORPHOLOGICAL AND MORPHOPHONEMIC AWARENESS AMONG LEARNERS 

Introduction 

In this chapter I will summarize the features of English derivatives that ESL learners at the 

intermediate and advanced levels ought to know so that they will become more like native speakers of 

the language at an equivalent age and academic level. I will also present some suggestions regarding 

classroom techniques for dealing with English Latinate derivatives so that learners become aware of the 

phonological, morphological, semantic, and orthographic aspects of Latinate derivatives. 

9.1 What Colleg+Preparation ESL Learners Need to Know About English Derivatives 

On the whole, college-preparation ESL learners need to be aware of various aspects of 

English derivatives such as spelling, pronunciation (vowel, consonant, and stress shifts), word 

structure, affixation rules, meaning association with base words, and syntactic classes as determined 

by suffix types. Awareness of these aspects would help these learners become more native-like in their 

strategies in dealing with and using English Latinate derivatives which they are expected to be familiar 

with at their academic levels. In the following summary of these aspects of English derivatives, I will 

use "classroom terminology" as far as possible as part of the explanations learners should receive in 

instruct ion: 

1. English words with prefixes and suffixes are of two types, "true English words" and words 

borrowed from Latin and Greek. The borrowed words are usually "learned" words because 

they refer to ideas in advanced areas of learning or knowledge such as science, politics, 

literature, and government. They are also more commonly used in formal contexts. True 

English words have true English prefixes and suffixes such as un-, under-, over-, -ful, -less 



-id, and -ness. Learned words have Latin or Greek prefixes and suffixes such as con-, ab-, 

d-, in-, -ion, -ation, -ir): -wnal, -ium, and -ia. (Bloomfield 1933). When we use -ness in a 

true English word (Noun) (as in *happinessm), we would use -ity, -ation, -ion etc. in a learned 

word (Noun) (as in "jubilation"). 

True English words with prefixes and suffixes do not have spelling changes to their base-word 

portions (except for cy> becoming ci> before a suffix). They also do not have changes in the 

pronunciation of their base-word portions. (Example: [Ihapi] - [Ihaep~nas]) 

Not all learned words with prefixes and suffixes have spelling changes to their base words, but 

almost all of them have pronunciation changes to their base-word portions. An example of a 

learned word with a suffix that has no spelling changes to its base-word portion but has 

pronunciation changes to its base-word portion is "prosperky" from "prosper," pronounced 

[Ipraspa] - [,praslperati] (North American). An example of a leamed word with a suffix that has 

spelling changes as well as pronunciation changes to its base-word portion is "revolution" from 

"revolt."Pronunciation changes involve vowel change andlor consonant change and/or stress 

shift. 

As in all English words with or without prefixes andlor suffixes, unstressed syllables need to be 

"glossed over" quickly in pronunciation (that is, reduced). Therefore, not every syllable is 

pronounced clearly as in Cantonese. 

All words with prefixes and suffixes have meaning connections with their base words. In true 

English words, the meaning connections are very clear (eg. "hope - hopeful"). In most learned 

words, the meaning connections are also very clear (eg. 'combine - combinationw), but in 

some, they are not very clear (eg. "author - authority"). They were clearly connected in 

meaning long ago but not now. It is important to know how these words are used now. 

In Cantonese, words do not change in their "shapesw (in writing or pronunciation), but they 

move about in a sentence in order to fit their role as nouns, verbs, or adjectives. English 

words move about in a sentence and they also take suffixes to fit their roles in sentences. 



There are rules concerning which suffixes to use for making nouns from verbs and adjectives 

from nouns etc. (eg. add -ive to a verb to make it adjective). 

Most of the time, true English suffixes are added to words after learned suffixes (eg.-ive-ness, 

and -wus-ness). 

There are rules concerning which suffixes go together (eg. -wn-al, ate-ive, able-ity, but not 

tion-ive, <ism-ive, and *-ity-wus.) 

There are certain patterns in the spelling and pronunciation of learned words (eg. "describe - 
description" and "prescribe - prescription," "produce - production" and "reduce - reduction." 

The base word in a word with prefix(es) and/or suffix(es) contains the core meaning of the 

word. Looking for the base word within a word with prefix(es) and suff ix(es) helps in finding the 

meaning of the word. 

Using learned words with prefixes and suffixes whenever appropriate makes communication in 

academic content areas more effective than using ordinary everyday words. Compare: "The 

Roman Empire became bigger and stronger and there was more trade among the people of the 

provinces" with "The expansion of the Roman Empire resulted in the growth of trade among 

the provinces." 

The Significance of Morphological and Morphophonemic Awareness Among ESL Learners 

Winser's (1 991 ; 1993) "register model" of language instruction emphasizes expression of 

content knowledge in appropriate language. Effective communication is systematically related to the 

linguistic features of the language; choice of words is as significant as discourse structure. In writing, 

there is more use of nouns and nominalizations to replace the verbs of speech (Winser 1993:llO) and 

the morphological features of English vocabulary can be exploited as a resource for making meaning in 

reading and writing in content areas. Acquiring an L2 means acquiring the efficient native-like 

strategies for processing and using the language, According to Fraser (1992:65), routine daily oral 



communication may make little demand for analyzed knowledge of language (such as word or sentence 

structure) but the literacy functions of reading and writing demand higher levels of analyzed knowledge 

of the L2 code. Moreover, Nagy and Anderson's (1984) summary of derivatives makes their 

understanding worthwhile for learners: 

i) semantically transparent derivatives are far more frequent than opaque derivatives and 

morphologically simpler words; 

ii) orthographically transparent derivatives are twice as many as opaque ones; 

iii) derivatives, unlike morphologically simple words, are stable in meaning, not varying much 

according to the context in which they occur. 

The implications are that derivatives are important vocabulary items and fluent access to known 

vocabulary (such as derivatives) is necessary in order for learners to benefit from knowing it (Mezynski 

1983). Derivatives need not pose problems if learners know how to segment them into meaningful 

units. Moreover, Oswalt (1 973) confirms between 90% and 98% predictability of pronunciation rules 

for derivatives with 27 Latinate suffixes while others vary between 50% and 85%. Dickerson (1987; 

1989; 1990; 1992; 1994) confirms that the pronunciation of Latinate derivatives can be predicted by 

using two stress rules (Weak Stress Rule and Strong Stress Rule) and dividing word endings (suffixes) 

into two groups, weak endings (which follow the weak Stress Rule) and strong endings (which follow 

the Strong Stress Rule). The weak endings are -able, -01, -en, -our, -ive, -we, -my, and -ory. The 

strong endings are -iV(owel) (eg. -ion, -id), iC(onsonant) (eg. -ical, -ible), -uV(owel) (eg. -ual, -uent), 

and -uC(onsonant) (eg. -dm). The stress and vowel patterns of 10,000 words with strong iV(owe1) 

endings can be predicted using the Strong Stress Rule. This makes learning less difficutt than learners 

would think, that is, if they know how to identify base words and affixes. Besides direct teaching of 

high frequency vocabulary, Nation (1993) also emphasizes training in vocabulary learning strategies, 

and the encouragement of activities that lead to indirect vocabulary learning. The frequency of 

derivatives in academic English would make it necessary for learners to learn about derivatives, how to 



code and decode them for meaning, and how to use them. Academic vocabulary is essential for 

academic success (Xue 8 Nation 1984; Corson 1985). Deriivatives form an important part of academic 

vocabulary. Beheydt (1987a) points out that what is notably missing in pedagogical theory regarding L2 

vocabulary teaching is a systematically elaborated strategy for vocabulary acquisition based on the 

findings of linguistics and learning psychology. Word-structure awareness would increase lexical 

competence among learners. 

92.1 Some Techniques for Raising Morphological and Morphophonemic Awareness Among 
ESL Learners 

Below, I suggest some techniques of verbal processing for increasing learners' morphological 

and morphophonemic awareness in conjunction with reading. The techniques are based on the 

implications of L1 literacy and psycholinguistic research and my own findings from this study regarding 

learners' lexical behavior with derivatives. The strategies are also in accord with Robinson's (1995) 

model of awareness and noticing, where use is made of the learners' elaborative processing of data 

and rehearsal or practice. The techniques suggested may not be new; they are meant to remind 

language teachers that strategies that help learners learn are useful and also enable learners to 

process words on their own. 

1. At the intermediate levels of instruction, as soon as derivational prefixes and suffixes are 

encountered, thee 12 Anglo-Saxon prefixes and 19 suffixes should be introduced.' Later, as 

more affixes are encountered, Latin and Greek affixes should also be taught. Since these are 

greater in number, they would not be brought in all at once. For a start, the most common 15 

Latin and four Greek prefixes would be taught, leaving the rest to a more advanced level of 

learning.' As for suffixes, the most common 19 Latin suffixes and 6 Greek suffixes would be 

t a ~ g h t . ~  At secondary school level, these would be sufficient for reading and writing purposes. 



For most practical or advanced general academic reading purposes, 36 common Latin and 

Greek prefixes and 43 suffixes are sufficient.' 

2. Activation of the base word is a necessary step in the processing of the derived form.' In most 

cases, the base word and its derivations have parallel meanings. If the meaning of the base 

word is semantically distant from the derived word, the meanings of both the base word and 

the derived form would be explained, as in 'authority - author.' It is possible that learners 

encounter derivatives without having encountered their base words. Whenever a derivative is 

encountered in a text, the teacher would help learners access its base word so that the 

meaning of the derivative is made clear, and their semantic relatedness, orthographic 

connection, and morphological structure can be explained. Learners would access base words 

by stripping affixes. Getting the essential or core meaning of the complex word from its base 

helps the reader to get going with the decoding of the meaning of a text. The teacher would 

explain any idiosyncracies in the meanings of derivatives. For example, in the context of cars, 

"transmission" is not the act of transmitting energy but refers to the parts of the car that carry 

power from the engine to the wheels to produce movement. Where the form of a derivative 

takes morphological ending of another class (eg. 'sickly" and "lonely"), these exceptions would 

also be explained. 

3. Tables are visually effective in aiding the syntactic categorization of words. Awareness of the 

parts of speech would also help learners in syntactic processing in reading (and ~r i i ing . )~  

4. Students would construct several types of word association to strengthen the association and 

improve their memory  representation^.^ Types of association are base word-derived word 

association, word paradigm (containing different derivatives from the same base word or 

containing base word and derivatives with the same morphological shapes), and pronunciation 

relationships between morphologically related words. 

5. Perceptual processing (accoustic and visual ) increases later perceptual identification and and 

memory.' In word decoding, the teacher would visually demonstrate how much of the orignial 

base-word spelling is preserved in the process of changing it to a derivative by wriiing out all 



new words presented. In addition, morphological structure and spelling change and the 

addition or deletion of affixes would be presented visually. Visual presentations can take the 

form of bracketing, drawing boxes around base words to abstract them out of derivatives, and 

cancelling and replacing letters etc. to demonstrate spelling change. Visual presentation of a 

string of base word and affix(es) would be linear (see below). When demonstrating the 

relatedness between two or three words, these words would be written one on top of or below 

another, preserving the linear arrangement of the base and affixes. 

6. The pronunciation of a derivative would be learned along with its visual representation and 

meaning to increase memory and improve recall.' The teacher would present the base-word 

and derivative visually before presenting their pronunciation. The teacher would also model the 

pronunciation, drawing learners' attention to stressed and reduced syllables, and students 

would repeat these words aloud. Some class time would be allocated to the practice of 

pronunciation and aural recognition of new words. Students would also practice pronunciation 

and aural recognition of derivatives in the context of sentences and longer discourse. 

7. In the earlier lessons, students would use class time for actively processing words, abstracting 

base words from derivatives, starting with word forms that involve no orthographic and no 

phonological change and progressing to those involving spelling andlor phonological change. 

8. Word processing exercises would start with words with single affixes and progress to those with 

multiple affixes. If a derivative from a text is used as stimulus, students would determine its 

part of speech before abstracting the base and looking for its other parts of speech. 

9. If a derivative is encountered for which other forms are not required at a particular stage of 

learning because they are infrequent or not useful, only the base and the given derivative 

would be needed. The internal word structure would be presented visually as part of the word's 

perceptual features : 



eg. p] 
The orthographic principle behind the presence of the two &Is in the derivative and the 

dropping of the second <I> before the suffix -en1 would be explained. 

10. If the text contains a base form only, (eg. "celebrate"), frequent and useful derivatives would 

be brought in, for example, "celebration' and "celebrity." 

11. To avoid overloading and confusion, not all possible derivatives of a given base would be 

introduced. For example, "crime," has several morphologically related words like "criminally," 

"criminality," "criminology," "incriminate," "crimination," "criminatory," "criminologist," 

"criminological," and "criminologically". Only derivatives that are useful at a particular level of 

learning, or likely to be encountered by learners, would be presented. 

12. Derivatives containing bound morphemes would be treated as semantic and morphological 

wholes, except at very advanced  level^.'^ However, a couple of more useful or frequent 

words that have the same bound stem and take the same affixes for different parts of speech 

would be presented as paradigms and tabulated (eg. {duce) -- "produce - production," 

"introduce - introduction," "induce - induction," "reduce - reduction," "seduce - seduction." 

13. The teacher would teach affixation rules (eg. nominalization and deverbalization) by providing 

rules of thumb -- shorter or everyday words or Anglo-Saxon words take Anglo-Saxon affixes; 

important-sounding words (of Latinate origin) take Latinate affixes. In more advanced 

classes, the order of the most common multiple affixes would be taught, eg. -al-ity, -al-ism, 

-al-kt, -ive-ness, -iv-it): -ion-al, and -ion-al-ist. 

14. Using different derivatives of the same word at sentence or short text levels would help learners 

control the use of different derivative forms in writing and reading (syntactic decoding) and 

listening (anticipating different forms at different positions in a sentence). More proficient 

students would be assigned sentence-making activities. Less proficient students make many 

errors in sentence construction, or use these words inappropriately and text or sentence 

completion exercises would be more suitable. 

Eg.: The bomb explodes in thirty seconds. The explosion can cause a lot of damage. 

161 



(explode) 

15. Identification of the part of speech of a given derivative in a sentence context is useful, since a 

syntactic rule and a particular morphological pattem learned together would be more effective. 

16. Tasks that require learners to define the meanings of words involve the highest level of 

expression of word knowledge (Curtis 1987). These would be avoided because of the level of 

abstractness involved (eg. ?he state of being ......,' ' the act of .....,' "the qualtty of being .... ") I 

think such definitions are difficult and not particularly useful. Matching a derivative with a given 

definition would be a more valid task. 

17. Dictionary work would be encouraged, especially for low verbal ability students (Knight 1994).11 

This may require looking up the meanings of particular words, or looking for a particular word 

that fits a given meaning (the teacher could provide cues like the first one or two letters of the 

word, or the number of letters in the word etc.), or looking for the different parts of speech of 

a word. In the case of derivatives, students would be encouraged to attempt decoding before 

resorting to the dictionary. Working with a dictionary would give learners exposure to different 

derivatives as they are bound to come across them in their word search. 

18. The teacher would be selective of vocabulary exercises which would be primarily aimed at the 

learning of new vocabulary, that is, vocabulary expansion. "Breaking the code" and 

unscrambling a string of letters to make up other words might not help vocabulary expansion 

since learners are picking out words they already know, have retained, and can recall. If such 

exercises were used for the sake of variety, students would work in pairs or small groups 

where better students help weaker students learn new words. However, such activities are 

useful as a reinforcement exercise after new vocabulary items have been introduced. 

Arranging words in alphabetical order, an activity found in some intermediate or advanced level 

textbooks, would not be useful at this level. 

19. Providing synonyms, antonyms, or analogies strengthens meaning association. The teacher 

would remind learners to provide words with the corresponding form classes. 

20. Learners would develop systematic vocabulary learning strategies by making entries in a 
8 



notebook with pages marked in alphabetical order like a dictionary and recording word forms 

according to the four parts of speech. Meanings would be recorded beside the words, in L2 or 

with L1 equivalents and sample sentences if necessary. 

21. The teacher would be selective of reading texts, starting with passages that have some textual 

elaboration such as semantic (and lexical) redundancy, and progressing to passages that 

contain less redundancy and elaboration and require more word processing for meaning. 

However, the teacher would not emphasize the strategy of "guessing" from context. The 

teacher would also select reading texts that contain specific comprehension questions that test 

vocabulary knowledge and as well as deductive inferencing. 

22. Writing would be integrated into a reading and vocabulary unit. Leamers would start 

with single-paragraph writing, using and incorporating new vocabulary into the writing, 

paying special attention to word forms. The teacher would have students read aloud to 

the class their writing, and publish their writing (displayed in class). 

23. In an intermediate ESL class, the teacher would incorporate the reading of some content area 

texts that are appropriate to the linguistic level of students. 

Conclusion 

According to Bialystok (1 991 :116), two essential components of the development of language 

proficiency are the development of the mental representations of language based on its formal 

structures and the development of control of linguistic processing. The latter guides the learner to pay 

selective attention to particular representations of language for the purpose of performing in a particular 

context, resulting in more fluent and more accurate performance. Explicit instruction of the 

appropriate linguistic structures and the strategies for handling these structures at a specific level of L2 

learning would help learners develop their language proficiency. Learners ought to be made aware of 

these structures and the need to apply such strategies in the process of developing L2 skills. The 

results of my empirical study have demonstrated that there is a significant difference between ESL 



leamers and native speakers of English (at an equivalent age and academic level) in their performance 

in aural recognition and pronunciation of derivatives, recognition of meaning association between 

morphologically related words, and base-word abstraction from derivatives. Raising learners' 

awareness of English morphology and rnorphophonemics would help them handle appropriately the 

derivatives that they encounter. This is especially important when there are no counterparts in L1 and 

L1 word handling strategies would be inappropriate, and when overgeneralizations of TL rules are 

inappropriate as well. Direct teaching of derivatives involves explicit explanation and practice that focus 

on such words as linguistic items. The suggestions I have made for raising leamers' awareness of the 

different aspects of derivatives are aimed at what Schouten-Van Parreren (1981b in Beheydt 1987a:65) 

calls "real activity" during learning where a diversity of word treatment shows relationships among parts 

of words. According to Beheydt (1987a), such real activity helps learners to develop a "feel" for the 

syntactic and morphological potential of words while at the same time fostering mental processing of 

words which facilitates subsequent recall. The semantization of words is stimulated by repetitive, 

elaborative, mental practice with their paradigmatic and syntagmatic characteristics. In my opinion, 

such activities are valuable because they become self-directed vocabulary learning strategies of ESL 

learners and would lead to vocabulary expansion. 



Notes: 

The 12 Anglo-Saxon prefixes are: fore-, un-, up-, down-, over-, under-, mis-, our-, a ,  be-, wirh-, 
for-. 
The 19 common Anglo-Saxon suffixes are: -merit, -ness, -ed, -ing, -y, -ly, -ern -less, -fil, 
-ish, -like, -some, -ful, -01, -hood, -age, -ling, -kt, -dom, -worthy. 

The 15 most common Latin prefixes are:-non-, post-, pro-, trans-, de-, re-, pre-, inter-, 
co-, dis-, ex-, in-, sub-, em-, super-. The following four Greek prefixes are also frequent: 
anti-, pro; pros-, hyper-. 

The most common 19 Latin suffixes are: -al -ante, -ant, -ible, -ence, -ent, -eous, $c, 
-ize, -fi, -ion, -ity, -ve, -merit, -or, -ow, -ry, -uous, -we. 

The 6 most common Greek suffixes are: -ic, -its, -ical -ire, -ism, -kt. 

In addition to the Latin and Greek prefixes mentioned above, the following should make 
up the most common 36 non-Anglo-Saxon prefixes sufficient for general non-specialized 
reading: ,ab-, ad-, ambi-, ante-, circum-, corn-, eura-, en- (Latin), amphi-, dia-, syn-, 
peri-, para-, pros-, epi-, endo-, exo- (Greek). 
In addition to the above-mentioned non-Anglo-Saxon suffixes, the following are sufficient for 
general non-specialized reading: -acious, -alia, -ane, -a& -ate, -cide, -eous, -ferous, -ik, 
-mony, -uous, -ulous, -rude, -nu1 (Latin), -oid, -;a, -sis, -ma (Greek). 

See Murrell & Morton (1 974); Taft & Forster (1 975); Stanners et al (1 979); Luketala et al (1 980); 
and Anshen & Aronoff (1 988). 

See Nagy & Anderson (1 984). 

See Bradley & Glenberg (1 983) and Jacoby (1 983). 

See Jacoby (1 983) and Masson (1 984). 

See Masson (1 984), Dickerson (1 987), Kelly (1 992), Hi11 (1 994), and Gu & Johnson (1 996). 

See Rubin et al. (1 975). 

According to Oxford and Scarcella (1994), dictionary work is not particularly useful since 
dictionaries provide typical meanings of words rather than atypical meanings and functions required 
by particular contexts. This is true only for monomorphemic words. Morphologically complex words 
are stable in meaning and dictionary work would be beneficial. Gu & Johnson's (1 996) study 
confirms skilful dictionary use together with word structure analysis among readers with high test 
scores. 



Chapter 10 

CONCLUSION - SIGNIFICANCE OF MY EMPIRICAL STUDY IN RESEARCH ON ESL 
MORPHOLOGICAL AND MORPHOPHONEMIC AWARENESS AND ESL 
LEXICAL COMPETENCE 

Introduction 

In this concluding chapter, I will summarize the significance of my empirical study and the 

contribution of my research to the field of applied linguistics in the area of interlanguage vocabulary, 

specifically, ESL morphology and morphophonemics. 

10.1 Significance of My Empirical Study 

Meara, in 1984, pointed out that interlanguage theory had had very little to say about the 

lexical behavior of non-native speakers of a language, and the limited number of studies had taken a 

very restricted view of the problem. (See Kellerman 1978a.) Nearly a decade later, Maiguashca 

(1993) reiterates the same problem. Furthermore, my literature review on the topics of research on 

ESL learners' interlanguage and vocabulary up to 1996 has not shown an emphasis on the area of 

derivative morphology and morphophonemics in L2 learning or acquisition. According to Meara (1984), 

past research in vocabulary acquisition has also taken place within the framework of interlanguage 

theory and error analysis. This approach has resulted in taxonomies of errors that fail to predict the 

types of errors that occur, explain why they occur, or explain the differences in the handling of lexis 

between learners and native speakers of a language. (See Ringbom 1987.) In my opinion, Schacter's 

(1983, 1992) redefinition of language transfer as a constraint rather than a process is useful, but 

appealing to constraint (what the learner knows and do not know about the TL) cannot account for the 

specific error types of learners in the linguistic aspects of the TL that have no analogues in the L1. 



Levenston (1979) listed five "fundamental issuesM in L2 vocabulary acquisition research, two of 

which have aroused my interest, viz. 

i) how far is the acquisition of vocabulary the same in L1 and L2, and 

ii) what is the relationship between activelproductive and passivelreceptive knowledge of 

vocabulary? 

Monsell (1 985:149) explains the formal properties of a literate person's mental lexicon and how these 

properties interact in language perception and production. The formal properties are reflected in 

Meara's (1984) crude model of what a learner's lexicon is like, viz. the phonological, orthographic, 

and morphological representations of words, and whether these representations are fully spelled out. 

According to Meara (1 984), Beheydt (1 987a), and Maiguashca (1 993), the findings of psycholinguistic 

research on L1 reading, word recognition, and word storage have been largely neglected in L2 

vocabulary research. My literature review has also shown that the issues raised by Levenston 

concerning learners' vocabulary learning and acquisition, and learners' comprehension of word 

semantics in reading instruction have also been neglected. The other formal representations mentioned 

by Meara (1984) above) have also remained unexamined. It is clear that among the issues in 

interlanguage and ESL reading and vocabulary, the acquisition and learning of English Latinate 

derivatives among advanced learners has been largely unexplored in applied linguistics. (See 2.3.) 

The method of investigation reported in this thesis represents a departure from previous 

research on ESL learners' awareness of Latinate derivatives in several ways. Previous studies have 

treated derivatives as simply phonological units and have not differentiated derivatives from other 

multisyllabic words (inflected words, compounds, and even monomorphemic words). I have isolated 

Latinate derivatives from other multisyllabic and multimorphemic words. I have also attempted to 

present learners' problems with Latinate derivatives as problems of vocabulary learning, that is, 

problems of "lexical competence," not problems of phonology or pronunciation alone, as most 

research in this area has done. Learning derivatives is an important part of vocabulary expansion. 

Adopting the "lexical competence" approach has led me to examine the different aspects that learners' 



knowledge of derivatives entails -- orthographic principle, awareness of sound changes between 

associated words and meaning associations between words, word decoding strategies, as well as the 

bases used by learners for making associations between morphologically related words. These are 

also important aspects of advanced literacy in ESL, a field which has hardly been explored. By 

examining these aspects of learners' understanding of English Latinate derivatives, I believe I have 

fulfilled three objectives of this study which previous research has not done, viz. presenting an 

integrated picture of ESL learners' morphological and rnorphophonemic awareness; presenting 

learners' lexical representations of derivatives as associated items with base words (not isolated items 

in their lexica); and presenting the error patterns in the phonology and orthography of learners' 

interlanguage lexis. 

The fulfilment of the third objective also means that I have attempted to deal with the issues 

raised by Meara above, viz. the formal representations of learners' vocabulary and the limitations of 

error analysis and constraint within the framework of interlanguage theory. I have examined my 

subjects' morphological, phonological, and orthographic representations of Latinate derivatives. 

Besides describing errors in these representations, I have accounted for them by explaining the 

possible psycholinguistic factors and factors related to literacy development in relation to the different 

aspects of Latinate derivatives. These factors are the phonological, semantic, and orthographic 

complexity of derivatives which have been identified as factors influencing L1 vocabulary learning or 

acquisition (Templeton 1985). 

Furthermore, in my study, I have used existing English words and focused on the lexica of 

school-going college-preparation ESL learners. I have selected base words and derivatives that are 

expected to be frequent in high school administration, content area learning and counselling, and 

everyday words in sports, media, and recreation. This is in contrast to Dziubalska-Kolazyk (1992) and 

Baptista (1 989) who employ pseudo words that fit certain phonological rules in certain morphological 

operations. The rules also reflect those used by native speakers in pseudo words. According to 



Henderson (1985:31), "(S)tudies requiring oral reading or suffixation of pseudowords have shown at 

best highly imperfect application of rules. Studies requiring suffixation of real words have shown effects 

consistent with generation by rule." By using real English words familiar to learners at a particular 

academic level and in a particular setting, I am confident I have presented a more realistic perspective 

of learners' morphological and morphophonemic awareness than previous studies have done. 

Another significant contribution of my empirical study is towards research on the issue of 

language transfer in interlanguage morphology and morphophonemics. The general concensus in 

theoretical linguistics is that overgeneralizations in TL morphology and morphophonemics are based on 

TL rules, not L1 rules. While the influence of an unrelated L1 has been confirmed in L2 studies on 

interlanguage phonology of derivatives (Anani 1989), the absence of influence of Ll 's which have 

cognates with English (Erdman 1973; Baptista 1989) and Ll 's which have no cognates with English 

(Olshtain 1987) has also been confirmed. These conclusions appear conflicting. By using Cantonese 

subjects, whose L1 is unrelated to English, I have been able to exclude the effects of positive or 

negative L1 transfer and, to some extent, determine the possible psycholinguistic principles behind 

learners' interlanguage morphological and morphophonemic rules. In the process of doing this, I have 

been able to find some answers to Levenston's first question, in the sense of how the acquisition of 

English Latinate derivatives is similar between speakers and learners. I have been able to determine 

that, in areas where a linguistic counterpart is missing from the L1, learners fall back on earlier 

learned strategies in TL processing, some of which are similar to those of native speakers. This was 

found in dominant strategies like incorporating base-word pronunciation in the phonological 

representations of derivatives and adopting the least complex strategies in base-word abstraction from 

derivatives. In response to Koda's (1990a) question about how speakers and learners handle and store 

words, I would say that where ESL learners have begun to develop morphological and 

morphophonemic awareness, dominant strategies of word analysis and storage correspond to the 

common heuristics of word learning and ease of analysis. However, these strategies result in more 

misapplication and errors among learners than speakers. Orthographic complexity influences both 



learners' and native speakers' processing of derivatives. To recognize semantic relatedness between 

words, learners are more dependent than speakers on transparent meaning associations and 

transparent spelling patterns. 

My tests could not really provide answers to Levenston's question concerning learners' active 

and passive vocabulary in terms of what they knew and what they could use. However, the tests did 

reveal significant differences in their performance in different modalities and test tasks. There were 

more significant differences between ESL and NS subjects in active production tasks (pronunciation 

and word abstraction), than in passive tasks (aural recognition and semantic recognition). 

My literature review has included discussions on the issues of interlanguage, the relationship 

between vocabulary and reading, and between vocabulary and listening comprehension and 

pronunciation. I have included these issues in my discussion so that iearners' problems with Latinate 

derivatives can be better appreciated as those of lexical competence. In my thesis, I have also 

included a discussion of linguistic theories that are relevant to the understanding of English morphology 

and morphophonemics and which may help us understand how learners and speakers handle English 

derivatives. 

Conclusion 

In this thesis, I have investigated the lexical competence of college-preparation ESL learners in 

terms of their morphological and morphophonemic awareness. My lexical competence approach to 

learners' problems with the formal representations of Latinate derivatives has provided an integrated 

perspective on this aspect of interlanguage vocabulary and literacy. While the hypotheses regarding 

my subjects' performance on the tests are based on my interpretation of past research in interlanguage, 

I have gone beyond the restricting taxononmies of error analysis in interlanguage theory and accounted 

for my subjects' errors from a psycholinguistic perspective. In addition, I have discussed these related 



issues within the framework of what 1, as an ESL learner and teacher, would accept as reasonable 

linguistic theories and theories of language learning. In the present decade, the renewed interest in 

consciousness in learning, language awareness, and the awareness that empowering learners with a 

knowledge of the linguistic system helps them to master what they have to learn through the TL (Ely 

1993) are strong indications that a balanced approach to language teaching methodology is now 

becoming a guiding principle. Lexical competence is crucial for advanced literacy to enable learners to 

function adequately in the L2 academic culture. In educational settings, at the heart of mastering the 

L2 linguistic system is the learning of its vocabulary system, its semantic and formal properties, and 

how these properties can be exploited in the understanding and expression of meaning of context. A 

unified approach to spelling and vocabulary development would help increase morphological and 

morphophoinemic awareness among college-preparation ESL learners. 





...................................................... Name: 
...................................................... Grade: 

Date of birth: ............................................ 
Date of arrival in Canada: (Month and Year) ....................... 
Native language: ..................................... 

Answer all questions in Sections I and II. 

1. Did you attend an English-medium school or a Chinese-medium school in Hong Kong? 
(Check J ONE only): 
[ ] English-medium 
[ ] Chinese-medium 

In Hong Kong, did your teachers TEACH and SPEAK MOSTLY in English or Cantonese? 
(Check J ONE only): 
[ ] Cantonese 
[ ] English 

2. Did you learn English in Hong Kong? YESINO 

If YES, for how many years did you learn English? ..................................................... 

What skills did your school(s) in Hong Kong emphasize in ESL? 
(Wriie M for "TWO" most emphasized skills. Write "L" for TWO least emphasized skills.) 
[ ] Listening 
[ ] Speaking 
[ ] Reading 
[ ] Writing 
[ ] Grammar 
[ ] Vocabulary 
[ ] Translation 

4. Have you studied in other English-speaking countries besides Canada? YESINO 
If YES, name the countrylcountries: ............................................................................ 
For how long? (Monthdears) ........................................................................................ 

5. List all the ESL and Transitional classes you attended in Canada: 

6. List all classes you are attending at present: 

7. Name the language or languages you speak at present 
with your friends in school : ............................................................................................... 
with your friends outside school : ................................................................................ 1 ..... 
with your neighbours: ......................................................................................................... 
with your family at home : ................................................................................................... 



6. Besides attending school, how have you been learning English? (Please check J.) 
[ ] watching TV and movies 
[ ] reading books 
[ ] reading newspapers, magazines, and comics 
[ ] listening to the radio or songs 
[ ] attending private tuition 

For Questions 1 - 6, circle YES or NO: 

When you are reading and you don't know the meaning of a word, what do you do? 
A. skip it YES 
B. check with the dictionaryltranslator YES 
C. guess the meaning of the word by reading the sentence 

or sentences very carefully YES 
D. work out the meaning of the word by looking for its prefix(es) 

and suffix(es) if present YES 
E. ask the teacher YES 
F. ask someone who knows English YES 

When you come across a word you cannot pronounce, what do you do? 
A, skip it 
B. check with the dictionaryltranslator 
C. work out the pronunciation from the spelling 
D. check if I can pronounce the word without its suffix(es) 
E. ask the teacher 
F. ask someone who knows English 

Sometimes, I can't understand a word I hear, but when the teacher 
writes it out I will understand its meaning. 

I should learn to pronounce words correctly if I know their meanings. 

YES 
YES 
YES 
YES 
YES 
YES 

YES 

YES 

Are you preparing for TOEFL this year? 
YES NO 

Do you intend to go to college or university after graduating from high school? 
YES NO 

(Check ONE only J): 
'when you are reading, what is the MAIN reason for not understanding what you read? 

[ ] Vocabulary 
[ ] Topic 
[ ] Length of a passage or story 
[ - ] Length and difficulty of sentences in the passage or story 



Name: ................................................... 
Grade: ................................................... 
Date of birth: ................................................... 

Please complete this questionnaire by circling YES or NO for each d the following questions: 

1. Do you speak English ALL the time? 

2. Do you speak English MOST d the time? 

3. Do you speak English to BOTH your parents? 

4. Do you speak English to only ONE d your parents? 

5. Do you speak English with NEITHER d your parents? 

6. Do you speak ONLY ENGLISH with your brothers 
and sistets? 

7. If you live with a guardian, do you speak 
ONLY ENGLISH with himlhefl 

8. Do you plan to attend a college or university after 
graduating from high school? 

YES 

YES 

YES 

YES 

YES 

YES 

YES 

YES 



Read the instructions and questions carefully before you answer. 

FOR QUESTION 1, CHECK ONLY ONE ANSWER, (a), @), OR (c): 

1. The words "comfort" and "comfortable" are related. 

(a) YES 
(b) NO 
(c) NOTSURE 

IF YOUR ANSWER TO QUESTION 1 is "YES" OR "NOT SURE," GO ON TO QUESTION 2 
IF YOUR ANSWER TO QUESTION 1 IS "NO," GO ON TO QUESTION 3. 

FOR QUESTION 2, YOU MAY CHECK MORE THAN ONE ANSWER. 

2. The words "comfort" and "comfortable" are related because of 

(a) their spellings 
(b) their pronunciations 
(c) their meanings 

IF YOU ANSWERED QUESTION 2, GO ON TO QUESTION 3. 

FOR QUESTION 3, CHECK ONLY ONE ANSWER, (a), (b), OR (c). 

3. The words "compose" and "component" are related. 

(a) YES 
(b) NO 
(c) NOTSURE 

IF YOUR ANSWER TO QUESTION 3 is "NO" OR "NOT SURE," GO ON TO QUESTION A 

FOR QUESTION 4, YOU MAY CHECK MORE THAN ONE ANSWER. 

4. The words "compose" and "component" are not related because 

(a) their spellings are different 
(b) their pronunciations are different 
(c) their meanings are different 



APPENDIX B 

PERSONAL DETAILS AND RAW SCORES OF SUBJECTS 



Table 2a: Group A: ESL Personal Details and Test Scores 

TEST SCORES 
LENGTH ESL LISTEN WORD PRONUNCIATION TEST 

SUBJECT AGE Aof A OF RESI- INSTRUCT -ING ANALYSIS Base Base Derived Derived 
DENCE .ION IN TEST TEST Words Words Words Words 

IN MONTHS HONO KONG lntelllglble NS Norm IntelligIMe NS Norm 
IN YEARS 1301 [30 ]  [ 60 1 [ 60 1 [ s o l  1601 

1 17;6 14;5 37 9 23 X )  60 52 60 25 

TOTAL 1018 326 648 668 1860 1443 1766 744 
% 67.60 58.13 S6.36 76.16 8 1 .46 38.75 

Average 17;6 1 6  31.81 10.19 20.28 17.44 67.81 46.09 54.88 23.25 

Group A Pronunciation Test: 
Base Words (Intelligible) vs. Base Words (NS N m )  : t (31) = 19.50 p < 0.M 

Derived Words Intelligible) vs.Derived Words (NS Norm) : t (31) = 24.87 p < 0.01 

Group A vs. Group B Pronunciation Test: 
Base Wwds(NS Norm) : t (62) = -16.42 p < 0.01 

Derived Words (NS Norm) : t (62) = -21.82 p < 0.01 

Note: A of A = Age of Arrival in Canada 



Table 2b: Group B: Native Speakers of English (NS) Test Scores 

Group B Pronunciation Test: 

Base Words (Intelligible) vs. Base Words (NS Nonn) : N.A. 

Derived Words (Intelligilible) vs. Derived Words (NS Norm) : t (31) = 11.76 p < 0.01 

. 
SUBJECT 

1 

2 

AGE 

17;2 
17;4 

LISTENING 

TEST 

[ 30 1 
29 

30 

WORD 
ANALYSIS 

TEST 

f301 

30 
28 

PRONUNCIATION TEST 

Base 
Words 

IntelligiMllty 

(601 
60 
60 

Base 
Words 

NS Nonn 

[ s o l  
80 

W 

Derlved 
Words 

lnteltlgibility 

1601 
60 
80 

Derived 
Words 

NS Norm 

160 I 
59 

58 



APPENDIX C 

TEST 1: LISTENING TEST MULTIPLE-CHOICE E M S  

TEST 4: SEMANTlC RATING OF WORD PAIRS TEST 



PART 1 : LISTENING TEST 

Them m 90 wordr in thii test. You will see u c h  word wr.Bten on 8 yellow card. Then you will hear three 

d i m n t  pronunciations tor the word. Listen carefully and select the c o m t  pronunciation for each word. 

Then darken the corresponding letter on your n s w r  sheet. 

Tmnrcriptii of multiphhoice i tem recorded on tape: 

COMBINATWN 
[ 'kamba, neJan ] 
[ ,kamba'neJan ] 
[ kamlbar,neJan ] 
None of the above 

AUTHORITY 
[ e,8a1rrti ] 
[ 'aearati ] 
[ a18arati ] 
None of the above 

EXPLANATION 
[ ,rks'pleneJan ] 
[ ,cksplalneJan ] 
[ 'ckspla, neJan ] 
None of the above 

PoUnCAL 
[ 'pa l~ t~k !  ] 
[ pa1lfl1kl I 
[ palr'trk! ] 
None of the above 

V A R I W  
[ 've,nati ] 
[ va,rarla:ti ] 
[ va'rarati ] 
None of the above 

RECITATION 
[ 'r&sa,teJan ] 
[ ,nlsarteJen ] 
[ ,msa'teJan ] 
None of the above 

CHRISTIANITY 
[ ,knst r'aeneti ] 
[ 'krrs,traeneti ] 
[ 'krrstJjanati ] 
None of the above 

BIOLOGICAL 
[ 'bara le,dyk! ] 
[ ,bar'aladj~! ] 
[ ,bara'ladjrk! ] 
None of tthe above 

FORMALm 
[ kr,maeleti ] 
[ 'fxmalati ] 
[ fsr'mzelati ] 
None of the above 

REFERENCES 
[ 'rcfransrz ] 
[ ,rr'fsransrz ] 
[ ,rc'frsransrz 
None of the above 

PROSPERITY 
[ 'praspcrati ] 
[ ,pras'p~rati ] 
[ 'prosparati ] 
None of the above 

MECHANISM 
[ 'mckanrzam ] 
[ ,mcka'nrzam ] 
[ rna'kamza m ] 
None of the above 

PREPARATION 
[ ,prwa'reJan I 
[ 'pr&pa,reJan I 
[ ,prr'p~reJan ] 
None of the above 

CONFIDENTIAL 
[ ,kanfaldcnJal ] . 
[ 'kanfadanJal 
[ 'kanfa,dcnJal ] 
None of the above 



GRAMMATICAL 
[ 'gramat~k! ] 
[ 'gra,rnatrk! ] 
[ gre'matrk! ] 
None of the above 

EXPLORATION 
[ ~kspla'reJan ] 
[ ,~ks'pla,reJan ] 
[ 'cksplareJan ] 
None of the above 

ABORIGINES 
[ ,a1b3recfjrniz ] 
[ 'abarrcfje,niz ] 
[ ,aebalncfja,niz ] 
None of the above 

INFLUENlUL 
[ 'rnfluenJe1 ] 
[ 'rnflu,cnJal ] 
[' ,rnflulcnJel ] 
None of the above 

MAJORITY 
[ 'mectJareti ] 
[ rne'dpret i ] 
[ 'm3,ctJarati ] 
None of the above 

25. 
A.. 
6. 
C. 
D 

POPULARITY 
[ 'papjalarati ] 
[ ,papja'laerati ] 
[ 'papja, laerati ] 
None of the above. 

DESPERATION 
[ ,dcspalreJan ] 
[ 'dcspa rrJa n ] 
[ ,dcs8psreJan ] 
None of the above 

26. 
A.. 
B. 
C. 
D. 

INVENTORY 
[ 'rnvan,t~i ] 
[ rn1vcn,t3ri ] 
[ ,~nvan'txi ] 
None of the above 

DECLARATION 
[ drlklae,reJan ] 
[ 'dckla, rejan ] 
[ ,d& kla'rejan ] 
None of the above 

MAGNETIC 
[ ,maglncDrk ] 
[ 'magnaDrk ] 
[ 'mag,ncDrk ] 
None of the above 

NATIONALITY 
[ 'nit?ja,nalati ] 
[ ,n;eJalnalat i ] 
[ 'naejenalat i ] 
None of the above 

COMPARABLE 
[ kam'paerab! ] 
[ 'kamparab! ] 
[ ,kampalreb! ] 
None of the above 

29. 
A.. 
B. 
C. 
D. 

ACCIDENTAL 
[ 'ieksa,dcnt! ] 
[ ,aeksaldcnt! ] 
[ 'aeksadantf ] 
None of the above 

RESERVATION 
[ 'rczaveja n ] 
[ ,rczalveJan ] 
[ n'zweJan ] 
None of the above 

CONTINENTAL 
[ 'kantanant! ] 
[ 'kanta,ncntl ] 
[ ,kantalncntj ] 
None of the above 

ELEMENTARY 
[ 'clamantri ] 
[ .cla'mcntri ] 
[ 'cla,mcntri ] 
None of the above 



PART 4: SEMANTIC RATING OF WORD PAIRS TEST 

Name: ...... ... ... ... ... ... ... ... ... ... ... . 
Instructions: 
There are 95 pairs of words below. Rate how closely each pair of words are RELATED IN MEANING, 
using the range of 1 to  5. 
1. Circle 1 i f  a pair of words are DEFINITELY NOT RELATED IN MEANING. 
2. Circle 5 if a pair of words are DEFINITELY RELATED IN MEANING. 
3. Circle 3 if a pair of words are SOMEWHAT RELATED IN MEANING. 
4. Circle 4 i f  a pair of words are MORE THAN SOMEWHAT RELATED BUT NOT DEFINITELY RELATED 

IN MEANING. 
5. Circle 2 i f  a pair of words are LESS THAN SOMEWHAT RELATED BUT NOT DEFINITELY UNRELATED 

IN MEANING. 

WORD PAIR 

1. combine - combination 
2. author - authonty 
3. explain - explanation 
4. politics - political 
5. vary - variety 
6. recite - recitatiin 
7. Christian - Christianity 
8. biology - biological 
9. formal - formality 
10. refer - references 
1 1. prosper - prosperity 
12. mechanic - mechanism 
13. prepare - preparation 
14. confident - confidential 
15. grammar - grammatical 
16. influence - influential 
17. major - majority 
18. desperate - desperation 
19. magnet - magnetic 
20. national - nationality 
21. reserve - reservation 
22. continent - continental 
23. explore - exploration 
24. origin - aborigines 
25. popular - popularity 
26. invent - inventory 
27. declare - declaration 
28. compare - comparable 
29. accident - accidental 
30. element - elementary 
31. similar- similarity 
32 incline - inclination 
33. economy - economical 
34. history - historical 
35. commerce - commercial 
36. compose - composfiion 
37. resign - resignation 
38. minor - minority 
38. revolve - revolution 

1 
Definitely 
not related 
in meaning 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

1 
1 
1 

1 
1 
1 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

3 2 

2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 

4 6 
Definitely 
related 

3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 

4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 

In meaning 

5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 

4 
4 
4 
4 

4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 

5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 



- 
40. exclaim - exclamation 
41. metal - metallic 
42. admire - admiration 
43. stable - stabilrty 
44. comedy - comedian 
45. compete - cornpettion 
46. majesty - majestic 
47. photograph - photographer 
48. colony - colonial 
49. Japan - Japanese 
50, hospital - hospitali 
51. telegraph - telegraphy 
52. unit - unity 
53. valid - validrty 
54, perspire - perspiration 
55. prior - prionty 
56. magic - magician 
57. proclaim - proclamation 
58. democrat - democracy 
58. industry - industrial 
60. family - familiar 
61. revolt -revolution 
62. message - messanger 
63. destroy - destruction 
64. receive - reception 
65 mobile - mobility 
66. conquer - conquest 
67. commit - commission 
68. respire - respirator 
68. contaminate - contamination 
70. reduca - reduction 
71. resolve - resolution 
72. Newton - Newtonian 
73. destine - destination 
74. converse - conversation 
75. collide - collision 
76. number - numerous 
77. remedy - remedial 
78. vacant - vacancy 
79. civilize - civilization 
80. evident - evidence 
81. abolish - abolition 
82. succeed - SUCC~SS 

83. determined - determination 
84. unite - unity 
85. decide - decision 
86. invade - invasion 
87. fertile - fertilrty 
88. suspect - suspicious 
89. oppose - opponent 
90. destiny - destination 
91. defend - defensive 
92. extreme - extremrty 
93. resolute - resolution 
94. prescribe - prescription 
95. destruct - destruction 

1 
1 
1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
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APPENDIX D 

TABLES 



Table 3a: Groups A and B: Results of Listening Test by Words 

Note: For Tables 3a and 3b: 
BB = Base-word vowel and Base-word stress 
NBB = not BB; correct vowel but incorrect stress 
NOTA = None of the Above 
(Results of Pronunciation Test of Listening Test items are included for comparison.) 

Group A Listening (NS Norm) vs. Group B Listening (NS Norm): t (62) = 15.40 p c 0.01 

Or. 6 YO out 
of W errors 
AVERAGE 13.09 28.38 20.28 28.44 6-72 

80.00 
2 5-06 

8.00 
0.13 0.M 

12.00 
0.19 



Table 3b: Group A: Results of Listening Test: Pronunciation Type Preference by Subject 

SUBJECT 

1 
2 
3 
4 
5 
6 

m 

7 
8 
9 

Grwp A: Pronunciation Type Preference (Type BB vs. NBB vs. NOTA): (F (3,93) = 4CM .4, p < 0.011 

Group A: Listening NS Norm vs. Pronunciation NS Norm: t=(31) 8.1 1 1 p < 0.01 

27 
28 
29 
30 
3 1 
32 

TOTAL 
K out of 960 

% out of 319 errors 
AVERAGE 

PRONUNCIATION 
NS Norm 

14 
15 
14 
7 
17 
7 
14 
20 
19 

19 
10 
12 
I 0  
12 
8 

430 
44.79 

13.44 

LISTENING 
NBB 

5 
2 
3 
5 
4 
5 
3 
3 
4 

LISTENING ' 
NOTA 

1 
- 

0 
1 
0 
0 
0 
0 
0 
4 

LISTENING 
NS Norm 

23 
25 
20 
18 
2 1 
18 
24 
2 1 
16 

17 
20 
18 
17 
18 
22 

649 
67.60 

LISTENING 
BB 
1 
3 
6 
7 
5 
7 
3 
6 
6 

8 
6 
8 
5 
4 
7 

183 

58.84 
20.28 1 5.72 3.06 I 0.94 

5 
4 
4 
6 
3 
I 

98 

31.51 

0 

0 - 
0 
2 
5 
0 
30 

9.65 



Table 3c: Group B: Results of Listening Test: Pronunciation Type Preference by Subject 

I  PRONUNCIATION^ LISTENING I LISTENING I LISTENING I LISTENING 1 

Group 6: Pronunciation Type Preference (Type BE vs. NEB vs. NOTA): [F (3, 93) = 8385.1 1 p < 0.011 
Group B: Listening NS Norm vs. Pronunciation NS Norm t=(31) -0.32 

SUBJECT 

1 
2 
3 
4 
5 
6 
7 

Derived Words 
30 

NS Norm 
28 
28 
29 
29 
28 
28 
29 

Derived Words 
30 

NS Norm 
29 
30 
29 
30 
28 
30 
30 

8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
2 1 
22 
23 
24 
25 
26 
27 
28 
29 
30 
3 1 
32 

TOTAL 
% out of 960 

% out of 50 errors 
AVERAGE 

29 
28 
30 
28 
29 
28 
27 
28 
26 
28 
28 
29 
28 
29 
27 
29 
29 
28 
28 
27 
29 
28 
27 
29 
28 
910 

94.79 

I 28.44 

29 
28 
29 
28 
29 
29 
28 
29 
28 
28 
28 
30 
28 
29 
28 
29 
28 
29 
29 
29 
28 
27 
27 
29 
25 
908 

94.58 

28.38 

Derived Words 
30 
BB 
1 
0 
1 
0 
2 
0 
0 - - -  
0 
1 
0 
2 
0 
2 
3 
1 
4 
2 
1 
0 
2 
1 
2 
1 
1 
2 
2 
1 
1 
2 
3 
1 
1 
40 

80.00 
1.25 

Derived Words 
30 

NBB 
0 
0 
0 
0 
0 
0 
0 

Derived Word! 
30 

NOTA 
0 
0 
0 
0 
0 
0 
0 

1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
4 

8.00 
0.13 

0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
0 
2 
0 
0 
0 
0 
0 
6 

12.00 
0.19 



Table 4a: Group A: Results of Pronunciation Test by Subject and Error Types 
(Note: both words in a pair were intelligible) 

Note: Percentages of e m  types are calculated out of the 1009 word pairs with enws (1 2 of these pairs had 
consonant errm only). 

2 
Group A: Frequency tiitribution of error types in Pronunciation Tcd: % (7)=1195.29 p < 0.01 

(Type 1 (BB) is signifcanny predominant over other error types.) 



Table 4b: Group A: Results of Pronunciation Test by Subject and Error Types 
(Listening Test Items Only) 
Note: both words in a pair were intelligible) 

Note: Percantages of error types are calculated out of 451 word pairs with e m  ( 12 of these pairs had consonant 
errors only.) 

Group A: Frequency distribution of error types in Pronunciation Test (30 Listening Test items only): X 2  0=66l.67 p < 0.01 

(Type 1 (BE) is significantly predominant over the other error types.) 



Table 4c: Group A: Results of Pronunciation Test by Word Pairs and Error Types 



Note: For #I30 the 568 pairs with errors might or might not contain consonant errors. 



Table 4d: Group 6: Results of Pronunciation Test by Subject and Error Types 
(Note: both words in a pair were intelligible) 

Note: Percentages of error types are calculated out of 84 pairs with errors. 

Group B: Frequency distribution of error types in Pronuncm Test: x2 (7)=269.07 p c 0.01 

(Type 1 (BB) is significantly predominant over other error types.) 



Table 4e: Group 6: Results of Pronunciation Test by Subject and Error Types 
(Listening Test Items Only) 
(Note: both words in a pair were intelligible) 

Note: Percentages of error types are calculated out of 48 pairs with em#s. 

Group B: Pronunciation Error Types by Word Pairs for Listening Test ltems only: X* (7)=180.33 p < 0.01 

(Type 1 (BB) is significantly predominant over other e m  types.) 



Table 4f: Group B: Results of Pronunciation Test by Word Pairs and Error Types 





TaMc 49: Group A and Group B: Transcription of Pronunciation According to 
Error Types of Word Pairs 

ERROR N P E  

N P E  1 (BE) 

1. similar - similarity 

2. incline - inclination 

3. economy - economical 

4. history - historical 

5. commerce - commercial 

- - - 

6. compose - cornposit ion 

7. resign - resignation 

8. minor - minoriiy 

10. exclaim - exclamat ion 

1 1. metal - metallic 

12. admire - admiration 

13. stable - stabillry 

14. comedy - comedian 

15, compete - competition 

16. majesty - majestic 

I TRAN~CRIPTION 1 ~ p .  A I GP. B 
I 

I 

cks'klem - ~ks'klemeJe n 
cks'klarm - cks'kla~meJan 

'mctal - 'mctalrk 
'mrtal - 'mrtalrk 

ESL 

,aed'marr - ,aedlmalreJan 
,ad 'm~a - ,~d'mrareJan 

'stebal - 'stebalrti 
'stebal - 'stebalarti 

'kxnadi - 'kama,dian . 

,ka'm~di - ,katmrdian 

NS 

1 
1 

8 
1 

0 
0 

0 
0 

3 
1 

8 
1 

6 
2 

1 
0 

0 
0 

0 
0 



17. photograph - photographer 

18. colony - colonial 

Yoto,graf - Yoto,grafa 
Yoto,graf - Yoto,grief  fa 

'fota,graf - Yota,graefa 
Yota,graf - Yote,grafa 
'fota,grief - Yota,grafa 

'kalsni - 'kalsnial 
'kalsni - 'kslsnral 
,ks1loni - ,ksllonrel 
'ko,loni - 'ko,lonra l 

19. Japan - Japanese 

21. telegraph - telegraphy I Ycla,graf - 'tela,grafi 
Y&le,grzef - 'tela,grafi 

djse'pien - dja'panis 
aa'pien - Qa'paenis 

20. hospital - hospitality 'hssprtal - 'hssprtalrti 
'hssprtal - 'hasprtalati 
, hss'prtal - ,hslprta lati 

22. Newton 1 Newtonian 

II 24. perspire - perspiration I pas'parr - pas'parrefan 
'pss,par - 'pss,parreJan 

'nrutan - 'nrutanran 
'nru,tsn - 'nru,tanran 

23. valid - validity 'vselrd - 'vielrdrti 
'vselrd - 'vielrdati 
'vaelrd - 'vielrdti 
'velrd - 'velrdat i 

II 26. magic - magician 

I 

25. prior - priority prar'ar - prar'arrti 
prr1a - prr'sr~ti 
prx'ar - prr'srati 
p r ~ k  - prr'srrti 

I 'd&rna,krat - 'dcma,krasi 
da'ms krat - da'ms krasi 

27. proclaim - proclamat ion 

28. democrat - democratic 

,proaklem - ,pro'klemefan 
,pro'klarm - ,pro1klarmefan 
,pro'klam - ,prolkla?mefen 

dr'mokrat - dr'mokrasi 
dr'mokret - dr'mokresi 
dr'makret - dr'makresi 

29. industry - industrial ~n 'hstr i  - rn'hstrral 
'rndastri - 'rndastrral 

30. family - familiar Yzemali - ' f a rnab  
Yzmali - 'famalre 

31. combine - combination , kam'bar n - , kamlbarneJan 
kam'barn - kam'barnefan 



0 
o 
o 

0 
0 
Z 

Z 
E 
9 

L 
I 
0 

!pleuerls~~y, - uerisny, 
!ieue~ isq, - uerisr~y, 
!~rue~p~y, - ue~isuy, 

uefapsa~, - psal, 
uefaies'u, - les'u, 

ueJa~~s,u' - IIDS,IJ' 

A!ue!is!~q3 - Ue!ls!Jl(3 '~f 

UO!ie#3eJ - e#=J '9s 



48. desperate - desperation 

49. magnet - magnetic 

'desparet - 'dcsperejen 
'desparat - 'desparajan 
drspa'ret - drspa'rejen 
drsp'ret - drsp'rejan 
,drspatret - ,drspalreJan 

,mag'net - ,mzeg'nctrk 

50. national - nationality 

51. reserve - reservation 

52. continent - continental 

53. explore - exploration 

54. origin - aborigines 

55. popular - popularity 

60. element - elementary I 'elamant - 'rlamantri l 1  l o  

'kmtanant - 'kmtanantal 2 
, km'trnant - .k~n't~nantel 1 
,kanYrnant - ,kanltrnantel 1 

,eks'pl~r - ,eks'plxeJan 3 
,eks1ph - ,ckslplxeJan 2 

drrdjrn - ,aebdrrdj~nis 3 
'xadjan - ,iebsradjanis 5 
drsdjrn - ,aeb2'rsdjrnis 1 

'papjula - 'papjularrti 1 
'p2pala - 'popalarrti 2 
p3pala - 'popalarrti 1 

56. invent - inventory 

57. declare - declaration 

58. compare - comparable 

59. accident - accidental 

TOTAL 

2. incline - inclination I .rn'klarn - rnklarlneJan 

rn'vcnt - rn'ventari 
~n'vent - rn'ventari 
rn'vsnt - rn'vontri 

dr'klaer - d~'kliereJan 
dr'klae - dr'klaerejan 

, k3m1paer - ,k3m1paerabal 
kam'paer - kam'paerabal 
,k3m1pae - ,k3m1paerabal 
kam'pae - kam'paerabal 

'aeksadant - 'ieksadental 

3 
20 
5 

6 
3 

5 
13 
6 
7 

2 

I I I 

25. prior - priority 

5 
0 
1 

0 
0 

0 
26 
0 
0 

0 

7. resign - resignation ,rrlsarn - rr,sarlnejan 

12. admire - admirat ion 

15. compete - competition 

14 I 1 

,aed'ma~r - admartreJan 

'kampat - ,kampaltrJan 

0 

1 

3 

0 



(1 29. industry - industrial 

11 36. recite - recitation 

'drspa, ret - drspalreJan 

11 55. popular - popularity 'popjula - ,popju'l3nt i 

57. declare - declaration dr'klaer - drklalreJan 

-- 

Type 3 (BX) 

5. commerce - commercial 
- -- 

,kdmras - ,kdmaJ~al 

,admar - ,aed'ma~reJan 
,sed'm~a - ,aed'mcreJan 
,sed'mra - ,aed'mrreJan 
,ad'ma~ - ,aed'msreJan 
,sed'rn? - ,&'marreJan 

'kolani - 'kolana~al 

12. admire - admiration 

18. colony - colonial 

23. valid - validity 

24. perspire - perspiration pas'parr - pas'par elan 
- - -  - 

pro'klem - prolkl=meJa n 
pro'kla~m - pro'klzmefan 

27. proclaim - proclamat ion 

36. recite - recitation 

prr'psr - prr'pare Jan 

11 TOTAL 

3. economy - economical 

5. commerce - commercial I I  



6. compose - cornposit ion ,k3m1pos - 'k3mpos1lan 2 0 
, kam'pos - , kampo'srjan 18 0 
'kampos - ,kc~mpo'srJan 1 0 
kam'pos - kampo'srJan 4 0 

9. revoh - revolution n'volt - 'rrrvoluJan 1 0 
n'voh - ,rrrvolluJan 1 0 

10. exclaim - exclamat ion cks'klem - cksklelmeJa n 4 0 
cks'klam - ckskla'rneJan 1 0 
cks'klsm - ckskla1meJen 1 0 

12. admire - admiration ,aed'marr - ,aedma~'reJan 5 0 
,aed'ma~ - .sedmar'reJan 2 0 
,zedmar - 'admarreJan 2 0 

- 

13. stable - stability 'stebal - ,stebel'brI fii 1 0 

15. compete - competition ,k3m8prt - ,k3rnpr'trJan 2 0 
- - 

17. photograph - photographer I Yoto,grzef - foto'graefa I 2 l 0  
19. Japan - Japanese aa'psn - ctjap.?elnis 1 0 

,ctjze'pzen - 'dppzenis 2 0 

21. telegraph - telegraphy 'tcla,graef - tcla'graefi 3 0 
't&lr,grzef - ttclr'griefi 1 0 

23. valid - validity 'vael~d - vae'lrdrti 6 0 

24. perspire - perspiration pas'pa~r - pas, patreJan 2 0 
pas'pa~ - pas, parlreJan 2 0 

26. magic - magician 'rnzeark - ,rnaetQrJan 9 0 
'rn;e@rk - ,maet@rkan 3 0 
'rnsctjrk - ,mzelctjrkJan 2 0 

27. proclaim - proclamation ,prolklem - ,prokle'meJan 
,prolklem - 'proklemela n 
,prolklarm - ,prokla~'meJan 
'pro,klarm - ,proklar'meJan 
'proklam - ,pro kla'melan 

-- - - - - 

28. democrat - democracy 'dcm3,kret - ,dc1m3kresi 1 0 
'dcmokret - ,dcmolkresi 1 0 

31. combine - combination ,kam'ba~n - ,k3rnbar1neJan 5 0 
kam'barn - kamba1'neJan 4 0 

33. explain - explanation ,ckstplen - ,cksplelneJan 4 0 
,cks4plen - 'cksplenejan 1 0 

34. politics - political 'pdrt~ks - ,pdrtrkal 5 0 
,pz~'lrtrks - ,pdlrt~kal 1 0 

36. recite - recitation ,r~'sart - ,nsar'teJan 3 0 



~ -- 

37. Christian - Christianity 

46. influence - influential 

39. formal - formality 

43. prepare - preparation 

-- -- 

51. reserve - reservation 

- - -- 

53. explore - exploration r 

'krrst ran - 'knst ranaelrti 

'f~rrnal - ,f3rme'lcti 
'famal - ,f3ma11aerati 
'f3rrnal - ,brme'larati 

prr'par - ,prrpa1reJan 
pn'pae - ,pnpz'reJan 

4 

2 
1 
1 

3 
3 

-- 

54. origin - aborigines 

57. declare - declaration 

TOTAL 

0 

0 
0 .  
0 

0 
0 

- - 

'mctjrn - ,zbdrrarnis 2 
3'nctjrn - ,ab3'rrdjrnis 1 
3'rrCtJrn - ,z'bonctjrnis 2 
a'r~arn - ,aba'rraanis 1 
3'rrd-jrn - ,z1b3rrcfjrnis 1 

dr'klzr - drkla'refan 6 
d~ ' k l z  - d~klz'refan 3 

196/1009 

TYPE 5 (JX) 

1. similar - similarity 

4. history - historical 

8. minor - minority 

II 21. telegraph - telegraphy I 'tela,gra?f - ta'legraf i 
'tcla,graef - ta'lrgrafi 

'srmala - srma'larati 
'srmala - srma'lsrati 

'hrstri - hrs'tsrikal 

'ma~na - ,mar'narati 
'mama - ,mar'nsrrti 

I 

2 
2 

2 

1 

6 

11. metal - metallic 

20. hospital - hospitality 

Y 

0 
0 

0 

1 
2 

0 

0 

'mctal - rna'tal~k 

'h~sprtal - ,hasp~'tdrti 

0 
0 

- 

22. Newton - Newtonian 

25. prior - priority 

29. industry - indust rial 

30. family - familiar 

- - 

'nrutan - ,n~u'tsnran 
'nrutan - ,nruYsnran 

'prra - ,pr~'wati 
'prara - ,prr13rati 

'rndastri - ~n'dastr~al 
rn'hstri - rn'dsstr~al 

'fzernali - ,fa'mclra 

3 
8 

2 
0 

1 
1 

1 

0 
0 

0 
1 

0 
0 

0 



11 32. author - authority 

11 37. Christian - Christianity 

39. formal - formality 

TOTAL 

TYPE 6 (XJ) 

10. exclaim - exclamation 

31, combine - combinat ion 

11 36. recite - recitation 
-- 

38. bioloogy - biological 

43. prepare - preparation 

1 0 

Knstran - Kns'trsnati 2 0 

Y ~ r m l  - ,fsr'mslrti 3 0 
Ysrml - ,fslmslrti 3 0 
'fsrmal - ,f~r'rnrlati 1 0 
'f~rmel - ,fsr'malati 1 0 

I 

'prospa - ,pros'psrrti 3 0 
'prsspa - pros'psrrti 2 0 
'prospa - ,pros'pcrati 3 0 
'prsspa - ,pros'psrati 
'prsspa - ,prs s1p3rati 
,pros'parr - ,prss'parati 
'pr~spe - pros'parrti 

'dcsparet - drspa'relan 1 0 
'dcsparat - drspalre$an 2 0 

'magnat - ,maeg'nrt~k 1 1  1 0  

'papjala - ,papa113rrti 2 0 
'pspala - ,p~pa'lsrrti 1 0 

rr'volt - 'nvalujan 2 0 
rc'volt - 'rcvalujan 1 0 

~s'klem - 'cksklameja n 1 0 

,k3m1pit - 'ksmpatrlan 5 0 
ksmpit - 'ksmpatrlan 1. 0 
kam'pit - 'ksmpatrjan 1 1  1 0  

,ksm'barn - 'kambaneJan 
kam'barn - 'ksmbaneJan 0 

I I 

prr'paer - 'prcpar elan 3 0 



59. accident - accidental I 'sksedent - 'ieksedentel 1 l o  

44. confident - confidential 

51. reserve - reservation 

54. origin - aborigines 

57. declare - declaration 

'kmfadant - 'kmfa,denJra l 

rr'sw - 'rrsavejan 
~I'S~V - 'rcsevefan 

3'11cfj1n - ,slbmdjenis 
'aracfjan - 'sberrcfjenis 

da'klaer - de kla'refan 

- - 

TOTAL 

TYPE 7 (XX) 
- -- 

2. incline - inclination 

3. economy - economical 

11. metal - metallic 

1 

4 
3 

1 
0 

3 

5011 009 

5. commerce - commercial 

9. revolt - revolution 

10. exclaim - exclamation 

'metal - 'mctael~k 
'metal - mc't3l1k 
'mctal - mc'taelrk 

0 

0 
0 

0 
2 

0 

3/84 

- 

~n'klen - rnklar'nefan 

r'kmami - rkdn~mrkal 
~'kmomi - r,ka'n~mrkal 
~ 'kmami - .rko'nom~kal 
r'kmami - r'k3,n3mrkal 

, kdms  - ,k3'mcJal 
,kdmm - ,k3'msf1el 
, kdmm - ,ka'ms sral 
,kdmss - , kdmsf~al 
,kdm3s - ,kdmssral 

rr'volt - n,vo'luJa n 
r1'volt - rr,v3'lufan 

cks'klem - ,ekskla'mefan 
eks'klarm - ,eksklae'meJen 
'cksklem - ekskldmeJan 
eks'klem - ckskla'mefan 
cks'kla~m - eksklelmeJan 

12. admire - admirat ion 

13. stable - stability 

14. comedy - comeddian 

1 

3 
1 
1 
1 

'stebal - ,st;etbllrti 
'steba l - ,stelbrlrti 
'stebal - 'steb~lati 
'stebal - ,staebr'lrti 
'stebal - 'st;ebrlati 
'stebal - 'stzeb111ti 

1 

0 
0 
0 
0 

'k3madi - ,kD1rnidian 
.kdmidi - , kdmc dian 
'k~mdi - ,kdmidian 
'kamadi - ,kfmedian 



16. majesty - majestic 

I I I 

23. valid - validity I 'vslrd - ,va'lr&ti I 2 1 0 

1 
1 
1 
1 

'maedjast i - ,mae'Qsstrk 
,maldjssti - ,ma'djcstrk 
'mis'djasti - ,mis'djcstrk 
,maelQssti - ,mieldjcstrk 

17. photograph - photographer 

18. colony - colonial 

0 
0 
0 
0 

1 
1 
1 

2 
1 
1 
1 

'foto,grisf - ,foYagrafa 
'fota,grisf - ,foY ogrisfa 
Yote,grisf - foto'graefa 

'kdsni - ka'bnial 
'kalsni - ko'lona 
,k$loni - ,k~'bnral 
'kdsni - kdlenral 

19. Japan - Japanese 

22. Newton - Newtonian 

25. prior - prioriiy I ' p r ~ a  - p r i m t  i 1 1  1 0  

0 
0 
0 

0 
0 
0 
0 

5 
1 

1 
1 

dja'pzn - djz'pienis 
,ctjielpzen - '@@panis 

'nrutan - 'n~utonran 
'n~utan - 'nrutmran 

27. proclaim - proclamation 

0 
0 

0 
0 

-- - 

24. perspire - perspiration 

28. democrat - democracy 

---- 

1 
2 
1 

- 

pas'para - pas,pc'refan 
pas'parr - pas'psr efan 
pas'para - 'pssparefan 

29. industry - industrial 

- 

0 
0 
0 

30. family - familiar 

--- - - 

32. author - authority 

33. explain - explanat ion 

34. politics - political 

35. vary - variety 

'rnhstri - 'rndastrral 
'rndastri - 'rndr\strral 

'fiemali - ,faetmrlm 
'fiemali - ,fae'm~lra 4 

'd~mokrat - ,dx8m3kresi 
'dcmokr et - ,dr1rnakresi 
'drmokrzet - dr,malkresi 
,dc'mokret - ,drmolkr issi 

1 
1 
1 
1 

,cksaplen - ,ckspl&neJan 

,pdlat~ks - ,po'lrtrkal 
'pdatrks - ,pa'l3t1kal 

'veri - 'verati 
'visri - 'varati 
'vari - 'varati 
'vari - va'rsti 
'vari - ,varrlsti 
'vmi - ,varr'3ti 
'vaxi - 'vzrrati 

0 
0 
0 
0 

9 

4 
1 

2 
8 
1 
1 
1 
1 
2 

0 

0 
0 

0 
0 
0 
0 
0 
0 
0 



I1 36. recite - recitation 

40. refer - references 

45. grammar - grammatical 

47. major - majority 

'grsema - ,graelmaetrkal 11 0 
'grsema - 'graemaetrkel 1 0 
'graema - ,grae'mstrkel 2 0 
'grame - ,gra'maetrkel 6 0 

'medp - ,maelcfjmti 1 0 
'medja - ,m'dprxti 2 0 
'rned-ja - me'dpreti 1 0 
'madp - ,ma'dprrti 1 0 
'medja -,maeldjorati 1 0 
'mecfja -,mae1dj3rati 1 0 
'medp - ,maldprati 2 0 

I1 48. desperate - desperation I drspa'ret - drs'psr efan 
drs'p3ret - 'drspareJen 

54. origin - aborigines dr~djrn - ,aebdnctjanis 2 0 
3'rrdjrn - ,aebmldjrnis 1 0 
a'r~djrn - ,ae1b3rrdjanis 1 0 

TOTAL 197/1009 1/84 

11 44. confident - confidential 'konfadant - ,konfaldcntal 5 I 0 
I 

II 46. influence - influential I 'rnfluans - rnf lu'cntal 
'rnfluans - rnflu'cnsal 

52. conttinent - continental 'kmtanant - ,ksntalncnJal 2 0 

59. accident - accidental '~ksadant - ,aksaldcnfel 1 0 
'~ksadant - ,aksaldcnJral 2 0 

Others with vowel and stress errors 
already listed above 

TOTAL 
-- - - 

GRANDTOTAL I 
--- - 

% out of 1727 recognized pairs 

% out of 191 1 recognized pairs 

11 AVERAGE (error pairs per subject) ( 1 31.53 1 2.63 



Table Sa: Group A and Group B: Results of Word Analysis Test by Words 

Derivative and Associated No Answer 
/came 
word 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

2 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 
0 

0 
0 

0 

0 

0 

Correct 

32 
22 
9 
1 

0 

19 

3 
0 

1 

32 
28 
4 

2 

6 

0 

1 

19 

2 

1 

29 
1 

30 
30 

31 
2 

25 
2 

26 

32 

0 

0 

26 

0 

1 

1 

1 

26 

1 
31 
0 
14 

14 

3 

1 

Words 

messenger 
destruction 

reception 

mobility 

conquest 

commission 

respirator 

contamination 

reduction 
1. prescription 

1 .  decision 
2. resolution 

3. conversation 

4. collision 

5. numerous 

6. remedial 

7. vacancy 

8. civiluation 

No Answer 

/.erne 
word 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

2 

0 

3 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

2 

0 

0 
1 

0 

0 

0 

0 

0 

0 

1 
0 
0 

0 

0 

0 

Group B (NS) 
Incorrect 

0 

0 

0 

0 

0 
9 
0 

0 

0 

0 
0 

0 

21 

0 

0 

0 
10 

0 

0 

2 

0 

2 

2 

1 

3 

0 
0 
6 
0 

0 

0 

3 

0 

0 

0 

0 

4 

0 
1 

0 
0 

0 

0 

0 

Correct 

25 
21 
5 

1 

3 

4 
2 

1 

0 

22 
10 

7 

4 

7 

1 

0 

12 

3 
0 

16 

0 

23 
3 

26 

13 

8 

9 
16 

15 

1 

1 

27 

1 

0 

0 

0 
9 

0 

11 

1 
14 

16 

0 

0 

Supplied 

- message 

- destruct 
- destroy 
- destructive 

- destructor 
- receive 

- receipt 

- receptionist 
- receptive 

- mobile 

- conquer 

- quest 
- comml 
- mission 

- commissioner 

- committee 

- respire 
- respiration 

- respiratory 

- contaminate 

- contaminated 

- reduce 
- prescribe 
- decide 
- resolute 

- resolve 

- solution 

- converse 

- collide 

- collides 
- collided 
- number 

- numeric 
- numerical 

- numeral 

- numerate 

- remedy 

- mediate 
- vacant 
- vacation 

- civilize 

- civilize 
- civilized 

- civilians 

Group A (ESL) 
Incorrect 

7 

2 
0 

0 

0 

24 

0 

0 

0 

10 

13 

0 

17 

0 

0 

0 

17 

0 

0 

16 

0 

9 

28 
6 

2 

0 

0 

16 

13 

0 

0 

3 
0 
0 

0 

0 

23 
0 

19 

0 
2 

1 0  

0 

0 



Group A vs. Group B: Word Analysls Test : t (02) = 13.63 p < 0.01 



Table 5b: Group A and Group 6: Results of Word Analysis Test by Strategy Types 
(Responses are morphokglcally or semanti&iiy unrelated to give derlvatlves, or 
are nonextsting English words) 

Strategy Types I Derivatives and Subjects' Oroup A (ESL) Group B (NS) 

Responses 
. Strip sflx(es), 
o spelling change 

. Strip suffix(es), 
pdling change 

I .  messenger I-""-"9 2 
22 
2 
2 
6 

3 

3. reception 
4. mobility 
6. commission 

7. respirator 

PER SUBJECT 

2. destruction 

3. meption 
4. mobility 

0 
8 
0 
I 
2 
0 

- recept 
- mobil 
- commis 
- ~0mmis.9 
- respirat 

8. contamidon 

10. prescription 

-dertructe 

- recepte 
-moMe 
-mobsl 

14. cdlision 
15. numerous 
16. remedial 
17. vacancy 

- W i e  
- contamine 

- prescripte 

1 
I 
1 

1 

- prescripe 
- cdli 
- numerat 
- remede 
- vacanm 

0 
0 

0 

0 
1 

5 
4 

0 
1 

0 
I 
1 
0 
2 
I 

0 
0 
2 
1 
0 



24. invasion 

26. suspicion 

27. opponent 

28. destination 

PER SUBJECT 
. Strip one suffix 7. respirator 

rom multiple 

uffix, spelling change 

18. civilization 

28. destination 

PER SUBJECT 

,. Strip suffix(es), (2. destruction 

~dd (an)rtother 

:uffix(es), no 

pelling change 

3. reception 
4. mobility 

I 6. commission 

8. contamination 

9. reduction 

10. prescription 

12. resolution 

I 16. remedial 

17. vacancy 

18. c i v i l i n  

20. abolition 

25. fertility 

26. suspiciws 

27. opponent 

I 28. destination 

29. defensive 

30. extremity 

- invate 

- invase 

- invad 

- invast 

- invant 
- wspicse 

- suspice 

- suspiciie 

- suspicis 

- suspise 

- oppond 
- 0Ppont 

- destince 
- destint 

- destand 

- respirate 

- wnversate 

- vacance 

- c ~ l h k  

- destinate 

- desbychrre 

- recepted 
- mobiliter 

- mobily 
- m o b i r i  

- mobal 

- cornmissed 

- commisser 

- commisseur 

. contaminer 

. reducty 

. pre=wd 

. resdutee 

- resoluted 
. rernedi i  

- remedii 

- vacantion 

- civilizen 

- abolity 

- abolitate 

- fertization 

- w r y  
- fertily 

- ferty 
- suspicy 

- opponment 
- oppontial 

- destinative 

- d e s t i ~ l  

- defension 

- extremy 



I word, add (an) 
other suffix(es), 
no spelling 
change 

6. Retain whole 

word, add suffix, 

I spelling change 

suffix, no spelling 
change 

suffix, add 
noth.r suflix, spelling 

part of base, no 

spelling change 

I 10. Strip part of 

basdroof no 

spelling change 

K 9.59 8.W 
9VERAGE ERRORS 
PER SUBJECT 1 .03 0.19 

5. conquest - conquestion 2 0 
- conquester 1 0 

5. commission - commissional 2 0 
7. respirator - respiratorire 1 0 

3. contamination - mminalioner 1 0 
ll.deciiion - decisionation 1 0 
16. remedial - remedialation 1 0 

- remedially 1 0 
27. opponent - opponenijal 1 0 

- opponention 2 0 
- ow-r 1 0 

rOTAL 14 0 
K 4.07 0.00 
4VERAGE ERRORS 
Y R  SUBJECT 0.44 0.00 

17. vacancy - vacancial 1 0 

rOTAL 1 0 

9VERAGE ERRORS 

NVERAQE ERRORS 



13. Strip part of root 
spelling change 

14. Strip prefix, + 
no spelling change 

1 I. Strip prefix 

and suffix, no 
spelling change 

16. Strip prefix 

and part of root, no 
spelling change 

no chnOc 

18. Supply un- 
related word 

- 1 0 
20. a b d i n  - a b d i i  16 1 

- abolie 1 0 
- abdise 1 0 
- a b d i  f 0 
- a b d i  1 0 
- a b o l i  0 1 

B. unity - uny 1 0 

rOTAL 34 13 
IC 9.88 1 SAO 

4VERAGE ERRORS 
'ER SUBJECT 1-06 0.41 

5. conquest - conquence 3 0 

4VERAGE ERRORS 
m SUBJECT 0.13 

5. conquest - conqure 

IC 0.87 0.00 
4vERAGE ERRORS 
m SUBJECT 0.09 0.00 

1. reception - ception 1 0 
13. convenation - versation 1 0 
16. remedial I - medial 7 0 
24. invasion - vasion 2 0 
I. swpicius - picious 1 0 

rOTAL 12 0 
IC 3.49 0.00 
4VERAQE ERRORS 
m SUBJECT 0.38 0.00 ' 

r .  respirator - spirat 1 0 

rOTAL 1 0 
IC 0.29 0.00 
4VERAGE ERRORS 
'ER SUBJECT 0.03 0.00 

1. contamination - amination 1 0 

rOTAL 1 0 
IC 0.29 0.00 
4VERAGE ERRORS 
VER SUBJECT 0.03 0.00 

1 9. evidence - vid 0 1 

lOTAL 0 1 
IC 0.00 1 4  
4VERAGE ERRORS 
'ER SUBJECT 0.00 0.03 

1. mobility - technokgy 1 0 
3. commission - comment 3 0 

- commence 0 2 

-commerce 0 1 

- common 0 1 

- command 0 1 

- alligator 0 1 

10. prescription - description 2 0 

I 1. decision - design 1 0 

13. conversation 1 - m ~  I 1 I 1 



Note: % of each Strategy Type is calculated out of the total number of errom for all the test items from Strategy 

(erron involving word structure manipulation or spelling manipulation only). 
(Group A: 344 errors; Group 8: 67 errors) 

2 
Group A: Frequency distribution of e m  types in Word Analysk Test: X (16)=792.20 p c 0.01 

(Strategy 1 (strip suffix, spelling change) is significantty predominant over the other error types.) 

2 
Group 8: Frequency distribution of error types in Word Analysis Test X (16)=165.75 p < 0.01 

18. Supply 

wnon~m 

1 to Strategy 17 

(Strategy 1 (slrip suffix, no spelling change) and StrateOy 3 (mp  one rufm from a multiple sufk, spelling change) 
are significantty predominant over the other error types.) 

27. opponent 
28. destination 

30. exhemity 

TOTAL 
AVERAGE ERRORS 
PER SUBJECT 
3. reception 

12, resolution 

13. convenation 

23. unity 

TOTAL 
AVERAGE ERRORS 
PER SUBJECT 
GRAND TOTAL: 
AVERAGE OF TOTAL 
ERRORS PER SUBJECT: 

- kungfu 

- distinct 

- e x h  
- ninja 

- telephone operator 

- resuk 

- communicate 

-one 

0 
I 
2 
0 

30 

0.94 

I 
0 
I 

0 

2 

0.06 

376 

11.76 

1 
0 
0 
1 
14 

0.44 

0 
3 
0 
3 

6 

0.19 

87 

2.72 



Table 5c: Group A: Word Analysis Test: Two Main Strategies by Subject 

SUBJECT Strategy 1 %of Total Errors Strategy 2 96 of Total Errors 

Suffix dripping, Sumx drlpplng, 
no spelling change spelling change 

1 0 0.00 3 30.00 

32 3 21.43 1 7.1 4 

TOTAL 126 36.63% W 14.63Y. 

AVERAGE 
per subject 3.94 1.66 



Table Sd: Group 6: Word Analysis Test: Three Main Strategies by Subject 

Subject 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

Percent of 
Total 
Errors 

0.00% 
0.00% 
0.00% 
1.49% 
0.00% 
0.00% 
1.49% 
0.00% 
0.00% 
1.49% 
1.49% 
1.49% 
0.00% 

30 
3 1 
32 

TOTAL 
AVERAGE 
Per s u b w  

Strategy 11 
Strip Sufflx, Add 
Another Sufflx, 

Spelling Change 

0 
0 
0 
1 
0 
0 
1 
0 
0 
1 
1 
1 
0 

Stratsty 1 
Suffix Stripping, 

No Spelllng 
Change 

0 
0 
1 
0 
0 
0 
0 
3 
0 
0 
1 
0 
1 

Percent of 
Total 
Errors 

0.00% 
0.00% 
1.49% 
0.00% 
0.00% 
0.00% 
0.00% 
4.48% 
0.00% 
0.00% 
1.49% 
0.00% 
1.49% 

1 1 1.49% 0 
0 
3 
18 

0.56 

0 
0 
18 

0.58 

Strategy 3 
Strip One Suffix 
From Multiple 

Suffix, Spelling 
Change 

0 
0 
2 
0 
0 
0 
1 
0 
0 
0 
1 
0 
1 

0.00% 
0.00% 
26.87% 

Percent of 
Total 
Errors 

0.00% 
0.00% 
2.99% 
0.00% 
0.00% 
0.00% 
1.49% 
0.00% 
0.00% 
0.00% 
1.49% 
0.00% 
1.49% 

0.00% 
0.00% 
4.48% 
26.87Ok 

0 
0 
0 
13 

0.41 

0.00% 
0.00% 
0.00% 
19.40% 



Table 6a: Group A and Group B: Semantic Rating of Word Pairs Test 
(95 Word Pairs) 

WORD PAIR 

1. combine - combination 

4. poliics - political 

5. vary - variety 

6. recite - recitation 

7: Christian - Christianity 

8.' biology - biological 

9. ' formal - formality 

1O:refer - references 

1 1 .* Droswr - ~roswritv 

12. mechanic - mechanism 

13. prepare - preparation 

14.' confident - confidential 

15. grammar - grammatical 

16. influence - influential 

17.' major - majority 

18. desperate - desperation 

19.' magnet - magnetic 

20.' national - nationality 

21. reserve - reservation 

22. 'continent - continental 

23. explore - exploration 

24. 'origin - aborigines 

25.' popular - popularity 

26.' invent - inventory 

27. declare - declaration 

28. compare - comparable 

29: accident - accidental 

30.'element - elementarv 

1'. similar- similarity 

2 incline - inclination 

33.' economy - economical 

34.' history - historical 

35. commerce - commercial 

36. compose - composition 

37.' resign - resignation 

38.' minor - minoritv 

39. revolve - revolution 

40. exclaim - exclamation 

141 .' metal - metallic 





Group A vs. Group B: Mean Semantic Rating (MSR): 

TOTAL 360 136 167 181 343 306 
K out of 3040 11.61 4.44 6 . 4  6.96 11.28 10.07 

Average per Subject 10.91 4.22 6.22 6.66 10.72 9.66 
Mean Semantic Rating 

(S6 word pairs) 
Mean Semantic Rating 

(38 obvlowaufflx palrs) 
Mean Semantic Rating 

(67 non-obvtous suRix pairs) 
Mean Semantic RPting 

(34 Word Analysis pairs) 

Mean Semantic Rating for 95 word pairs: t (les)=-1.07 
Mean Semantic Rating for 38 word pairs with obvious-suffix words' : t(74)=-1.16 
Mean Semantic Rating for 57 word pairs with nowobvious-suffii words: t (1 12) = 3.71 p < 0.01 

Mean Semantic Rating for 34 word pairs for Word Analysis Test: t (64) 23.87 p < 0.01 

Note. No response for Group A was 21 and Group B was 3 

467 
16.03 
14.28 

690 

19.41 
18.44 

1702 
66.99 
63.19 

------- 

1826 
60.03 
67.03 

4.0 

3.9 

4.0 

3.9 

4.3 

4.1 

4.4 

4A 



Table 6b: Group A ObviousSuffix Words - Semantic Rating Test, Base-Word 
Pronunciation Preference in Listening and Pronunciation Tests, 
and Base-Words Responses in Word Analysis Test 

I I Group B I GroupA I GroupA 

Semantic 

Rating (5) 

(DSR) 

Semantic Relation I I 1 

Mean 

Semantic 

Rating 

(MSR) WORD PAIR 

Type A: 

2. " author - authority I 2.0 I 2.2 1 25.00% 

24. "origin - aborigines 2.4 2.3 1 15.63% 

Mean 

Semantic 

Rating 

(MSR) 

30. "element - elementary I 3.7 I 2.4 I 6.25% 

38. minor- minorii 3.8 2.8 1 26.67% 

(NS) 

60. family - familiar 2.4 2.2 20.00% 
AVERAGE (Type A words) 18.71% 
MSR 2.9 2.4 

BB in  

Listening 

(out of total 

# of possible 

errors for 

words) 

Group A 

fESLI (ESL) 

BB in  

Pronunciation 

(out of total # 

of word pairs 

recognized 

for words 

Group 

(ESL) (ESL) 



Grwp A vs. Grwp B: Mean Semantic Rating (MSR): 

Mean Semantic Rating for all 38 obvious suffrx words (Typcs A and B) : t (74) = -1.1 6 

Mean Semantic Rating for 33 obvbus-sufi words (Type B) : t (64)~-72.38 p c 0.01 
Mean Semantic Rating for 57 word pairs with nonobvious wfhes: t (1 12) = 3 71 p c 0.01. 

48. Japan - Japanese 

51. telegraph -telegraphy 

53. valid - validity 
56. magic - magician 

50. industry - industrial 
72. Newton - Newtonian 

AVERAGE (all Type B words 
pr~r~nciition n-) 
AVERAGE vype A a B 
all Ronunciatlon it-) 

77. remedy - remedial 
84. unl - unlty 

95. destruct - destruct'in 

AVERAGE Word Andysls Items 
AVERAGE (all obvlaurruffix 

Type B words) 
AVERAGE (aH obvious+ufflx 
Type A & B words) 

Grwp A: DSR (5) vs. 88 Preference in Pronunciation and Listening: 

DSR (3 vs. BB in Pronunciation Test (BO words): r 4.297 
DSR (5) vs. BB in Liening Test (30 words) r 4 . 1 3 0  

DSR (9 vs. BB in L i n i n g  Test (16 obvious-suffix words): r 4.005 

DSR (5) vs. BB in Pronunciation Test (35 obvious-suffix words): r -4.153 

(From Table 6a.) 

4.8 
3.8 
4.3 
4.6 
4.8 
3.8 

3.7 
4.6 
4.9 

4.3 

4.1 

4.8 
4.5 
4.2 
4.3 
4.8 
3.2 

4.0 
3.3 
3.7 

4.1 

3.9 

85.67% 
70.00% 
63.33% 
70.00% 
90.00% 
31 25% 

62.4@% 

5623% 

53.13% 
34.38% 
46.88% 

USO% 

90.88% 

10.60% 

38.18% 
80.95% 
50.00% 
34.78% 
68.42% 
35.00% 

68.34% 

66.66% 

68.34% 

6626% 
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