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Abstract 

- 
d 

' f 
Voice compression is an important ingredient in digital cornmrtnication ancl voice stor- 

age systems. In the past decade. Code Excited Linear Prediction (CELP) has become 

the dominant speech coding algorithm for bit rates between -I kb/s and= 16 kb/s. How- 
- 

ever, for rates around 4 kb/s and beloiz;, CELP loses its competitive eclge to spectral 
, 

domain coding. For many applications, an attractive approach for increasing systern + 

- 1 

rapacity whilt maintaining good quality is to allow tthe ),it rate to  vary according to  

the input speech charzicterist ics. The corresponding coclecs are charact crized by their 
B 

average hit rate and belong to  the$lass of source-coiltrolled variable rate c~clecs. 

Source-controlled variable rate speech coders have been applied to digital cellular ' 
P 

communications ancl to- speech storage systems such as voice mail anel voice response 

equipment. Replacing t h e  fixed-rate coders 115. variable-rate coders resdts in a signif- 
*_ 

icant increase in the Gystem capacity while maintaining the clesirecl quality of servfce. . 
This thesis presents a variable-rate C'ELPpystern which achieves good cornulunica- 

tions speech quality at  an average rate ofaabout 3 kb/s based on a one-way converwtioti 

with 30% silence.. The coclec operates as a source-controlled variable rate coder with 

rates of 1.9 kh/s for voiced and transition souncls, :3.0 kb/s for unCoicetl sou~~cls and 

6'70 b/s for silent -frames. The appropriate coding rate isaselected by analyzing ex.h 

input speech frame using a frame classifier. The codec uses a n~odrilar design in'which . - * - 
the ge"nera1. struct t1r6 and coding algorithm is the same for all rates. A11 configw%t ior~s 

are based on 'the system with the highest bit-rate. The lower hit-rates are, obtainecl - * 

by l-arying the franie/snhfrarne sizes. using different Eodehooks for quantization. and 

in some cases disabling coclec components. 

The predominant source of quality degradation a t  rates around 4 kb/s or lower for 

C'ELP systems is. t he inadeq~iate rnocleling of t he pitch lag correlation which rcsults 
li 

in noisy reconstructed speech. We aclclress the prohlenl .by u s i ~ ~ g  new techr~iques 



+-&* 
* 

including prediction of the +ed codebook target vector and joint optimization of the - 
- adaptire and c&ehodk search. The  prediction of the fixed codebook target 

vector is based on fixed codebook selections in previous subframes and a running 
' 

* 

estimate for the fundamental frequency. Rpui t s  are presented which indicltte that 

the variable rate system a t  ail average rate of less than 3.2 kb/s, achieves better 

*q?~ality than fixed a t e  standard codecs with rates i r k h e  range 4 - 1.8 kbjs on the 
m .  

speech database tested. 
P 
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Chapter '1 

Introduction 

7 h r  history of speech rekearch s began - near the end of the 18th ccntury with analog 

processing techniques. The invent ion of PCSI in 1938 and the dcvcloprt~erit of cligi- 

tal circuits arid computers has enabled digitai processing of speech and has brought' 

about the remarkable progress in speech information processing. In recent years, the 

rest3arch activitj- directed towards the compression of digital speech signals has bee11 

devoted to  new technologies for good ity speech coding at vcr\- low bit rate [ : 3 ] .  

\\'hilt the bandwidth available for co nications using both wireless and wireline 

channels has grown, consumer demand for services 'utilizing t hcse char~riels has con- 

+ sistent !\- out paced growth in channel capacitj.. Rapid development in hot h algorithm 

software technology and the DSP VLSI technolog- has made higher capacity for voiced 

comtnunications at reduced costs possible. rate spcech compression has become 

the core of most new communication system in PSTXs. digital cellular and mohile 
n 

co~nrnunications. vitleoconferenceing, ISDN and rnultimetlia ~pl~l icat ions .  

LIuch of the recent research in lo\zg ratenspeech coding has centered around prc- 
*h 

dictive coding techniques. The most widely st udiecl and i~i~plenientetl speech coding 

algorithm in the past decade, Code-Excited Linear Prediction (C'ELP). belorigs to an 

iinPortant family of predictive speech coders. analysis-by-syr~thesis (A-by-S) coders. 

-11-by-S speech coding is based an a sirnple speech psoduction nioclel. The model pa- 

rameters are extracted through an optimization procedure which compares t tie syn- 

-. 'thesized speech with the original speech. C'ELP exploits a perceptual quality criterion 
u 

wliich enables it to  offer superior quality cornpared with other coding met trotls for hit . 
rates in the range of 5.3 kb/s arid 16 kb/s. 

p. 



The dominance of CELP speech coding algorithm is n ~ a d e  evident by its adoption 
# 

for several major te~eco~mu~~icat ioris~stnndards including: F'ecleral Standard 1016. 

the, United States Department of Defense (DoD) stanclard at 4.8 kb/s [74]; VSELP, 

the North American cjigit~l cellular standard at  8 kb/s [2 ] ,  the lowdelay telecommu- . , 

nications standard a t  16 kb/s, and C S - A ~ E L P  c h ~ e n  by International Telecomrnu- 

nication Union (Kt:) as its 8 kb/s standard. 

Uaintaining acceptable level of voice quality while maximizing capacity is an irn- 

portant aspect of speech compre~sion applications such as voice communication net- 

* rvorks and storage svst&n. Many of the existing CELP algorithms transmit nt the 

highest bit rate that  is requ@eti for aIgiven speech quality regardless of the speech 

input. In applications such as voice storage, there is nu restriction on a fixed bit-rate. 

Variable rate speech coders exploit two important characteristics of speech comniuni- - 
cat ions: the large amount of silence during conk-ersation. and the large local changes in 

the minimal rate required to  achieve a given speech reprocluction qyality. iiariable rate 
' -  I 

speech coders cari be divided into three main categories: source controlled, where the 

hit rate is determined l@ the short-term iriput speech statistics: rlet\vork-co~ltrollrcl. 

whwe the hit rate.is tletermi~ied by network; and channel controllecl, where channel 

state ir~formation determines the data rate. Variable rate coders can ac1iiei.e signifi- 

cantly het tcr speech fidelity at  a given average bi t-rate than conventional fixed-rate 

coclers. 

1.1 Thesis Objectives D 

Vrariable-rate speech coding has impoftant appliptions in speech storage and cligitat 

cornmunications. Generally, .for any storage or commu~ications sjstern where the 
' . 

capacity is deterrninetl by the average c o d i ~ ~ g  rate, variable-rate coding has significant 

aclvant ages over fixed-rate coding. Even t ho~igh ('ELP coding offers high quality 

ipeecl~ at rates hetween f i  kb/s to  16 kb/s. for rates Around I kb/s and belwv, it 

loses its competitive edge to  spectral, domain coding. The ws~a rch  wcwk clescribect 

in this thesis is focused on rnodificat ions and atlcli t ions of -t h e  C'ELP algorit.hni using 

techniques such as variable-rate coding to  make it a viable solution for systems with 

rates below 4 kb/s. 

This thesis presents a high qiiality, low complexity 1-ariible-rate C'ELP c o c k  with 



an average rate of about 3.2 kb/s ba8ecl on a one-way conversation with 30%) silence. 

The codee operates as a source-cont roiled variable rate d e r  with rates of 4.9 kb / s 

for voiced and transition sounds. 3.0 kb/s lor unvoiced sounds and 667 b/s for silent 

frames. The codec configuration ancl bit-rate are selected on a frame by frame hasis 

using a frame classifier. 

Xew techniques used in'the"codec include prediction of the fixed codebook target> 
rt e 

vector and joint opti~nization of the adaptive ancl fixecl codebook search. One of 

the prohlenls of low-rate C'ELP codecs is the residual pitch correlation which can he 

observed in the fixed-codehook target vector. To use the residual infmniation left in 
a .  

the target vector without increasing bit rate. a predicted fixed-codebook vector is used. 

'The preclictecl vector is based on fixed coclehook selections in previous suhfrarnes and 

a running estimate for the fundaniental frequency. Inforn~al subjective test irig ( IIOS) 

indicates that the proposed codec.,at an average rate of less than 3.2 kh/s. achievq 

better quality than fixecl rate standard codecs with rates in the range 4 - -1.8 kh/s. 
f 

1.2 Thesis Organization 

('hapter 2 is an ocerview of speech coding. Inclutled is a11 introduction of the pci-for- 

rnance criteria of sphech cbclecs, a brief review of common signal processing techniqt~cs 

used in speech coding, and a summary of current speech coding s~sterns.  Chapter 

:3 prrsents the multi-pulse linear prediction coding ( XIPLP(' ) speech cotling algo- 

rithrn while chapter 4 describes CELP speech coding algorithm in clctail. ('hapter 5 

contains ag overview of variable-rate speech coding. 'I'he variable-rate ('EI,P cotlcc - .  
clcveloped at SFLj is presented in C'h\apter 6 .  The final chapter. ('hapter 7 ,  contains 

the e?cp&irnental results arid cornnlents for future work. - 



Chapter 2 

Speedh Coding 

2.1 Introduction 

Speech coding may b e  defined as a digital representation of the  speech sound that pro- 

vides efficient storage. transmission. recovery, and percept ually faithful reconst ructiori 

of the  original speech. .Specifically. speech coding reduces the number of bits required 

t o  acleyuately rrpresent a speech signal a d  then cxpancls these hits to  reconstruct 
* # 

the  original speech without significant loss of quality. In recent years. speech coding 

has become an area of in ten~ive~research  because of its wide range of applications, 

and also the  exponential increase in digital signal processor (DSP) capabilities. which 

allows con~plex speech-coding algori thrns t o  be  implementecl in real-time.' 1Iost work 

in this,area has been focused on typical telephone speech signals having a bantlwitlt h 

from about 200 Hz t o  3400 Hz. More recently, widehancl audio coding for high-fidelity 

reproduction of voice and music has emerged as an important activity. 

A11 speech coding systems involve lossy, compression whcre the  reconstructed 

speech signal is not an exact replica of the  original signal and thus causes rlegraclation 

in cjnali ty. Depending on the  applicat ion. some degrce of clegratlat ion is t olerat cd 

when the  cost of the  specch coding system, which ma\.- concern cornplcxity. l i t -rate .  

delay or  any cornbination therc4ri. is factorcd in. To rnaxirnize voice quality and min- 

imize system cost. the  designer of any comntunication system rnttst strike a halance 

between cost and quality. 

'Speech coding systenis are cvalltatetl by criteria such as transmission rate and the  
@ 



implementation complexity. With growing clenland in systems that transrnit and re- 
B 

ceive in real-time, delay has also bewnw an important c r k r i o n .  I n  a complex digit 

com~nunications network for examplz  the delay of many encoders add toget her, trans- 

forming the delay into a significant impairment of the system. The most important 

criterian,;however: is tAe quality of the reconstructed speech. 
"I 

In speech coding. obtaining an objective measure that will.correctly reflect the  

sul~jective human per~ept~ion of speech quality is a cliffihlt task. The simplest and 
e 

the most uscd obje~t ive  quality criterion the signal-to-noise' ratio (SXR).  If x ( u )  is 
1 

the sarriple input speech. and r(n) is the error hetween .r(u) and the reconstructed ! 
speech. the SNR is defined as ~. 

2 
*x S.l-H = 10 log,, 7. 1% c 

. o r  

wliere a: and a: are the variances of .r(n) and r ( u ) .  respectively. .A better assms- 

nlent of\-speech quality can be obtained by ~ising the segmental signal-to-noise ratio 

(SEGSNR). The SEGSNR compensates for t he  low weight given to the low-level sig- 

nal performance in S N R  evaluation by computing the SSR for fixed length blocks. 

eli~niriating silence frarnes, and taking the arithrrtetic average of these SNR vaiws 

over the entire speech file. The block of speech is considered as silence i f  its average 

signal power is -10 d B  below the average power. level cd the elitire spccclr file. t'n- 

fortunately. SSR and SEGSNR do not reliably predict the sul~jective speech qualit?., 
* 

especially for rates below 16 kh/s. The rnean opinion score. (110s) is an alternative 

approach to obtain subjective quality evaluation hy averaging the scores given 1)y a 

panel of ~n t ra incd  Iistcners. The speech signal is gracletl on a sca,le of 1 to 5. Q p i -  

tally- an average is done over :30-60 listeners antlqoll quality. the qualit,\ rccluiretl in 

cornnlercial telephony. is rated 1.0 or abovk. When scores are brought to  a common 

reference. differences as srnall as 0.1 are found to bb sig~iificant and reproducible 111. 

The diagnostic rhyme test (DHT) and the diagnostic accq)tability measure (D:lSI) 
4 - a  

are tests designed to evaluate low-rate speech coding 'systems (-1.8 &/s a d  - below). 

Details of these tcsts can he found in I:'>. 61. .- 



CHAPTER 2. SPEECH CODING 
e '3 

2.2 Signal Compression Techniques 
* 

Digitized speech is produced by sampling followecl by quantization of the input analog 

speech obtained from microphones or similar devices. Time discretization offthe input - B 

speech is done by sampling. Sampling is a lossless process as long as the conclitions - 
L, 

of the Nyquist sampling theorem are met [TI. For telephone-banclwidt h speech, a 

sampling rate of 8 kHz is used. Amplitude discretization is clone by ciuantization, an 

inforrnation-lossy operation. Quantization transforms each corlti~iuous-valued sample 
*- into a finite set of real numbers. A speych coding system contains an encoder and a 

0 -  

decoder. The encoder digitizes and quantizes the  input analog speech. and coding is 

perforhied on tlie quaptized si&nal to compress the signal and t ransmit it across the 

c i a n i .  The decoder decoml&rpses the encoded daia and reconstructs an appros- 

im?t ion of the original speech.?~li is  sect ion inrlndrs a brief discussion of the data 

compsession, and quantization techniqiies used in speech coding. 

2.2.1 Scalar Quantization 

.A scalar qtiantizer is a many\.-to-one mapping of the real axis into a firii 
I -  

numbers. The q~iantizer equation is 

'Q ( . r )  = y. Y E yt ,  ,YL. . - . . ! k t  
I 

. whcrc Q denotes the quantizes mapping, .r is the input signal. and yk, k 

c sct of real 

are called the quantizer output points, a set of real numbers. The o~itprit points are 

chosen to minimize a distortion criterion d(.r. y,). The coniplete quantizcr &nation 

now hecornes 

where the filnction AKG.\II:V, returns the valw of the argunicnt j for which a ruin- 

imuni is obtained. The real axis is'cliviclccl irito L non-overlapping decision intervals 

[.rJ-1. .cj]. j = 1.2. .... I,. Tlie quantizer equation can ttien be writ ten as 

I 7  I he out put yl; is choscn as the quant izccl valuc of s i f  i t  satisfies the nearest ncighbor 
* 

rule, which statcs that yl; is selected i f  the corresponcling distortion d(.r, yk) is ~rl ini~nal.  

The real asis is divided into I ,  

- 489 
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.Assume that s is a zero-mean stationary process with a given probability deri- 

sity function (PDF), p,., Iin optimal quantizer shokd  minimize the variance of,the 

quantization error, g,  

rz = Elq'} = E { ( z  - Q ( x ) ) ~ ) .  (2.5) 
- 0  

It is easy td show that an optimal quantizer shoUic~ satisfy the following ionditions 
8 

4 .  
[s. 91: 

1 .r 
.rk = 3 ( ~ k  + ~k+l) for k =  1.2 ...., I : -  i 

(2.6) 
9, = E { E / . ~ E  [.l;k-l.~k]) fol' k =  1.2 ..... L. 

iCith .ru = -cc and .rL = 1;. In most practical cases, the above systetri of equations- :, 
can he solved iteratively using Lloyd's iterative algorit hrn [S]. Lloyd's algorit hrn is a 

particular case of the vector quantizer codehook opti~nizalion algori th~~l ;  

2.2.2 Vector Quantization 
Z 

The basic idea of vector quantization is contained in 'Shannon's source coding theory 

[lo]. Vector quantization was first ,used in speech coding in the 1980s. 

A vector quantizer (VQ)  is a2mapping from a vector s in the k-dirllensional Ell- 

clidran space !?%to a finite set of output vector9 (' = { . j = 1. '?. ..., .V}. ,(' is 
-J 

called the cotlehook. and a particular codebook entry. jj . is called a codt~vector. 
-J 

The quantized vali~e of s is denoted hy Qcg). A clistortion measure, d(g, Q(.r)), is 
- 4 

used to evaluate the performance of a VQ. Thc most coninlon distortion rncasure in 

waveform coding is the squared Euclidean distance he twe~n s and Q(.r). 
.Associated with a vector quantizer is a partition of / ? i n t o  .Y cclls. ,$;. The sets 

5 ' ~  form a partition if ,\'i n ,i; = 0 for i # j. and u::, S', = R\ TTlic qriaritizatiorr 
0 

process can he written as -, 
9 

.r E SJ =+ Q(s) = y 
-J 

(2.7) 

For a L*Q td be optimal, there are two necessary conditions 

I .  For a given partition S,, j = 1,  2 .  ..., 3 ,  t h c  codehook must satisfy tlic r r ~ ~ t ~ * o i d  

condition 

'\ 2. For a given coclet~ook, the  pastition should satisfy the n f n r r s f  nrighbor rondifion 
I- 
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/\ 
j 

* i - This is aeaner&zation of the optin;ality conditiods given for a scalar quantizer 
\ I 

generalized Lloyd-Wax algorithm [Yi can he wed /to design an aptintal cockhook for \ a given input source\ In this method, training d a k  are clustered into nonoverlapped 

gmups. and corresponqng centroids which mini~xhze the average distortion are com- 

puted. These ceutxoids stored as code vektors. The average distortion can he 
I ,  

monoto~~ically iteration of codrhook renewal, and a locally optimal 

I \\ solutioncanbeobtained. 1 I 

\I\ 
\ 
\ 

2.2.3 Linear ~ r e d i c t i b  in speech Coding 

yd Linear prediction is a data con ression techniqr~e in which the value of each input 

/ B 
sample is e s t i ~ n a t d  by a linear combination of al finite number of past input samples: 

I 

iction coefficientsl and \I is tht. predictor ortlcr. The 

sen to  minirnize the precliction error 

~ ( 7 1 )  = .r(11) A . ? ( I ! )  (2 .1  1-1 

For a stationary process, the coefficients {vill he chosen to mi~iimizt. tlic variance of 

thi..prrdict ion error 
C 

of = E{ t2 (12) }  = E ' { & . ~ ( I I )  - . ? ( ~ t ) ] ~ } .  a ( 2 - 1 2 )  
G- - 

By setting = 0. we can derive the orthogollality principle: - 
E,' {f(77).2-(?? - k)) = 0, k = 1 . 2 .  .... \I 

By replacing € ( n )  in Ecj. 2.1:) by equa t i~ns  2.10 arid 2.1 1. a system of .\I lincar . 
equations with -11 unkriowns is obtained: i 

, = I  

a 

This sct of eqtiztions is called the i>pf system of equations. or j'ule-\\,.alkcr 

equations:Tlw eyuatioris can be written in vcctor form 
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where R,, is the  autocorrelation matrix. 

I 
- 

rrx fo )  r z r (1 )  rr,(2) ... r x x ( k - 1 )  

rzX( 1 ) rzx(O) 1 )  ... r , J k - 2 )  

..* . . . ... ... . . . 
rxx (k  - 1 )  r  - 2 )  r,Jk - 3) ... r J 0 )  - 

h . h T .  - r = , ( ) , r , , ( ) ,  . r , z ( k ) T .  ;\lthorigh the  nmtrix Rzx 
w 

is typica lb  positive-definite for w n z e r o  speech signals, some speech coding syst.ems 
9 

add a small positive quantity to the  main diagonal of the  matrix before Eq. i .15 is 

solved. for the  case when R,, is ill-conditioned. T h e  solution for f l F y t i m a l  linear 

prediction coefficients is given by 
f 

1 h =  RGr, - 

T h e  matrix R,, is ~ o e p l i t z  and symmetrical allowing coinputationally efficient pro- 

cedures. such as the  well known Levinson-Durhin algorithin [12, 13, 141, t o  bc used 

for p a t r i x  inversion. 

The  linear predictor can he  considered as a digital filter with the  input . r (n) .  the  

, output r ( n ) .  antl the  system function given by: 

T h e  opt ini~ui1,infinite-order linear predictor transforms a st atioriary signal into a white 

noise process. as a result of the  orthogonality principle. antl it is sometimes-called the  

u,hilt ,tirig J l f t  r. Also. this optimum predictor contains all t he  information regarding 

the  signal's power spectral density (PSD). - . In practice, for speech signals, a finite 
i 

order predictor of order 10-20 is usually needed t o  obtain a good estimate of the  

spehch waveform. On the  other hand. the  filter l / A ( z ) ,  will transform the  white 

noise signal back t o  the  original signal . r ( n ) .  The filter 1/.+1(2) is callccl the  i n m r w e  

jilttr. 

Autocorrelation and Covariance Methods 
4 

T h e  derivation of linear prediction equations in th? previous section is based on 

the  assumption that  the  input signal is a stationarj. rantloni process. Speech s'igt~al is 

not a st at5onary process. One possible approach is based on the  local stationary nioclet 
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of the speech signal. In the local stationary approach, the autocorrelation function is 

estimated using a signal segment a s s m e d  to  be a realization of art ergodic pwcqs ;  - 

+- this signal segment is obtziined by applying a rectarigular window to the input signkl, , 

( n ) .  ~ e c a k e  a rectangular window has high spectral siclelobes, a smooth window, 

w(n) .  such as the Hamming window is used to  obtain a better spectral esti~iiate. TheG 

ecluations 2.34 and 2.1.5 in the previous section can then be rewritten as 
>, 

where r,,,,(X.f is t h e  windowed autocorrelation function. and 
P *  

where R,,, is the autocorrelation matrix of the wi~iclowetl signal. and I.,., is the corre- 

spor~c!irig autocorrelatio~i vector. This solution is called the autocorrelation met hod. 1 

\@t houl rliaking any assumption about the given speech segment. the covariaurr * 

metho$ results by .mini~nizing the predict,ion error for each frame. 'The short-term 

meart squared error, t2 isgiven by 

- 
The optimal predictor coefficients are obtained by taking the derivat i\.es of f \v i t  h 

f 

respect to h k .  k = 1 .  .... -11, and setting tliein to zero. The folloivir~g system of .\l 

equations and .\I unknowns. h k .  is obtained:' .- 

a 

j = 1.2. . . . . -11. where 

1,2. ..., .\I. The system of equations can be efficient1 y solved by t he ('holesky 

decomposition met hod. - 
kVhen the speech segment is short and has temporal variations. the covariance 

method produces slightly better results 11.51. However, the computational coinplcsity 
I 



of the covariance met hod is significantly larger than t,he autocorrelation method. The- 

nurnher of multiplications, dii4siorrs, antl square root calculations in C'holeskydecorn- . 

position are (M3 + 9M2 + %M)/6, 31, and M .  whereas the number of multiplications 

and clivisions in t h e  Durbin's method are 412 and A4 (1 11. Another important*advan- 

tage the autocorrelation method has is that  i.t always results in stahle inverse filter. 

l /A(z) ,  which is used to  synthesize speech [4], while the covariance method needs a 

stabilization procedGre to ensure a stable filter. 

d 

2.2.4 Pitch Prediction 

The lineag predictor given I>y ectuation 2.10 is called a shoit-term predictor. - Because 

a significant peak in the autocorrelation function occurs at  the pitch period, k , ,  the 

prediction of the current sample, .r(n) can also be carried out by a comhinationgof the 

samples at  pitch' period intervals. TJie pitch predictor equation is given by 

J 

As bcfore, thc prediction crror can be defined by ~ ( n  j = .r(n)-.?(n). antl the prediction 
I 

coefficierits can he computed by minimizing the mean scjtiared ertor. wing eit hcr t lie 
, 

covariance or the autocorrelation method. 

In speech coding, it is found that good prediction results can he obtained usinig 

a one-tap predictor (.\I = 0). or a three-tap predictor (,\I = 1). A three-tap pitch 

predictor may provide prediction gains of about 3 dB over a one-t ap  predictor [?  9, 201. 

A one-tap fractional pitch predictor 1161 can also be used to  obtain similar results as 

the three-tap predict&. 
I 

The tlcsign of the pitch predictor requires the measlirement of the funtlamental fre- 
0 

qiiency (pitch). Several cliffichlties exists in extracting pitch from the sptt.ch waveform 

[ I  11. First. vocal cord vibration does not always have cor-nplete periodicity. especially 

at transition souncls. Second. it is difficult to  extract the vocaf cord source signal fro111 

the speech waveforn~ separated from the vocal tract effects. Third. the clynaniic range 

of the pitch period is very large. Major errors in pitch extraction are pitch cloubli~ig 
8 

and pitch halving. - \ * ,9 

.. \ 

l la jor  pitch extraction k t  hods c a n  he grouped into r rar~form processing. cor- 
' 

< 
r 7 relation processing. antl spectral processing [ l l ] .  1 he kvc fo rm processing group 
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is composed of methods for detecting the periodic peaks in the waveforrn3, such as 

data reduction method and zero-crossing count method-. The  co~reEatb,ri processing 

group'contains the techniques which are most widely used'i.~ digital signal process- 
= r i 

,-+ ing of speech. because the correlation processing is unaffected by, phase distortion in9 '  
\ 

th-e waveform and it can be realized by a relatively simple harclwhse configuration. , . -, 

hlet hods in this group inchde a~tocorrelat~ior~ met hod. 1n6cllfied corre?ati,ion m k l ~ o d .  

simplified inveEe filter tracking (SIFT) algbrithm. and average magnitucl'&,$ffer&- 

t ial function (Xhl DF) method. The spectral processing group includes met hotls\uch 

as the repstrum mekhod, and t$t piriod histogram method. These methods are 2;- - 

\,, * . 
scribed in detail in [IT, 1s. 201. \ 

'\ < 
2.2.5 Alternative Representation of LPC Coefficients a 

I n  speech coding s y s t e k .  it is generally required that a set of parameters reprtwnting 

t lie all-pole short-term filter he quantized. However, the LPC' coefficients h, are never 

quantized directly tlue t o  unfavorable quantization properties: the c o e f i ~ i ~ n t s  have a -  

wicle dynamic range that would require a large nuinher of bits per coefficient. and the' 

, directly Guantized coefficients may result in an unstable inverse filte?. Two i n ~ o r t a ~ i t  
z < 

24- alternative ~ e p r e s e n t a t i m s ~ q  ieflection coefficients and Line Spectruni Paks ( I S P ) .  
P 

Both of these representations*provide simple stability checks: abso lu t r3d& oC - 

1C 4 
*IS = 

- 
.%*- - 'I - all reflection coefficients must +be less than one. and  the'line spectrum pairycrMlst 

~nono!onically increase in frequenq-. Slost of the recentan-ork in LPC quant i%ation . 
* -  Z llas been based on the quantization of line spectrum pairs ( LSPs j ['Ll]. 

The LSPs are related t d t h e  poles of the LPC filter .-I(:) (or the zeros of the inCcrsc 
-- 

filter l /=l (z)j .  The LPC' filter is given in the z-domain I* . 

* 
where .ll is the filter order. From 2.25 wc compute the polynomials P(:)  and Q ( z ) :  

* 

and 



a 

, - I ( = )  can I~e'r~covered from P ( z )  and Q ( z )  b y  a 

k - 

The polynomial P ( r )  has a real mot a t  z  = -,I and all the other .,root.s ;oniplex. 
1 

while Q ( z )  has one real root a t  r  = 1 and all tlic other roots complex. These roots - 

of P ( z )  and Q ( z )  all lie on the unit circle, a h d i t i o n a ~ l ~  the roots of P(i)  and Q ( r )  ' 

altcrnatc on the unit €ircle. Thc latter property of the roots is a necessary arid 

sufficient condition for the stability of A(,-). Since the roots are on a unit circle, the? 

can he written as E J " .  The angles c ~ :  arc the line spectrum pairs. The LSP coefficients 
. . . .. 

have approxi~nately uniform spectral %ensrtlvibies as! wt.cll asq good quantization and 

interpolatioli properties [%I.  221. T ~ ~ $ S P F  can he easily transforn~rd hack to I.P('s 

using the following equations: 

M/2 = 

I Q ( z )  = ( 1  + z - l )  n(1 - ' ? ~ - ~ c o s ( j , )  + z - ' )  
- 

(2.30) 
1=1  

I 
4 

where ;, = f, or g, ( LSPs). 
, 

- 2.3 Speech Coding Systems 
L .  

Slarly advances i>keech coding are related to the introdnctio~r of a sirnl;le, mat hr- 
-. -. 

matically t sactable. but 'sill realistic spercli product ion model. shown in Figure 2.1. - '. 
Thc model includes an rxcitajion gpnerator and a vocal tract niodel. Tlic escitat ion 

- 

, genera'tor models thc effect of the air ftoa&CcO,f the lungs tl~roogh the vocal cords. -. 
Tlie excitation generator 4. operate in one of tao';ri&kc; quasi-periodic excitation . . 

5% 

for voiced sounds. and random cxcitatiori for unv4ced sounds. 'The \:ocal tract niotlcl 
'.. 
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includes the effect of radiation a t  the lips and is represented by a time-varying filter. 

It is asstrrned that t.he parameters defining theavocal tract modef are constant over 

time intervals of typically 10-:30 e s  [4]. In most speech coding algorithms, the signal i 

processed by a fixed segment extraction technique. where the speech signal is divided 

into segnients (frames) of fixed, length 1V starting a t  an arbitrary point. 
- * ' a  

This sirnple speech. paduction moclel has several limitations. The vocal tract 

parameters vary rapidly for transient speech. such as onsGts and offsets. The excitation 

for son12 sountls. such as voiced fricative, is not easily niodeled as simply voicec! or 
I 

unvoiced excitation. Finally. the all-poll filter used in the v'ocal tract model does 
- 

nqt inclucle zeros. which are needed to motlel sounds such as nasals. However. even 

\ wit these disadvantages. this simple speech production model is the basis for rnariy 

practical speech codi~ig algorithms. 

There are twomain classes of algorithms used for speech coding: waveform c6clers 

arid anal-sis-synthesis coders or vocoders ( a  contmction of "voice coders"). ?'he 

objective of a waveform coder is to  produce a digital representation of the input 

signal that allows ii precise reproduction of the waveform in the tirile clornain. The 

analysis-sytit hesis coders. on the other h a d .  attpmpt t o  re-create the sou~id of t tic 

original speech signal 1,- extracting a set of perceptually significant parameters from 

the input signal which can be used to  synthesize an output signal that is acceptable to  

a human receiver. locoders are sorneti~nes callecl parametric coders for this reason. 

\Vavefornl coders are generally signal-independent . while analysis-synt hesis coders . 

arc based on a model of speech production and hence are signal dependent. Analysis- 

s-ntfysis coders operate at a lower hit rat.cs than waveforni coders at t'he expense of 

fi~ndamcntal limitation in subjective speech quality. 

2.3.1 Analysis-Synt hesis Coders 

Tfie specch cotlers for rafes lower than or ecjual to  2.400 h/s arc a11 analrsis-synthesis 

cdtfers. The perfornia,nce of these coders is cha~acterized by speech-specific criteria 

such as DRT. Analysis-s?-;lthesis coders fvocoders) use a rnathernatical nioclel of hu- 

man speech reproduction to synthesize the speech. Pararncters specifying the niodel 

are estracted at  the encoder and transmitted to  the decoder for speech synthesis. 

The first know1 analysis-synthesis (A-S)  speech coding system, and also the fi~yt 
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Figure 2.2: Simplified block diagram of LPC' vocoder. 

esarnple of speech coding system in history. is the channel vocotler [ 2 3 ] .  Later. linear 

prediction modeling led to an improved .A-S system - the LPC' vocotler [24]. The 

LPC' vocotler uses the speech production niodel in Figure 2.1 with an all-pole linear 

predi~tion filter to  represent the vocal tract. This model is used in the LPC' vocodcr 

shown in Figt~re 2.2. Thc transmitter of the LPC' vocoder computeS and quantizes 

tllp.optirna1 linear plediction coefficients. a gain factor. and the pitct; value for each 

' speech frame. The auto tion or covariance method is used to  fincl the predictiorl 

coefficients. the predict fhcients are transformed into reflection coc$icients or 

log-area ratio to%e q u a n t i ~  The decoder decodes the parameters and sy~lthesizes 

the output speech. Txpical C' vococlers achieve very lo\v bit-rates of 1.2-2.4 kb/s. 

However. the synthesized speech quality is unnatural and does not improve signifi- 

cantly if the rate is increased. 

Recently. an important class of parametric coders called sinusoi~lal coders has 

emerged. Sinusoidal speech coding is based on the sinusoidal speech inodel of Figure 
.,* ; 

2.:3. In sinusoidal coding. speech synthesis is modeled as a sur~l  of sinusoiclal generators 

having t ime-varying am pli t iides ant1 phases. The general nlotlel used in sinusoidal 
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Figure 2.3: Sinusoi.cla1 speech niotlel. " 

coding for the synthesis of a frame of speech is given hy 

L , 
i ( t r ) = ~ ; l i ( i r ) c o s [ s ~ ( i ? ) + ~ ~ ] .  n = r / o  ..... i ? a + . Y - l .  

.- 
(2.3 1 ) 

1=1 

, 
whew. L is the number of si~~usoicls used for the synthesis in the current frame. .41(t/) 

and T I )  specify the amplitude anct frcqu&cY of the l t h  sinusoidal oscillator. anct o, 
specifies t he initial phase of each sinusoicl. 

AIulti-band excitation coding (. \IRE) and sinosoidal transform coding (STC') are 

two well-known harmonic coding. systems where the sinusoidal model is applied tli- 

rectly to  the speech signal [%I. Time frequency interpolation (TFI) uses a ( 'ELP 

coclec for encoding unvoiced sounds. a d  applies the si~~usoidal moclel to the excita- 
6 

t ion for encoding voiced sounds [%I. Spectral exritat ion coding (SEC') [Ti] applies 

. the sinusoidal nlodel to t11c excitation signal of a LP synthesis filter. A phase (lisp&? 
f 

sion algorit hni is used to  allow t the model to he used for voiced as well as ~ ~ l l v o i c d  
b 

and transition sounds. These systcms operate in the range of 

potential to outperform existing code excited linear prediction 
% 

rates. 

1.5.1--1.1 kh/, and show - 

coclecs at the same low 
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m 2.3.2 Waveform, Coders 

The majority of speech coders in the range of 5 kb/s to 64 kb/s are waveform coders. 

'rhe quality of these coders is well characterized by the SNR or the SEGSNR. The 

simplest waveform coder is pulse code mod~ulation (PCM) 1201, which combines sam- 

pling with logarithmic 8-hit scalar quantization to  produce digital speech a t  64 kb/s. 

Diffewnt ial PCXI ( DPChI ) (201 is a predictive coclijig system that uses a short- term 
s 

fixed predictor adaptation and a fixed qua'ntizcr. Adaptive coding systems may be 

obtained from DPC'M by introducing predictor adaptationi yuantizer adaptation, or 

both. C'C'ITT 132 kh/s speech coding standard is hasgcl on ADPC'31. .ZDPC'M at, 

32 kh/s ach'leves toll quality at  a cj)lnmtinications clelaq- of one sample. and very lob 

complexity. How\-er. i he  quality of ADPCXI at  rates below :32 kh/s degrades quicklj 

and hcrornes ;nacceptable for many applications. 

2.3.2.1 Analysis-by-Synthesis Speech Coders 

i1nalysi.s-bjl-synthesis (A-by-S) coders are sonletinies viewed as "hybrid" systems be- 

cause they borrow some feat~ires of vocoders, but they I>asically helong to the class of 

waveform coders. Linear Prediction based A-by-S (LPAS) is the most widely studied 

and implemented speech algorithm for rates =in the range of 2.4-16 kh/s. 

In A-by-S, the parameters of a speech procluction rnodel are selected by an opti- 

mization procedure which comparik the synthesized speech with the original spcech. 

The resulting codecs combine high quality typical of wa\.eforrn coclers with high coni- 

pression capabilities of vocoders. The performance of these:coders ca~;not be simply 

measured by mean square error (IISE) or another siniilar objective criterion such 

as SSR or SEGSNR. The optimization procedure is based on perceptually weighted 
B 

mean square error niinirnization. 

LP:lS coder has three basic features [3]: 

Basic decotler st ruct we:  The tlecoder reconstructs speech with t h e  excit at ion 

signal $nd synthesis filter parameters received from ;he encodr.~. 
fl 

t C 

Synthesis filter: The synthesis filter is linmr-prediction hased and is upilatecl 
4 

perioclically with parameters determined I>y linear prediction analysis of the 
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Figure 2.4: Generalized analysis-by-synt system block diagram. 

current frame of the speech wavefor~n: the filter maps a relatively flat-spectral- 
.C 

magnitude stgnal into a signal with a spectral envelope that is similar to those 
* 

of the original speech. 

:3. .Analysis-by-syntllesis excitation coding: The encoder selects the excitation sig- 

nal hyt- feeding the candidate escitation segments into a replica of the synthesis 

filter and selecting the one that minimizes a perceptually weighted measure of 

distort ion hetwcen the original and the rcproducetl speech frames. 

Figure 2.4 shows a block diagrant of a general A-by-S vstern based on the sintple ' 

speech production model of Figure 2.1. The excitation generator produces a carididate 

excitation seq~~ence'a(rr)  by reading r.alties from an excitation codehpok. The spcct ral 

codebook contains sets of parameters for .t he synthesis filtr;. which may contai~n short ' , 

or long term predictors. This excitation signal is scalccl by the gain y and j>assetl 

through the synt h s i s  filter t o  generate the wa\.eforrns. y ( I ? )  which are compared wi th  
, 
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- - -  

the original speech segment, and the excitation codebook ihdices which p o d w e  the 
- 

ininimum weighted perceptual error are selectecl and transmitted to the decoder. The 
- 

decoder regenerates the excitation sequence and the synthesis filter identical to the 

encoder and reconstructs the speech. 
* * 1 .  

A key element of LPAS coding iz the use of perceptual weighting of the error signal 

for selecting the best excitation and synthesis filter coclebook indices. LPAS coding 

minimizes thc following criterion 

t 

where c,, is the perceptually weighted square error, 14; is the weighting f i l t  C r oI>Tr- 

ator, ti, is the inverse filter transfer function. lZ(') is the ith excitation vector in the 

codehook, and y is the gain. The weighing f i h r  emphasizes the error in frecluencv 

hands where the input speech has valleys ancl cle-emphasizes the error near spectral 

peaks. The use of the weighting filter is based on the" auditory masking cliaractcr- 
e 

istics of human hearing. The effect is to  reduce the resulting quantization ~idise i11 

the valleys and increase it near the peaks, so that the low-level noise uncles the noisc 

threshold. which is related to the spectral envelope of the sjeecli. c$n riot be heard 

[28]. Better perceptual performance, therefore, can be obtained by modifying the flat 

cpmntization noisc spectrum into a spectrunr whicli resembles that of speech [El, 301. 

This is accomplished by feeding hack the error through the weighing filter. For an 

all-pole LP synthesis filter with transfer function of A ( : ) ,  the weighting filter has the 

transfer funct,iori i 

The value of -, k determiued j~ased on subjective quality evaluations as descril>ed in 

[:30] . 
 he first effective and praitical form gf LPAS coder'was rnuItipuIsr LP(' (AIPLP( ' )  

introduced by Atai and Remdee[31]. In 1986, a simplified version of MPLPC, regular 

pulse excitation (RPE)  coding, was introducecl in [3'2]. hiPLPC' and RPE coclers are 

described in detail in the next chapter. The most popular LPAS speech coder in the 

recent years is code-excited linear prediction (C'ELP) which is tliscussctl in Chapter 4.e  



Chapter 

Multigulse Excited Linear - *  

D b '* 

Predittion Coding 
1 8 
I 

l1ult.ipulsr ~ x c i \ e d  Linear ~ r k l i c t i o u  Coding (XIPLPC') is the first effective arid prac- 

tical form of lirzqnr-p~*ediction-based analysis-by-synthesis (LPAS) introtlucecl by Ata1 

arid R'erncle i11 1982 [:31]. Multipulse excited linear predict ion achieves toll qiiality 

speech at  16 kh/s. One major problem with lIPI,P('  is that the speech quality dc- 

gradi.s rapidly at  rates below 10 kb/s [3:3]. Attempts were made to improve the 

is an i rnp ro~ed  .\JPLPC' system using pitch- prediction wl~icli achieves close to toll 

quality speech at.'lO kb/s [:34]. Another important n~oclification of XIPLPC'. regular 

pulse excitation (RPE)  coding [ 3 2 ] ,  greatly reduces tlie computational complexity of 

the algorithm. Even wit$ all the improvemerits. it is generally consiclerecl that at ratcs 
.\ 

s below I _ 10 kb/s. code escl 1% ed linear pl'ediction based coders achieve \let t r r  quality .t liak 

SIPLPC' based coclcrs. 

3.1 MPLPC Algorithm 

In a SIPLPC' system. each excitation vector consists of a sequence of,pulses wtiosc 

positions and amplitutles are optimized in a closecl loop. Ttie miilt ipulse excitat ion 

waveform consists of a sparse sey uence of arnplit udcs (pulses) scparat etl 13 zeros. 

Either arltocorrelation or covariance methods can he used for estimating the optinial 

a predictor coefficients. So-long-term or pitch filter is used basrcl on tlic assun~ption 
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that t.he pulse-type excitation is adequate for synthesizing vojced sounds. ]in a MPLPC f 
system, because both the positions antl the ari~plitudes of t-he pulses need tJo he de- 

il 

termined. finding the  optima1 parameters is a very cornples problem, and suboptimal 

mcthotls have to  be used. AIPLPC shows high perforn~arice a t  bit rates above 10 
d 

- kbps. Rapid degradation of speech quality due to bit rate reduction can be past i d l y  

compensated by using pitch predietio~i [SS, 361 and some other cocling techniques. 

Next sect ion clescrihes the basic algorithm of the MPLPC' coder. 

d 

4 

3.1.1 Multipulse Excitation Model - 
a 

Figure 2.1 shows a con~eeitional model of speech production at low bit rates. The 

input speech signaJ can he classified as either \-oicecl or unvoiced speech. Voiced 

speech segnlelts are synthesized using a quasi-periodic pulse train wiFh delta functions 

locatctl at pitch intervals, while white ~ioise excitation is used t o  generate unvoiced 

specch. I t  is clifficult.to produce high yuaIity speech with this moclel. 

To iniprove quality. .At%! and Rernde proposed t tic mult ipulse escitat ion ~noclcl. 
f 

F'igurc 3.1 shows the block diagram of an LPU speech synt lthes~zer wit tl rnult ipulse 

escitat ion. Ttlis ~rioclel M-ers f~orn the convhritio~ial motlel. by the absence of the 

pulse antl white noise gd;erator and the voiced-rinvoiced :witch. The txcitat.ion lor , 

the all-pole filter is generated by an excitation generator that produces a scqucnce of 
,' 

p ~ ~ l s ~ s l o c a t e t l  at tirntls t l .  t 2 .  .:., t n .  ... with amplituclcs ol.ai.  .... ct,,. .... 

Excitation a 

Generator Synthesizer 
Synthetic 

t Spew h 

I .  
Reflection 
Coefficients , 

Figure 3. I :  I,P(' Synthcsi&r with 1Iultiptilsc Excitat ion 



f Figure 3.2:  Block Diagram of a ~ l ~ i l t i p u l s e  Excited Linear Prediction Transmitter 
* 

block diagram. The  locations and thr  amplitudes of the pulses arc determined using 
D 

an analysis-by-synthesis procedyie. Let J he the total number of pulse per excitaiio!l, 

vector, and , jJ and nz, be t11e pulse amplitucles and positions, respectively. Tlrc 

b 
excitation vector can then be written as 

nhere g = (0.0. .. . ,0.1.0. .. . ,0)' is the basis vector with the m, t h component equd  

to 1 ,pid all the other components equal to zero. 

The excitation vector is passed through the I,?(? synthesizer to  produce synthetic 

speech samples d,.  The short-term (LPG") filter coefficients are determined either by 

using the aotocorrelatio~i or the covariance inethods applied to the i ~ i p i ~ t  speech signal. 
i 

, The saniples .;, are then coniparcd with the corresponding original speech samples 

sn and procluce an error sequence c,. The crror signal is pcrcept.ual1y weighted to 

p r d u c e  a subjectively meaningful measure between the original speech s,, and t lie 

synthesized s p e q h  - 2, [37, 38. :31], where ,<,, can he expressed as: / 

and h ( n )  is the  impulse-response of the synthesis filter. 

The weighted crror is then squared aiid averaged over a short time interval of 



4 to  10 ins tb the  mean-s4uared error'r: j 

2 l 
I 

L I , .V 

:. ' e = C {(s,(n).- > , , . ( R N ) ~  
i 

* 

n=1 
+ 

J . 

- 

where w(n) is the implilse response - . ofJhe weighting filter. s,.(n) and h, . (n)  stands for 

, the weighted r$eech and krighted impulse response of the* synthet ic filter respectively 
? ' a# 

ancl .:: t4  denote the convofution dper&ion. -1; c l e~ io t~s  the numbcr of samples for 
- which the s i m ~ ~ n a t  ion is carried out. I 

The trarlsrnit ter then goes throug an error lninirnizat ion procedure to select the 1: 
opt imal  pulse locations mj and arnpli\udes $ j .  Typically 8 to 16 pulses every 10 msec 

n, 

are needed in the excitation to produce high quality synthetic 

3.1.2 # - MPLPC Pulse Search 

The psocess of determining all the amplitudes d, antl locations n r ,  of the pulses simul- 
h 

+ t ancously is est rcmely coniplex. Xtal and Remde proposed a subopt i111al sequential , ' 
pulse search ~nethocl. where the pulses are cletermi~ied one at a time. )It stage j, a l l .  

pulse amplitudes and locations up to stage j - 1 are assumed kno~vri. The cantr iht ion 

from each prerioris stage is s~~b t r ac t ed  from the error. and a new target vector L j .  is 

By rniriirllizing I It, 11' . the amplitude .Ir, a~itl  locat ion nr, can be found. 'I'lre process 

of locat.ing new pulses is continued until the error is reduced to acceptable values or 

the nuniher of pulses reaches the niaxim~~.m allowecl for the  specific h-ipratc.. 

Secluential optimization of ptdse positions and a~tiplit'uctes is suhoptimal and results 

in part.icularly inaccurate solutions for closely spaced pulses, antl additional pulses 

may be needea to compensate for the errors introduced in the precious stages. These 

prohlenis can he largely avoided by optimizing the arnplitu(les of all the earlier pdses 



locations of fhe previous stages are fixed, and the amplitudes A, d2, - . . , 19,-~ as wet1 

as 3, and n1, rit.e computed in stage j .  The reopti*nization leads t o  a system of J 

eqllat5ons at$ J unknown amp&tucles that maybe obtained by setting to  zero the 

. d6rivatives of the weighted error with respect to ;3,, j = 1,2, .... J .  

By rewriting the error function. several other variational minimization approaches - - 

an Be taken. Some d&ails can bk found jn [39. -10, 411. 

a 3.2 Other MPLPC Coding Techniques - 
'? 

e t & 2 

LIPLPC' provides a method for producing acceptable speech at  m&um to low bit 

rates. lfultipulse excitation needs approximately S pulses per pitch period to  syn- 

thesizq high quality speech. The nuniber of"availab1e pulses at rates lotver than 10 

kbitsfsec is very small. By incorporating a long-term (pitch) predictor it: the syn-, 

thesizer, the  number of pulses needed in a pitch period can be rethlced significantly 

[:3.7. 361. + ' 

Long Prn Short Term Original 
Predictor (Pitch) -- Predictor (LPC) 

* 

* 
YQ 

Figure :3.3: Speecl~syn't h~sizcr  with short and long term predictors 

@. 

Figure 3.3 shows a speec'l fiyntl:esizer with short and longdtcrni predictors. l:lw 
J 

pitch predictor filter is of the form . 

where ; is the predictor gain and d is the predictor delay. The excitatioii i~ipiit v ( u )  



t o  the -LPC synthesizer f short delayrpredictor) cart theft he expressed as 
b 

r ( n )  = u(n) + y v ( n  - d) .  0 5 11 <-V. - ( X . 5 )  

% 

As in thq original ~ I P L P C  system, the mean-squaredprror between the synthesized 
. - 

speech and the original speech is nlinirnizecl. For voiceh speech. the excitation is 

kighly correfated and only a few pulses a re  necessary in the multipulse excitation to  
5 - 
*achieve high quality speech. For high pitched voices, the use of a pitch filter improves 

- - 

the speech quality significantly. B - - 
Some attempts were made to  build codeecs with hit 'rates around 2.4kbps with 

the' multipulse excit atidrl model by using t he-pitch interfiolation algorit hrn [46. 45j. 

The algorithm divides original speech frames into several sub-frames with durations - 
corresponding to  the pitch periods. Pulse search is carried out only in the suhfsarnes 

1 

that are located near the center of the frames. The excitation signal is'huiicl through 

linear interpolation of the repr~seritat iveTulLxs of the adjacent frames. Pitch periods - 4 
i - 

and filter pararneters:are also interpolated. Pitch interpolation MPLP(' can provide 

natural-soundiag speech at very low l i t  rates. 

i 

' 3:3 Regular pulse Excitation Coding 

Inspired by 1IPLPC'. r ~ g u l a r  puIsc ~ s c i t n t i o n  (RPE)  coding w s  introcluccct by Iiroon. 

. Deprettere. and Slnytcr [32] in 1986. RPE is a simpler version of the 8 1 ~ 1 . ~ ~ ' .  RPE 

coder represents the excitation signal as a set of uaifosmly spaced pulses. The posi- 

tions of t he first pulse and t he amplitudes are tletermincd in t he encoding process. For 

a given position of the first pulse. all other pulse positions are known. and the anlpli- 

t uctes can he found hy solving a set of 1i11e r equations.' Figure 3 .4  shows the different F 1 

escit at ion pat terns for hot h mult ipulse ild regular-pulse sequences [-!?I. .I nlodified 
* F ve~sion of R PE. called regular pulse esc~tation with long-term predict ion (HPE-HI ' ) ,  

was used in the European digital celliilar speech coding standard 1113. -1 11. 

# 

Figure 3..5 shows the basic RPE coder structure. The residual r ( u )  is obtairwl hy 

filtering the speec!l signal s ( n )  through a whitening filter A ( 2 ) .  The difference l>ct\vccn 

the residual and the excitation rector I ? ( U )  is fed to  a shaping filter m. which . scrvcts 



* 

Figure 3.4: Examples of excitations: ( a )  multipulse. ( h )  regular pulse 

\ %  

as a weighting function. T h e  resulting difference ~ ( n )  is squared and accumulated. 
f 

and minimized t o  finci t h e  optimal locations and amplitudes of the  pulses. 

\To obtain a simple sear& procedure. RPE posCs the  following coi?straints ow tfir 

pulses: Q &ually spared pulses a d u s e d  in eacll length L exciiation vrrtor.  TIE 

spacirlg hetween non-zero sanipl& is .V = L / Q ,  A s  a result. there are only -2' sets - 
of Q ecluidistant non-zero s&lples. T h e  minimization problem reduccs t o  tht; sc 

of .Y linear systems. each having Q equations and Q uiknoivns. Figure 3.6 s h o w  
-- 

t he  possible excitation patterns for a frame containing -to samples and a spacing of 
# .t 

& - . = 4. Theverticalcdashes denotes the  locations of tht. pulses. and the  dots denotes 
a - -  

tile zeros. Forp $ven"position k-of t he  first non-zero pulse. all other pulse positions 
> f . ' 

- - & 
Y, Tr . 

are  known, a&Itt~e":amplitudes can he  founci by solving the  .Y sets of linear equations 
s: 

- 

such that  the  accu~~! ,u la te&s~arec i  + + error is rninirnized. 

Becaustl voiced speech has periodical properties (pitch). a onc-tap pitch predictor 

4 can be used to model the  major pi t th ~ g l s e s .  0 is a gain factor and -11 is the  separatiorl 
P s  - - 1 

between t<vo pitch pulses. The remaining excitation stquence can then be  bcttcr 



Figure 3.5: Block Diagram of a Regular-piilse Excited Coder: ( a )  encoder ( b )  decoder 
- 

PI 
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Figure 13.6: Possible eycitation patterns with I, = -10 and N = 1 
& - 

P 

3.4 MPLPC ~ k e d  Systems 

There are only a few stanclards that arp based on 5lPI,PC1 'algorith~ns. In 199 1. an 

5IPLPC' based codec at  9.6 kbjs was adopteel as'a stanciard for aviation satellite'com- 

munications by the Airlines Electronic Engineering Committee (AEEC)[:I]. In 1988. 
' 

a speech coding scheme based on the Regulas-Pulse Excitation LPC' (RPELPC') tech- . 

niciue combi~led with Long-Term Predict ion (LTP) was selected by the C'EPT Groupc 

SpeciaL\lobile fGS51) t o  he used as European digital celltifar specch coding stpnclarci 

[-&I] and was called t lie -WE-LTP codec." The roclec consists of 5 sect ions: prepro- 

cessing. LPC' analysis. short-term analysis filtering. long term pfediction ant1 HPE 

encoding. A first order FIR pseernphasis filter is used to  filter out the DC' component. 

LPC' analysis is carried out on each speech segment of 20 nis (160 samples) arid 8 

C 

*I 



reflectio~j coefficients gre t r r i n s fo ink l - in j  LZg Area Rations (LARS) and quantizecl . . 
. . .. uriiformly. The most recent and t hk previous set of LAK coefficients are iriterpol&ted 

* 

Iincarly within a transition period of 5 ms. The interpolated Log.-Area Ratios are 
* 

reconverted into the coefficients of the FIR lattice filer. The gain and clelay of tthe 

long-term predictor are computed every 5 ms(40 sanlples) and encodeed in a total of 
. 

9 bits. KPE encoding of each sub-segment of 49 samples is carried out. with 260 bit,s 

per 160-sample frame and a net rate of 13.0 kl->/s. 



Chapter 4 

Code Excited Linear Predict ion 

4.1 Introduction 0 

One of the most important speech coding systems in use today is code-cxcited ii~lcar 
\ 

precliction (C'ELP). Xloug with XIPLPC! ancl RP-E. C'ELP bclongs to  the family of 

analysis-by-synthesis algorithms described in Chapter 2. C'ELP was first proposed 
* 

as a very high complexity algorithm by Schpptler anti ;ltal [ 3 i ]  to  show that i t  is 

possible to achieve high quality speech at low hit rates. The algorithni. however. 
f . . 

capt u re l  the at tent ion of a wide range of r&earckrs. Many complesi tj. rcclttctiott 
t 

methods have subsecluehtly emerged. and C'ELP has heconnc the niost popular specch 

coding algorit h& for the rates between 4- 16 kb/s iri the past decade. 

The C'ELP coder proposed by Schroerler and Atal is based on the speech synthesis 

model with short arid long delay predictors (see Figurc 3.3). The linear prediction 

filter (short-term predictor) restores the spectral envelope. while the pitch (long-term) 

predictor generates the pitch periodicity of voiced- spcech. Input speech is analyzed 

block by block (each block called a frame). The short-delay predictor coefficitwts arc - 
=? determined using the weigh~etl st aklizetl covariance met hod of LP(' analysis. arid t hc 

pitch predictor coefficients are cleterminecl by minimizing the mean-squared prctliction 
- 

error. Schroeder and Atal initially chose a rar~dorn codebook in which each codc v c ~ t o r  
P 

ele~nent was an independently generated Gaussian ra~iclorxi number. 'The optiniurn d -- 
excitation vector was selected through exhaustive search of the stochastic cotlcbook. 

This original C'ELP codec. provided close to origirral qmlity speech at -1.S kh/s with 

cxt remely high corn put at ional coniplexi ty. 
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Figure 1.1: C'ode-Excited Linear Prediction Block Diagram 

Figure I .  1 illustrates the analysis-by-sjmt hesis steps for the reconstruction of t lie 

~ t t h  speech sul>frame in a C'ELP codec. For each index in the excitation coclebook, 

a cantlidate excitation cotlevector c, is gain scaled and passed through a long-term 

synthesis filter designed to  add periodicity to the excitation signal. . The result i11g 

vectm, il,,, is passed through the LPC synthesis filter l /A , , f z )  t o  form the synthetic 

speech vector d,. The vector -4, is then subt ractcd from the clean sp&h vector s, and 

the error signal is weighted usirjg a perceptual weighting filter I+:,(z). The norm of 

the weighted error vector is then computed. An inclex selector keeps track of the error 

norms associatecl with each excitation coclevector, and selects the codevector resulting 

in the n i in in i~~m norm for transmission to  the decoder. For a typical C'ELP system, 
S 

the t ransniit tcd parameter set consists of the excitation codebook i ~ d e x .  the long- 

term filter tap gains and pitch period, the excitation gain, and the LPCl coefficient's 

(or related coefficients such as line spectral pairs). So te  that the perceptual weighting 
- 

filter is only used for analysis in the encoder and therefore its paramet.ers do not need 

to  be transmitted to the decoder. 

.\Iany modifications to  the basic C'ELP structure have been made to  reduce coni- 

pleiity. increase robustness, and improve quality. Figure 4.1 &ows a reduced conr- 

plexitx C'ELP analysis proredrise ( t o  be described in section 4.:3).* This new procedure 
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contains some of the  most pgpular complexity reducti01-i techni yues which are intro- 

duced in the rest of this chapter. 

4.2 Excitation Codebooks 

The excitation sequences in modern C'ELP systems come from. two types of cocle- 

hooks: the stochastic codebook and the adaptive codebook. The adaptive coclebook 

represents the periodicity of voiced speech in the excitation signal, while the stochastic 

coclebook~ is introduced to represent the difference bet ween the actual waveform and " 

an ided periodical extensibn of previous excitation. These coclebooks are introduced 

below. 

4.2.1 Stochastic Codebook 

Schroedel and Atal has shown that excitation codebooks containing ir~depcritlently 

generated Gaussian random numbers (stochastic coclehook) perform as well as cocle- 
a 

f books coritai~iing prediction residual sigrlals derived from speech. Excitation rode- 

hooks can also be using crosed-loop training mrtltods [5S. 591 based on 

vector quantization techniqties. Both stochastic arid trained codehooks, however. 

lead to  very high contplesity search routines. ?'ha proper design of the excitation 

codehooks is the key to  achieve important design goals such as reduced search com- 

plexity. reduced storage space. reduced sensitivity to.chanr~el hrors. and increased 
u .  

speech quality. 

One of the key innovations that substantially reduces both the computation com- 

p l e ~ i t y  and codebook storage is the overlapped c ode hook tech~liqlte [60. 611. The 

excitation vector is obtained by performing a cyclic shift of a large sequence of ran- 

don1 numbers. For example. if a two-sample shift is used. a seqitence of 20-18 Gaussian 

samples can generate 102-1 distinct codevectors of climension 40. The amount of stor- 

age required is significantly reduced from 102-1 * -10 samples of the initial cocle~ook 

to  20-18 samples of the overlapped codel>ook. rllso as a result of this cyclic shift. 

end-point correction can be used for efficient convolution calculations of consenttive 

codevec t ors 1621. 

/\nother witlely used ntethoci to  reduce search complexity and storagc space is the 
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use of sparse ternary exci tat, ion codebooks. Sparse codcvect brs contain n~ostly zeros,' 

and ternarg-valued codevectors contain only $1, -1 and 0 values [GI, @3], Sparse 

ternary codebooks can 

convolution conlplexity. 

algorithm introduced in 

be combined with overlapped codebooks to  further reduce 

Sparse excitation signals are also the core of the MPLPC' 

Chapter 3. 

Irnposing an algebraic structure on the codebooks 1641 is another effective methocl 

to  achieve the same purpose. The algebraic codebook method is based on lattices, reg- 

.ularly s p a y d  arrays of points in multiple dimensions, Latices are easily generated a d  

suitable mapping between lattice points (codevectors) and binary words are known. 

thus eli~ninating the need for storage. Additional examples of algebraic codebooks 

can be found in [65, 66. 67, 681. s 

A completely different approach is the use of multistage excitation codehooks. 

The excitation is generated as a sum ~f ~oclevectors, one from each codebook, and the 

codebooks are sequentially sear&d with each stage having the quantization error to  

the previous stage as ijiput. .Multiple cotlebooks are suboptimal'  b ~ t  offer rcciucetl 
+ 

search and storage cornplexitj. and greater robustness to  channel errors. Xclclitio~lal 

rnatprial on inultistage VQ and codebooks can be found in [69. 701. 

4.2.2 Adaptive Codebocik 
a - 

'The i~itrocluction [TI] and application ['7%] of the so called adaptive codcbook is a11 

inlportant advance in C'ELP coding. Alost C'ELP coders toclay use the adaptive 

coclebook as a standanl module to  handle the periodicity of voiced speech in t h r  

rxcibtion signal. The adaptive codebook generates excitation samples of the form: 

2 l p ( 1 l )  = gaU(l? - k a )  (4-1)  

where y, is the gain. arid k, is adaptive codehook delay. The tinie-shifted and 

amplitude-atljusted ldock of the past excitation sequence is used as the current exci- 

tation. The parameters k, ( the  index to  the codebook) arrd g, are cleterrninetl by a 

closed-loop search in the adaptive coclebook by minimizing 

where u- is the time shifted block of the past excitation 

vector obtained by subtracting the ZIK of the weighted 

( 4.2) 

signal, ant1 t is the target 

short-term predictor from 
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the weighted input vector. Equation 4.1 is ecjuivelent t o  first-order all-pole pitch 

predictor, where g, and k, are the predictor coefficient and estiinated pitch period 

. a ' respectively. Hence, the  adaptive codebook replaces the long-term synthesis filter, 

and achieves the needed periodicity in the synthesized speech. U 

,- 

, The adaptive codebook is searched by consideri~g.possible pitch periodsf in tyvpical 

liurnan speech. Usually a i-bit aclwtive codebook (128 samples) is used to  code delays 

ra1lgikg from 20 t o  1-17 samples a t  s kh/s sampling rate. When the pitch period is less 

than the dimension of the excitation vectors, a modified search proceclure is generally 

tisecl* [Z, 7'31. s 

The above procedure corresponcls to integer pitch lags only. The periodicity in 

voiced speech can be more accurately reproducecl by i~icreasing the pitch resoluti~n. 
\ *  

- ,  One metllocl is to use interpolation so that the pitch period can be accurate to a fsac- 
B 

tion of a -sa~nple [74]. This fractional-pitch method increases the'size of the aclaptive 
1 

coclehook and the corresponding bit rate for pitch. Another alternative method uses 
6 

multi-tap predictors by combining a rlurnber of consecutive codebook vectors to form 

the excitation g, 
(M-l),Q 

d 

&,= yh'gp+ka , (-1.3) 
h=-(i!f-I)/2 

I 
where y, is the i th  gain factor, 9, is the i th  codevector in the coclebook, arid k, is the - 

aclaptive codebook delay. This met hod, is called the 11-tap adaptive cocl'ebook ['is]. 
IVith an adaptive codebook, a pitch value is neecld for each sut>frame. leading 

to  a rather high bit rate for pitch information. This can be reduced b j  differential 

coding of the pitch within a frame: an average pitcli for the frame is first determined, 

mcl incremental differerices for each subfrarne are then specified. 
4 

b 

4.3 ZIR-ZSR Decomposition 

In the initial C'ELP system, the closetl-loop excitation search is an extrcrnelyv costly 
- 

procedure. One of the most important co~npiexity reduction techrQyues for coclebook 

search is the decomposition of the filtering into zero-inp~tt response ( Z I R )  allti zero 

state response (ZSR). ZIR is the response of the s j s t e ~ n  with all zero inputs. a ~ i d  

ZSH is the response of the system with all zero memory. This deconlpositi01-1 is made 

possible by combining thq synthesis filter and the perceptual weighting filter to  form 



a. weighted synthesis filter of the  fornl 

By applying the  superposition theorenl. the  ZIR ( the  ringing) of the  weight.et1 

synthesis filter is computed separately after the  previously selected optimal e ~ c i t ~ a t i o n  

vector has passed through it. After accounting for this-ringing, the  search for the  next 

excitaiion vector can be carried out  based on a zero initial cordition assrtrnption; thtts 
s 

the  ZSR of the  synthesis filter is computed for each candidate vector. The  above can 

he written in equation forrn as 
\ 

Z I R  Z S R  
Y = Y + 9 t . y z  - -1 - 

Z I R  = Y +g* . k 
Q b  - 

where j Z S R  is the  output  of the  weighted synthesis filter. L., is the  i t  h rorlehook entry. 
-I 

and y, is the  codevector gaih. H is the  impuke  respopse nlntris of the weight&l 

synthesis filter given by 

where .V, is the  suhframe size. T h e  new search target vector. I .  after acconnting for 

the  ZIR response is obtained as 

I Z I R  li=s - y  - - 

where 5' is the  weighted input speech vector. The  selection of the  excitation \.ectoss 

and their gains is then carried out  actording t o  the  new target vcctor. * 

-4.3.1 Codebook search 

\lT;th the  introclnction of the  adaptive codrhook and the  we of n~r~ l t i s t age  excitation 4 

rl 

codebooks, the  excitation is generated as a sum of code vcctoss and their gains. Even $\ 
I 

. 



- excessive -complexity. 

' The optirnal code vectors for the adaptive and stochastic codebooks a te  determined 

by finding the index i that minimizes t,he rilean squared error, c. 
p ,  

-L 

where t is the weighted target vector given in Eq. 4.7, g is the gain. and yZ"R, i = - 4 1 )  

' 1.2. ..!.  is the zcro state response (ZSR)  rodelgook. where A', is the number of 

vectors in the excitation codebook. bVhen the weighted synthesis filter parameters are 

kept constant for a Rumber of consecutive vectors, a significant complesity reduction 

results by not recomputing the ZSR coclebook entries, rlZsR. which remains constaAt 
L(0 

as long as weighted synthesis filter does not change. 

Equation 1.8 expands to  

I 

'I'hc rni1iiriiizati~;i~6f Eq. 4.9 may be performed by first finding the optinla1 excitation 

gain, y, a variatiorial technique, 

and tken niinirnizing c for g = j .  Introclucing j value into Eq. -1.8. and realizing*that 
JI- I It 11 '  docs not depend on tlie codevector. the sckction process recluccs to  rnasirnizitig 

r ' I lie optimization criterion thus reduces to  the rnaxirnization of the ~iornializetl crcgss- b 

correlation between the target vector and the ZSR coclebook entry t f S H .  
-41)  

The above sequential search procedure is stiboptimal co~~iparecl to joi~lt cocldmok 

search hut provides low computational cornplcsity. Orthogonalization can bc used to 

approach the quality of a joint search with manageable coniplexiti\- [X. 77, 78. :!I]. 
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4.4 Linear Prediction Analysis and Quantization 

Linear prediction is used in CELP coders to model the input speech s igrd.  Linear 

prediction' parameters are transrnitt'ed every 20 to  30 ms. The sh term linear 

predictor can be written as 

where , i ( ~ )  is the 11th predicted speech sample, h k  is the k t h  o s i m a l  prediction co- 

efficients, s ( n )  is tlie nth  input speech sample: and iH is the order of the predictor. 

Typical valuesbf ;ll = 10 to  20 result in good short-term estimates of the speech spec- 

t r m .  The filter coefficients are calcnlatecl using &her the au~ocorrelation method or 

the covariance method. 

Bandwidth underestimation which occurs during LP analysis for high-pitchei ut- 

terances can he compensated by using bandwidth expansion. Bandwidth ~spans ion  

is performecl by applying a constant --, to the optimal predictor coeficients. h,, 

iti =,A, .T '  (4.1:3) 

where 3 = 0.994 is a typical value. The operation effectively trarlsforins 1/,4(;) illto 

l / A f ~ / 3 )  ant1 leads t o  an increase i r k  tlie spmtr-a1 peaks' t>nnctwidttl arid it is-therefore 

callcd bandwidth expansion. Baridwidth wpansion also results in better quantization 

properties of the LP ,coefficients b~v spectral sri~oothing. 

LP parameters consunle a large fractioh of the total hit rate for low-rate coclers, - 
and hence efficient ways to represent these paranwters a r e  essc~it ial for t lie coders to 

achieve high speech quality. Direct quantization of LP parameters is not feasilde for s 

two rqasons., First, the parameters have \vide dynamic range which would require a 

large riumher of bits per coefficients. Second, the directly quantized coefficients may 

result in unstable inverse filter. The LPC's, therefore, are first converted to reflect ion 

coefficients, log-area ratio coefficients, or line-spectral pairs, t lien the convertecl' coef- 

ficients can he quantized using either scalar or vector quai~tizers (see Chapter 2 for 

details). For example. VSELP uses scalar quantization of the reflection coefficients 

using :38 hits. The DoD standard' uses %-bit scalar quantization of t lie LSPs. The 

LPV-TO speech coding standard uses log-area ratios to qpantize the first two cocffi- 

cients. and reflection coefficients for the remaining coefficients. All these schemes m e  

* 
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Figl~re  1.3: T ime  ~ i a ~ r a l n  for LP  Analysis 
I 

scalar yuantizers. However, VQ achieves a significant improvement over S Q  and is 

esscr~t ial in'obt:ining good performance a t  low sates. Most of the  current work on 

LPC c1uantizatiori is based on VQ for the  LSPs. Forfexample, the  ITI' CS-AC'ELP 

( S l i b / ~ )  standard uses a two-stage VQ t o  quaktize the  1 0  LSP coefficimtseich frame. 

T h e  first stage is a 10-dimensional VQ of 125 entries, and-the scconcl stage is a 10-hit - 
L7Q which can be  implemented as a split V.Q using itsing 5-tlirnensional cotlclmoks 

containing 32 entries (.3 bits). - . A=$ 

T h c  LP spectral paraineters 11eed t o  he  ir4terpolated hetween framcs t o  ensure 
% 

smooth transitions of the  spectrum. LPC' paramet-ess can not bc  interpolatctl directly 

becausc the  stability of the  filter can not be guaranteed. For the  case of using LSPs. 

a possible interpolation scheme is shown in Figure 4.1. Linear interpolation of the  

LSPs is performed as follows: + 
I 

* 
whrre - lap; is the  vectorof LSPs il l  t he  i tb suhframe of the  ktfr speech aaalysis frari~e. 

P 
and l s p  is the  vector of LSPs calculated for the  kth LPC' analysis frame. . k 

5. 

- 4 

P 

4.5 Post-filtering - , 

Postprocessing can be  used t o  reduce the  roughness in the  reproclucetl speech, and thus 

improve the  perceptual speech quality for ('ELP coders. T h e  qiiality enhancement is 

achieved based on the  characteristics of human auditory perception. Assuming flat 
Z 

$ 1  
i 

* 



noise spectrum, postfiltering attenuates the frequencies where the signal energy is low 
-4 

and amplifies the frequencies ivhere the signal energy is high. The adaptive postfilfer 

introduced by Chen and G e ~ s h o  [so] is the most widely ,used in CELP. The  pstfi j ter  

consists of a short-term filter based on the quantized short-term predictor coefficients 

followed by an',adaptive spectral-tilt compensat ion. The filter transfer function P ( z )  

is given by 

Typical values for coefficients are ct. = 0.8, and = 0.5. The term l / ( A / a f  reduces 

the perceived noise b u t  muffles the speech due to  its lowpass quality or spectral tilt. 

The term r1(:/7) (zeros) is used to  lessen the mrifning effect. Further redmt ion of the 

. spectral tilt can he accomplished by using a first-order filter with a slight high-pass 

spectral tilt: 
P 

/ Hhp = 1 - Id, _ T (4.16) - 

where typically p = 0.5. Automatic iairi control is also used to  ensure the speech 

power at the output of the postfilter equal to  that ~f the i.nput. 

CELP Systems 

in the past decade, C'ELP has founct its way into national and international standards 

for speech coding. This sect,ion briefly 'intro$uces four major CELP based stantlards. 

4.6.1  he DoD 4.8 kb/s . . Speech Coding Standard 

The US Department of Defense (DoD) 4.8 kh/s standard (Federal Standard 1016) 

[81] (1989) is one of the first major starklards based on CELP. The DOD standard 

uses a IO-th order short-tern? predictor with the filter coefficients comptitecl every 

30 ms (frame of 240 samples) using the aut-dcorrelation method. The &efficients are 

transformed into LSPs and scalar-quantized to 34 bits for transmission. The stanclard rn 
uses an adaptive codebook and a t,ernary-valued stochastic codehook. Each frame is 

divided into 4 subframes of 60 samples: and for each subframe, the optimal indices for 

the adapt.ive and the stochastic codebooks are searched independently. The adaptive 

codebook is capable to accommodate non-integer delays, and the single stochastic . 



codebook is overlapped by two santples. The gains for the optimal code vectors are 

scalar quantized. 

4.6.2 VSELP 

Vector Sum Excited 

Telecommunications 

Linear Prediction (VSELP) is the 8 kbjs codec chosen by the 

Industry Xssociat ion (TIA ) for the Nogtli American digital cel- 

lular speech'coding standard 121. VSELP uses a 10th-order (~nthesis filter and thrqe 
\ 

codebooks: an adaptive coclebook and two stochastic codeboolp. The short-term pre- 

dictor parameters a r e  transmitted b i  quantizing the reflection coefficients. VSEXP 

uses the ort hogonalizat ion procedure based on the Gram-Schmidt algorithm to search 

the coclebooks. The stpchastic codehooks each have 128 vktors  obtained as a lin- 

ear combination of seven basis vectors. The  hinary w x d s  representing the selected - e 

coclevector in each codebook specify the polarities of the linear cornbination of basis 

vectors. The hasis vectors a;e optimized on a speech data base.,whicli rrsults in a 

significant gain in performance. VSELP at  8 kh/s achieves slightly lower than toll 

quality. - 

.r: 

w 

4.6.3 LD-CELP 

Recently developed aigorithms based on forward adaptive coding such as C'ELP in- 

troduce suhstaritial delay because the input speech samples a k  buffered in order to 

compute synthesis filter parameters prior to actual cocli~lg of the san~ples. To rncet the 

-5 ms niasimum delay required by CCITT for its 16 kh / s standard. and also maintain 

acceptable qualit\.. an' alternative technkpe based on the cornbimt ion of hackwarcl 
, 

aclaptatiori of prediclors with basic analysis-by-spntliesis configuration is introduced . 

[82, 83: 841. The resulting coder low-delay CELP (LDCELP)  was chosen"as the 

C'CITT standard G.728 in 1992 [85]. 'The parameters of the synthesis filter, in LD-  
* 

CELP. are derived from previous'reconstructecl speech. As such, the synthesis filter 

can be derived at hot h encoder and decocler, thus eliminating the need for quantiza- 

t'ion. In LD-C'ELP, 4 he backnard-adaptive filter is 5Ot h order. and t 11e excitat ion is 

formed from a procLuct gain-shape codeho6k consisting of a i-bit shape codel>ook arid 

a 3-bit backward-adaptive gain quantizer. LD-CELP achieves toll quality at 16 kb/s 

with a coding delay of 5 nis. 
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In 199.5, the International Telecommunication Union (ITU) chosk Conjugate-Stru- 

cture Algebraic Code-Excited Linear-Predictive (CS-ACELP) Coding as a 8 kh/s 

standard [Sl]. This standard was jointly optimized by S T T ,  France Telecom/ lini- 

versity of Sherbrooke and ATkT. LP analysis is done once per 10 ms frame to compute 

the LP filter coefficients. These coefficients ake'converted tp iine spectrum pairs ( LSP ) 
P * 

abd quantized using predictive two-stage vector quantization with 18 hits. The exci- 

tation sigr~al is chosen by using an arralysis-by-synthesis searkh proceclure in which the 

error between the original and reconstructed speech is minimized according to  a per- 
t 

ceptuallx weighted distortion measure. The codehook parameters (fixed anud adaptive 

cddehooli parameters) are determined per suhfiame of 5 rns (40%~np les )  each. CS- 

ACELP uses a fixed todebook struct~irk that re%nbles multipulsk)excitation. In this 

fixed codebook, each codehook vector contains 4 non-zero pulses for each suhframe. 

Each pulse can have e i ther the  amplitudes + I  or -1 .  The aclaptivi. coclehook uses 

fractior~al clclays with 1/3 resolution. The pitch delay is coded in S hits for the first 

subframe. and di!$ermtially encoded in 5 hits for the serorld snhframr.. l h i s  stantlard 

~floviclcs toll ~ ~ ~ i a l i t \ ' ~ s ~ e e c h  a t  S kh/s. 



Chapter 5 

Variable-Rate Speech Coding 

For digital transmission. a constant bit-rate data streamsat the output of a speech 

encoder is usually needed. However, for digital storage, packetized voice, and for 

- some applications in telecommunications where the capacity is determined by the 

average coding rate, variable bit-rate output is advantageous. Variable rate speech 

coders are designed to  take advantage of the pauses and silent ir~tervals which occur 
I 

in conversatio~lal speech. and also the fact that different speech segments may be 

encoded at  different rates with little or no loss in reproduction quality. The rate may 

he controlled using factors such as the statistical character of the incoming signal. or 

the current traffic level in the network. 

1-ariahle rate coders can be divided into three main categories 

1. source-controlled variahle rate coders. where the coding algorit hrn determines 

the data rate basecl on analysis of the short-term speech signal statistics. 

2. network-controlled variable rate coders, where the data rate is determined by 

an external control sigrlal generated by the network in response to traffic levels. 

3. channel-controlled variable rate coders, where the data rate is determined by 

the channel state information (such as estimated channel S N R )  

Significant savings in hit rate come from separating silence from active speech. - 
Studies on voice activity have shown that the average speaker in a two-wax conversa- 

tion is only talking about 36% of the time [.55]. The different characteristics of voiced 

and un\-oiced speech frames can also be used to  reduce bit rate. For unvoiced frames, 
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it is rmnecessary to  eh imate  the long-term periodicity. Due to  the non-stationarity o 

unvoifed speech. the speechquality of unvoiced frames may be improved by updating 

the spectral envelope estimate more frequently than for voiced frames. However. the 
- 

spectral resolution of unvoiced speech may be reduced wit,hout significant clegrada- - 
tion in perceptual quality [ E l .  Source controlled variable rate speech coders have 

. - 

been applied to  digital cellular communications and to  speech storage systems such 
- .  

as voice mail and voice response equipment. In both cases @placing the fixed-rate 

coders by variable-rate coders results in a significant increase in the system capacity 

at the expense of a slight degradation in the quality of service. 

The IS-95 Xorth American Telephone Industry Assoqiation (TIA) standard for 

cligi t a1 cellular telephony adopted in 1 Y9:3 is based on code division ~nultiple access 

(C'DMX) and variable rate speech coding. In CDXIA all users share the same3re- 

yuency band and the system capacity is limited by the interference generated by 

users. The amount of interference generated by a user depends on the average coding 

rate and any average rate decrease translates directly into capacity increase. C'DXIX 
"k 

has become an important application for source controlled variable rate coding. More 

recently. QC'ELP [8S], a variable rate coding algorithm, has been evaluated by the 

TI.4 for use with IS-9.5 and has hecn adopted as the TIA standard IS-96. 

5.1 Voice Activity Detection 

An important component- in variable rate speech coding is voice activity detection 

( i v X D )  which is needed to  distinguish active speech segments (input signal containing - 

speech) from pauses, when the speaker is silent and only background noise is present. 
B 

An effective L'AD algorithm is critical for achieving low average rate wi.thout degrading 

speech quality in variable rate coders. The desired characteristics of a VAD algorithm 

include reliability, robustness. accuracy. adaptation, and simplicity. The design of a 

VAD algorithtn is particularly challenging for mobile or port able telephones due to  

vehicle noise and other environmental noise. The decision process is also made morc 

clificuh by the non-stationary noise-like nature of unvoiced speech. If the trAD algo- 
i 

rithm pesceives background noise as speech. capacity is reduced. If. however. speech 

segments are cl-assifiecl as noise, degradations in the recovered speech is introcluced. 



A voice activity detector typically exploits two kinds of features of the audio sig- 

nal for the decision: a )  The spectral difference between no1 arid speech, and b) f" 
the temporal varistions of the short, term energy. VADs based on the spectral differ- 

ence model treat the  background noise. such a s  vehicle noise or other en~ironrnent~al 

noise for mobile and portable telephones, as a short-term stationary random process. 
* 

An important \!AD technique in this category, has been adopted as a part of ;th,e 

ETSI/GShI digital rnob?fe telephony standard [89].- Every frame of the input signal is 

passed through ail FIR adaptive noise suppression filter, and the power +at the output 

of the filter is compared to  an adaptive threshhold to detect the presense of speech. 

The filter parameters are updated in periods of silence. VADs based on the spectral 

difference principle model presents problems in a time-varying- background noise such 

as babble noise. This problem is addressed in [90] where a second VrZD is used in 

which both the energy level and the fraction of the energy in low frequency bands are 

measured. When the short term energy of the signal is used, the decision thresholcl 

may be either fixed or variable. Fixed threshold methods are only useful for constant 

background noise erivironments [El. QCELP uses a threshold that floats above a 

running estimate of the background noise energy. LVhen the energy threshold fails to 

distinguish noise from speech, other speech characteristics. such as zero rate crossing, 

sign bit sequence, and time varying energy. have to  be considered. 

To avoid detecting extremely brief pauses (which may cause large overhead) and 

to  reduce the risk of audible clipping clue to  premature dc.claration of a silent interval 

when the background noise is very high, most V.4D algorithrris employ a hangover 

time. During the hangover time, the V.4D delays its decision and continues tp  observe 

the waveform before it declares that a transition has occurred from active speech to 

silence. In mobile applications and other environments where the background noise 

energy varies. it is desirable to  use a variable hangover time. The length of the 

hangover time is dependenton the rate of the energy le<d to  the corresponding 

decision threshold. Essentially, low noise periods require a short hangover time. and 

vice versa. Excessive hangover times result in an unnecessarily high data rate. while + 

a time which is too shir t  results in speech degradation. 

To preserve the naturalness of the recovered speech signal for the listener, it is 

desirable to  reproduce the background noise to  some degree: The original noise can 

either be coded at  a yery low bit rate or statistically similar noise can be generated 
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a t  the receiver. 
- 

- 

i - 5.2 Active Speech Classification 

Further reduction in average bit-rate can he achieved by analyzing the acti l~e speech 
*, 

frames and vary the coding scheme according to  the importance of different coclec pa- 

rameters in representing distinct phonetic featu~es and maintaining a high perceptual 

cluali ty. I 

Setreral approaches to  rate selection have been proposed including thwsholding 

and phonetic segmentat ion. In f hresholding. one or more parameters are derive& from 

the speech source and a decision on the current frame is made based on predefined 
a 

t hreshholcls. .A more complex approach is to  classify speech segments into phonetically * 

clisiinct categories and to  use specialized algorithms fop each class. ' 

Speech can be considered as a sequepce of phonemes and each phoneme is charac- 

terized by a set of features. such as voicing, nasality. sustent ion. sibilation. graveness 

and compactness [!+I]. In Variable rate speech coding basetl on phonetic segment a- 
t ion. t he coding rate is dependent on t he perceptually critical phonetic content of t he 

frame. For low-rate coding, phonetically- based frame segment a t  ion con~pensat es for 

the inatlecjuate coding of the excitation and'helps t o  eliminate percc,,~ually not iceahle 

distort ions. For example. in fixed frame analysis, a t  the onset of an utt~erance, ' the 

LP(" analysis of the entire frame will smooth out the abrupt change of the spectruni 
d 

and lose the distinguishing features of the onset. Phonetic segmentation attempts 
T 

to  segment the speech waveform at  the boundaries between distinct phonemes, and 

a coding scheme is then employed to  best preserve the featarcs in ensuring natu- 

ral sounding speech. In the coding schetne proposed by tVang and Ckrsho [95]. the 

speech ifsegmented into five distinct phonetic classes. The length of each segmqllt 

are cor~strainecl to  an integer multiple of unit frames which reduces the amount of 

side information needed to  indicate the  position of the segment boundaries. ' 

A straight forward approach is the thresholcl method where the speech is analyzed 

on a fixed frame basis and a rate decision is rnade based on short-term speecb char- 

acteristics. The parameters typically considered for making rate decisions inclucle: 

signal energ?;. zero-crossing rate. arltocorrelatio~~ coefficient at, a delay of one sample. 
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sarnpl; # 

Figure 5.1: Typica.1 .voiced segment of sIjeech 

gain of the LPC filter, ~iornlalizecl autocorrelation coefficient at  pitch lag. and normal- 

,ized prediction error [55, 75, 961. The same basic coding algorithm can then he  used . 

for all rated classes. For example. QCELP, the speech coding standard for C'DMA 

wireless communications. uses an adaptive alff'orithm based on t,hresholtling to  cleter- 

mine the data rate for each frame1881. The algorithm kreps a iwnninpestimate of the - 
background noise energy. and selects the data rate based-on the difference between 

Y 

the background noise energy estimate and the current framr. e~&erg).$f the energ\. -cs- 
1.1- 

timate of the previous frame is higher than the current frame'seenergy. the estimate is 
. ?+ ?r 

replaced by that energy. Otherwise, the estimate is incre9sed slightly: The data rate 3' 

is then selected based on a set of thresholds which 'float" above the backgro~md noise 

estimate. Three threshold levels exist to select one of the four rates: Skb/s. .Ikh/s, 

'2kb/s and lkb/s. If the current energy is above the all thresholcls. t hen  full rate is 
- 

used. If the energy is between the thresholds, the intermediate rates are chosen. 

In man! applications. it is sufficient to  classify the active speech frame as either 

voiced. unroiced. or onset. For voiced sounds, the signal has a qpasi-perioclir structure 

with the period equal to  the pitch. In unvoiced speech, the excitation to  the vocal tract 

h,as no3periotlic structure. and the resulting speech ivaveform is turblilent: or noise 



r Sample # 

Figure 5.2: Typical unvoiced segment of speech 

Sample # 

Figure X 3 :  Transition from unvoiced to voiced speech 
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like. Onsets occurduring a transition from 911 unvoiced speech segment to a voiced 

speech segment. Figures 5.1, 5.2, and 5.3 gives exnrnpbs el wavebrm cof~espcm&~tg 

to (a) voiced speech, (bf unvoiced speech and (c) onset. About 65% of active speech 

is voiced, :30%1 is unvoiced, and 5% is onset or transition. 

I 

I 
I 



Chapter 6 

A Low-Rate Variable Rate CELP 

Coder 

- 

IVith the iiu-reased capacity of signal-processin hardware arid the rapidly growing 

clernantl for con~~rtr~nication bandwickh, digital coding of speech signals has become 

attractive for a large number of applications. kIuch research has been aiinecl at the 

tlevelopment of high-qilali'ty digital speech communication systen~s at  low hit rates. 

High quality fixed rate coding of speech can be achieved using C'ELP algorithm at 

medium hit rates. But when the rate of-codec is pushed helow 4 kb/s, the perfol-~nance 

of C'ELP algorithms tends to  degrade rapidly. 

In .this thesis, we introduce a number of irnprovernents to  the tratlitiorlal C'ELP 

approach, nit  h the objective of improving speech quality a t  rates below 1 kh/s. 'These 

ilnprovements include 

a introduction of a predicted excitation vector (see section 6.3.2); - 

a joint optimization of fixed and adaptive codebook excitations (see section 6.3.:3); 

a. design. of a new mult,i-pulse fixed cotlebook (see sect ion 6.3.1 ). 

The result is a low-rate variable rate codcc at an ave&r rate of kss  thhn 3.2 kh/s. 
* 

which achieves better quality than fixed rate sta~idarcl codecs with rates in t h e  range 

4 - 1.8 kh/s. 
* 

\\!*hen the hit rate of the coclec is pushed below 4 kh/s. only 9-10 bits/subframe 

are available to  represent the fixed codehook excitation. This motivates the use of the 
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predicted excitation vector, which is computed from the fixed codebook selections in 

the previorts st;nbframes. The predicted excitation vector exploits the residual pitctt- 
* 

I D 

lag correlation in the  fixed-codelook target vectors to achieve quality irnprovernent 
' 

without adding extra hits. The excitation parameters for the adapt i ~ e  and fixed code- 

books are jointly optimized in a closed loop tb obtain further quality improvement. 

These improvements are implemented in two coder versions: a high complexity version 

called VR-C'ELP-H, and a low complexity version called VR-C'ELP-L. Both versions 

operate a t  the following rates: 4.8 kb/s for voiced/transition frames, 3.0 =kb/s for 

unvoiced frames, and 677 h/s for silence frames, with an average rate of 2 . 5 3 3  kb/s. 
J' 

In the high con~plesity version, quality improvement techniques, such as t he  joint 

optimization of fixed and adaptive codebook excitations, are implemented. In the 

low comptlexity version. a few complexity reduction techniques are wed to service the 

need for real-time and multi-media applications. 

6.1 System Overview 

The coclec operates as a source-controlled variable rate coder with rates of 4.9 kb/s 

for voiced and transition sotlnds, 3 kb/s for unvoiced souncls. and 670 h/s for silent 

frames. The appropriate coding rate is selected by analyzi~lg each input speech frame 

using a frame classifier. 

Figure 6.1 shows a block diagram of the VR-('ELP encoc-ler. The main difference 

hetween this block diagram arJ" the traditional r e d ~ ~ c e d  complexity CELP is t lie.\vq 

excitation is generared and encoded for voiced/ transition speech. In addition to  

adaptive codebook and fixed codebook excitation, a t hircl contribution to the escita- . 

tion is computed from the fixed codebook selections in the previous suhfrarnes and the 

estimated pitch value p. This third component is called the plvdicted t.rcitnf ion LW- 

tor. Further more. joint optimization of the AC'R and the fixed codebook indices,and 

closed-loop gain quantization is used in the search procedure (for the high coniplexi ty 

version) to  improve reproduced speech quality. 

The codec uses standard techniques for coniputing arid quantizing the LPC' pa- 
i, 

rameters represented as Line Spectral Pairs ( LSPs). In order t o  reduce the rate for 

voiced and tr&isition frames. tli; fundamental period (pjt,cli) p is estirna'ted and used 

t,o limit the range of the adapt.ive coclebook indices used in the search. 
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Figure 6.1: Block Diagram of SFY Vra:iable-Rate C'ELP C'oclec 

The excitation signal for unvoiced frames is obtained frorri a two stage stochastic 

codebook, while disabling the adaptive c . A]] codebooks are clisahled for - 
silent frarnes, in which case a pseudo-ran 

A a11d the tlecocler is used. Vectors in the nd fixetl codehooks anel all gains 

are selected using an analysis-by-synthesis search based on a perceptual1~- weighteel 

hISE clistortion criterion. 

In order to  reprocluce the excitation signal at the decoder. part or all of the fol- 

lowing parameters are needed: class, quaritized Line Spectral Pair (LSP) values, ACB 

center tap index, pitch value, fixed codebook indices, anel cjuantizecl gains. Depcncling 

on the class information. the decocler duplicates the excitation signal, and passes it 
C 

through the synthesis filter to  obtain the reconstructed speech. The reconstructed 
* 

speech signal is then post-filtered to  obtain better perceptual cluality. The remaining 

of this chapter is dedicated to  a detailed describtion of the coder. 
" 
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6.2 System Coefigurat ion 
t 

6.2.1 Bit Allocations ' , . 

Tabiles 6.1 and 6.2 give the detailed bit allocations for the low-rate variable rate coder 

(VR-C'ELP) for each class: silence (S), unvoiced ( lW).  and transition/ voiced (TI\ ').  

Parameter 

Frame Size (samples) 
subframes 
LPC bits 
RMS gain bits 
ACB Index 
AC'B Gain 
FCB Index 
FC'B Gain 
('lass 
Total 
Bits/s 

'Table 6.1: Hit Allocations for Low C'ornple!4ty SFIT LX-C'ELP ir 

Table 6.2: Bit ..Allocations for High Complexity SFIT VR-C'ELP 

Paraxnet er 

Frame Size (samples) 
su hfrarnes 
LPC hits 
.RMS gain hits 
ACE3 Index 
FC'B h d e x  
AC'B 8~ FCB Gain 
('lass 
'Total 
Bits/s '. 

The voiced/transit ion frames use a multi-pulse codebook to produce the fixed 

S 
144 
I 
6 
4 

-> - 
12 

667 

codehook excitation. These bit allocations have been optimized empirically t,hrough 



\ 

a large number of experiniental comparisons of subjective speech quality. The justi- - 

ficatioiis for the bit allocations are in Sections 6.2.2 - 6.2.4, and Section 6.4.2. 

6.2.2 Voiced/Transit ion Coding 
4 

Experimental results indicate that a frame size of 288 samples, and a sub frame size of .. 

48 samples, work well for this class of frames. The decision is 'obtained- by balancing 

two factors: by using a long frame, more bits can be allocated to  the excitation; 

however. the expanded frame size results in a degradation in the LPC.' representation 

of the speech spectrum due to  its non-stationarity. The LPC's are transformed into 

LSPs, and quantized ,using a four stage multi-stage  us us in^ 24 bits. 

In voiced/ t.ransition frames, the excitation to the synthesis filter is obtained from 

'an adaptive codebook and a fixed codebook. A pitch estimator is integrated into the 

system, arid a restricted adaptive codebook ( AC'B) search -is used. Delta encoding - 

is used to represen't ACB indices for each subframe. The codehook search and gain 
I 

quantization procedures arc explained in detail in section 6.3. 
iD 

> - 

6.2.3 Unvoiced Coding 

A higher update rate for the LPC parameters are needed for unvoiced speech due to 

its noisclike and non-stationary nature. Thus, the frame size is changed to be 14-1 

samples and t h e  subframes per frame are tised. However. for ~mvoiced frames, a 

coarser quantization of the ~?3Ps compared to the voiced fiarnes, does no? have a 

large impact on. the reproauced speech quality. Two stages of 6 hits each are used 

for quantization of the LSPs. The escitation vector is obtained from a two stage 
# 

random ternary stochastic codebook. Because the escitation in unvojccrl spqech does 

not involve vibration of the vocal chords. there is no periodicity, and the adaptive 
L 

codehook -is omitted resulting in substantial recluctjou in bit-rate, 
'I 

6.2.4 Silence Coding 

Silence is coded using a frame size of 1-14 sanipies. The spectral characteristics of 

the background noise are reproduced by transmittin$ a roughly quantized set of LPC 

parameters in order t o  preserve the naturalness of the reconstructed speech. 'The 
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L 

LPC parameters are computed arid quantized . t o  'o11l.y 6 bits. The excitation.vector 
I 1  

is obtained from a stochast,ic codebook using a pseudo-random index which can be 
i 

' 
identically generated a t  the encoder and the decoder, thus elinzinating,the need for 

AC'B knd PCB codebooks. -The  RMS energy of the silence frame is used i o  scale the 

reconst ructed frame to  have the same energy as 'the original hackgro td  noise. 
i 

r+ 

6.2.5 Variable ,Rate Operation B 

Thepurpose of the frame clas~ifier is to  analyze each input speech frame and determine 

the appropriate rate for coding. Ideally, the classifier will assign each frame to the 

lowest cocling rate which still results in reconstructgd speech quality meeting the 

requirements of a given application. Classification of'the input speech is performed * 
each 144 samples. However. if the frame is classified as transition or voiced. the peak 

rate configuration is used for two classification fram;s ( 288 saniples ). regardless of . -%, 

the class of the second h n e .  

v 

6.3 EX& at ion Generat ion and Encoding 
- 

In low-rate coding, the number of bits available each subframe for encoding excitation 

is very limited. This low-rate variable rate coder uses a multi-pulse fixed excitation 

codehook with 9 bits for each silbframe of. 48 samples. In adctition, the adaptive 
? 

codebook is only searched in a narrow window of 4 samples to* conserve more bits. 

-To compensate for the clegracla:t,ion caused by insufficient coding of t,he fixed and 

adaptive excitations, a third component in the escitation is introduced: the predicted 

excitat,ion vector. In the high complexity version. a separate gain is introduced for 

the predicted vector. and at1 the gains and excitation vectors are op t i rn i z~ l  together 

in a. closed loop. 

6.3.1 Multi-pulse Fixed Codebook Design . 
The fised codebook for voiced/ transition fsLmes is a multi-pulse codebook with 2 npn- 

zero pulses for each excitation vector of 48 samples ( 1 subframe). There is one posit ive 

(amplitude $1) and one negative (amplitude -1) I;i~lse and they can assume positions 

given in table 6.3. The positive pulse position is encoded in 5 bits (32 positions) and 
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Pulse Sign . Positions 

11 sl: +1 nzl: 1, 3, 4, 6, 7. 9, 10, 12, 13, 1.5, 16, 
It;, 19, 21, 22,"24, 25, 27. 28,30, 31 
33. 34, 36. 37, 39, 40, 42, 413. 45, 46. 38 . 

; L  s2:  -1 m 2 :  2 , 5 , 8 ,  11, 14, 1?,20, 23,26, 29, 
. 132, 3.5, 3K 41, 44, 47 + 

Table 6.3: Structure of the Fixed-Cociebook 

the negative pulse position is hcodecl in 3 bits f 16 positions). The limited number 
* 

of bits led to this uneven arrangement of t8he positive and negative pulse positions. 

il number of experin~ents were performed in order to  select the codebook structure 

of Table 6.3; Exyerinients show that in terms of SKR there is no preference hctweert ., 

which pulse should be coded in 5 bits. 

The coclebook vector e f ( n )  is obtained as a sum of the two unit amplittlde pulses 
? 

. 
at the fot~ncl locations multiplied by the corresponding sign: 

, 

t f ( n )  = i16(n - m l )  + azS(n - ni2) 

= b(72 -;; tn l ) . -  S(n - 11 = 1, ..., 4 s  
(6.1 ) 

\Vheti the estimated pitch delay p for the cttrre~lt subframe is less than the suh- -- 

frame size .V. the coclevector is harmonically enhanced to improve the synthesized 

speech quality. The codevector is then wyitten as: 

6.3.2 Predicted Vector 

One of the problernk typical of low-rate C'ELP codecs is the r~sidual pitch rorrelatiori 

which can be observed in the fixed-codebook target vector. The pitch lag correlation 

can not be modeled properly at the level'of the fixed codebook and this results in 

noisy reconstructed speech. This problern can be oh'served at  rates as high as 8 kb/s, 

and becomes a predominant source &??egra?ations at  rates around 1 kb/s o*  lower. 

The reduced number of bits per subframe available at rates around 1 kb/s leads 

to the use of limited-range XC'B search which is another potential source of incremed 
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pitch-lag correlation for the fixed codebooktarget vector. Figure 6.2 illustrhes a typi- t: - - * 

cal fixed-codebook target sequence (at expanded scale) which shows strong correlation 

from one pitch period to  another, even after subtracting the ACB contrihution. = 

1 1 1 I I I 1- 1 I I 
0 500 1000 1500 2000 2500 3000 3500 _ 4000 4500 5000 

Sample Number - 
Figure 6.2: Fixed codebook target excitation 

a .  

In order to alleviate this problem. a novel feature introduced in this codec is a 

predicted fixed-codehook vector. This vector is ohtair~ed from the fixed-codchook 

contributions of the previous subframe(s) as explained below. The basic idea is to * 

exploit the residual pitch-lag correlation to improve the .quality (without increasing 

the rate) by using an additional contribution to  the fixed+-codebook vector based on 

the total fixed coclebook entries from preyious subfranies. 

For each subframe. the total fixed-codebook contribution to  the excitation. rs. can 

he written as 

where gp and gp are respectively the predicted vector and its gain, and sf and yj are 

the fixed codebook vector and its gain. In the high complexity version. a separate gain 

is introduced for the predicted vector: this gain is optimized in closed loop. quantized, 

and transmitted to the receiver. In low complexity version. the preclictecl vector @laill 

is set t o  be y, = 0..3gf (se6 section 63.5). In our experiments. we found that the 

quality is not very sensitive to the factor hetr.cen gf and g,. The factor 0.5 is chosen - *  

because it is easy to  implement in fixed point. simulations of the program. The ACB 

and FC'B excitations and gains are searched and quantized separately. 
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The fixed-codebook total excit.at+ion, cs, is stored in a buffer 1 of length A' usinga 

procedure similar to t-hat used in storing previous total excitatibn in t h g . 4 ~ ~  buffer. - 
The selection'of the predicted vector c, for the next subframe can be viewed as sliding 

a window of length .%, where N is the subframe length, bver the buffer to a poskon 
\ 

determined by the current pitch estimate. Figure 6.3 i l l~strat~es the process of selecting 
3 

the predicted vector. The predicted vector can he expressed as 

- Subframe Prediction 
Boundary Window 

: I  , N : l  1- A T ;  
k 

. . 
I I : )I 
I I I I time , 

I 
I 

I 

K j Current j 
i Past Subframes 
I j ~ubfrarre 

Figure 6.:?: Prediction vector computation 

The effect of using fixed-codebook vector prediction is illustrated in Fig. 6.4 by 

comparing the reconstruct,ed excitation with and without target vector precliction. 

This figure shows that the use of prediction results in a better match of the excitation 

than the conventional fixed codebook approach. 

6.3.3 Joint Codebook Search and Gain Quantization 

This section clcscribes in detail the new search procedure introduced in the high 

complexity version for voiced and transition subframes. The excitation parameters 
- 

for the adaptive and fixed codebooks are determined in a closed-loop search which 

involves joint optiniizat i o ~ i  of the adaptive codebook index. fixed codehook index, 

and all gain values. The joint-optimization minimizes the perceptually weighted hISE 

defined by 
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0 

Figure 6.4: Comparison of the excitation obtained withand without vector prediction. 
( a )  fixed cotlebook target excitation; (b )  g f r f  fixed codehook recons.tructec1 excitation 
wit hoot prediction; (c)  y,cp + y f g f  fixed'codebook excitation with predict ion. 

# 

4 

* 
6 = Ill - gal Hca, - ~ U ~ H C ~ Z . - ' . ( J U I J H C ~ ~  

- g p H c p  - y f  H c f  I I 2  
, where t js the target vector (weighted speech vector after subtracting the weighted 

synthesis filter ZIK) ,  G,, g, , .  i = 1.2.3 are the vectors and the gains for the %tap 

adaptive codehook. H is the weighted synt1iesis.filter impulse response matrix, and 

?he other sy~nbols were previously defined. 

An exhaustive search is performed for minimization of (6.5) by computing the 

W X I  SE r for all possible cornbinat ions of indices. During the closed-loop search the 

gains in ( 6..3) are retrieved from the quantization tables resulting in the closed-loop 

quantization of the gains. This computational proceduie is feasible due t o  the fact that 

there are only 4 possible ACB entries and the vector cp is fixed. To lower complexity. a 

the vector gf ran 6e split into two compoxients according to its rnultipulse structure 

and the components can be searched sey uentially. 
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Figure 6.5: Gain Histograms for AClB Vectors 

6.3.4 Gain Quantizer 
t 1; 

tVith joint optimization. the  quality of the  codec was found t o  b e  very sensitive t o  the  

quantization for the  gains. T h e  13 ACB gains and 2 FC'B gains are  quantized together 

with 11-bit VQ for each strbframe, d u e  t o  the  l i n d e d  number of hits available a t  the  
* 

low coding rate. \\'it hout any constraint on the  ACR gains, considerable degradation 
L 

exists. In order t o  improve quality. it wa.s necessary t o  constrain the  gains in some 

manner. Figure 6.5 and 6.6 shows histograms of the  AC'R arid FC'B gains in the  ca.se 

of joint optimization. T h e  majority of the  gain values lie between -0 . i  and 1.30. By 

cutting off the  outlier gains < -0.7 and > 1.30, the  quantizer is made more robust. 

In the  low complexity version, a split VQ structure is used t o  quantize the  A('B 

a d  the  multi-pulse codebook gains. Split VQ is a suboptimal VQ s t r  icture that b 
partjtions the  AC'B and FC'B gains a d  quantizes them separately. T h e  three AC'B 

+ - Z 

*P 



Figure 

gains are cluan 

6.6: Chin Histograms for FCB Vectors; top: g, , ,  bottorh: gc ,  

tized using 6 bits /subframe. 'There is only one gain for t.he 

codebook. and this FC'B gain is quantized using 5 bits/ subframe. T~ improve the 

speech quality after gain quantizatio~, the ACB vectors are constrained such t l k  the 

middle-tap gain has the largest absolute value. 

Two gain quantization procedures may he useel in C'ELP: open-loop search, or 
J \ 

closed-loop search. In an open-loop search, each gain codevector is cornpared to the 

optimal gain vector. and the vect20r which minimizes a LISE criterion is selectecl. 

Better speech quality can be obtained by using a closecl loop search. In a closecl loop 

-* search. the weigllted synthesized speech. generated using {ach gain codeverto; ;n the 

gain VQ, is compared to  the weighted input speech. The vecfor that minimizes the a 
C 

i4:lfSE is selected as the optimal gain vector. 111 this low-rate coder, a combined open- 

loop/ closed-loop search procedure is used. A number of open-loop cancliclates,P for 

the adaptive and fixed codehaok gains are retained fo be searched closed-loop, The 

best complexity tratleoff is obtained for P = 2 for the adaptive coclebook, and P = 1 

for the fixed codebook gains. 
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6.3.5 Low Complexity Codebook Search 

In the low complexity version, the ACB and,FCB codebooks are searched sequentially 

(sequential optimization). The ACB codebook vector contribution is subtracted from 

. the target vector to  form a new target vector for the FCB search. A large reduction 

in computational complexity is obtained by using this search procedure. 

During the analysis stage of the encoder, the optimal codevectors are determined 

by minimizing the fpllojving - WhlSE, t 
l 

2 
f = llt - sHc,lI * (6.6) 

where t is the weighted targht vector, ci is the ith codebook entry. y is the codevector 

gain. and' H is the impulse response matrix of the weighted synthesis filter. The 

selection process'reduces to the maximizing 2 (see section 4.3.1 ) 
7 

For adaptive codehook search, the complexity lies mainly in the filtering of each 

codebook entry. In order to reduce complesity in VR-C'ELP. the norm term is ne- 

glected (assumed constant). In this case, t he cross term can be obtained by computing 

( t T ~ ) r ; .  AS a result. filtering of each codebook entry can be avoided. This method 
f 

1s called Lacknard filtering. D 

IVit  11 the contribution from the adaptive codehook subtracted from the target 

vector. the optimal FC'B codevector is selected by minimizing 

where f is the new target vector; t is the gain scaled final, fixed codevector. In the 

low complexity case. cs is obtained as: 

where Z J  is given in Eq. 6.1. and gP is the predicted vector given in Eq. 6.4. Note 

that in this case the predicted vector gain is y, = O.:fiyJ, and only one gain needs to 
3 be quantized. The selection process for the fixed codebook is reduced to finding the 

1 
maximum of :: 
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C 

By using backward filtering, the cross term becomes ( E ~ T H ) ( G ~  + 0 . 5 ~ ~ ) .  Ideally, all 

the combinations of the positive and negative pulse positions shouk1 be searched, 

resulting in 32 x 16 searches. 

To simplify t*he search, the denominator JIH(cj  + 0..5gp)l1 is is assumed constant 

and neglected during the search. Since gp is fixed for the entire search procedure, it 

is ignored, and the optimization reduces to  finding the mai imum of ( C ~ H ) ~ ~ .  
With the fixed codevector given by'&. 6.2. the term ( f T ~ ) c f  can be written as 

where the vector g is the backward filtered target vector given by . 
u = wTg - (6 .12)  

Accorcling to the grid in Table 6.3, we can select the u ( r n l )  with the lkrgest positive 

value. and the u(mz)  'with the most negative value, in order to  obtain the best pulse 

positions. 

The above search procedure is subopti~nal. Better results can be achieved b\- re- 

taining the best 111 candidates for u ( & )  and u ( r n 2 ) ,  and a full search of all the com- 

binations of the .\I candidates is then carried out by maximizing i given in Eq. 6.10. 
e 

6.4 Codec Components 

6.4.1 Frame Classifier 

The open-loop classifier based on thresholding derives one or more parameters from 

each speech frame of 1-14 samples and makes a class decisiori. Thresholding is chosen 

due to its simplicity and the fact that the same basic coding algorithm is used for all 

classes. , * 

The parameters considered in making rate decisions include frame energy. the nor- 
- 

malized autocorrelation coefficient at  the pitch lag, the r~ormalized low-band energy 

f measured on speech processecl with a 100 Hz - 800 Hz band pass filter), and,nor- 

malized short-term autocorrelation coefficient (lag= 1 ). and the zero-crossing rate. All  = 

five paranteters are used to  achieve good classification accuracy of each speech frame 

a s  silence, unvoiced. voiced or transition. 
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6.4.1.1 Frame Energy 
- - 

, 
The energy for voiced frames is generally greater than energy in unvoiced frarnes, 

making it a possible candidate for discriminating between classes, However, there are 

no clear boundaries in frame energy between voiced, unvoiced and transition TI-" ames. 

Frame energy works well when discriminating silence frames from active speech is low 

$ac$ground noise environment. For high background noise environment, noise niay. 

have comparable frame energy t,o some active speech result,ing in decision errors that, 

degrade -a . the reprduced speech quality. 

6.4.1.2 Normalized Autocorrelation at the PitCh Lag . - 

Voiced frames exhibit significant correlation a t  the pitch period due lo  its quasi- 

periodic nature. whereas unvoiced speech is generally uncorrelated due t o  its noisy 
9 \ 

natnre. The. norrhalizecl autocorrelation coefficient p(d;) a t  lag k .  is evaluated as: 
.r-' 

The maximum value of p ( k )  is retained. It can be espected that p,,,, will be 

higher for voiced frames than for unvoiced frarnes. The V/ ITV Necision is m 
b 

a majority decision rule. The frame is segmented into several subframes, classification 

of each subfranw is made based on the magnitude of pi k) .  The classification of the 

entire frame is based on the number of voiced car*,invoickd subfrarnes in the  frame. 
- 

6.4.1.3 Low Band Energy 

Voiced sound: usually have most of their energy in the low band due  to its periodicity, 

while the energy in unvoiced sounds is typically in the high hand due to  its noise-like 

nature. The ldw band energy is obtained by passing the speech through a band pass * 

filter with a lower cutoff frequency of 100 Hz and an upper cutoff f rcquenc~~ of SO0 Hz. 5 

To ensure that the classifier performs properly for a &4e' rnnge of speaking levels, - 
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the low band energy .ib norrndlized to  the average speech energy which is estimated 
- 
- 

by averaging the energy of previous voiced frames. 
-- 

6.4.1.4- First ~utocorrelhtion Coefficient 

Voiced fiames tehd to  have a' higher correlation between adjacent samples cornpar&l 

with unvoiced frames and this makes the first autocorrelation coefficierit a candidate 

, for fraine classification. The first autoco~relat~iori cqefficient can he w r i t t e ~  as: 

where >( R ) is the speech signal. 
I 

6.4.1.5 zero Crossings 

Zero crossing rate isemother parameter that can be used 'to discriminate hetween 

voiced anti unvoiced speech. The zero cyo~sing rate for voiced speech is typically 
? . 

lower than the unvoiced zero crossing rate due to  the perioclicity inherent in voiced 

speech. \Vhcn using zero crossing rates as a ~la~sification parameter. it is imperative 

that the" 'speech signal be fissed through a high pass filter that attenuates DC' and 

60 Hz noise, w ich can reduce the zero f ro s s i~g  rate in low energy tlnvoiced frames. !ib 

6.4.1.6 ~faskification ~ l ~ o r i t h n i  

The classification algorithm is carried out in several steps: First. frame energy is*used 

to  determine if the frame contains silence or active speech. The algorithm keeps a 
I 

running estimate of the hackgrdund noise frdm which-a threshold is calculated and ' 

used to  decide if the frame contains active speech. In e a ~ h  frame. the frame \Pnltergy 
* 

is compared to  the threshold calculated in the previous frame. If the energy is less 

than the threshold, then the frame is classified as silence. otherwise it is classified as 

speech. The noise estimate and the threshold are th'en updated. The tediriique is - 
* similar tb  that used in QC'ELP[SS]. . , 

Tl~e next step .is to  classify the speech as voiced or unvoiced. Based on analysis 

of several different frame classification iiethods we found that classification I~asetl on 
0 

t h e  normalized ailtocorrelation coefficient at the$ pitch lag ivorks well for most speech 
.l I 
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material. The classifier was made more robust to rapid voiced phoneme changes 

by computing the autocorrelatio~l over several small subframes within a frame. For 

e;ample, a frame may be e~codecl with the highest rate if more than 314 of the 

subframes have a normalized autocorrelation coefficient above a predefined threshold. 

Parameter - t iib tuu 

P( kD ) 0.7 0..5 . 
Elou*band : 1 .o 0.007 
~ ( 1 )  1 .o 0.2 
&mS 0.12.5/ sample 0.:3475/ sample 

Table 
1 

C 
6.4: Voiced/linvoiced Thresholds 

* .  

Zero-crossings, low- band energy, and the short-term autocorrelation frmction at , 
a 

lag 1  are usecl by the classifier to  reduce the probability of assigning low rates to 

voiced frames. Each of these parameters is rised sequentially in an attempt to make a 

voi'cecl/unvo;iced decision by tomparing the' parameter to voiced and unvoicecl thresh- 

olcls. If such decision can not be made, the next parameter is usscl for classific&tion. 
7 ' *  
-,% 
s-e eider in which the parameters are used is based on their effectiveness and reliabil- 

- 

t-r 
ity to classify correcily. If no pararheter can classify the f ~ s m e  as. voiced or unvoiced. 

?the frame is classified as a transition frame. Table 6.4 contains the thresholds for each 

of the decision making parameters. The conlplete algorithm usecl is as follows: 
* 

I .  Vse the VAD algorithm to classify the frame as silence or active speech: 

If the frame is 

If the frame is 

.2. t:se the normalizecl 

silence, got,o step 7. 

active, goto next step. 

autocorrelat,ion at  the pitch lag: 

If /dl;,) > tf(bp), class = voiced, goto step 7. 
v- 

* 
If p(k, )  5 I$) .  class = tinvoiced, goto step 7. 
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If Elowband 2 t f ,  class = voiced, goto step 7. 

If Elowband 5 tFu, clasi = unvoiced. goto step 7. 

4. Use the shorbterm autocorrelation: 

e' If p(1) 2 tg('), class = voiced, goto step 7. 
-. 

If p(1) 5 tP,?). class = unvoiced, goto step 7 .  

If tP,?) < p(1) < t$') .  goto next step. 

5 .  ITse the zero crossings: 

If Z,,,,, 2 t 50.' class = voiced, goto step 7. . a. *- A- . - _ 

If Z ,,,,, < tz;rOas. class = unvoiced. goto step 7. -. 

I 

- I' 
6. C'iassify frame as transition, goto step 7. , - . 

Table 6.5: Classification Errors I +' 

4 . - 
1 

The transit ion class in this algorithm is used when a voiced/unvoicetl decision can 

. ++ 
7. Finish Classification. 

- 4 

-a - . 

not be made by any paranieter. Table 6.5 summarizes the classification errors fot 

speech files 011tside of the training set. Errors. in  classifying silence as speech (Sil -+ 

Speech) and un\~oicecl as voiced (ti t V) increase the  bit-rate needlessly. whereas 

classifxing speech as silence (Speech -, Sil) and voiced as unvoiced (V +!U) cquses 

a degradation in  speech quality. Misclassifica~ion of active speech as sflence occurred I. 
during speech offsets. In order to alleviate the problem. a two frame hangover time 

b * ' <  

F 

Female 

. 0.8% 
:3.2% 
1 .7% 
0.0%) 

Error + 1. Male 

Sil -, Speech 
Speech -, Sil 

0.0% 
2.8% 

17 -+ V 
v - 6  

[2.6% 
2.8% 



CHAPTER 6. A LObV-RATE VARIABLE R41'E C'ELP CODER 

was added to the classifier. A s  a result, the Speech-+Sil errors were reduced to almost \ 

* 4 

6.4.2 %PC Analysis and Quantization 

The short-term predictor 1/A(z) is a tenth order LPC all-pole filter.' A perceptua.1 

weighting filter of the fdrm He:)  = A(:)/A(z/y) is derived from A( : ) .  The filter 

coefficients are calculated using the autocorrelation method. Band-width expansion 
- - .a 

and high-frequency compensation are used during the LPC analysis. The LPC coef- 

ficients are computed once per frame and converted to LSP values'for cjuantization 

'and interpolation. The quantized LSPs are linearly interpolated every subframe and 

converted back to LPCs to update the synthesis filter. A tree-searched, multi-stage. 

v,ector quantizer (MSVQ) [lo23 with four stages of 6,bits each ., for a total of 2.2 bits . > 

is used for'voiced and transition frames. After each stage, the fop three canclidates 

wk+h minimize the weighted distortion criteria are retained. Unvoiced frames use 

only the first two stages of the same MSVQ structure, and silence frames use only the 

first stage. I 

a 

For voiced /traniti&i frames, transparent quantization of LPC parameters can+ 

be achieved rising 24 bits MSVQ [IO?]. with multi-candidate search. Transparent, 

quantization means that the speech quality produced by a c-oder using quantized and 

unyuantiiecl parameters are perceptually indistinguishable from each other. The LPC' 

cotl~books are trained minimizing a spectral distortion measure. T;) achieve irans- 

parent quantization. the codebook ~hpuld~satisfy t2he following criteria: the average 

distortion measure should be less than 1dB. the number of outliers with spectral 

' distortion of 2 dB or more should be less than 2 percent, and there should be no 

outlier with spectral distortion above 4 dB. For unvoiced frames, coarser quantiza- 

tion of the LPC coefiicients will not significantly effect the quality of the synthesized 

*speech [loll. For this reason. only two stages are used in the MSVQ cotlebook, re- 
I 

sulting in 12 bits/subfranle. For silence, only 6 bits are used for the quantization of 

LPC' coefficients. The c l c c ~ e r ~ u s e s  the coarselj~ quantized LPC' coeficients, and a 

pseudo-randome excitation sequence to recreate p a ~ t  of the background noise. 



Pitch Estimation 

Curcent Processing Next Processing - 
Frame (288 samples) Fiiune 

Figure 6.7: Pitch Estimator ?Vind w Locations / 
- 6.4.3 pitch' Estimation 

The codec uses an open-loop pitch estimat,or followed bi. a pitch tracklig algorithm . 
'to provide the fundamental frequency (pitch). To reduce the complexity of the search" '. 
for the adaptive codebook delay, t,he search is conducted around the estimated pitch 

period [104]. The open-loop pitch estimator is Cased on the SIFT algorithm pre- 

sented in [lo31 applied to  the clean speech signal. The integer pitch is estimated by 

minimizing the following error criterion 

where L ,  is the pitch estimation window length, c f n )  is the unquantizecl excitation 

signal. p is the pitch period. and --, is a factor designed to  account for changes in the 

short-term signal energy over time. 'I'he*optimal pitch estimate is obtained by the 

where 

and pj and ph are the minimum and maximum possible pitch periods respect.ive1y. For 

8 kHz sampled speech, pl = 20 and ph = 147 axe used. 

Pitch computation is carried out twice per frame with t,he pitch est,in~at,ion windo\; 

centered at the beginning of the 4th subframe and the 1st suhframe of t,he next frame 

(stored t,o be used in the next subframe). X'pitch estimation window length. L ,  of 
5 

221 samples is used. Pitch is linearly interpolated and ronnded to  the nearest in tege~ 
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Figure 6.8: Linear Pitch Interpolation: solid line - calculated pitch; clotted line -. 
interpolated pitch 

for subframes 2, 3 and 5, 6. A look ahead of 11 1 sanlples is needed for each frame. 

Figure 5.7 illustrates the locations of the pitch estimation windows for each frame. 

Figure 6.8 illustrates the interpolation sclieine. 

- To reduce the artifacts in the  syntfiesizgcl speech created by pitch doubling (esti- 

mated pitch is twice as the real pitch) and pitch halving ( estimated pitch is h%the 

real pitch), a pitch tracker is used in the open-loop pitch estimator. Analysis indi- 

cated that the worst errors from a perceptual point of view occurred within relatively 

long voiced regions. In the pitch tracker, any large deviations in the estimated pitch 

period are assumed t o  be  itch errors, and the open loop pitch estimate is modified 

to be within close range of the previous pitch values. 

6.4.4 Adaptive codebook 
* L 

The voiced/ transit' ion class uses a 3- tapcadapt ive codehook. The adaptive cotlebook 

consists of past total excitation sequences. Only lags in a narrow window ( 4  samples) 

centered on the estimated pitch period value, k,, are considered in the XC'B closed- 

loop search. The optimal ACB delays and pitch values are encoded in a total of 26 bits 

each frame. The pitch value for each frame is encoded in i hits. rlC'B center tap index 

is coded in 2 hits (4  samples) for each suhframe (for AC'B delays of [I k , - 2 ) ,  ..., (A*,+ 1 )]. 

The search algorithm of the AftS codehook is described in section 6.3. For unvoiced 

and silence frames. the adaptive cotlehook is disabled. 
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Different fixed codebook structure is used for unvoiced, silence, and voiced frames. 

The unvoicecl frames uses $single stage $-bit stochastic codebook containing Gaus- 

sian white noise sequences which are sparse (contains 70% zeros) with ternary-valued , 
samples and overlapped shift by -2 samples. The resulting codebook is compact, - 

and significantly reduces computat%on by allowing for fast convolu'tion and energy 

computation. 

Both fixed and adaptive codehooks are omitted for silent frames. The excitation 

vector wed to  reproduce the background noise is obt"ained from a stochastic coctebook 

using a pseudo-random index which can be id en tic all^ generated a t  the encoder and 

the decoder. 

The fixed cotlebook for voiced/ transit ion frames is bmetf on a multipulse approach 

using only two pulses encoclecf wit,h 9 hits for each subframe of 6 ms (18 samples). 

Details of the codebook are presented in section 6.3. + 

6.4.6 Gain Normalization 

~ & & t  ization can be done on the optimal gains direct iy. However. the optimal gains 

tend to  exhibit a large dynamic range and areenot conducive to  efficient coding. The 

gains should be quantized independent of input speech energ. and fised codevector 

energy. The optimal gairr. 4. espressecl in Eq. 1.10 c h  be rewrit ten using a normalized 

target vector. t,, , defined as 
i 

and a rrorrnalized filtered escitation ~ w t o r ,  g,. 

The optimal gain can he expressed as: 

Tt is more efficient t o  quantize the normalized gain, ijn, defined as 

t 
i n  = tn . Iln 
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The relationship bet,ween the normalized gain and unnorm&zed can then be ' 

written as 

The  normalized gain, ij,, is unaffected by scale changes in t or g. The norm of the 

target vector can be approxiniatect by 

where 

and s ( k )  is the first speech sample in the cu; 

frame by a logarithmic scalar quantizer. 

U e  can approximate 11111 1 as 

ll4l = ys . I 

rrent frame. C;,,,, is quantized every 

where y, is the gain of the synthesis filter given by 

Jl is t h e  order of the synthesis filter, and k, are the reflection coefficients. Equa- 

, tion 6.27 is derived from the miriimum mean square value of the prediction error for 

u .  In our case. Eq. 6.27 is only an approximation since the filter is optimized using - 

the autocorrelation method and is interpolated for each subfranle. Also. g does not 

match exactly with the prediction error because of the finite size of the codebooks. 

The d e t ~ l e d  quantization procedure is described in section 6.13.4. 

6.4.7 Adaptive Post-Filter E 

\\P use an adaptive post-filter similar to  that presented in [54] which consists of a 

short-term pole-zero filter based on the quantized short-term predictor cucfficients. 

followed by a pitch postfilter and an adaptive spectral tilt compensator. The pole- 

zero filter is of the form H ( z )  = A ( z / , S ) / A ( z / a )  where 3 = 0.5 and a = 0.8. An 

automatic ga'in control is used to  a\*oid large gain excursions. 
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The pit-ch postfilter is  given by 

where p is the ACB delay index and gpit is the middle tap ACB-gain-. Igpit is bounded 

7 by 1. The factor 7, controls the amount of filtering, and it has the value yp = 0.5. 

Tilt compensation is carried using the filter H t [ 3 )  
D 

where is a tilt factor, i-1 being the first reflecdon coeffitient calplated on the 

short term filt.er coefficients with 

where r h ( l )  and rh(0)  are the 0th and 1st reflection coefficients., The gain term gt , 

cornpensat.es for the decreasing effect of the short term postfilter. T ~ 7 o  values for 
* A - 

are used depending on the sign of k I .  If kl.is greater than 0, ~t = 0.9, else -it = 0.2. 
-%3 

6.5 performance Evaluation 

The pe;formance of the VR-CELP system was+evaluated throughout the development 

of the coder. At each stage, bath objkctive tests wing SNRs and SEGSXR~.  and 

subjective tests using informal listening tests were carried out. Different versions of 

the coder were compared with reference systems. The 6on;binations of parameters 

that yielded the best reconstructed speech qualit)' were retained.' The final system 

was evaluated using SNRs and SEGSKRs, and also using subjective mekn opinion 

score (510s)  tests. In the NOS. 20 untrained listeners rate the speech quality on a 

scale of 1 (poor quality) to  5 (excellent quality) a d  the results are avieragetl. Toll 

quality is characterized by MOS s u e  over 4.0. Relative differences as sn~al l  as 0.1 

110s have been found to be significant and reproducible. 

In order ti, show that the use of predicted vector irpproves the systenl's perfor- 

mance, our '-pulse low complexity codec was compared with a 13-pulse system. The 

FCB excitation for the latter system is generated from7a muitipulse codebook with 

3 unit amplitude pulses for each sybframe bf -18 samples. The pulse locations and 
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signs are listed in Table 6.6. A total of 12 bits/ subframe ( 5.41 I&/ s)  are needed to 

represent the 3 pulses i n s t e d  of the 9 hits/ suhframe (4.89 h / s )  used i ir  the 2-pdse 
- s 

system. Both coders use unquantized FCB &ins. ' 
a 

\ 

Table 6.0': 'Structure of the.3-pulse multipulse clebook k 

Table 6.7: SNR Results 

9 
. # Table k.7 lists the SSR and SEGSNR results on some tested files. Note that the 

i\ 

System 

2-pulse 
(with 
pred.) 

3-pulse 

file 111LOlBS.DCM processed with %-pulse system shows no degradation compared to 
r' 

the 3-pulse system. For other files listed in the table, the degradation is very snlall. \ 1 The 2-pulse system using the predicted vector offers near equivalent objective quality 

to the 3-pulse sxstem, hut with savings of 3 bits per subframe. 

in orde~,to test the effect of the predicted vector and joint op=timization, a typical 

speech file was processed using the high complexity VR-CELP coder, and a coder - 

irit hout the two innovat ions. 1:nyuantized codebook gains were used in both cases. 

Figure6.9 shows'the frame b~ frame SXR 6f the teconstructed speech using prediction 

and joint search optimization, compared to the SNR obtained without using t heke 

techniques. The top graph shows'the speech input, and the" bottom graph is the 

SNR 

7.21 
6.54 
10.72 
9.17 
7.64 
6. 
10.69 
S.8'ic 

SEGSNR 

5.89 
5.10 
5.96 
.5Ai 
5.98 
5-10 
6.02 

d r .5.,58 

Filename 

FlL31BS.DCM 
M1LOlRS.DCAI 

linfl 
a lin1-112 

FlL31BS.DCll 
MILO1 BS.DClM 

linfl 
linm2 

\ 

Male/ ~ e d y l e  
F 
hl 
F 
M 
F 
)I 
' F  
1 1 

\ 

. \ ,  , 
'\ 

\ -- 

'\ 

\ 
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corresponding SNR/SEGSNR of the reconstructed speech. As the figure shows, the 

&lid line, (SNRs from the system using predicted vectof and joint optimizationh is 
P 

- bnsistentlp above the dott;d line, (SNRs from the other system), Using predicted 
" .<'*, * - 
' vector and joint optimization a significant- inlprovenlent of quality in terms of the 

;Si- 
- S ~ R  is obtained for voiced frames and.some tl;ansit,ion frame3. 

- l S L  
0 2000 4000 6000 8000 loo00 12000 

Sample Numbei 

-51 I 
0 10 20 30 40 50 60 70 80 - 

Frame Nupber 

Figure 6.9: Frame by frame SSR (dB) - using prediction and joint 6ptimization: - -a  

without prediction and joint optimiza.t,ion 

: The quantization of the excitation coclebook gains is critical to  the overall system 

performance. In the high lcomplexity case, due* to  the large number o j  excitation . 
gains ( 3  ACB gains and 2 FCB gains). and ihe limited number of hits available, gain 

quantization may result in large degradations, despit the hard limits posed on the 

gains. Experiments were carried out to irivestiga A e he eRect of gain quantization. 

Tdde  6.8 shows the 'SNR/SEGSYR results before quant izat ion for VR-C'ELP-L and 
b 

L'R-C'ELP-H; and Table 6.9 shows the results after quantization for VR-CELP-L and 
* .  

VR-C'ELP-H. These two tables list the results from the sanle group of speech files. The 
I 

unquantized results show that VR-CELP-H ( using prediction and joint optimization) 

achieves 1.2-l.4dB improvement in SXRs, and 0.9-l.%dB improvement in SEGSNRs 

over VR-CELP-L. The improvement after quantization is in the r n e of 0.3-0.8clB in 
7 g  

SNRs. and 0.3-0.45dB in SEGSNRs (Table 6.9). Some of the imgrovement i s  lost in 
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-- - 

the process of quantizing the ACB and FCB gains. 
- 

Table 6.8: SNR/SEGSBR results before quantization 
5 

I 

FILE 

AIOS test was carried out. Comparisons were nlacle with QC'ELP. the variable sate 

standard for CDh1.4: DoD, the 4.8 kb/s Federal Stanc!ard 1016: and the improved 

- 
< .  

multi-band excitation (IMBE) standard at 4.1 kb/s. Tpble 6.!O gives the results of 

the subjective quality evaluation. The test was conducted with 20 participants (10 
9 

male. 10 female) listening to 8' sentences spoken by male and female speakers. Each 
b file contained two sentences spoken by the same talker sampled at  8 kHz using 16-bit 

-* 

samples. The average rate for QC'ELP for this particylar set of files was 5.53 kb/s. 

Table 6.11 gives the classificatiorl mix generated by the variable rate system and the 

average bit rate. I 
C 

7.98 5.97 
8.17 5.32 9.61 6.23 

P 

VR-CELP-L 
SNR SEG 

1 c 

VR-C'EhP-H 
SNR SEG 

FlL:31RS.DC'M (F)  7.37 5.81 8.06 6.:36 
hflL01BS.DCM ( M )  6.S4 4.78 7-29 5.21 
FlL34BS.DCM (F) 7.90 5.16 8.67 5-46 
A1 lL04BS.DCM (&I) 6.94 +5.12 7.25 .5..?4 

B 
+ Table 6.9: SNR/SEGSNR results after quantization 

0 . 
8 .  

To cornpqe the developed VR-CELP to other industry sta~~darcls. an informal 

FILE 

- 

VR$'ELP-L 
SNR SEGSNR 

- 
f. Table 6.10: YOS Results 

SYSTEhl 

VR-CELP-L 
VK-C'ELP-H 
QCELP 
INBE 
DoD 

VR-CELP-H 
SNR SEGSNR 

MALE 

3.:30 
3.43 

. 3/55 
2.97 
.:3.0-1 

FEMALE 

i3.21 

BOTH 
:3.2.5 

3.24 :3.3 -1 
:3.78 1 3.66 
3.16 

. :3.03 
3.07 
3.0:3 



I TALKER ' % V/T %UV ' O/r Sit. 96 RR (bps) 
' 

Male 42.2 20.5 373 - 2928 
Female 52.1 23.4 24.5 343 1 

- 1 . Both 46.9 21.9 31.2 :3176 
r 

Table 6.1 1: Class Statistics and Average Rate for MOS Files 

The resuIts in table 6.10 indicate that VR-CELP-I1 offers some improvenlent over 

VR-CELP-L in both male and female cases. The developed VR-CELP coder also 

achieved at an average rate lower than 3.2 kb/s. better quality than IMBE and Dod, 

both operating at significantly higher fixed rat&. The high complexity V ~ C E L P  - 

(VR-CELP-H) (3.43 hlOS) is only slightly worse than QCELP (3.55 MOS) in female 

files. Although QC:ELPvuses 5.5 kb/s as compared to 3.2 kb/s for om codec, the 

t difference is about 0.5 MOS in male files.' 



'Chapter 7 

Conclusions 

,At  rates between 2 kb/s and 4 kb/s. CELP systems stiffer from large amount of 

quantization noise due  t o  the  fact tha t  there are not enough bjts t o  accurately encoclg 
-% a 

the  details of the  wbveforrn. This  thesis investigates the  possibilities of using the  

ej is t ing information in the  resiclual signal t o  improve t h e  speech quality without 

adding more bits. T h e  two innovations used in the  coclec include prediction of the  

fixed codehook target vector and joint optimiz tion of the  aciaptiye anel fixed codehook 3 -Se 

search. The  precliction of the  fixed coclebook target vector is based on fixed coclebook 

select ions in previous subfrarnes and a running estimate for the  funtlamental frequency. 
1 

- 

Results show that  SFU-CELP-I1 obtained quality better than strindarcis such as IMBE 

and. ~ c i d  with considerably lower average rate. 
C 

The research resulted in a high-quality,'lr>w hit rate. variable ra te  C'ELP codec. ' 
e 

-, T h e  variable rate system operates a t  4.9 kb/k for voiced and transition fra~nes.  2.9 kb/s 

for unvoiced frames. and 667 b/s  for silp&e f rames  with an  average ra thof  about 3 

kb/s. A NOS test was conducted t o  compare the  clevelopecl speech coder with current 

speech communications ~tandarcls.  T h e  results show that  this low ra te  speech coder . 

has the  potential of achieving goocl quality speech at very low bit rates,. 
* a 0 

7.1 Suggestions for Future Work 

This sect ion provides suggestions for further research into several areas covered in this 

thesis. 



can be achieved by choosing the right post filter. 

* 

0 Conduct an detailed measurement of the coderg' computatiogal complexitie and 
- investigate the  possibility of using some complexity recluct ion. techniques in the 

high complexity version. 

e 

Further reducing the rate for voiced frames and write a L1 kb/s fixed rate coder 

with good quality. 
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