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Voice compression is an important ingredient in digital communication and voice stor-

~age systems. In the past decade, Codé Excited Linear Prediction (CE‘L'P) has become

the dominant speech coding algorithm for bit rates between 4 kb/s and 16 kb/s. How-
ever, for rates around 4 kb/s and below, CELP loses its competitive edge to spectral
domain coding. For many applications, an attractive approach for increasing system

capacity while maintaining good quality is to allow the bit rate to vary according to

“the input speech characteristics. The corresponding codecs are characterized by their
! | ,

average bit rate and belong to the Tlass of source- controlle(l variable rate codecs.
Source-controlled variable rate speech coders have been applle(l to digital cellular

communications and to speech stor age systems such as voice mail and voice 1esponsc

'eqmpment Replacing the fixed-rate coders by variable-rate coders results in a 51gmf—

icant increase in the s system capaCItv w hlle maintaining the desired quaht) of: qenfce

This thesis presents a variable-rate CELP system which achieves good communica-
tions speech qua.liity at an a\fera.ge rate of about 3 kb/s based on a one-way conversation
with 30% silence. The codec operates as a source-controlled variable rate coder with

rates of 1.9 kb/s for voiced and transition sounds, 3.0 kb/s for unvoiced sounds and

670 b/s for silent frames. The appropriate coding rate 1sabelected by analyzing each

mput speech frame using a frame classifier. The codec uses a modular design i in ‘which

the general structure and coding algorithm is the same for all rates. All conﬁgmatlons

are based on the syvstem with the highest bit-rate. The lower bit-rates are, obtained

by varying the frame/subframe sizes, using different todebooks for quantization, and

in some cases (l\isabl'ing codec components. ,
The predominant source of quality degradation at rates around 4 kb/s or lower for
CELP systems is.the inadequate modeling of the pitch lag correlation which results

in noisy reconstructed speech. We address the problem by using new techniques
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-~ including [5rediction-of the ﬁged codebook target vector and joint optimization of the

“adaptive and ’%kecf codebook search. The prediction of the fixed codebook target

vector is hased on fixed codebook selections in previous subframes and a- running.

estlmate for the fundamental frequency. Results are presented which” mdlc,ate that
the variable rate system at an average rate of less than 3.2 kb/s, achieves better
'qualltv than fixed fate standard codecs with rateq m“the range 4 - 4.8 l\b/s on the

»

speech database tested.
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Chapter'l D S

o

Intfoductidn

The history of speech research began near the end of the VIS_th century \vit'h.analog
processing techniques. The invention of PCM in 1938 and the developnient of digi-
tal circuits and computers has enabled digital processing of speé(;h and has brought’
about thé remarkable progress in speech. information processing. In recent vears, the
rescarch activity directed towards the compression of digital speech signals has been |
devoted to new technologies for gobd‘ uality speech coding at very low bit rate [3].

T(Ejnications using both wireless and wireline

While the bandwidth available for con

channels has grown, consumer demand for services utilizing these channels has con-

~ . * sistently outpaced growth in channel capacity. Rapid development in both algorithm

software technology and the DSP VLSI technology has made higher capadty for voiced
communigcations at reduced costs possible. Low rate speech compression has become
the core of most new communication system in PSTNs, diggital cellular and mobile
communications: videoconferenceing, ISDN and multimedia applications.

Much of the‘l'ecent research in low rate speech coding has centered around pre-
dictive coding tgchniqu_és. The most widely studied and in'lpleniented speech coding
algorithm in the past decade, Code-Excited Linear Prediction (CELP). belongs to an
important family of predictive speech coders, analysis-by-synthesis (A-by-S) coders.
"A-by-S speech coding is based on a simple speech production model. The model pa-
rameters are extracted through an optimization procedure which compares the syn-
‘thesized speech with the original speech. CELP exploits a perceptual quality criterion
which enables it to offer superior quality compared with olher coding methods for bit

rates in the range of 3.3 kb/s and 16 kb/s.
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The dommance of CELP speech (odmg algouthm is made evident by its adoptlon :
for several major telecommumcations smndald% in¢luding: Feclelal Standard 1016

the United States Department of Defense (DoD) standard at 4.8 kb/s [74]; VSEL P

the North American digital cellular standard at 8 kb/s (2], the low- delay telecommu- - B

nications standard at 16 kb/s, and CS- ACELP Cho,sen by Inter natlonal Telecommu- '
nication Union (H‘L ) as its.8 kb/s standard. A

Maintaining acceptable level of voiceéquarlity while makimizing‘caPacity 1s an im-
portant aspect of speech compression applicatiom such as voicé communication net-
works and storage sy stem Many of the existing CELP algorlthmq transiit at the
hlghest bit rate that is required for a'given speech quality regardless of the epeeclx
input. In applications such as voice storage, there is no restriction on a fixed bit-rate.
Variable rate speech coders exploit two ifnportant characteristics of speech communi-
cations: the large amount of silence durihg conversation, and the large local changes in
the minimal rate required to- achleve a given speech reploductlon quality. Variable rate
speech coders can be (llVlded into three main categories: source controlled, where the
bit rate is determined b/ the short-term input speech statistics: network-controlled.
where the bit rate.is determined by nétwork;.and channel COIltl‘O“é(l, where channel

state information determines the data rate. Variable rate coders can achieve signifi-

-cantly better speech fidelity at a given average bit-rate than conventional fixed-rate

" coders.

1.1 Thesis Objectives ,
Variable-rate speech coding has impofltant appligations in speech storage and digital
communications. Generally, for any storage or communications Systém \.vhere 'the
capacity is determined by; the average coding rate, variable-rate Codiilg has signiﬁcanl.
advantages over fixed-rate coding. Even though C‘ELP coding offers high quality
speech at rates between 6 kb/s to 16 kb/s, for rates z'u'ouynd + kb/s and belaw, it
loses its Compétitive edge to spectral.domain coding. The research work described
in this thesis is focused on modifications and additions of-the CELP algorithm using
techniques such as variable-rate coding to make it a viable solution for systems with
rates below 4 kb/s.

This thesis presents a high quality, low complexity variable-rate CELP codec with

-
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an average rate of about 3.2 kb / s based on a‘one-way conversation with 30% silence. "
- The codec operates as a source-controlled variable rate coder with rates of 4.9: kb/s
fory'oicéd and transition sounds, 3.0 kb/s for unvoiced sounds and 667 b/s for silent.
frames. The codec zconﬁguvrat,ion and bit-rate are'seletted on a frame by frame basis.
using a.frame-classifier. '

New techmques used i m the codec include prediction of the. ﬁ‘(od Codebool\ target.

vector and joint optumzatlon of the adaptive and flxed Codebool\ search. One of

.. the problems of low-rate CELP codecs is the residual plt.ch correlation which can be -

observed in the fixed-codebook target vector. To use the residual information left in
the target vector without increasing bit rate. a predicted fixed-codébogk vector is used.
The predicted vector is based on fixed codebook se.lect.ions in'pre:vious subframes and
a running estimate for the fundamental frequency. Informal subjective testing (MOS)
indicates that the proposed codec,.at an average rate of less than- 3.2 kb/s. achieves

better (lyla,llt) than fixed rate standard codecs with rates in the range 4 - 1.8 kb/s.

%

1.2 Thesis Organization
4 (‘hapter 2 is an overview of speech coding. Included is an introduction of tHé perfor-
mance criteria of speech codecs. a»b'rief review of common signal processing techniques
used in speech coding, and a sumhmr'y of éurl‘entrspeech coding systems. Chapter
3 presents the multi-pulse linear ;)redictionl coding ( MPLPC ) speech coding algo-
rithm while chapter 4 describes CELP speech coding algorithin in detail. Chapter 5
contains an overview of variable-rate speech coding. The variable-rate CELP codec
developed at SFU is pleqented in Chapter 6. The final chapter. ('hapter 7. contains

the e‘(pellmental results and comments for future work.

e
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-

Speech Coding

2.1 Introduction

Speech coding may be defined as a digitalA1‘6;)1‘esellta}i01l of the speech sound that pro-
vides efficient storage. transmission, recovery, and perceptually faithful reconstruction
of the original speech..Specifically. speech coding reduces the number of bits required
to adequately represent a speech signal and then expands these bits to reconstruct
the origina.f sI;eech wvithoutv significant loss of qualit;\"'. In recent years. speech coding
has become an area of intensive research because of its wide range of applications,
and also the exponential increase in digital signal processor (DSP) capabilities. which
allows complex spe'ec'h-coding algorithms to be implemented in‘real‘-t.i'me.' Most work
in this area has been focused ‘on typical telephone speech signals having a bandwidth
from about 200 Hz to 3400 Hz. More recently, wideband audio coding for high-fidelity
reproduction of voice and music has elllefge(l as an important é.('t.i\"it.y.

All speech coding systems involve lossy, compression where the reconst ructed
speech signal is not an exact replica of the original signal and thus causes degradation
in gnality. Depending on the application, somie degree of degradation is tolerated
when the cost of the speech coding system, which may concern complexity. bit-rate,
delay or any combination therein, is factored in. To maximize voice quality and min-
imize system cost. the designer of any communication system must strike a balance
between cost and quality.

“Speech coding systems are evaluated by criteria such as transmission rate and the .
B . [2
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implementation co;nplexity” ‘With growing demand in systems that ‘transmit and re-

ceive in real-time, delay has also become an important criterion. In a complex dlgltai o

communications network for example, the delay of 1 many encoders add together trans-
formmg the delay into a significant impairment of the eystem The moet 1mp0rtant
criterion;;however, is the quality of the reconstructed :speech A A

In speech coding, obtaining an objective measure that will correctly reflect the
subjective human perceptio4n of speech -.qualit)i' is a difficult task. The simplest and
“the most used objekgti';'e quality criterion the signal-to-noise ratio (SNR). If z(n) is
the sample ' input §péech. and r(n) is the error between »(n) and the reconstructed

speech, the SNR is defined as

[ M)

&

SVR =10log,g-%. ® (2.1)
B10 3

where 02 and o2 are the variances of x(n) and r(n), respectively. A better assess-
ment. of speech quality can be obtained by using the segmental signal-to-noise ratio
(SLGS\R) The SEGSNR compensates for the low weight given to the low-level sig-
nal performance in SNR evaluation by computing the SNR for fixed length blocks.
eliminating silence frames, and taking the arithmetic average of these SNR values
over the entire speech file. The block of speech is considered as silence if its average
signal -power is 40 dB below the average power level of the entire speech file. -Un-
fortunately. SNR and SEGSNR do not Eel'ia:bly predict the subjective speech quality,
especially for rates below 16 kb/s. The mean opinion score. (MOS) is an alternative
approach to obtain subjective quality evaluation by averaging the scores given by a
panel of untrained listeners. The speech signal is graded on a scale of 1 to 5. Typi-
callys an average is done over 30-60 listeners and®oll quality. the quality required in
commercial telephony, is rated 4.0 or above. When scores are brought to a cammon
reference. differences as small as 0.1 are found to be significant and reproducible [4].
The (liagnost‘fic rhyme test (DRT) and the (llagno%tlc accq)tablht\ measure (DAM)
are tests designed to evaluate low-rate speech Codmg systemns (1.8 Lb/s aud below). -

Details of these tests can be found in [, 6]. )
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2. 2' Slgnal Compressmn Technlques

*

| Digitized speech is produced by sampling fo]‘lowe(—l by quantization of the input analog

speech obtamed f1 om mlcrophones or similar devi ices. Time discretization of the input
9peech is done by Sarnphng Samphng is a lossless process as long as the conditions
of the Nyquist sampling theorem are met [7]. For telephone-bandwidth speech, a

sampling rate of 8 kHz is used. Amplitude discretization is done by quantization, an

~ information-lossy operation. Quantization transforms each continuous-valued sample

Into a finite set of real numbers. A speech coding system contains an encoder and a-

>

“decoder. The encoder digitizes and quantizes the input analog speech, and coding is

)erfomle(l on the ¢ uantlzed signal to compress the signal an(l tmnsmlt it across the
i ! gn i g

“channel. The decoder decom;ﬁ\(gsqes the encoded data and Ieconstructs an approx-

1mat10n of the original speech.™ This section includes a brief discussion of the-data

(omplmsmn and quantization techmques use(l in speech coding.

]

'2.2.1 Scalar Quantization

A scalar quantizer is a many-to-one mappmg of the IPdl axis into a finite set of real

numbers. The (1uantlzel equatlon 18

QY=Y YE Y, Ys -y (2.2)

.=where @@ denotes the quantizer mapping, x is the input signal, and y,. & = 1,2..... L,

are called the (uantizer output points, a set of real numbers. The output points are

chosen to minimize a distortion criterion d(.r.yx). The complete quantizer tﬁ[uation

“now becomes

Q(r) =yr., k=ARGMIN;d(x,y;). (2.3)

where the function ARGMIN; returns the value of the argunient j for which a min-
imum is obtained. The real axis is"divided into L non-overlapping decision intervals

[v;-1. ;)]0 = 1.2, ... L. The quantizer equation can then be written as

Qo) = yee iff 7 € [xorori] N (2.1)

The output y; is chosen as the quantized value of x if it satisfies the nearest neighbor
rule, which states that y; is selected if the corresponding disfortion d(r. yi) is minimal.

The real axis is divided into L " +

N
- A*ﬂq
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Assume that r is a zero-mean statiénary process with a given probability deri-

[

si}ty function (PDF), p,. An optimdl quantizer should minimize the variance of the -

quantization error, g,

It is easy to show that an optimal quantizer should sat‘isfy the followil’)gd‘bnclitio;ns,

3, 9] A

7 L p
Iy = %(yk + Yk+1) for k=12, [ -1 (2.6)
ye = E{x/a € [groy i)} for k=1.2...L, )
with ro'= —oc and rp = oo. In most practical cases, the above svstem of equations

can be solved iteratively using. Lloyd’s iterative algorithm [8]. Lloyd’s algorithm is a

particular case of the vector quantizer codebook optimization algorithm:

2.2.2 Vector Quantization

The basic idea of vector quantization is contained in ‘Shannon’s source coding theory
[10]. Vector quantization was first ;used in speech coding in the 1980s.

A vector quantizer (VQ) is a:ma.pping from a vector z in the k-dimensional Eu-
clidean space R* into a finite set of output vector’% C = {‘lj'j = _1.2,...,;\7}.._'(" is

called the codebook. and aparticular codebook entry. _zj_J is called a codevector.

The quantized value of z is denoted by Qfz). A distortion measure, d(z, Q{z)). is

used to evaluate the performance of a VQ. The most common distortion measure in
waveform coding is the squared Euclidean distance between r and Q(.r). |
Associated with a vector quan.tizer is a partition of R* into .V cells. §;. The sets
Spform a partition if SiNS; = 0 for i # j, and UL, S; = R*. The quantization
:
process can be'written as - o

re s = Q) = ¥,

—
&
-~1

S

For a VQ to be optimal. there are two necessary conditions
1. For a given partition S;,j = 1, 2. .... N, the codebook must satisfy tlie centroid

condition

-

y, = E{z|lr € 55} (2.8)

2. For a given codebook, the partition should satisfy the nearest ncighbor condition

S;C{aice R o Y, <l x~y_llany=}. (2.9)

&= B¢} = Blz - Q). (25)

N

e
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ThlS is a genela.h?atlon of the optlmallty condltloﬁb given for a bcalar quantlzel "The
generalized Lloy (I\-\\Iax algm ithm [8] can be used Jto design an opnmal codebooL for
a given input source, \In thls method, training daf& are clustered into nonover Iapped'v
groups. and corresponding centr01cls which mmumze the average distortion are com-
puted. These centroids arithen stored as code \e(ttom The average distortion can be

- monotonically decreased by the iteration of codt‘bool\ renewal, and a locally optlmdl

\‘. v"

solution can be obtained. . D i
\\‘\* i

‘\

2.2.3 Linear Predlcthn in Speech Codlng

Linear pI‘C’(ll(‘thﬂ is a data compression techmque in which the value of each input

. . . N
sample is estimated by a l,mear combination of a/ finite number of past input samples:

‘M

lw) Zh“ ,?‘ : . (2.10)

where h; are the lineasprediction coefﬁments; and M is the predictor order. The

coefficients hy are-chosen to minimize the prediction error

e(n) =..1'(n_) —-"’j'(n) | ‘ (2.11)

* For a stationary process, the coefficients will be chosen to minimize the variance of

the prediction error : f

= E{en) = E{le(n) — 0]}, SNERE

&

- By setting '_'I?I = 0. we can derive the orthogonality principle:
E{e(m)x(n—k)} =0, k=1.2...M (2.13)

By replacing e(n) in Eq. 2.13 by equatiofns 2.10 and 2.11: a system of M linear

equations with M unknowns is obtained:

o -

A
> hire () — k]) = s 20 Co(2.14)
1=1

-«

equations. *The equations can be written in vector form

QW]
o —
it
~—

Rl‘-r/_':Lr (
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where K., is the autocorrelation matrix,

.}l.,(()) g rrr(i)» Cre(2) _.Q.',z~rr(lc—1),_'
rrl‘(l) ’ T‘H‘(O) ] %Trr(]-) o rrr(,""z)

| relh=1) ek =2) ralk=3) . ra(0) ]
, : - S . (2.16)
and h = (hy, ko, ... h;\')T,I£ = (rrl(l) ree(2), ey ren(K))T. ~\lthough the matrix R,
1s typically positive- deﬁmie for nonzero speech signals, some qpeech coding sy stems
add a small positive quantity to the main diagonal of the matrix Yetore Eq. 7 A5 1s

solved, for the case when R, is ill-conditioned. The solut.lon for (F\itlmal linear

prediction coefficients is given by
* ’ x,

h=R]l'r, . S (27

The matrix R;, is Toéﬁlit.z and symmetrical allowing cohvi’p'utationally efficient pro-
cedures. such as the well known Levinson-Durbin algorithm [12, 13, 14]. to be used
_fqr matrix inversion. o, }

The linear predictor can be considered as a digital filter with the input «r(n). the
output ¢(n). and the system function given by:

M . o |
z)=1 ——Zh;:"‘ _ i (2.
=1 .

”~

I
—
o
v’

The optimunvinfinite-order linear predictor transforms a stationary signal into a white
noise process, as a result-of the orthogonality principle. and it is sometimes-called the
L;‘/Ii(f ning filler. Also, this optimum predictor contains all the information regarding
the signal’s power/ spectral density (PSD). In practice, for speech signals. a finite
order predictor of order 10-20 is- usually needed to obtain a good estimate of the

speéch waveform. On the other hand. the filter 1/A(z)~ will transform the white

noise signal back to the original signal x(n). The filter 1/A(z) is called the inverse

filter.

Autocorrelation and Covariance Methods ’ >

The derl\atlon of linear predlctlon equations in the previous section is based on
the assumption that the mput signal is a stationary random process. Speech signal is

not a stationary process. One possible approach is based on the local stationary model




=
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of the speech sign'eixl;‘ 'Iﬁ the local stationary appfoa(:h, the a(utocofrelatiton function is
estimated llsing‘a'?ésigna} ség‘rﬁént' assumed to be a realization of an efgédic proéeSs; -
this signal segmenf is obtained by applying a rectangular window to the input signal, |
r(n). Because a rectangular window has high spectral sidelobes, a smooth: wmdow
w(n), such as the Hamming window is used to obtam a better spectral estlmate The

equations _.14’an'd 2.15 in the previous section can then be rewritten as

M ’ ’ A o ,
2 hiruea(li = ) = ru”(/\) F="1,2., M. (2.19)
=1, , . ' ,
N . . . . >
" where r,,,(k) is the windowed autocorrelation function, and '
Rwrrll =Trur B . (220 )

where R, ., 1s the autocorrelation matrix of the wmdowed qlgrlal an(l I ig the corre-

sponding autocorrelatlon vector. ThlS solution is called the dutocorrclatlon method.
\*thou‘l making any assumption about the given speech segment. the covariance

method results by minimizing the prediction error for each frame. The short-term

2 is*given by

no4+N <1 : Mo 1%
2 = Z [a‘(n) -Z hpr(n — l\;_)] . (2.
: k=1

A=ng

mean square(l error, €

o~

(4

—
~—

The optimal predictor coefficients are obtained by taking the derivatives of ¢? with -
respect to hy. k = 1.....M, and setting them to zero. The following system of M
equations and M unknowns, hg. is obtained:’

Al

2 0nelj- k)i = 0.0/, 0). , (2.22)
k=1 .
J = 1.2..... M. where
L ’ o f;=no+lV;i — |
o) =" 32 a(n—j)a(n~k) (22
onmm L, -
for ),k =1,2... \] -The sy stem of equatlom can be efficiently solved by the ("holesky

.

decomposntlon met hod.
When the speech segment is short and has temporal variations. the covariance

method produces slightly better results [15]. However, the computational Compl(‘xity




CHAPTER 2. SPEECH CODING Cu

»

of the covariance method is si’gniﬁca_ntly larger than the autocorrelation method. The~"
number of multiplications, divisions, and square-root calculations in Cholesky decom-
position are (M?+9M? +2M)/6, M, and M, whereas the number of mulmpllcatlonsl A
and divisions in the Durbin’s method are M2 and M [11]. Another 1mp01tant advan-
tage the autoconelat]on method has is that it always results in stable inverse filter,
- 1/A( é), which'1s used to svnthemze speech [4], while the covariance method needs a

stabilization procedure to ensure a stable filter.

2.2.4 Pitch Prediction
. The lineay predictor given by equation 2.10 is called a short-term predictor. Because
a significant peak in the autocorrelation function occurs at the pitch period, k. the. -
prediction of the current sample. z(n) can also be carried out by a COIllbinatiOHjOf the
samples at pitch’period intervals. The pitch predictor equation is given by

. "

M
r(n) = Z agr(n —k, — k). . | (2.24)

k=—M,

As before, tlﬂle prediction error can be defined by e¢(n} = x(n)—r(n). and the prediction
coefficients can be computed by minimizing the mean squared error. using either the -
covariance or the autocorrelation method. |

In spéeclvl coding, it is found that good prediction results can be obta‘in\'ed usimg
a o.n’e—tap predictor (M = Oj, or a three-tap predictor (M = 1). A three-tap pitch
predictor may provide prediction gains of about 3 dB over a one-tap predictor [19, 20].

A one-tap fractional pitch predictor [16] can also be used to abtain similar results as

the three-tap predictor.

The design of the pitch predictor requires the measurement of thie fundamental fre-
quency (pitch). Several difficulties exists in extracting pitch from the speech waveform
[11]. First, vocal cord vibration does not always have complete periodicity. especially
at transition souph(ls. Second, it is difficult to extract the vocal cord source signal from
the speech waveforin separated from the vocal tract effects. Third, the dynamic range
of the pitch period is very large. Major errors in pitch extraction are pitch doubling
and pitch halving. - ’ .

Major pitch extraction methods can be grouped into waveform processmg cor-

relation processing. and spectral processmg [11]. The \\a\eform,plocessmg group




<

data reduction method and zero-crossing count method.. The correlatioli processing

?

‘group’ contains the techniques which are most widely used“ir\r digital signal process-

where M is the filter order. From 2.25 we compute the polynomialg P(z) and Q(z): -

CHAPTER 2. SPEECH CODING . - R

P

is composed of methods for detecting the periodic peaks in the waveforms, such as

ing of speech, because the correlation processing is unaffected\T‘)y\ phase distortion in'*
; N S
the waveform and it can bé realized by a relatively simple hard\\\are Conﬁgm‘atlon

Methods in this group incltide autocorrelatlon method, modified corlelatlon method, -

simplified inverse filter tracking (SIFT) algouthm and average magmtude\dlﬂeren-
tial function (AMDF) method The spectral processing group includes methocls\su(h
as the cepstrum method, “and the period histogram method. These methods are deﬂ\ R i

scribed in detail in [17, 18. 20]. “ : . o N

2.2.5 Alternative Representation of LPC Coefficients

In speech coding systems. it is generally required that a set of p}arame.t‘ers repre.;enting ‘
the all-pole short-term filter be quantized. %‘Howéver,_thje LPC coefficients h; are never
quantized directly due to unfavorable quantization properties: ‘the coefficients have a-
wide dynamic range that would require a large number of bits per coefficient, and the”
directly quantized coefficients may result in an unstable inverse ﬁlter Fwo important
alternative 1ep1esentat10ns%’e reﬂectlon coefficients and Line Spectrum Pairs (LSP). E
Both of these representations prowde simple stdblht\ checks: t_hﬁ absolute"\ aluo of‘ -
all reflection coefficients must be less than one, and the ‘line spectlum palrg‘m.‘ust
monotonically increase in frequency. Most of the recent’work in LPC quantizatian ,
has been based on the quantization of line spectrilm pairs (LSPs) [21]. - N
The LSPs are related to the poles of the LPC filtér A(=) (or the zeros of the inferse

filter 1/A(=)). The LPC filter is given in the z-domain by . '

-

I
(S
ot
Nl

AR =14 h! -i—...-{:h“:"‘" (2,25

t ) e

P(z) = A(z) — M Ay L (2.26)
and o ‘
Q) L AE) + AT (2.27)
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Figure 2.1: Simpl‘lﬁed speech production mode]

. AN s 7

4(:) can be recovered from P(z) and Q(Z)'by c . : )
L PEHQE) : e
. AR)=—5— P (2.28)
The polynomial P(z) has a real root at = = —1 and all the other roots complex.
while Q(:) has one real toot at = = 1-and all the othef rootsr‘omple‘( These roots

of P(z)and Q(z) all lie on the unit circle, ad(lltlonall\ the roots of P(: ) and Q(=
alternate on the unit circle.- The latter plopelt\ of the roots is a necessary an(l‘
sufficient condition for the stability of A(z). Since the roots are on a unit circle. they
can be written as (j“”. The angles w ;1re the line spectrum pairs. The LSP coefficients
have approximately uniform spectral sensitivities as: well as'(good quéntization_an(l

interpolation properties [21. 22]. Thé‘i,,SPs can be eaéily transformed back to LPCs

using the following equations: o - , ' ‘ -
. a2 ‘
| P(z)=(1- '1) H - 2z7 (“os(g,) + 7% =
. , M/2, - “
Q=) = (1+ =) [ (1 = 25" cos( fi) + =72) Coo30)
‘ i=1 S

where w; = f; or g, (LSPs).

2.3 S,;peech'quing Systems

Many advances in“speech coding are related to the introduction of a simple, mathe-

matically tractable. bllt\iﬁill\l'ealistip specech production model. shown in Figure 2.1. >

ow

The nrodel includes an excitati(\)‘ﬁ“‘veﬂerator and a vocal tract miodel. The e\;citation

aenelator models the effect of the air ﬂowmm\of the lungs thlough the vocal cords.

The e\crltatlon generator ma\ operate in one of t\\o mbda% quaﬂ penodl( excitation

for voiced soun(ls and random excitation for unveiced sounds "The \O(‘dl tract model

)
®

s
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includes the effect of radiation at the lips and is represented by a time-varying filter.

It is assumed that the parameters defining the.vocal tract model are constant over

time intervals of typically 10-30 ms [4]. In.most speech coding algOri‘thms,’the signalis 7

processed by a fixed segment extraction te_chnique; where the speech signal is divided

into segments (frames) of fixed length N starting at an arbitrary point.

This simple speech pmdfléi.ic;n model has several limitations. The vocal tract -

parameters vary rapidly for transient speech, such as onsets and offsets. The excitation
for som& sounds, such as voiced fricative, is not éasil_y modeled as simply voiced or
unvoiced excitation. Finally, the all-poll ﬁlfe_‘r used in the vocal tract model does
not include ?el‘(;s. which are needed to model sounds such as nasals. However. even
with these disa(lvantéges, this simple speech production model is the basis for many
practical speech coding algorithms. . ' :
There are two main classes of algorithms used for speech coding: waveform coders
and analysis-synthesis coders or vocoders (a contraction of “voice caders™). The
objective of a waveform coder is to produce a digital representation of the input
signal that allows 4 precise reproduction of the waveform in the time domain. The
analysis-synthesis coders. on the other hand. attempt to re-create the sound of the
original speech signal by extracting a set of perceptually significant parameters from
the input signal which can be used to synthesize an output signal that is accéptab’le to

a human receiver. Vocoders are sometimes called parametric coders for this reason.

Waveform coders are generally signal-independent, while analysis-synthesis coders .

are based on a model of speech production and hence are signal dependent. Analysis-
syvnthesis coders operate at a lower bit rates than waveform coders at the expense of

fundamental limitation in subjective speech quality.

2.3.1 Analysis-Synthesis Coders

The speech coders for rages lower than or equal to 2.400 b/s are all analysis-synthesis
céders. The performance of these coders is characterized by speech-speéi,ﬁc’Criteria
such as DRT. ::\nalysi.s'-sy\nthesis coders fvocoders) use a mathematical model of hu-
man speech reproduction to synthesize the sl;eech. Parameters specify'ing‘the model
are extracted at the encoder and transmitted tof'the decoder for speech synthesis._

The first known analysis-synthesis (A—S) speech coding system, and also the first
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Figure 2.2: Simplified block diagram of LPC vocoder.

example of speech coding system in history, is the channel vocoder [23]. Later. linear:

prediction modeling led to an improved A-S system - the LPC vocoder [24]. The
LPC vocoder uses the speech production model in Figure 2.1 with.an all-pole linear
prediction filter to represent the vocal tract. This model is used in the LPC' vocoder
shown in Figure 2.2. The transmitter of the LPC vocoder computeg" and quantizes
the optimal linear prediction coefficients, a gain factor. and the pitch value for each
speech frame. The auvtocrrela,tion or covariance method is used to find the prediction
coefficients. the predict"n Qefﬁcients are trahsformed into reflection coefficients or
log-area ratio tobe 'qua.ntizc%‘.) The decodeér decodes the parameters and svnthesizes
the output speech.“T};pical LPC vocoders achieve very low bit-rates of 1.2-2.4 kb/s.
However. the synthesized speech quality is unnatural and does not improve signifi-
cantly if the rate is increased. .. |

Recently, an important class of parametric coders called sinusoigdal coders has
emgrged. Sinusoidal speech coding is based on the sinusoidal speech model of Figure
2.3. In sinusoidal coding'., speech synthesis is modeled as a sum of sinusoidal gonéra't':)i‘s

having time-varving amplitudes and phases. The general model used in sinusoidal

4




~CHAPTER 2. S’PEECH CO’D[NG

J\

- Reconstructed -
Phase :
Information |- \/\ Speech
an) ——
“win) .
Sinusoidal
Generators
Figure 2.3: Sinusoidal speech model. >
coding for the synthesis of a frame of speech is given by
L ' . , i
s(n) = A(n) cos|wi(n) + ol n=ng....ng+ N 1. (2.31)

=1

where. L is the number of sinusoids used for the synthesis in the current frame. A;(n)
and a:‘I(n) specify the amplitude and frequency of the {** sinusoidal oscillator. and o,
specifies the initial phase of each sinusoid.

Multi-band excitation coding (MBE) and sinusoidal transform coding (STC) are
two well-known harmonic coding systems where the sinusoidal model is applied di-
rectly to the speech signal [25]. Time frequency interpolation (TTI) uses a CELP

~codec for encoding unvoiced sounds. and applies the sinusoidal model to the excita-
tion for encoding voiced sounds [26]. Spectral excitation coding (SE(‘) [27] applies
the sinusoidal model to the excitation signal of a LP synthesis filter. A phase disper:
sion algorithm is used to allow the model to be used for voiced as well as unvoiced
and transition sounds. These systems op’erz.tte in the range of 1.85-1.1 kb/. and show
poténtial to outperform existing code excited linear prediction codecs at the same low

*
rates.
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2.3.2 Waveform C_(ﬁe‘;é\"\( | I

The majority of speech coders in the range of 5 kb/s to 64 kb/s are Wéveform coders.

The quality of these coders is well characterized by the SNR or the SEGSNR. The

_simplest waveform coder is pulse code modulation (PCM) [20], which combines sam-

pling with logarithmic 8-bit scalar quantization to produce digital speech at 64 kb/s.

. Differential PCM (DPCM) [20] is a predictive coding system that uses a short-term

fixed predictor adaptation and a fixed quantizer. Adaptive coding systems may be

obtained from DPCM by introducing predictor adaptation, quantizer adaptation, or
both. CCITT 32 kb/; speech coding standard is based on ADPCM. ADPCM at
32 kb/s achleves toll quality at a cynmimications delay of one sample, and very lotv
complexity. However, the quality of ADPCM at rates below 32 kb/s degrades qulcl\l\

and becomes unacceptable for man) appllcatlons

2.3.2.1 Analysis-by-Synthesis Speech Coders

Analysts-by-svnthesis (A-by-S) coders are sometimes viewed as "hybrid” systems be-
cause they borrow some features of vocoders, but they basically belong to the class of

waveform coders. Linear Prediction based A-by-S (LPAS) is the most widély studied

and implemented speech algorithm for ratesn the range of 2.4-16 kb/s.

In A-by-S, the parameters of a speech productiorr model are selected by an (;pti-
mization provcedure which comparés the synthesized speech with the original speecli.
The resulting codecs combine high quality typical of waveform coders with high com-
pression capabilities of \ocodels ‘The performance of these coders can” not be simply
measured by mean square error (\ISE) or another similar objective criterion such

as SNR or SEGSNR. The optimlzatlon procedure is based on pelceetuall_\ welghted

- mean square error minimization.

A LPAS coder has three basic features [3):

1. Basic decoder structure: The decoder reconstructs Spee(h with the excitation

signal ;nd swnthems filter parameters recewed from the encode

-
r &

Svnthesis filter: The synthesis filter is lin,ea.r—pre(lict.ion based and is updated

(S

periodically with parameters determined by linear prediction analysis of the
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- Figure 2.1: Generalized analysis-by-synthesis system block diagram.
\ - current frame of the speech waveformn: the filter maps a relatively flat-spectral-

X L : . C
magnitude signal into a signal with a spectral envelope that is similar to those

of the original speech. -

3. Analysis-by-synthésis excitation coding: The encoder selects the excitation sig-
nal by feeding the candidate excitation segments into a replica of the svnthesis
filter and selecting the one that minimizes a perceptually weighted measure of

distortion between the original and the reproduced speech frames.

Figure 2.1 shows a block diagram of a general A-by-S system based on the simple
speech production model of Figure 2.1. The excitation generator produces a candidate
excitation sequence u(n) by reading values from an excitation codebook. The spectral
codehook contains sets of parameters for the synthesis filter which may cbntaiﬂn short .
or long term predictors. This excitation signal is scaled by the gain ¢ and passed .

through the synthesis filter to generate the waveforms. y(n) which are compared with

¢
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the original speech segmen’t, apd the exéitatiroirl‘v'c'odebook i’ﬁ(viricfes'wlrlich gjﬁoducé the

minimum weighted perceptual error‘a.ré selected and transmitted to the decoder. The
decoder regenerates the excitation seqhéncé dqd the synthesis filter identical to the
encoder and reconstructs the speech : |

A key element of LPAS codmg is the use of perceptual W elghtmg of tho error signal
for selecting the best excitation and synthesis filter codebook indices. LPAS coding

minimjzes the following criterion
lewll? = [IW5(2) = W, (H(gut)| (2.32)

:\'here €. 1s the perceptually weighted square error, W is the weighting ﬁlér oper-
ator, H; is the inverse filter transfer function, u{ is the ith excitation vector in the
codebook. and g¢-is the gain. The weighing filter emphasizes the error in frequency
bands where the input speech has valled\;s and de-emphasizes the error near spectral
peaks. The use of the weighting filter is based on the® auditory masking character-
istics of human hearing. The effect is to reduce the resulting quantization noise in
the valleys and increase it near the peaks, so that the low-level noise under the noise
threshold. which is related to the spect‘ra‘l envelope of the speech. c&n not be heard
[28]. Better perceptual performance, therefore, can be obtained b}; modifving the flat
quantization noise spectrum into a spectrum which resembles that of speech [29, 30].
This is accomplished by feeding back the error through the weighing filter. For an
all-pole LP synthesis filter with transfer function of A(z), the weighting filter has the

¢

transfer function

A(= ' :
Wiz) =) 0<y <1 _ (2.33).
(/) i
The value of y is determined based on subjective quality evaluations as described in

[30].

" The first effective and practical form gf LPAS (:oc‘lei"\\'as multipulse LPC (MPLPC)
introduced by Atal and Remde+[31]. In 1986, a simplified version of MPLP(', regular
pulse excitation (RPE) coding, was introduced in [32]. MPLPC and RPE coders are
describea in detail in the next chapfer. The most popular LPAS speech coder in the

recent years is code-excited linear prediction (CELP) which is discussed in Chapter 4

=

s



Chapter 3

Mult%;pulse\ Excited Linear
'Pre_('liétio_n Coding

| | o ‘
' L\Iult.ipulse Exci\iéd Linear Pr;cliction Coding (MPLPC) is the first effective and prac-
tical form of lingar-prediction-based analysis-by-synthesis (LPAS) introduced by Atal
and Remde in 196) [31]. - Multipulse excited linear prediction achieves toll quality
speech at 16 kb/s. One major problem with MPLP(! is that the speech quali.ty'(le—
grades rapidly at rates below 10 kb/s [33]. Attempts were made to improve. the
per ioxmance of \IPLPC at rates around and below 10 kb/s. One successful examplf
is an ‘improved \lPLP( system using pitch- prediction which achieves close to tol
quality speech at 10 kb/s [34]. Another important modification of MPLPC, regular
pulse excitation (RPE) coding [32], greatly reduces the computational complexity of
the algorithm. Even with all the impxoi‘emeuts” it is generally considered that at rates

below 10 l\b/s code e\m\ed linear prediction based coders achieve better quality thah

MPLPC based Codm s.

3.1 MPLPC Algorithm |

In a MPLPC system. each excitation vector consists of a sequence of \pulses whose
positions and amplitudes are optim‘iyzé'd in a closed loop. The multipulse excitation
waveform consists of a sparse sequence of amplitudes (pulses) separated by zeros.
Either autocorrelation or covariance methods can be used for estimating the optimal
predictor coefficients. No long-term or pitch filter is used based on the asm;mption

LY
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that the pulse-type excitation is adequate for synthesizing voiced sounds: ‘IH a\IPLPC

system, because both the positions and the amplltudes of the pulses need to’ be de-

termined, ﬁnclmg the optimal parameters is a very complex problem; and buboptlmal' :

~methods ha\e to be used. MPLPC shows high performance at bit rates aboxe 10

kbps. Rapid (legladatlon of speech qualm due to bit rate reduction can be pa.ltlallv

compensated by using pitch prediction [35. 36] and some other coding techniques. =

Next section describes the basic algorithm of the MPLPC' coder.

3.1.1 Multipulse Excitation Model =~ -

Figure 21 shows ‘a conventional model of si)eech pfocluction a‘f low bit rates. The
input speech signal can be classified as either voiced or unvoiced speech. Voiced
speech segments are synthesized using a quasi-periodic pulse train with delta functions
located at pitch intervals, while white noise excitation is used to generate unvoiced
speech. Tt is difficult_to produce high quality speech with this model.

" Toi improve quality. Atal and Remde proposed the multipulee e\Cltatlon model.
Figure 3.1 shows the block diagram of an LPC speech %\mhesxzel with multipulse
excitation. This model differs from the conventional model by the absence of the
pulse and white noise gefierator and the voiced-unvoiced Switch. The excitation for ,
the all-pole filter is generated by an excitation generator that produces a sequence of

pulses located at times ty,t5, ..., £, ... with amplitudes oy, ay. .o . <.

Excitation .
& R
|
T
v Excitation u LPC 3 Low-pass W
o—1 Generator —™  Synthesizer ™ Filter ™ .
. s Synthetic
T Speech
- Reflection
Coefficients

Figure 3.1: LPC Synthesizer with Multipulse Excitation

Figure 3.2 shows a Multipulse excited linear prediction(MPLCP) transmitter

A’

M
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Figure 3.2: Block Diagram of a Multipulse Excited Linear Prediction Transmitter

.

block diagram. The locations and the amplitudes of the pulses are determined using

an analysis-by-synthesis procedvie. Let .J be the total number of pulse per excitation «

vector. and 3; and m; be the pulse axifplitudes and positions, respectively. The

excitation vector can then bhe written as :
J o . '
v=3 du, . S “(3.1)
j=1 7 - ’
where Uy, = (0,0....,0,1,0,....0)7 is the basis vector with the m;th component equal

to 1 and all the other components equal to zero. A

The excitation vector is passed thrbugh the L'PC synthesizer’ to produce synthetic
speech sémples $,. The short-term (LPC) filter coefficients are determined either by
using ’the’ autocorrelation or the covariance methods applied to the input speech signal.
The s.amples_én are then compared with the corresponding original speech samples
sn .and produce an ervor sequence e,. The error signal is p‘ércept;uallyVweighted to
produce a subjectively meaningful measure between the original speech s, and the
svnthesized speech §, [37, 38, 31], where &, can be é.\'pressed as:

. J
s(n) = Z/j, - h(n — m;). (3.2)
J=1

and h(n) is the impulse-response of the synthesis filter.

The weighted error is then squared and averaged over a short time interval of

1Y
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5 to 10 ms te produce the mea,n-scitxared ‘erf(')r €

P -
— - . €

‘ l\e.: Z { '5w n lL'(”)»}}2 | L - ’ . -

’ ~n=l ) } .
| | =X (s;l,m)—Zﬂj-hw(n—w—j» SEERIEN
: : . o n=1 {_ 1=1- ‘ o
. - . ~ Sw(n) = s(n) © w(n) : o ‘ -

hw(n) = h(n) O w(n)
ﬂ\*hel'e w(n) is the impulse I'(E‘S})OIIS(:‘ of the weigﬁting filter. \su( ) and hl,( ) stand\ for
‘the weighted speech and weighted nnpulse Iebponse of the synthetic filter respectively
and ¢ th denote the convolution opela-tlon N deuotes the number of samples for
W lnch the summation is Carrled out. ' A .
" The transmitter then goes thloug an error minimization ploce(lure to select the
“optimal pulse locations m; and amplitudes ;. Typically 8 to 16 pulses every 10 msec -
are needed in the excitation to produce high quality synthetic $peech [31]. ‘ .

-

3.1.2 MPLPC Pulse Search

The process of (letelmmmg all the amplitudes 3; and locations m; of the pulses simul-
; taneously is extremely Comple‘< Atal and Remde proposed a suboptmlal sequential 7 | '

pulse search method, where the pulses are determined one at a time. At stage J. all )

pulse amplitudes and locations up to stage j —1 are assumed known. Tl;e contribution -

from each previous stage is subtracted from the error. and a new target vector ¢, is

computed:

j-1 | |
tj(n) = su(n) - Zdi “hy(n —m;) o (3:3)
1=1 . B

By minimizing ||£;]]* . the amplitude 3, and location hzj can be found. The process
of locating new pulses is continued until the error is reduced to acceptable values or
the number of pulses reaches the maximum allowed for the specific bif rate. -

= Sequential optimization of pulse positions and amplitudes is suboptimal and results
7 in particularly inaccurate solutions for closely spaced pulses, and additional pulses
may be needed to Cbmpensate for the errors introduced in the previous stages. These

problems can be largely avoided by optimizing the amplitudes of all the earlier pillses

‘
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.and the curlent pulse together [35] This is achlexed by assummg that only the pulse
locations of fhe _previous stages are fixed, and the amphtudeq B1, By -+, By as well

as 3; and m; are computed in stage j. The reoptimization leads to a system of J

’ equahons and J unknown amplitudes that maybe obtained by set‘t.mg to zero the

'déri\;ati\-'es of the weighted error with resf)ect tod3;, ) =1,2,...,.J.

¥

By rewriting the error functlon several other variational nnnlmlzatlon apploaches

- - : G'an he taken. Some detalls can be found in [39. 40, 11]. L

L 3.2 O_ther_M"PLPC Coding Techniques

MPLPC provides a method for pli(;dll(;iﬂg acceptable spéecli at medium to low bit -
‘rates. Multipulse excitation needs 'approximately 8 pulses per pitch period to syn-
thesize, high quality speech. The ntlnl‘t;er of “available pulses at rates lower than 10
kbits/sec is very small. By incorporating a long-term (pitch) predictor in the syn-,

thésizer, the number of pulses needed in a pitch period can be rechuced significantly

[35.36). . .
’ . - Long Tcrm : - Short Term Original
. * Predictor (Pitch) ~ Predictor (LPC) 4! Speech

- . u(n) + | v(n) -
+
+ #W
'\
- . Y,

—~

Synthesis Filter

Figure 3.3: Speeclrsynthesizer with short and long term predictors

-

-

Figure 3.3 shows a speec’t synthesizer with short and longe¢term predictors. The
. . q :

pitch predictor filter is of the form

g

P(z)=1—~z"", o (3.4)

where 4 is the pre(hctor gain and (l is the predictor delay. The excitation input z(n)
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U'

- to the LPC synthesizer (short delay:predictor) can then be expressed as
v(n) =u(n)+ye(n—d). 0<n< V. - (3.5)

As in the original MPLPC system, the mean-squared _grror between thlfsyrifhesized
-speech and the ori‘;inal 's‘peech is minimized. For \oicéa speech, the excitation ib:
hlghlx correlated and only a few pulses are necessary in the multipulse excitation to
achle\e high quality speech. For high pitched voices, the use of a pitch filter improves
the speech quality mgmﬁcamtly. o Y ‘

Some attempts were made to build codeecs with bit ‘rates around 2.4kbps with
the multipulse excitation model by uéing theﬂpivtch in£erpolation algorithm [46. 45].
* The algorithm divides original speech frames into several sub-frames with durations
corresponding to the pitch periods. Pulse search is carried out only in the subframes
that are locate(-l'near the center of the frames. The excilation signal is’build through
linear mtelpolatlon of the representatne‘pulses of the adjacent frames. Pitch periods
~and filter parameter‘s Jare also mterpolate(l Pitch mtelpolatlon MPLPC can provide

natural-sounding speech at very low bit rates.

-

-
>

3.3 Regular Pulse Excitation Codlng

JInspired by MPLPC. regular puisc excilation (RPE) coding was introduced by I\loon
Deprettere. and Sluyter [32] in 1986. RPE is a simpler version of the $PLPC. RPE
“coder represents the excitation signal as a set of uniformly spacod pulses. The posi-
-tions of the first pulse and the amplitudes are determined ini the encoding process. For
a 'given position of the first pulse, all other pulse positions are known. and the,am-pli*
tudes can be found by solv-ing a set of linegr equations. Figure 3.4 shows the different
~ excitation patterns for both multipulse ji?d regular-pulse sequences [12]. A modified
version of RPE. called regular pulse e\cﬁatlon with long-term prediction (RPE-LTP),

was used in the European digital cellular speech coding standard [43. 11].

Figure 3.5 shows the basic RPE coder structure. The residual »(n) is obtained by

filtering the speech signal s(n) through a whitening filter A(z). The difference between

the residual and the excitation vector v(n) is fed to a shaping filter - (:'/ 7 which serves
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as a weighting function. The resulting differeice ¢(n) is squared and accumulated,

of .V linear systems. each having Q equations and ) unknowns. Figure 3.6 shows o

26

=

a 'nl n, ) - ) . c -
LS I n, :
g, . & . 7
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=

Figure 3.4: Ex;mples of excitations: (a) multipulse, (b} regular pulse

and minimized to find the optimal locations and amplltudeq of the pulses.

NTo obtain a simple search procedure, RPE poses the following constraints oir the

[y

pulses: Q equally spaced pulses argused in each length L excitation vector. The

spacing between non-zero sandplés is N = L/Q. As a result. there are only .V sets

of Q equidistant non-zero samples. The minimization problem reduces to the solving

the ])0991})]9 excitation patterns for a frame containing 40 samples and a spacing of

N =1 ] heﬁ ertlcaldashes denotes the locations of the pulses, and the dots denotes

e

the zeros. For;a lrnen “position k of the first non-zcro pulse. all other pulse positions

are known, aﬂdﬁhe amplltudes can be found by solving the .V sets of linear equations: | o

such that the accuéulated;squared error is minimized. _ o
Because voiced speech has periodical properties (pitch). a one-tap piich predictor-

of the form: '

15__:@P(: — M ] = (3.6)

can bhe used to model the major pll’th p‘ulses ais a gain factor and M is the sepalatlon
between tWwo pltch pulse‘; The remaining excitation sequence can then be better
modeled by the regtnlar-pulse;’&gc-li?at10n' sequence. : v ’ =

w
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Figure 3.6: Possible excitation patierns with L = 40;and N = |

4

3.4 MPLPC Based Systems )

There are only a few standards that are based oﬁ ;\‘IPLP("algoriiflms._ In 1994, an
MPLPC based codec at 9.6 kb/s was adopted as a standard for aviation satellite’com-
nu;nicatjons by the Airlines Electronic Engineering Comfnitteé(AEEC)[I'S].‘ In 1983.
a speech coding scheme ba.sed on the Regular-Pulse Excitation LPC (RPELPC) tech-
nique combined with Long-Term Prediction (LTP) was selected by thé CEPT Groupe

Spe("‘ial-;\ﬁlobile (GSM) to be used as European digital cellular speech coding standard_

[#1] and was called the “RPE-LTP codec.” The codec conSistS of 5 sections: prepro-
cessing. LPC' analysis, short-term analysis filtering, long term prediction and RPE
" ‘encoding. A first order FIR preempbhasis filter is used to filter out the D(* component.

LPC analysis is carried out on each speech segment of 20 ms (160 samples) and 8
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reflection coefﬁments gre txamfoxmed m.to Log Area Ratlons (LARS) and quantlzed, ‘
umforml} The most recent and the p1ev10us set of LAR coefﬁments are 1nterpolated'
linearly within a transition period of 5 ms. The interpolated Log.-Ared. R_at]os are. {»
reconverted into the coefﬁciehts of the FIR‘lattice filer. The gain and clel;v' of the‘
long-term predictor are compute(l everv 5 ms*(40 samples) and encodeecl in a total of
‘i9 blts RPE encoding of each sub-segment of 40 samples is carried out, mth 260 bits

per 160-sample-frame and a net rate of 13.0 kb/s.

.



Chapter 4

Code Excited Linear Prediction

4.1 Introduction -

One of the most important-speech coding systems in use today is code-excited linear
prediction (CELP). Along with MPLPC and RPE. CELP belongs to the family of
analysis-by-syuthesis algorithms described in Chapter 2. CELP was first propose(l
as a very high complexity algorithm by.Schgoeder and Atal [57] to éhow that it is
possible to achieve high quz}lity speech at low bit rates. The algorithm, however,
captured the attention of a wide range of researchers. Many complexity reduction
methods have subsequently emerged', and CELP has become the most popular speech
coding algorithm for the rates between 4-16 kb/s in the past decade.

The CELP coder proposed by Schroeder and Atal is based on the speech synthesis
model with short and long delay predictors (see Figure 3.3). The linear prediction
filter (short-term predictor) restores the spectral envelope, while the pitch (long-term)
predictor genefatés the pitch periodicity of voiced- Sp("(‘(‘h: Input sp'eech is analyzed
block by block {each block called a frame). The short-delay predictor coefficients are
determined using the weighted stablized covariance method of LP(' analysis. and the
pitch predictor coefficients are determined by minimizing the mean-squared prediction
error. Schroeder and Atal initially chose a random codebook in which each code vector
element was an independently generated Gaussian random number. The optimum
excitation vector was selected through exhaustive search of the stochastic codebook.
This original CELP codec. provided close to original quality speech at -1.8 kb/s with

extremely high computational complexity.
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‘Figure 1.1: Code-Excited Linear Prediction Block Diagram

Figure 1.1 illustrates the analysis-by-synthesis steps for the reconstruction of the
nth speech subframe in a CELP codec. For each index in the excitation codebook,
a candidate excitation codevector ¢, is gain scaled and passed through a long-term
synthesis filter designed to add periodicity to the excitation signal. . The resulting
vector, i,, 1s passed through the LPC synthesis filter /A, (=) to form the synthetic
speech vector s,,. The vector §, is then subtracted from the clean spggch vector s, and
the error signal is weighted using a perceptual wéighting filter W, (z). The norm- of
the weighted error vector is then COmputecl'. An index selector keeps track of the error
n(;rnls associated with each excitation codevector, and selects the codevector resulting
in the minimum norm for transmission to the decoder. For a t:ypical CELP system,
the transmitted parameter set consists of the excitation codebook index. the long-
term filter tap gains and pitch period, the excitation gain, and the LPC coeflicient’s
(or related coefficients such as line spectral pairs). Note that the pel‘ceptua\l“weighting
filter is only used for analysis in the encoder and therefore its parameters do not need
to be transmitted to the decoder. A |

Many modifications to the basic CELP structure ha‘ve' been made to reduce com-
p]e}iit}', increase robustness, and improve quality. Figlii'e 1.1 shows a reduced com-

plexity CELP analysis procedure (to be described in section 4.3). This new procedure
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contains some of the most populcn complexity reduction techmques Wthh are intro- -

duced i in the rest of this chaptef

4.2 Excitation Codebooks

The excitation sequencesv in modern CELP systems come from, two types of code-
“books: the stochastic codebook anvd the 'a.daptivé codebook. The adaptive codebook
represents the periodicity of voiced speech in the excitation signal, while the stochastic
codebook is introduced to represent the difference between the actual waveform and”
an idea;l;i»périodical extension of previous excitation. These codebooks are introduced

below.

4.2.1 Stochastic Codebook

Schroeder and Atal has shown that exc1tat10n codebooks Contammg nldepen(lenth
generated (Gaussian random numhem (stochastic codebook) perform as well as code-
hooks containing prediction re.sldual signals derived from bpeech. Excitation code-
books can also be generated using closed-loop training methods [58, 59] based on
vector quantization techniques. Both stochastic and trained codebooks. however,
lead to very high commplexity search routines. The prop.er design of the excitation
codebooks is the key to achieve important design golals' such as reduced search comi-
f)lexit}'. reduced storage space, reduced sensitivity to channel érrors. and increased
speech quality. | h

One of the key innovations that substantially reduces both the computation com-
pletrty and Codeboqk storage is the overlapped codebook technique [60. VGI].F The
excitation vector is obtained by performing a cyclic shift of a la_r‘ge s,equénce on ran-
dom numbers. For example, if a two-sample shift is used. a sequence of 2018 Gaussian
samples can generate 1024 distinct codevectors of dimension 40. The amount of stor-
age required is significantly reduced from 1024 * 40 samples of the initial codebook
to 2048 samples of the overlapped codebook. Also as a result of this cvclic shift,
end-point correction can be useci for efficient convolution calculations of consecutive
codevectors [62].

Another widely used method to reduce search complexity and storage space is the
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use of sparse ternary excitation codebooks. Sparse codevectors contain mostly zeros, =

and ternary-valued codevectors contain. only +1, -1 and 0 valuesb[ﬁll, 63]. ‘Sparse

ternary codebooks can be combined with overlapped codebooks to further reduce o

convolution complexity. Sparse excitation signals are also the .core of the MPI?PC
algorithm introduced in Chapter 3. ‘ - : 4 ) . -

Imposing an algebraic structure on the codebooks [64] is another effective method
to achieve the same purpose. The algebraic codebook method is based on lattices, feg-
| .ularly spaced arrays of points in multiple dimension"s:_.‘ Latices are easily generated and :
suitable mapping between lattice points (codevectors) and binary words are known.
thus eliminating the need for sterage. Additional examples of algebraic codebooks
can be found in.[65, 66. 67, 68]. . . .. . o

A completely different approach is the use of multistage excitation codebooks.
The ekcitatxionz 15 generated as a supl_bf _cov(levectors,‘ one from each codebook, and the
codebooks are sequentially searched with each v'sta.ge having the quantization error to
* the previous stage as input. .;i\r‘Iul:tiple codebooks are sub-optimal but offer reduced
search and storage Complexif§ and greater robustness to channel errors. Additional

material on 1"nu|tistage‘\-"'(i and codebooks can be found in [69. 70].

4.2.2 Adaptive Codebook .- .

The introduction [71] and application [72] of the so called adaptive codebook is an
important advance in CELP coding. Most CELP coders today use the adaptive
codebook as a standard module to handle the periodicity of voiced speech in the

* excitation signal. The adaptive codebook generates excitation samples of the form:

up(n) = gou(n - kq) o (41)

where g, is the gain, and k, is adaptive codebook delay. The time-shifted and
amplitude-adjusted block of the past excitation sequence is used as the current exci-
t.a't‘__ion.’ The parameters k, (the index to the codebook) and ¢, are determined by a

Cldsed-loop search in the adaptive codebook by minimizing
lell? = 11t = gat,|f? (1.2)

where u, is the time shifted block of the past excitation signal, and { is the target

vector obtained by subtracting the ZIR of the weighted short-term predictor from
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the weighted input vector. Equatlon . lis eqmvelent to ﬁlbt 01der all- pole pltch_ ) |

‘ ‘ple(hctor, where g, and k, are the predlctor coefficient and estiimated pitch peuod'n’ '

" respectwely Hence, the adaptive codebook replaces the long-telm_sy nthesis filter,
and achleves the needed per10d1c1ty in the synthesized speech. - B

The a,daptl\e codebook is sear ched by considering. posslble pitch periods in ty plcal
ﬁuman speech. Usually a 7-bit ad%ptlve codebook (128 samples) is used to code delays
ranging from 20 to 147 samples at 8 kb/s sampling rate. When the pitch period is less
than the dimension of the excitation vectors, a modified search plocedme is genelall\ .-
used[72, T3]. - v N : . - |

The above procedure corresponds to integer pitch lags only. The péribdicity in‘
_ voiced speech can be more accurately reproduced by increa(sing the pif(’h resolution.
One method is to use inter polatlon so that the pltch period can be accurate to a frac-
tion of a sample [74]. This fractional- pitch. method increases the size of the adaptive
codebook and the corresponding bit rate for pitch. Another alternative method uses

multi-tap predictors by combining a number of consecutive codebook vectors to form

the excitation u,

(M=1)/2
u, = ) Z Gk - g‘.k""ka - (43‘)
k=—(M=1)/2 |

where (Lg,- is the :th gain factor, g; is the #th codevector in the codebook, and £, is the
adaptive codebook delay. This method, is called the M-tap adaptive codebook [75].
With an adaptive codebook, a pitch value is needed for each subframe, leading
to a rather high bit rate for pitch information. This can be reduced by differential
coding of the pitch within a frame: an average pitch for the frame is first determined,

&0d incremental differences for each subframe are then specified.

4.3 ZIR-ZSR Decomposition

In the initial CELP system, the closed-loop excitation search is an extremely costly
procedure. One of the most important complexity reduction tc\*chn‘iques for codebook
search is the decomposition of the filtering into zero-input response (ZIR) and zero
state response (ZSR). ZIR is the response of the system with all zero inputsi and
ZSR is the response of the system with all zero memory. This decompositibn is made

possible by combining the synthesis filter and the perceptual weighting filter to form
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a wéighted synthesis filter of the féfni '
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By applying the superposition theorem, the ZIR (the ringing) of the weighted
synthesis filter is computed separately after the previously selected optima'l-excit,at-ion
vector has passed through it. After accounting for this ringing, the search for the next
excitation vector can be carried out based on a zero initial condition assumptlon thus
the ZSR of the synthesis filter is Computed for each candidate vector. Ihe above can

be written in equation form as

ZIR + gi - yZSR

y, = 3
= d4.9)
- -_.ZIR +gi- He

where | J R is the output of the welghted Sy nthesm filter, ¢, is the ith (odebool\ entry,

and g; is the codevector gain. H is the lmpulbe response matrix of the \\elghted

~

synthesis filter given by

h(0) 0 0 0 ;
(1) h(0) \
(2) “h(1) h(0) 0 (4.6)

where .V, is the subframe size. The new search target vector, ¢. after accounting for

the ZIR response is obtained as o : ' 2

t =5 - y?R ‘ (+7) -

-

where s’ is the weighted input speech vector. The sclection of the excitation vectors

and their gains is then Carrziled out actording to the new target vector.

S

4.3.1 Codebook Search

With the introduction of the adaptive codebook and the use of multistage excitation i

codebooks, the excitation is generated as a'sum of code vectors and their gains. Even

[
a
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excessive complexity. ' R B A o

by finding the index i that minimizes the mean squared error. €,

o=t~ S (1.8)

-~

where { is the welghted target vector: given in Eq. 4.7, ¢ is the gain, and yZ*R, I =

11,2, .\C is the zero state response (ZSR) (.‘ode}iool\, where N, is the nurnber of

vectors in the excitation codebook. When the \veighfed synthesis filter parameters are

kept constant for a Humber of consecutive vectors, a significant complexity reduction

ZSR

results by not recomputing the ZSR codebook entries, Y0

as long as weighted synthesis filter does not change.

Equation 1.8 expands to

tTyZoR | (-1.9)

The minimization of Eq. 4.9 may be performed by first finding the optimal excitation

“gain. ¢g, By a variational technique,

' T,.ZSR
§= - ﬂi}l - (4.10)
H'/( Il

and then minimizing € for ¢ = §. Introducing ¢ value into Eq. 4.8, and realizingthat

|1]]* does not deflend on the codevector, the selection process reduces to maximizing
tT,Z5R
_WyET” )

~ T

A

(11

~

The opt‘imization criterion thus reduces to the maximization of the normalized Cross-
correlation between the target vector t and the ZSR codebook entry y(/;n.

The above sequential search procedure is suboptimal compared to joint codebook
search but provides low computational complexity. Orthogonalization can be nsed to

approach the quality of a joint search with manageable complexity [76. 77, 78. 79].

though a sequentlal search of the multlple codeboo]\s is suboptlmal it is usuallv usedA ‘

instead of a joint search of all the code vectms and theu gains whleh tvplcallv has'

-
L3

The optimal code vectors for the adaptive and thChaSth Codebool\s are deter mmedv L

. which remains constant -
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4.4 .L"inear Pred/ictio.n"r .'Anél‘ysisaﬁd Quant.ization

Linear pledlctlon is used in CELP coders to model the mput speech signal. Llnear‘"
prediction’ parameters are transmitted every 20 to 30 ms. The shoﬁ%telm linear
predictor can be written as

M

i(n) = Z his(n — k) : (112)

k=1~
where §(n}) is the nth predicted speech sample, h; is the kth opfimal pl‘edriction co-
efficients, s(n) is the nth input bpeech sample, and M is the order of the predictor.
Typica.l values of M = 10 to 20 result i good short-term estimates of the speech spec-
tiffm. The filter coefficients are calculated using either the autocorrelation method or
the covariance method.

Bandwidth underestimation which occurs during LP analysis for high—pitched ut-
terances can be compensated by using bandwidth expansibn. Bandwidth expansion
is performed by applying a constant ¥ to the optimal pxedlct(n coefficients. h;, '
B

4

=h; -+ R (4.13)

where 4 = 0.994 is a typical value. The opetration effectively Lransforms 1/A(z) into
L/A(z/7) and leads to an increase in the spectral peaks’ bandw idth ‘and it is-therefore
called bandwidth expansion. Bandwidth expansion also results in better quantization
properties of the LP coefficients by spectral smoothmg

LP parameters consume a large fractioh of the total bit rate for low-rate codels
and hence efficient ways to lepresent these palametels are essential for the coders to
achieve high speech quality. Direct quantization of LP parameters is not feasible for
two reasons. , First, the parameters have wide dynamic range which would require a
large number of bits per coefficients. Second, the directly quantized coefficients may
result in unstable inverse filter. The LPCs, therefore, are first converted to reflection
coefficients, log-area ratio Coefﬁments or lme spectral pairs, then the converted coef-
ficients can be quantized using either scalar or vector quantlzels {see Chapter 2 for
details). For example, VSELP uses scalar quantization of the reflection coefficients
using 38 bits. The DoD standard uses 34-bit scalar quantization of the LSPs. The
LPC-T0 speech coding standard uses log-area ratios to quantize the first two coefhi-

“.cients. and reflection coefficients for the remaining coefficients. All these schemes use
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Figure 1.3: Time Diégram for LP Analysis

scalar quantizers. However, VQ achieves a significant improvement over 5Q and is
essential in obtaining good performance at low rates. Most of the current work on
LPC quantization is based on VQ for the LSPs. For example, the ITU CS-ACELP
(Skb/s) standard uses a two-stage VQ to quantize the 10 LSP Coefficig‘ntsteéch frame.
The first stage is a 10-dimensional VQ of 128 entries. and-the second stage is a 10-bit
VQ which can be implemented as a split VQ using using 5-dimensional codebooks
containing 32 entries (5 bits). ~ e |
The LP spectral parar.metgrs'need to be imterpblated between frames to ensure
su?ioot:h transitions of the spectrum. LPC parameters can ndt be interﬁolat(‘(l directly
because the stability 6f the filter can not be guaranteed. For the case of using LSPs,
a possible interpolation scheme is shown in Figure 4.4. Linear interpolation of the

b

LSPs is performed as follows: -

. f

,. g A. ‘,:' o R
,L.f_]zk:(l—‘—\,—s)-lapk_l—i-;{z-rﬂ_ . (4.;.1)

whgre {:B; 1s the vector of LSPs in the ith subframe of the kth speech analysis frame,

=

and [sp,_is the vector of LSPs Cal‘cufate(t for the kth LPC analysis frame.

= \

4.5 Pos_‘t-ﬁlteri‘ng‘

Postprocessing can be used to reduce the roughness in the reproduced speech, and thus
improve the perceptual speech quality for CELP coders. The quality enhancement is

achieved based on the characteristics of human auditory perception. Assuming flat
-

R -
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noise spectrum, pOstﬁltefin’g éttemiate"q the rfrequen'ci'es where the si’gnél' énergy is low.
and amplifies the frequencies where the signal energy is high. The adaptive postﬁlfer
introduced by Chen and Gersho [80] is the most widely used in CELP The postfilter
. consists of a short-term filter based on the quantized short-term pledlctpr coefficients

followed by an adaptive spectral-tilt compensation. The filter transfer function P(z)

is given by

T L (4.15)

Typical values for coefficients are a = 0.8, and v = 0.5. The term 1/(A/a) reducesf

P(z) =

the perceived noise but muffles the speech due to its lowpass quélit\' or speétral tilt.

The term A(z/7) (zeros) is used to lessen the muffling effect Further reduction of the
spectral tilt can be accomplished by using a first-order filter with a slight high-pass
spectral tilt: ~ ;
/ - Hpp=1-pz"! N TR
where typically ¢ = 0.5. Automatic ‘graiﬁ‘ control is also used to ensure the speech

power at the output of the postfilter equal to that of the input.

LI
.
N

4.6 CELP S-yStemsg

In the past decade, CELP has found its way into national and international standards - .

- for speec}‘l coding. This section briefly introduces four major CELP based‘stand'a‘rds.

4.6.1 The DoD 4.8 kb/s Speech Codlng Standard

The US Depaltment of Defense (DoD l\b/s standard (Federal. Stan(lald 1016)‘
[81] (1989) is one o.f‘the first major st_andards based on CELP. The DoD standard
uses a 10-th order shdrt—terrp })re(lictor with the filter coefficients computed every
30 ms '(fra.me of 240 samples) using the autocorrelation method. The coefficients are
" transformed into LSPs and scalar-quantized to 34 bits for transmission.. The standard
uses an é(lapti\'e codebook and a ternary-valued stochastic cogléi)ook. Each frame is
divided into 4 subframes of 60 samples; and for each subframe, fhe optimal indices for
" the adaptive and the stochastic codebooks are searched independently. The adaptive

codebook is capable to accommodate non-integer delays, and the single stochastic

-
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codebook is ovellappe(l by two samples The gains for the optlmal code vectors are

A
- e

G

scalar quantized.

g~

4.6.2 VSELP

e

Vector Sum Excited Linear Prediction (VSELP) is the 8 kb/s codec chosen by the

“ Telecommunications Industry Association (TIA) for the North American (ligitél cel-

lular speech’ coding standard [2]. V SELP uses a 10th-order s\ nthesis filter and three
codebooks: an adaptive codebook aind two stochastic Codebooks The short-term pre-

dictor parameters are transmitted by quantizing the-reﬂect]on_ coefhicients. VSELP

uses the orthogonalization procedure based on the Gram-Schmidt algerithm to search

the codebooks. The stochastic Codebool\s each have 128 vectors obtained as a lm-
ear combination of seven basis vectors. The bmar} words representing the selecte(l
codevector in each codebook specify the polantles of the linear combmdtlon of basis
vectors. The basis vectors are optimized on a speech data base., \\lnch results in a
si;gnificant gain in performance. VSELP at 8 kb/s achieves slightly lower than toll
quality. | L

4.6.3 LD-CELP

Recent}ly developed algorithms based on forward é(la,ptive coding such as CELP in-

troduce substantial delay because the input speech samples are buffered in order to

compute synthesis filter parameters prior to actual coding of the sahlples. To meet the

5 ms maximum delay required by CCITT for its 16 kb/s standard. and also maintain

acceptable quality, an” alternative tech'n.i"que based on the combination of backward
adaptation of prec!ic‘tors with basic an‘alysis—by-syl‘ltllesis configuration is introduced
[82, 83, 84]. The resulting coder low-delay CELP (LD-CELP) was chosen’as the
CCITT standard G.728 in 1992 [85]. The parameters of the synthesis filter, in LD-
CELP. are derived from previous reconstructed Qpeech ‘\s such, the synthesis filter
can be derived at both encoder and decoder, thus eliminating the nee(l for quantlza-
tion. In LD-CELP, sthe backward-adaptive filter is 50th order, and the excitation is
formed from a product gain-shape codebook consisting of a 7-bit sha.pe codebook and

a 3-bit backward-adaptive gain quantizer. LD-CELP aChleVCb toll quality at 16 kb/s

with a coding delay of 5 ms.

-
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o

‘464 CS-ACELP .

In 1995, the Intvernat:ional'Teleforﬁmﬁnication Union (ITU) chose (ﬁfonjuvga_te-Stm-
cture Algebraic Code-Excited Liﬁéaar—Predictivé (CS- ACELP) Coding ‘as a 8-kb/s
-standard [51]. This standard was Jomtlv optimized by NTT, France Telecom/ Uni-
- versity of Sherbrooke and AT&LT. LP analv51s is done once per 10 ms frame to compute
the LP ﬁlter coefficients. These Ceefﬁaents are’ conver ted to line spectrum’ pairs (LSP)
artd quantlzed using predictive two-stage vector. quantxzatlon with 18 bits. The exci-
tation signal is chosen by using an amalysis-by-synthesis searc-h proce(lme in which the
error between the orIgmal and reconstructed speech-is mmlrmzed according to a per-
Ceptuall\ weighted dlstoxtlon measure. The codebook para,meters (fixed ard adaptive
codebook parameters) are determmed per subframe of 5 ms (40xsamp1es) each. CS-
ACELP uses a fixed Codebook structure that re¥mbles multlpulsé excitation. In this
fixed codebook, each codebook vector contains 4 non-zero pulsés for each subframe.
Each pulse can have either;;{the amplitudes +1 or -1. The adaptivé codebook uses
fractional delays with 1/3 g‘iesol,utio;i The pitch delay is coded in 3 bitg for the first
subframe. and differen_’tiallf encoded-in 5 bits for the second subframe. This standard

provides toll quality’speech at 8 kb/s.



Chapter 5

Variable-Rate Speech Coding .

B+

For digital transmission, a constant bit-rate data stream at the output of a épeech
encoder is usually needed. However, for digital stoi‘ag‘e, pyac‘ketize(l voice, and for
some applications in telecommunications where the capacity is determined by the
average coding rate, variable bit-rate output is advantageous. Variable rate speech
coders are designed to take advantage of the pauses and silent intervals which occur
in couversation\al speech. and also the fact that (liffer‘ent speech segments may be
encoded at different rates with little or no loss in reproduction quality. The rate may
be controlled using factors such as the statistical character of the incoming signal. or

the current traffic level'in the network. : o

Variable rate coders can be divided into three main categories

1. source-controlled variable rate coders, where the coding algorithm determines

the data rate based on analysis of the short-term speech signal statistics.

network-controlled variable rate coders, where the data rate is determined by

[N}

an external control signal generated by the network in response to traffic levels:

3. channel-controlled variable rate coders, where the data rate is determdned by

_the channel state information (such as estimated channel SNR)

2

Significant savings in bit rate come from separating silence from active speech.
Studies on voice activity have showr that the average speaker in a two-way conversa-
tion is only talking about 36% of the time [55]. The different characteristics of voiced

and unvoiced speech frames can also be used to reduce bit rate. For unvoiced frames,
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1t is unnecessary to estlmate the long-term perlodlcny Due to the non- statlonantv of"
* unvoiced speech, the speech -quality of unvoiced frames may be improved by updatmg

the spectral envelope estimate more frequently than for voiced frames. However, the-
spectral resolution of unvoiced speech may be reduced without significant d‘egrada-

tion in perceptual quality [87]. Source controlled variable rate speech coders have

been applied to digital cellular communications and to speech storage systems such

as voic€ mail and voice response equipment. In both cases meplacing the_ﬁxed-rate

coders by variable-rate coders results in a significant increase in the system capacity

at the expense of a slight degradation in the quality of service.

The IS-95 North American Telephone Industry Association {TIA) standard for
digital cellular telephony adopted in 1993 is based on code division multiple access
(CDMA) and variable rate speeéh coding. In CDMA all users share the same fre-.
quency band and the system capacity is limited by the interference generated by
users. The amount of interference generated by a user depends on the average coding‘
rate and any average rate decrease translates directly into capacity increase. C D\IA ‘
has become an important application for source controlled variable rate coding: \101e
recently, QCELP [88], a variable rate coding algorithm, has been evaluated b} the
TIA for use with IS-95 and has been adopted as the TIA standard 1S-96.

5.1 Voice Activity Detection

An important component-in variable rate sﬁéech coding is voice activity detection
(VAD) which is needed to distinguish active speech segments (input signal containing
speech) from pauses, when the speaker is silent and only background noise is present.
An effective VAD algorithm is critical for achieving low average rate without degrading
speech quality in variable rate coders. The desired characteristics of a VAD algorithm
include reliability, robustness, accuracy. adaptation, and simplicity. The design of a
VAD algorithm is particularly challenging for mobile or portable telephones due to
vehicle noise and other environmental noise. The decision process is also made more
difficult by the non-stationary noise-like nature of unvoiced speech If the VAD algo-
rithm perceives background noise as speech, capacity is reduced. If. however, speech

segments are classified as noise, degradations in the recovered speech is introduced.
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‘A voice activity detector typically exploits two kinds of features of the audio sig- o

nal for the decision: a) The spectral difference between no'}e and speech and b)
the temporal variations of the short term energy. VADs base(l on the spectral differ-
ence model treat the background noise, such as vehicle noise or other environmental
noise for mobile and portable telephones, as a short-term stationary random process.
An important VAD technique in this category has been adopted as. a A[iart of the -
ETSI/GSM digital mobfte telephony standard [89]. Every frame of the input signal is -

1 passed through an FIR adaptive noise suppression filter, ‘and‘the power at the output

of the filter is compared to an adaptive threshhold to detect the presense of speech.
The filter parameters are updated in perirods of sjlehce. VADs based on the spectral
difference principle model presents problems in a time-varying background noise such
as babble noise. This problem is addressed in {90] where a second VAD is used in
which both the energy level and the fraction of the energy in low frequency bdnds are
measured. When the short term energy of the signal is used, the decision threshold
may be either fixed or variable. Fixed threshold methods are only useful for constant
background noise environments [73]. QCELP uses a threshold that floats above a
running estimate of the background noise energy. When the energy threshold fails to
distinguish noise from speech, other speech characteristics. such as zero rate crossing,
sign bit sequence,v and time varying energy, have to be considered.

To avoid detecting extremely brief 'pauses (which may cause large overhead) and
to reduce the risk of audible clipping due to premature declaration of a silent interval
when the background noise is veryvhigh, most VAD algorithms employ a hangover
time. During the hangover time, the VAD deléys its decision and continues to observe
the waveforrn before it declares that a transition has occurred from active speech to
silence. In mobile applications and other environments where the background noise
energy varies, it is (leswable to use a variable hangover time. The length of the
hangover time is dependent on the rate of the energy level to the corresponding
decision threshold. Essentially, low noise periods require a short hangover time, and
vice versa. Excessive hangover times result in an unnecessarily high data rate, while
a time which is too short results in speech degradation. _ |

To preserve the naturalness of the recovered speech signal for the listener, it is
desirable to reproduce the background noise to some degree. The original noise can

either be coded at a yery low bit rate or statistically similar noise can be generated

®
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at the receiver. , .

L]

5.2 Active Speech Claséiﬁéation |

Further reduction in average bit-rate can be achieved by analyzing the active speech
frames and vary the coding scheme according to the importance of different codec pa-
rameters in representing distinct phonetic features and maintaining a high perceptual
quality. d | |

Several approaches to rate selection have been propdsed including.thresholding
and phonetic segmentation. In thresholding, one or more parameters are derived from
“the speech source and a decision on the current frame is made based on predefined
threshholds. A more complex approach is to classify speech segments into phonetically
distinct categories and to use specialized algorithms for each class. ~

Speech can be considered as a sequence of phonemes and each ﬁhoneme is charac-
terized by a set of features. such as voicing, nasality, sustention. sibilation. graveness
and compactness [94]. In Variable rate speech coding based on phonetic segmenta-
tion. the coding rate is dependent on the perceptually critical phonetic content of the
frame. For low-rate coding, phonetically-based frame gegmentation compensates for
the inadequate coding of the excitation and helps to eliminate perc'ei,uually noticeable
distortions. For example. in fixed frame analysis, at the onset of an utterance, the
LP(" analysis of the entire frame will smooth out the abrupt change of the spectruni
and lose the disti;guishing fea‘ttures of the onset. Phonetic segmentation attempts
to segment the speech waveform at the boundaries between distinct phonemes, and
a coding scheme is then emploved to best preserve the featmres in ensuring natu-
ral sounding speech. In the coding scheme proposed by \f\"axlg and Gersho [95], the
speech is"segmented into five distinct phonetic classes. The length of each segment
are constrained to an integer- multiple of unit frames which reduces the amount of
side information needed to indicate the position of the segment boundaries.

A straight forward approach is the threshold method where the speech is analyzed
on a fixed frame basis and a rate decision is made based on short-term speech char-
acteristics. The parameters typicaily considered for making rate decisions include:

signal energy. zero-crossing rate. autocorrelation coefficient at a delay of one sample,
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Figure 5.1: Typical voiced segment of speech

gain of the LP( filter, normalized autocorrelation coefficient at pitch lag, and normal-
ized prediction error [33, 75, 96]. The same basic coding algorithm can then be used
for all rated classes. For exémple, QCELP, the speech coding standard for CDMA
wireless communications, uses an adaptive algorithm based on thresholding to deter-
mine the data rate for each frame [88]. The algorithm keeps a funning estimate of the
background noise energy. and selects the data rate based on the difference between
the background noise energy estimate and the current f?ame egzéj:é)f,{ff the energy es-
timate of the previous frame is higher than the current frame’gjenergy. the estimate is
sreplaced by that energy. Otherwise, the estimate is incre,a‘s":(l slightly. The data rate
is then selected based on a set of thresholds which ‘:ﬂoat'.' above the background noise
estimate. Three threshold levels exist to select one of the four rates: 8kb/s. ikb/s,
2kb/s and 1kb/s. If the current energy is above the all thresholds, then fu“ rate is
used. If the energy is between the thresholds, the intermediate rates are chosen.

In many applications. it is sufficient to classify the active speech frame as either
voiced. unvoiced. or onset. For voiced sounds, the signal has a quasi-periodié structure
with the period equal to the pitch. In unvoiced speech, the excitation to the vocal tract

has no periodic structure, and the resulting speech waveform is turbulent. or noise
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Figure 5.2: Typical unvoiced segment of speech
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Figure 5.3: Transition from unvoiced to voiced speech
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like: Onsets OCcur'duringaAtr‘ansi.tion from an unvoiced 'Spf,e'ech segment to.a voiced
speech segment. Figures 5.1, 5.2, and 5.3 gives examples of waveform corresponding = -
to (a) veiced speech, (b) unvoiced speéch and (c) onset. About 65% of active speech

is voiced, 30% is unvoiced, and 5% is onset or transition. - | '

4




Chapter 6

A Low-Rate,Variable Rat_'e' CELP
Coder -

With the increased capacity of éignal—procesﬁn’g hardware and the rapidly growing
demand for communication bandwidth, digital coding of speech S_iénals has become
attractive for a large number of applications. Much research has been aimed at the
(levé’lopment of high-quality digital speech communication systems at low bit rates.
High quality fixed rate coding of speech gan be achieved using CELP algonthm at
medium bit rates. But when the rate of-codec is pushed below 1kb/s, the pelformdnce
of CELP algonthms tends to degrade rapidly.

~ In .this thes{13. we introduce a number of improvements to the traditional CELP
approach, with the objective of imp‘roving speech quality at rates below 1 kh/s. -These

improvements include - : .
e introduction of a predicted excitation vector (see section 6.3.2); -
e joint optimization of fixed and adaptive codebook excitations (see section 6.3.3);
o. design of a new multi-pulse fixed codebook (sge section 6.3.1).

The result is a low-rate variable rate codec al an avelzagé rate of less than 3.2 kh/s,
which achieves better quality than fixed rate standard codecs with rates in the range
- 1.8 kb/s.
When the bit rate of the codec is pushed below 4 kh/s. only 9-10 bits/subframe

3

are available to represent the fixed codebook excitation. This motivates the use of the
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prc;dicted excitation vector, which is computed from the fixed codebook selections in
the prev1ous subframes. The predlcted excitation vector exploits the remdual pltch-
lag correlation in the fixed- codebool\ target vectors to achieve quality improvement
without adding extra bits. The excitation parameters for the adaptive and fixed code-
books are jointly optimized in a closed loop' tb obtain further quality improvement.
These improvements are implem‘ent.éd in two coder versions: a high complexity version
called VR-CELP-H, and a low complexity version called VR-CELP-L. Both versions
operate ‘at the following rates: 4.8 kb/s for voiced/transition frames, 3.0 -kb/s for
unvoiced frames, and 677 b/s for silence frames, with an average rate of 2.5-3.5 kb/si.

In the high complexity version, qtnalif;" improvement tecl-miques. such as the jojnt

. optimization of fixed and adaptive codebook excitations. are implemented. In the

low complexity version. a few complexity reduction techniques are used to service the

need for real-time and multi-media applications.

6.1 System Overview

The codec ope;‘ates as a source-controlled variable rate coder with rates of 4.9 kb/s
for voiced and transition sounds, 3 kb/s for unvoiced sounds, and 670 b/s for silent
frames. The appropriate coding rate is selected by analyzing each iuput speech frame
using a frame classifier.

Figure 6.1 shows a block diagram of the VR-C'ELP encoder. The main difference
between this block (liagfa.m and’the traditional reduced complexity CELP is the way
excitation is generated and encoded for voiced/ transition speech. In addition to
adaptive codebook and fixed codebook exé_itation. a third contribution to the excita-
tion is computed from the fixed codebook selections in the previous subframes and the
estimated pitch value p. This third component is called the predicted excitation vee-

or. Further more, joint optimization of the ACB and the fixed codebook indices.and
closed-loop gain quantization is used in the search procedure (for the high complexity
version) to improve reproduced speech quality.

The codec uses standald techniques for computing and quantizing the LPC' pa-
rameters replesented as Lme Spectral Pairs (LSPs). In order to reduce the rate for
voiced and transition frames, the fundamental period (pitch) p 1s estimated and used

to limit the range of the adaptive codebook indices used in the search.
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Figure 6.1: Block Diagram of SFU Variable-Rate CELP Codec

The excitation signal for unvoiced frames is obtained from a two stage stochastic

Ajl codebooks are disabled for

codebook, while disabling the adaptive codebo
silent frames, in which case a pseudo-randomgfequence known at_both the encoder
and the decoder is used. Vectors in the adagftive and fixed codebooks and all gains
are selected using an analysis-by-synthesis search based on a perceptually weighted
MSE distortion criterion. » ,

~ In order to reproduce the excitation signal at the decoder. part or all of the fol-
lowing parameters are needed: class, quantized Line Spectral Pair (LSP)-va.lues; ACB
center tép index, pitch value, fixed codebook indices, and quantized gains. Depén(ling v
on the class information. the decoder dupliéates the excitation signal, and passes it
through the synthesis filter to obtain the reconstructed speech. The reconstructed
speech signal is then post-filtered to obtain better pefcept.ual quality. The remaining

of this chapter is dedicated to a detailed description of the coder.

-
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6.2 System Conﬁguration

6.2.1 Bit Allocations

‘Ta,bz]es 6.1 and 6.2 give the detailed bif allocations for the ldw-rate variable rate coder
(VR-CELP) for each class: silence (S), unvoiced (UV), and transition/ voiced (T/V).

)

| Parameter | S | UV | T/V]
Frame Size (samples) | 144 | 144 | 288
subframes 1 3 6
LPC bits 6 12 24
RMS gain bits 1 4 5 B
ACB Index - - 26 b
ACB Gain - - 6 x6
FCB Index - - |3x816x9
FCB Gain ’ - |3x4{6x5
Class 2 | 2 2
Total 12 54 - | 177
Bits/s ~ 1 667 | 3000 | 1917

Table 6.1: Bit Allocations for Low Complexity SFU VR-CELP ' v

| Parameter [ slTuv]T/NV]

Frame Size (samples) | 144 | 144 288
- subframes l 3 6

LPC bits 6 12 24
RMS gain bits 4+ 1 4 5
ACB Index S 26
FCB Index ) - |3x8] 6x9
ACB & FCB Gain - | 3x4]6x1l
Class 2 2 2
Total 12 5y 17T
Bits/s 667 | 3000 | 4917

Table 6.2: Bit Allocations for High Complexity SFUI VR-CELP

"The voiced/transition frames use a multi-pulse codebook to produce the fixed

codebook excitation. These bit allocations have been optimized empirically through



6.2.2 Voiced/ Transition Coding
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‘a large number of e‘(perlmental comparisons of bubJectne speech quahty The _]UStJ-»‘.‘,‘:_f‘v

fications for the blt allocatlons are in Sections 6.2.2 - 6 ) 4, and. bectlon 6 4.2

E\perlmental results indicate that a frame size of 288 samples and a sub frame 51ze of
48 samples, work well for thls class of frames. The decision is ‘obtained by balancmg ,
two factors: by using a long _fra.me, more bits can be allocated to the excitation;

however. the expanded frame size results in a degradation in the LPC representation -

~of the speech spectrum due to its non-stationarity. The LPCs are transformed into

LSPs, and quantized using : a four stage multi-stage VQ using 24 bits.
In voiced/ transition frames, the excntatlon to the synthesis filter is obtained from

"an adaptne codebook and a fixed codebook. A pitch estimator is integrated into'the

' swstem and a restricted adapiwe codebook (AC'B) search.is used. Delta encoding

is used to represent ACB indices for each subframe. The codebook search and gam

quantization procedures are explained in detail in section 6.3.
*

h ]

6.2.3 Unvoiced Coding

A higher update rate for the LPC parameters are needed for unvoiced speech due to -
its noiselike and hon—station’arv nature. Thus, the frame size is changed to be 144
samples and three subframes per frame are used. Ho“ewer for unvoiced frames, a
coarser quantization of the LSPs compared to the v01ced frames does not have a

large impact on the reproduced speech quality. T\m stages of 6 bits each are used

_fel‘ quantization of the LSPs. The excitation vector is obtained from a two stage

random ternary stochastic codebook. Because the excitation in unvoiced speech does
not involve vibration. of the vocal chords, there is no periodicity, and the adaptive
L 3 8

codebook 1s omitted resulting in substantial reduction in bit-rate.

6.2.4 Silence Coding

Silence is coded using a frame size of 144 samples. The spectral characteristics of
the background noise are reproduced by transmitting a roughly quantlzed set of LPC

parameters in order to preserve the naturalness of the reconstructed speech. The
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‘&

LPC parameters are computed and qua.nfizéd to ‘only 6 bits. The e\cita,t'iori‘véct(')r;_,;

is obtained from a stochastic codebeok usmg a pseudo-random mdex which can be,'

identically generatecl at the encoder and the decode1 thus: ehmmatmg the need for - R

ACB and FCB codebooks. - The RMS energy of the silence flameils used to scale the
reconstructed frame to have the same energy as ‘the original backgrotind noise.

6.2.5 Variable Rate Operation o .

The-p‘ul‘p(‘)se of the frame classifier is to analyze each input speech frame and determine
the appropriate rate for coding. Ideally, the classifier 'willA-'assign each frame to the
lowest coding rate which still results in reconstructed speéch quality meeting the
requirements of a given a‘ppllica'tion{ Classification 'of:the input speech is performted,
each 144 samples. However, if the frame is classified as transition or voiced, the peak
rate configuration is used for two ciassiﬁcatioxl frames ( '288 saniples ), regardless of

i

the elass of the second frame.

3
h ’ - °

6.3 Excitation Generation and Encoding

-

In low-rate coding, the numbBer of bits available each subframe for encq(jing excitation
is very limited. This low-rate variable rate coder uses a multi-pulse fixed excitation
codebobk with 9 bits for each sibframe of. 4‘8 samples. In additfén, the a(!aptive
codebook is only searched in a narrow window of 4 samples to_conserve more Bits.
"To compienéate for the degradation caused by insufficient coding of the fixed and
adaptive excitations, a third component in the excitation is introduced: the predicted
excitation vector. In the high complexity version. a separate gain is intiroduced for
the predicted vector, and all the gains and excitation vectors are optimized together

in a closed loop.

6.3.1 Multi-pulse leed Codebook De31gn

The fixed codebook for voiced/ transition frames is a multi- pu]se Codebool\ with 2 non-
zero pulses for each excitation vector of 48 samples (1 subframe). There is one positive
(amplitude +1) and one negative (amplitude -1) pulse and they can assume positions

given in table 6.3. The positive pulse position is encoded in 5 bits (32 positions) and



-
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.| Pulse- I Srgn t Posmons o S . ]
o s 41| my 1,3,4,6,7,9,10, 12, 13, 15, 16,

| | ' 18, 19, 21, 22, 24, 5, 27, 28, 30, 31
. , 33, 34, 36, 37, 39, 40, 42, 43, 45, 46, 18 | .’
dy sl | mar 2,58, 11, 14, 17, 20, 23, 26, 29,
| 32, 35, 38, 41, 44, 47 o

Table 6.3: Structure of the Fixed-Codebook

©

the negative plilse position is encoded in 4 bits (16 positions). The limited number

of bits led to this uneven arrangement of the positive and negative pulse positions.

A number of experiments were performed in order to select the codebook structure

of Table 6.3 Experiments show that in terms of SNR there is no preference between

which pulse should bé coded in 5 bits.

The codebook vector ér(n)i is obtained as a sum of the two unit amplltude pulqes \

at the foun(l locations multlplled by the correspondmg sign:’

cp(n) = s16(n—my) + s8(n — my) .

- - . (6.1)
= (n =my)— b(n —my), n=1,...48

\Vhen' the estimated pitch delay p for the current %ubframe is less than the sub-

frame sxze N, Lhe Code‘vector is harmonically -enhanced to lIT]pIO‘ve the wnthemzed

speech qua,ht\ The codevectm is then written as:

I L T U
. / » c’f(_n—p)+(':f(ﬁ)_ n=p+1,..NV

6.3.2 Predicted Vector

One of -sthe problems typical of low-rate CELP codecs is the residual pitcli correlation
whichl can be observed in the fixed-codebook targeti vector. The pitch lag correlation
_ can not be modeled properly at the level of fhe fixed codebook and this results in
noisy ;‘eéonstructed speech. This problem can be observed at rates as high as 8 kb/s.
and becomes a predominant source dfs(Jegradations at rates around 4 kb/s or lower.

The reduced number of bits per suBfran1e available at rates around 4 kb/s'leads

to the use of limited-range ACB search which is another potential source of increased
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pitch-lag correlation for the fixed codebook target vector. Figure 6.2,illust71jates'a typi-
cal fixed-codebook target sequence (at expanded scale) which shows strong cOrrelat}on‘

from one pitch period to another, even after subtracting the ACB contribution. -

4

x 10

-

1 1 1 1 I 1 i > 1
0 500 1000 1500 2000 2500 .3000 3500 _ 4000 4500 5000
Sample Number - 7

Figure 6.2: Fixed codebook target excitation

s .

In order to alleviate this pr(_)blem‘, a novel feature introduced in this codec is a
predicted fixed-codebook vector. This vector is obtained from the fixed-codehook
contributions of the previous subframe(s) as explained below. The basic idea is to
exploit the residual pitch-lag correlation to improve the quality (without increasing
the rate) by using an additional contribution to the fixed-codebook vector based on
the total fixed codebook entries from preyious subframes.

For each subframe. the total fixed-codebook contribution to the excitation. c,. can

-

be written as

Cs = gpCp + grC;- ) - (6.3)
where ¢, and g, are respectively the predicted vector and its gain, and ¢, and g; are
the fixed codebook vector and its gain. In the high complexity version. a separate gain
is introduced for the predicted vector: this gain is optimized in closed loop. quantized,
and transmitted to the receiver. In low complexity version. the predicted vector gain

is set to be g, = 0.5g; (see section 6.3.3). In our experiments, we found that the

quality is not very sensitive to the factor betv.cen g and g,. The factor 0.5 is chosen o

because it is easy to implement in fixed point simulations of the program. The ACB

and FCB excitations and gains are searched and quantized separately.
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The fixed-codebook total excitation, ¢,, is stored in a buffer b of length A" using.a
procedure similar to that used in storing previous total exc1tat10n in the ACB buffer.
" The selection of the predicted vector < for the next subfrarne can be viewed as sli‘d‘ing.
a window of length NV, where N is the subframe length, over the buffer b to a position
. determined by the current pltch estlmate Figure 6.3 illustrates the process of selecting

the predicted vector. The pledlcted vector can be explessed as

(KN —(p—n)) n<p & n<N

) = { (K=(p=n)) n<p <N (6.4)
0 n>p & n<N

‘Subframe N Prediction
i " Boundary : Window

TR NiI- NI N:

: . = . time

b ' 11r“<p | on)

E b(K-(p-n)) ; ;

K Currentg

Past Subframes ! Subframe

Figure 6.3: Prediction vector computation

The effect of using fixed-codebook vector prediction is illustrated in Fig. 6.4 by
comparing the reconstructed excitation with and without target vector prediction.
This figure shows that the use of prediction results in a better match of the excitation

than the conventional fixed codebook approach.

6.3.3 Joint Codebook Search and Gain Quantization

This section describes in detail the new search procedure introduced in the high
complexity version for voiced and transition subframes. The excitation parameters
for the adaptive and fixed codebooks are determined in a closed-loop search which
involves joint optimization of the adaptive codebook index. fixed codebook index,
“and all gain values. The joint-optimization minimizes the percéptually weighted MSE
defined by '
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: (23)

(0)

0 10 20 30 40 50 - 60 70 80 9 100
) Sample Number

Figure 6.4: Comparison of the eXgitaiion obtained with and without vector prediction. -
(a) fixed codebook target excitation; (b) gs¢; fixed codebook reconstructed excitation
without prediction: (c) gpc, + gsc, fixed codebook excitation with prediction.

Fd
L}

e=" It = garHen = gu2Hen ~ gustcus
: | | (6.5)
—gpHe, — grHeylI* '
where t js the target vector (weighted‘ speech vector after subtracting the weighted
synthesis filter ZIR), ¢,;, gai- i = 1.2.3 are the vectors and the gains for the 3-tap
adaptive codebook, H is the weighted synthesis, filter imbulse response matrix, and
the other symbols were previohsly defined. ‘ '
An exhaustive search is performed for minimization of (6.3) by computing the
WMSE ¢ for all possible combinations of indices. During the closed-loop s‘ear(.:h the
gains in { 6.5) aré retrieved from the quantization tables resu]tin‘g in the closed-loop
quantization of the gains. This computational pro;:edufe is feasible due to the fact that
there are only 4 possible ACB entries and the vector ¢, is fixed. To lower complexity.
the vector ¢; can be split into two components according to its multipulse structure

and the components can be searched sequentially.
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| Figure 6.5: Gain Histograms for ACB Vectors

6.3.4 Gain Quantizer

*@\

With joint optlmlzatlon the quality of the codec was found to be very sensitive to the
quantization for the gains. The 3 ACB gains and 2 FCB gains are quantized together
with 11-bit VQ for each subframe, due to the llmlted number of bits available at the
low codmg rate. Without any constramt on the /\CB gams considerable degradation
exists. In order to improve quality. it was necessar} to constrain the gains in some
manner. Figure 6.5 and 6.6 shows histograms of the ACB and FCB gains in the case
of joint optimization. The majority of the gain values lie between -0.7 and 1.30. By
cutting off the outlier gains < —0.7 and > 1.30, the quantizer is made more robust,
In ethe low complexity version, a split VQ structure is used to quantize the ACB
and the multi-pulse codebook gains. Split VQ is a suboptimal VQ structure that
ﬁart,jtions the ACB and FCB gains and quantizes them separately. The three ACB

e o

s
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Figm‘e 6.6: Gain Histbgr@ms for FCB Vectors; top: gcl . bottom: g,

gains are quantized using 6 bits /subframe. There is only one gain for the FCB
codebook. and this FCB gain is quantized using 5 bits/ subframe. To improve the
speech quality after ga‘in quantization, the ACB vebtqrs are constrained such that the
middle-tap gain has the largest absolute value. i

T\\o gain quantization procedures may be used in CELP open-loop search, or
closed- loop search. In an open- loop search, each gain Code\ ector is compared to the
optimal gain vector. and the \lector which minimizes a MSE criterion is selected.
Better speech quality can be obtained by using a closed loop search. In a closed loop
+ search, the weigilt.e(l svnthesized speech, generated using each gain codevector in the
gain VQ, is compared to the weighted input speech. The vecfor that minimizes the
WNMSE is selected as the optimal gain vector. In this low-rate coder, a combined open-
loop/ closed- loop search procedure is used. A number of open-loop candidates,P for
the adaptive and fixed codebook gains are retained to be searched closed-loop. The
best complexity tradeoff is obtained for P = 2 for the adaptive Codebook, and P =1

for the fixed codebook gains.
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. 6.3.5 Low Complex1ty Codebook Search

In the low complemty version, the AC B and.F CB codebool\s are searched sequent}ally
(sequential optimization). The ACB codebook vector contribution is subtracted from
. the target vector to form a new target vector for the FCB search. A large reduction
in computational c’bmplex.ity is obtained by using this search procedi}re.-

During the analy;sis stage of the encoder, the optirmal codevectors dre determined

by minimizing the following WMSE, ¢
e= ||t = gHel)? ' - . (6.6)

where t is the weighted target vector ¢; i1s the zth codebool\ ently g is the codevector
gain. and H is the 1mpulse response matrix of the weighted synthesis filter. The
selection process reduces to the maximizing ¢ (see section 4.3.1)
]' = WHa? - (6.7)
HelP

For adaptive codebook search, the complexity lies mainly in the filtering of each
codebook entry. In order to reduce complexity in VR-CELP, the norm term is ne- ~
glected (assumed constant). In this case, the cross term can be obtained by computmg
(tTH)c;. As a result, filtering of each’ “codebook entry can be axmded This method
is called backward filtering. : s

With the contribution from 1]1e adaptive codebook subtracted from the target

vector. the optimal FCB codevector is selected by minimizing
¢ =|ltL— Hel| . (6.8)

where ' is the new target vector, ¢, is the gain scaled final fixed codevector. In the

~ low complexity case. ¢, is obtained as: .
¢, = gsle; +0.3c,) ~ (6.9)

where ¢, is given in Eq. 6.1, and ¢, is the predicted vector given in Eq. 6.4. Note
that in this case the predicted vector gain is g, = 0:5¢g;, and only one gain needs to
be}quantized. The selection process for the fixed codebook is reduced to finding the

maximum of &:

_ t'TH(c, +0.5¢,))?
|| H( ¢+ 0.5¢, )||?

<

(6.10)
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By usiﬁg backward filtering, the cross term becoxhes'(t"TH)(éf +0.5¢ ) Ideally, all
the comblnatlons of the positive and negative pulse positions should be sealched ’
lewltlng in 32 x 16 sedrches -

To simplify the search the denominator ||H(c; + 0.5¢,)]|] is is assumed constant
and neglected during the search. Since ¢, is fixed for the entire search procedure, it
is ignored, and the optimization reduces to finding the maximum of (L:TH')Q;.‘

With the fixed codevector given by Eq. 6.2, the term (_ﬁTH)_c_f can be written as
(t—ﬂ;H)Qf = u(my) — u(my) | (6.11)

where the vector u is the backward filtered target vector given by’

£
(i

u=H"t (6.12)

" According to the grid in Table 6.3, we can select the u(m,) with the largest positive
value. and the u(m;) with the most negative value, in order to obtain the best pulse
" positions.

- The above search procedure is suboptimal. Better results can be achieved by re-
taining the best M candidates for u(m;) and u(m;). and a full search of all the com-

binations of the M candidates is then carried out by maximizing ¢ given in Eq. 6.10.

6.4 Codec Components

6.4.1 Frame Classifier

The open-loop classifier based on thresholding derives one or more parameters from
each speech frame of 144 samples and makes a class decision. Thresholding is chosen
due to its simplicity and the fact that the same Basic coding algorithm is used for all
classes.

The parameters considered in making rate decisions include frame energy. the nor-
malized autocorrelation coefficient at the pitch lag, the normalized low-band energy
(measured on speech processed with a 100 Hz - 800 Hz band pass filter), and Jnor-
malized short-term autocorrelation coefficient (lag=1). and the zero-cros:sjng rate. All
five parameters are used to achieve good classification accuracy of each speech frame

as silence, unvoiced, voiced or transition.
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The energy for voiced frames, iS‘generally greater than energy in unvoiced frames,"
making it a possible candidate for discriminating between classes. However, there are

no clear boundaries in frame energy between- voiced, -unvoiced and tranbltldn frames.

Frame energy works well when dlscrlmlnatmg silence frames from active speech 1%low

=

background noise environment. ‘For high background noise environment, noise niay.

have comparable frame energy to some active speech resulting in “decision errors that

' degrade the reploduced spee(‘h quality. ' . o

- 7/

6.4.1.2 Normalized Autocorrelation at the Pit¢h Lag

s

Voiced frames exhibit significant correlation at the pitch period due to its quasi-
periodic nature, whereas unvowed speech i 1s generally uncorrelated due to its noisy
nature. The nor mallze(l autocorrelation coeﬂiaent p(k) at lag k. is evaluated as:
- [ T . G0, k) . .-
. p(k) = s o (613)
~ /C0,0)C (k. k)

and

- N-~-1 . =

C(i,j) = Zs(n——i)s(n—j) ' - (6.14)

n=0

The maximum value of p(k) 15 retained. It can be expected that p,,., will be
higher for voiced frames than for un\01ced frames. The V/UV Hecision is ma% usmg
a majority decision rule. The frame is segmented mto several subframes clasuﬁcatlon
of each subframe is made based on the magnitude of p(l\) The classification of the

entire framne is based on the number of voiced or*unvoiced subframes in the frame.

» -

6.4.1.3 Low Band Energy

>

Voiced sounds usually have most of their energy in the low band due to its periodicity,
while the energy in unvoiced sounds is typically in the high band due to its noise-like
nature. The low band energy is obtained by passing the s‘peech through a band pass .
filter with a lower cutoff frequency of 100 Hz and an upber cutoff frequency of 800 Hz.

To ensure that the classifier performs properly for a widé range of speaking levels, . -
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the lbw' band energy is normalized to the average speech energy-which is esyirn;a‘tedr ,

by averaging the energy of previous voiced frames.

6.4.1.4 First Alii’t“ocor'relétion Coefficient

Voiced frames tend to have a higher-correlation between adjacent samples compared
with unvoiced frames and this makes the first autocorrelation coefficient a candidate

. for frame classification. The first autocogrelat,ion coefficient can be written, as:

“ T}Y—ol o(n) (n - 17)

p(l) = ~ =
\/Z s(‘n 22y s(n —1)2

~(6.15)
.where s(n) is the speech signal.

6.4.1.5 Zero Crossings.

Zero Cfossiilg rate is-another parameter that can be use;l ‘to discriminate between
voiced and unvoiced speech. The zero crossing rate for voiced speech is typically
lower than the unvoiced zero crossing rate due to the periodicity inherent in voiced

“speech. When using zero crossing rates as a classification parameter, it is imperative

that the "fspeech'“si'gnal‘ be passed through a high pass filter that atte_m.late.s D(C and

60 Hz noise, w%iclr can-reduce the zero crossing rate in low energy unvoiced frames.

6.4.1.6 Classification Algt(:)rithm‘
The classification algorithm 1is Car ried out in several steps. First, frame energy is used
to determine if the frame contains sﬂence or a.ctne speech. The algorithm l\eeps a ‘
running estimate of the bacl\g,lound noise from which-a threshold is calculated and
" used to decide if the frame contains active speech. In each frame, the frame elergy
is compared‘ to the threshold calculated in the previous frame. If the energy is less.
‘than the threshold, then the frame is classified as silence, otherwise it is classified as
7 speech The noise estimate and the threshold are then updated. The techiique is
similar. to that used in QCELP(88]. '

- The next step s to classify the speéch as voiced or unvoiced. Based on analysis
of several different frame C“lassiﬁcation methods we found that classification based on

the normalized alltocoir/elation coefficient at the pitch lag works well for most speech
! , | \

€Y
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-material. The classifier was made more robust to lapl(l v01ced phoneme Changesr

by Com'putmg the autocorrelation over several small subfr ames w1th1n a frame. For

example, a frame may be encoded with the highest rate if more than 3/4 of the

subframes have a normalized autocorrelation coefficient above a pre-defined threshold.

| Parameter.| - ¢, | buy |
plhy) 0.7 * 0.5 }
Elowband - 1.0 0.007
[ p() 1.0 0.2
Zeross | 0.125/- sample | 0.3475/ sample
]

Table 6.4: Voiced/Unvoiced Thresholds

®

o Zero-crossings, low-band energy, anc] the short-term autocorrelation function at
:'lag 1 are used by thg classifier to reduce the probability of assigning low ‘ates to
voiced frames. Each of these parameters is used sequentially in an attempt to make a

voiced /unvoiced decision by comparing the parameter to \'oiced and unvoiced thresh-.
* olds. If such decision” can not be made the next pa,xa,meter is used for classificdtion.
"Tihe order in which the parameters.are used is based on their effectiveness and reliabil-
1t-;‘t7) classify correctly. If no parameter can C]abSlfy the frame as voiced or unvoiced,
rthe frame is classified as a transitidn,fra.me. Table 6.4 contains the thresholds for each

of the decision making parameters. The complete algorithm used is as follows:

1. Use the VAD algorithm to classify the frame as silence or active speech:

>

o If the frame is silence, goto step 7.

o If the frame is active, goto next step.

o

. Use the normalized autocorrelation at the pitch lag:

9 ~ . : -8
- e If p(k,) > t2t%9) class = voiced, goto step T.

b ad

o If p(k,) < tolks), class = unvoiced, goto step T.

o If tolks) <'p(kp) < t°+) goto next step.

L}
A

3. Use the low band energy:
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o If Fipvbana > tf ; class = voiced, goto step 7.

o If Eipubona < tE clas's = un\,:()iced' goto step 7.

uu?

° IftE

uv

< Elowband < tv s gOtO next step. . ‘ e
4. Use the short-term rautocorrelation:

il It p( ) t*1) class = voiced, goto step 7.
o If p(l) < t* class = unvoiced, goto step 7.
o If tﬁ(vl) < p(1) < t*V_goto next step.
5. Use the zero crossings: | L e

® If Z.pss > tZe9 class = voiced, goto step 7.* . T s

o If Z ., < tZeros¢ class = unvoiced, goto step 7.

“

o If tfcross < Zoo0es < t7"° , goto next, step

B
=)

('lassify frame as transition, goto step 7.

. R - : " ~
B .

-1

. Finish Classification. o

.= 5 7

| Error . | Male | Female'|
Sil — Speech | 0.0% |- 0.8%
Speech — Sil | 2.8% | 3.2%
TSV [26%| 17 %
VS U [ 23% ] 00%

Table 6.5: Classification Errors E ;

]

3
¥

The transition class in this algorithm is used when a voiced/unvoiced decision can

not be made by any parameter. Table 6.5 summarizes the classification errors for -

speech files outside of the training set. Errors in classifying silence as speech (Sil —
Speech) and unvoiced as voiced (U — V) increase the bit-rate needlessly, whereas

classifying speech as silence (Speech — Sil) and voiced as unvoiced (V —.U) causes

- . - . . . T . . Ed
a degradation in speech quality. Misclassification of active speech as silence occurred "

during speech offsets. In order to alleviate the problem. a two frame hangover time

»
% .

-
® A.
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was added to the classifier. As a result, the SpeechﬁS»il error's werere(_l-ueedf' to almost = "

o~

The short-term predictor 1/A(z) is a tenth order LPC a.ll—pole ﬁiter.' A perceptual
weighting filter of the form H(z) = A(z)/A(z/v) is derived from A(::). The filter
coefficients are calculated using the autocorrelation method. Band-width expansion
and high-frequency compensat{ion~ are used duriﬁg the LPC analysis. The LPC coef-
ficients are computed once per frame and converted to LSP values for quantization
"and interpolation. The quantized LSPs a.re linearly interpolated eve-r.y subframe and
converted back to LPCs to update the synthesis filter. A tree-searched, multi- -stage,
vector quantizer (MSVQ) [102] with four stages of 6 bits each for a total of 24 blts
is used for'voiced and transition frames. After each stage, the top three candldates
which minimize the Weighted distortion criteria are retained. Unvoujed frames use
only the ﬁrst two stages of the same MSVQ) structure, and silence frames use only the
first stage. | ) ,

For voiced / trans'itio'naframes, transparent quantization of LPC parameters cam®
be achieved using 24 bits MSVQ [102], with multi-candidate search. Transparent
quantization means that the speech quality produced by a coder using quantized and
unquantized parameters are perceptually mdlstmgmshable from each other. The LPC
codebool\s are trained mlnlmlzmg a spectlal distortion measure. To achieve trans-
parent quantization, the codebook should satisfy the following criteria: the average
distortion measure should be less than 1dB. the number of outliers with spectral

" distortion of 2 dB or more should be less than 2 percent, and there should be no
outlier with spectral distortion above 4 dB. For unvoiced frames, coarser quantiza-
tion of the LPC coefficients will not significantly effect the quality of the synthesized
speech [101]. For this reason, only two stages are used in the MSVQ codebook, re-
sulting in 12 bits/subframe. For silence, only 6 bits are used for the quantization of
LPC coefficients. The decoder-uses the Coarsely quantized LPC Coefﬁcients, and a

pseudo-randome excitation sequence to recreate part of the background noise.
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6.4.3 Pitch Estimation

The codec uses an open-loop pitch estimator followed by a pitch trackf’rfg algorithm
‘to provide the fundamental frequency (pltch) To reduce the complexity of the search
for the adaptive codebool\ delay, the search i is conducted around the estimated pitch

period {104]. The open-loop pitch estimator is based on the SIFT algorithm pre-

sented in [103] applied to the clean speech signal. The mtegel pltch is estimated by

niinjmizing the following error criterior

Lp/2-1 =

E(p)= Y. le(n) = ve(n —p))? (6.16)

'n=——Lp/'2

where L, is the pitch estimation window length, €(n) is the unquantized excitation
51gnal p is the pitch perlod and « is a factor designed to account for changes in the

short-term signal energy over time. The. optlmal pitch estimate is obtained by the

’ follo“mg equation:

ot = 6.17
Port = 025, AP] .

, . where P '
Sl emen = p)

\/Zl,z/fL /2 € (n —p)

and p; and p;, are the minimum and maximum possible pitch periods respectively. For

(6.18)

8 kHz sampled speech, pi = 20 and p, = 147 are used.

f Pitch computation is carried out twice per frame with the pitch estimation window
| centered at the beginning of the 4th subframe and the 1st subframe of the next frame
(stored to be used in the next 'subframe). A pitch estimation window length, L, of

221 samples is used. Pitch is linearly interpolated and ‘rounded to the nearest integer
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Figure 6.8: Linear Pitch Interpolation: solid line - calculated pitch; dotted line -
interpolated pitch ' S

for subframes 2, 3 and 5, 6. A look ahead of 111 samples is needed for each frame.
Figuré 6.7 illustrates the locations of the pitch estimation windows for each frame.
Figure 6.8 illustrates the interpolation scheme. ' '
, To reduce the artifacts in the synthesized speech created by pitch doubling (esti-
mated pitch is twice as the real pitch) and pitch halving ( estimated pitch is hal\f,\the
o real pitch), a pitch tracker is'used in the open-loop pitch éstimator. Analysis indi-
cated that the worst errors from a perceptual point of view occurred within relati\".ely
long voiced regibns. In the pitch tracker, any large deviations in the estimated pitch
period are assumed to be pitch err{ors,_and the open loop pitch estimate is modified

~ to be within close range of the previous pitch values.

6.4.4 Adaptive Codebook

The voiiced/ transition class uses a 3-tap.adaptive codebook. The adéptive codebook
consists of past total excitation sequences. Only lags in a narrow window (4 samples)
- centered on the e;stimated pitch pel'ic;d value, k,, are considere(! in the ACB ciose(l—
loop search. The optimal ACB delays and pitch values are encoded in a total of 26 bits
each frame. The pitch value for each frame is encoded in 7 bits. AC'B center tap index
is coded in 2 bits (4 samples) for each subframe (for ACB delays of [(k,—2)., ..., (k,+1)].
The search algorithm of the ACB codebook is described in section 6.3. For unvoiced

and silence frames, the adaptive codebook is disabled.
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6.4.5 Fixed Codebook ’

Different fixed codebook structure is used for un\"o’iced silence, and voiced frames.
The unv01ced frames uses & single stage 8-bit thCl]aSth codebook contammm Gaus-
sian white noise sequences which are sparse (contalns 70% zeros) with ternary-valued
samples and overlapped shift by -2 samples. The resulting codebook is .__comp‘act, :
and significantly reduces computatfon by allowing for fast convolution and energy
computation. ’

Both fixed and adaptive codebooks are omitted for silent frames. The excitation
vector used to reproduce the Background noise is obtained from a stochaétic codebook
using a pseudo-random index which can be identically generated at the encoder and
the decoder. : _ : ,

The fixed codebook for voiced/ transition frames is based on a multipulse approach
using only two pulses encoded wit,h>9 bits for each subframe of 6 ms (48 samples).

Details of the codebook are presented in section 6.3. B

6.4.6 Gain Ngrmalization

Quantization can be done on the optimal gains directly. However, the optil’nal gains
tend to exhibit a large dynamic range and are’not conducive to efficient coding. The

gains should he quanﬁzed independent of input speech energy and fixed codevector 7
energy. The optimal gain, §. expressed in Eq. 1.10 can be rewritten using a normalized

target vector. t,, defined as

= (6.19)

U= | (6.20) -

= ]

The optimal gain can be expressed as:

~

QQ)
N
w -~
'~

=

R

—~

—_—
[=p)
[
[V,
~—
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The relationship between the normalized gain and unnoxmallzed gam can then be

S )

The normalized gain, §,, is unaffected by scale changes in ¢ or u. The norm of the

written as

target vector can be approximated by ‘

, N
1l = Grms - \/A’s . (6.24)
where
Grms = \/Z ‘OSnH) (6.25)

and s(k) is the first speech sample in the current frame. G, is quantized every
frame by a logarithmic scalar quantizer. ’

We can approximate ||u|| as
el = go - llll (6.26)

where g is the gain of the synthesis filter given by

G = —roi o (6.27)

13'(1 = &2)

M is the order of the synthesis filter, and k; are the reflection coefficients. Equa-
tion 6.27 is derived from the minimum mean square value of the prediction error for
u. Im our case. Eq. 6.27 is only an approximation since the filter is optimized using
the autocorrelation method and is interpolated for each subframe. Also. ¢ does not
match exactly with the prediction error because of the finite size of the codebooks.

The detailed quantizationr procedure is described in section 6.3.4.

-

6.4.7 Adaptive Post-Filter

We use an adaptive post-filter similar to that presented in [54] which consists of a
short-term pole-zero filter based on the quantized short-term predictor coefficients.
followed b} a pitchl postfilter and an adaptive spectral tilt compensator. The pole-
zero filter is of the form H(z) = A(z/3)/A(z/a) where 3 = 0.5 and @ = 0.8. An

automatic gain control is used to avoid large gain excursions.
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The pitch postfilter is given by
1

CH(z)= —m
, p(. ) 1 + 'yp‘gpit

(14 7pgpiu="") — (6.28)

~ where p is the ACB delay index and g,;; is the middle tap ACB-gain. 'g,;; is bounded
by 1. The factor 7; controls the amount of filtering, and it has the value 7 = 0.5.

Tilt compensation is carried using the filter H,(z)

1 o .
Hy(z) = g—(l + ykiz71), - (6.29)
t .

where *,‘tic] is a tilt factor, & being the first reflection coeffi¢ient calculated on the

short term filter coefficients with "

» (1) k o
ky = (0) o , (6.30)

where rp(1) and 7'h(0)v are the Oth and Ist reflection coefficients. The gain term g,

compensates for the decreasing effect of the short term postfilter. Two values for 7,

are used depénding on the sign of i.?l. If ll,lb gfeatgr than 0, v, = 0.9, else v, = 0.2.

6.5 Pefformance Evaluation

The performance of the VR-CELP system was-evaluated throughout the development
of the coder. At each stage, both ob{j’ective tests using SNRs and SEGSNRs. and
subjective tests using inforn%al listening tests were carried out. Different ve‘rsiohs of
the coder were compared with reference systems. The combmations of parameters
that yielded the best reconstructed speech éualityﬁ were retained.” The final system
was evaluated using SNRs and SEGSNRs, and also using subjective mean opinion
score (MOS) tests. In the MOS. 20 untrained listeners rate the speech quality ona’
scale of 1 (pdof quality) to 5 (excellent quz\ility) and the results are averaged. Toll
quality is characterized by MOS scare over 4.0. Relative differences as small as 0.1
MOS have been found to be significant and reproducible.

In order to show that the use of predicted vector improves the system’s perfor-
mance, our 2-pulse low complexity codec was compared with a 3-pulse system. The
FCB excitation for the latter system is generated from-a multipulse codebéok with

3 unit amplitude pulses for each sybframe of 48 samples. The pulse locations and

RN
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signs are listed in Table 6.6. A total of 12 bits/ subffame ( 5.41 kb/ | are needed to
represent the 3 pulses instead of the 9 blts/ subframe (4.89 k‘b/s used in t,he 7-pulse
system. Both coders use unqua,ntrzed FCB gams B B

\ B
A o

l Pulse | Sign | Positions ~ _ |- o
[, 51 +1 my: 1, 4, 7, 10, 13, 16, 19, 22, 25, 28, R =
- “315 34, 37,40, 43, 46 _ SR
1, st -1-|  mg: 2,58, 1, 1Y, 17, 20, 23, 26, 29, - .
o © 32, 35, 38, 4&4, 47 -
Lo | s 41 my: 3, 6,9, 12, 15, 1& 21, 24, 27, 30,
' 33, 36, 39, 42, 45,48

Table 6.6: Structure of flle‘3—pulse multipulse}\debook - -

[System [ SNR [SEGSNR | Filenamie | Male/Female |

2-pulse | 7.21 | 5.8 | FIL31BS.DCM F
(with | 6.54 5.10 | M1L01BS.DCM M
pred.) | 10.72 | = 596 linfl -~ F
9.17 547 linm2 M

3-pulse | 7.64 5.98 F1L31BS.DCM F
S 6.54 5.10  -{ M1L01BS.DCM M

10.69 6.02 " linfl F

8.87. = 5.58 ‘ linm2 . M

- Table 6.7: SNR Results

) . . ‘ s o ) .
Table 6.7 lists the SNR and SEGSNR results on some tested ﬁl_es. Note that the -

file M1LOIBS.DCM processed with 2-pulse system shows no degradation compared to

e \

the 53—bulse system. For other files listed in the table, the degradation is very small.
The 2-pulse system using the prédiéted vector offers near 'equi?alent objective quality
to the 3-pulse system, but with savings of 3 bits per subframe. |

In ordeg to test the effect of the predicted vector and joint op'timi‘zation,.a typical
speech file was processed using the high complexity VR-CELP coder, aﬁd a coder
without the two innovations. Unquaﬁtized codebook gains were used in both cases.
Figure' 6.9 shows'the frame by frame SNR of the reconstructed speech using prediction
and joint search OptlleatIOH compared to the SNR obtained without using these

echmques The top graph shows® the speech input, and th& bottom graph is the
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corresponding SNR/SEGSNR of the reconstructed speech. As the figure S’hbvs}s,"thé"
. salid line, (SNRs from the \system using predicted vector and joint optimization), is -
- (“on31stently above the dotted hne (SNRs from the other system). Using pledlcted
'vécl%r and jOlIIt optlmlzatlon a significant improvement of quality in terts of the

*SNR is obtamed for voiced frames and.some tgansition frames.

o
@

- L]
x 10% . :

1-

Speech
[=]

0 2000 4000 6000 8000 10000 12000
Sample Number

10 20 30 40 50 60 70 80 *
. Frame Number :

~ Figure 6.9: Frame by frame SNR (dB) — using prediction and joint optimization; —- .
. without prediction and joint optimization

<

The quahtiza.tion of the excitation codebook gains is critical to the overall system
performancve. In the high complexity case, due to the large number b_f excitation
gains (3 ACB gains and 2 FCB gains), and {hg limited number of bits available, gain

| QUantization rﬁay result in large degrad.ations, de;spit the hard limits posed on the
gains. Experiments were carried out to investigage dhe effect of gain quantization.
Table 6.8 shows the 'SNR/SEGSNR results before quantization for VR-CELP-L and
VR-CELP-H; and Table 6.9 shows the results after quantlzatlon for \’R CELP-L and’
VR-CELP-H. These two tables llst the results from the same group of speech files. The
unquantized results show that VR-CELP-H ( using prediction and joint optlmlzatlon) :
achieves 1.2-1.1dB 1mpr0vement in SNRs, and 0.9-1.2dB improvement in SEGSNRs
over VR-CELP-L. The 1rpp£ovemen1 after quantization is in the range of 0.3-0.8dB in
SNRs. and 0.3-0.45dB in SEGSNRs (Table 6.9). Some of the improvement is lost in
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the process of quantizing the ACB and FCB gains.

| : VR-CELP-L | VR-CELP-H
FILE =~ SNR SEG SNR SEG
FIL31BS.DCM (F) | 7.54591 [ 8.817.07
| MILOIBS.DCM (M) | 6.595.05 | 7.98 5.97
F1L34BS.DCM (F) | 8.175.32 9.61 6.23
M1L04BS.DCM (M) | 7.13 5.47 8.40 6.46 3

Table 6.8: SNR/SEGSNR results before qu‘antfzation

VR(ELP-L | VR-CELP-H
FILE SNR SEGSNR | SNR SEGSNR
F1L31BS.DCM (F) |  7.37 5.81 8.06 6.36
'MILOIBS.DCM (M) |  6.34 4.78 7.29 5.21
“ F1L34BS.DCM (F) |, '7.90 5.16 8.67 5.46
| . MI1L04BS.DCM (M) |  6.94 5.12 7.25 5.54
4 . g - ‘ ,
- - Table 6.9: SNR/SEGSNR results after quantization

~

‘To compare the developed VR-CELP to other industry standards, an infofmal
MOS test was carried out. Comparisons were made with QCELP, the variable rate |
standard for CDMA; DoD, the 4.8 kb/s Federal Staug}érd 1016; and the inlpi‘ove(l
multi-band excitation (IMBE) standard at 4.1 kb/s. %ffg_ible 6.10 gives the results of
the subjective quality evaluation. The test was Coﬁn‘cﬂluct'ed with 20 participants (10
male, 10 female) listening't.(; 8 sentences spoken by male and femnale speakers. Each
' file contained two géntences spoken by the same talker sampled at 8 kHz using 16-bit
samples. The aver;ge rate for QCELP for this particular set of files was 5.53 kb/s.
Table é.ll gives the claséiﬁcation mix generated by the variable rate system and the

average bit rate. ,

[SYSTEM | MALE [ FEMALE | BOTH |

VR-CELP-L | 3.30 3.21 3.25

, . . VR-CELP-H| 3.43 | 324 3.34

; . QCELP 355 | 3.78 3.66
| | IMBE 2.97 3.16 | 3.07

DoD 3.00 |, 303 | 3.03

- . - Table 6.10: MOS Results
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[TALKER [ % V/T [ %0V | % SiL. [ % BR (bps) |

3 Male - 422 1 205 | 373 2928 .
Female | 521 | 234 | 245 | 3431
- b Both 46.9 | 21.9 | 31.2 3176

& : | '
Table 6.11: Class Statistics and Average Rate for MOS Files

The results in table 6.10 indicate that VR-CELP-I{ offers some improvement over
VR-CELP-L in both male and female cases. The develbped VR-CELP coder also-
achieved at an average rate lower than 3.2 kb/s better quality than IMBE and Dod, 7
both operating at significantly higher fixed ratfes. The high complexity VR-CELP L
(VR-CELP-H) (3.43 MOS) is only slightly worse than QCELP (3.55 MOS) in female -
files. Although QCELPv~uses 5.5 kb/s as compared to 3.2 kb/s for our codec, the
difference is about 0.5 MOS in male files." ‘
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Conclusions

‘At rates between 2 kb/s and 4 kb/s, CELP systems suffer from large amount of
quantization noise due to the fact that there are not erlougli bjts to accurately encode
' the details of the wdveform. This thesis investigates the possibilities of using the
existing information in the residual signal to improve the speech qualivty; without
adding more bits. The two innovations used in the codec include prediction of the
fixed codebook target vector and joint optimizgtion of the adaptiye and fixed codebook ‘
search. The prediction of the fixed codebook target vector is based on fixed codebook
selections in previous subframes and a running estimate for the fundamental frequency.
Results show that SFU-CELP-II obtained quality better than standards such as IMBE ’
and Dod with considerably lower average rate. o
The research resulted in a high-quality,’low bit rate. variable rate CELP codec. ’
The variable rate system operates at 4.9 kb/s for voiced and transition frames, 2.9 kb /s
for unvoiced frames, and 667 b/s for silence frames with an average rate of about 3
kb/s. A MOS test was conducted to compare the developed speech coder with current
speech comfnunications standards. The results show that this low rate speech codgr .
has the potential of achieving good quality speech at very low bit rates.

©

7.1 Suggesfions for Future Work

This section provides suggestions for further research into several areas covered in this

thesis. -

-3
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"o, Perform a quval'i"t;y/. cd%ﬁ;iléxity analys;s for the .various'c'onfi.gui‘atjons.

Investlgate the' perceptual welghtlng fllter used in the -codec. Informal llstemng
tests performed has shown that by using an unquantlzed welgh’rlng filter 1n§tead "
of the quantlzed one can improve the quallty of the Codec with a manageable
increase in the’ computathnal complexity ?
Investigate the post—ﬁltéfing used in the codec. Further (lljality 'jmpro’_ve?nent
can be achieved by chooséng the right post filter.

LS

Conduct an detailed measurement of the coder?’ computatiopal complexitie and
investigate the possibility of using some complexity reduction techniques in the

high complexity version.

Further reducing the rate for voiced frames and write a1 kb/s fixed rate codec

with good quality. 7 ‘ o .o

w BN

gy
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