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ABSTRACT 
'Fhree different series of siliconcontaining carbonaceous materials were synthesized 

for use -as anodesjin lithium ion cells. Disordered (or pregraphitic) carbons containing * 

nanodisbrsed silicon were prepared by the 'chemical vapour deposition (CVD) of various 

chlorosilanes (SiCh, (CH3)2C12Si, and (CH3)3ClSi) with benzene in two different 

apparatuses. Silicon oxyearbide glasses were sfithesized. by the pyrolysis of over 50 

silicon-containing polymers at various temperatures, although the principal materials in the 

study were- prepared at I O • ‹ C .  Finally, materials which we believe to be similar to 

disordered carbons contain& nanodispersed silicon were prepamd by the pyrolysis of 

various blends of pitches with pol ysilanes. 

Powder X-ray diffraction was used to leam about the structure of all the materials 

, made. Thermal gravimetric analysis was used to determine the silicon content in the CVD" 

materials and, when coupled to a residual gas analyzer, to study the decomposition 

process of the polymers. Near edge X-ray absorption spectroscopy measurements of the 

silicon L- and K-edges of CVD materials aqd the silicon K-edges of silicon oxycarbides 

were used to leam about local chemical environments of the silicon atoms. 

Lithium metal electrochemical test cells of the siliconcontaining CVD materials 

showed larger capacities (up to 500 mAh/g) than pure carbons prepared in the 'same way 

(-300 rnAh/g). The additional capacity was observed to be centered near 0.4 V on charge, 

the average voltage observed for the removal of lithium from a silicon-lithium alloy. 

Chemical analysis showed that the stoichiometries of materials made by polymer 

pyrolysis were distributed over a well-defined region\in the Si-0-C Gibbs phase diagram. 

An interesting series of materials is found near the line in the Si-0-C Gibbs triangle 

connecting carbon to SiOl 3. 
I .  

Lithlum metal electrochemical test cells made using all the 'silicon oxycarbides 

. synthesized showed that a stoichiometly 'of about S~.ZC.~O.M gave the & 
Q 

reversible capacity (about 900 mAhlg). However, materials npr this stoichiometry exhibit 

large imversible capacities (>350 mAh/& and sigrufcant hysteresis (the voltage difference - " . . 

between charge and discharge) in the voltage profile (-@8 v), , 



In an attempt to red- the oxygen con& in one of the &on oxycarbide glasses, a . 
. - 

sampj? was washed in a dilute s$iuti<of hydrofluoric acid @E) for tims'*ranging from 2 ' .  

minutes to 24 hours. The material lost, at most, 40 percent of its initial mass, ahhough 
1 

there was bnly a small change in its stoichiomtry. In, addition to tbe' techniQF mentibned 

above, s d  angk x - ~ ~  scattering and BET surface m a  measurelnents were used to 
3 4 

study the microscopic pore network that was created by the HF washing. 

,Lithiurn metal electrochemical test cells made using the product of pyrolysing pitch- 
\ 

polysilane blen& showed that the capacity incrraseb wit4 silim &ntent from, 340 W g  
* .  

for pure carbon to a &b ~ 600 hrsempleswith about 15 a t o ~ c  % diam , - 
k 

(Si opC rn). ,The ca&ty theh decressed to ;Jar &so astthe compdsition *approacw ' \ , 

Sic. These rn&rials contain oxygen which is correlated to imversible c+ity loss: 

Because of the expense it is highly unlikely that any material synthesized. by CVD' 

would be used in industrial lithium-ion cell production. Although the silicon oxycarbides 

cai be made- - by the 'considerably less expensive polysiloxanes, detailed 

investigations into the ;&re of the imversible c s would be kuired 

before they could be considered for use in comme&ial'cells. However, materials similar to 

the first disordered carbons containing nanodispersed silicon were made by the pyrolysis 

of pitch-polysilane .blends. Thew materials may find 'application in lithiurn-ion batteries, if 

the oxygen content can bk 'duced. 

AU of this work has contributed not only to the greater understanding of high capacity 

lithium-ion anode materials, but also to the understanding of silicoh oxycdide glasses and 

the novel disordeied carbons containing nanodispe'rsed silicon. 
$ .  



What we do rt~. scientists, as scholars, as advocates, has consequenk, just as our refusal _ 
to speak or act has definite consequences. We cannot e e  this conditim in a society 

ly&i on concentration of power and privilege. There is a heavy responsibility that, the . ' 

scientist or scholar would n i t  hiive to bear in a deceit &cty. which individuals would . '  

\ I 

. not relegate lo aythoiiities decisions over their' l iqs or their beliefs. K ' ,  - - . L . 4 ,. - 

in The Chomslcy Reader, p. 202, Pantheon Books (New York, 1987) 

(from "Equality," an essay written in 1976) 
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I began my graduate studies with Jeff Dalm rather serendipitmly. I had expected to 

be working as a bachelor scientist in a large corporate lab (which will go n ~ l e s s )  wheh 
' they suddenly engaged in what is now considered routine: a hiring freeze. I did not have a 

scholarship nor pamc&ly good grades, which acted to &dy narrow my search for a 

graduate school. Ironically, this was to my advantage. After one 20 minute meeting with 

Jeff I had decided to move from southern Ontario and come to S N ,  with the hopes of 

working with him on energy storage materials for use in electric vehicles @Vs). 

I have been concerned with the state of the planet, and it's self appointed 'care-takers' 

(politicians and CEOs, in the name of their shareholders), for much of my life. I started 

_ working with Jeff with the hope of contributing to the research of technologies applicable 

to electric (more specifically, battery powdered). vehicles. I hqxd to contribute to 
k 

developing more "environmentally friendly" science. Since then f have come to realize that 

it is the politics of society that shape how scientific research will be used. Science is a tool 

- _ and can provide ,ways of understanding. Alone it can neither solve nor create problems. 

I have also come to realize that the greatest barrier to the mass production of electric 

vehicles is a lack of funding for research and development. The amount of money spent on 

internal combustion engine research still dwarfs all zero emission vehicle (ZEV) research 

combined. This is a product of our political and economic structure and it will take 

enormous pressure from knowledgeable people to accelerate the development of cost- 

effective ZEVs. This has happened in wfornia, where legislation was enacted that a 

minimum percentage of the automobiles sold in the state must be ZEV. This legislation 

was met with huge protest from the American automobile manufacturers, which also have 

interests in the petroleum industry. 

With the recent announcements from automobile manufacturers of EVs which will 

provide performance near that of gasoline powered cars, I haqe a renewed hope that the 

work presented in this thesis may indeed make a contribution to EV battery research. 



Currently, lithium-ion batteries find scow of applications in portable consumer 

electronics, displacing the less than "environmentally friendly" nickeicadmium cells. 

Lithium, however, is not a ~enewable  source, although the ship mining ~f lithium 

continues to produce enormous swimming pools for future generations to enjoy. Ijp 
J 

.ion batteries do represent a more envinwmentally benign technology. but tkY have 

obvious short comings. 

The solution, in my opinion, is to put fewer vehicles on the; road, to live closer to 

work, and to invest in more efficient public transit. such solutions are far beyond the 

bbunds of any 'scientific' research. However, it is important to recognize that the privilege 

of being part of an educated elite must be weighted with the responsibility to use that , 

knowledge wisely. Indeed, with an estimated petroleum resource of only 30 years, 

inte~sting changes are to be witnessed over the next few decades. Whatever the o&come, 
0 

my work in this field has been and promises to continue to be fascinating and exciting. I 

have been fortunate to be in the position to do this work. 



AN INTRODUCTION TO LITHIUM ION CELLS AND THIS THESIS 
The market for portable consumer el&tronics is booming throughout the G7 nations. 

Computers more powerful than any university could procure ten y e p  ago now weigh less 
; 

than ten pounds, fit inside a small briefcase or shoulder bag and carry a price tag which 

even many small companies and individuals can afford. Many want more powerful, lighter, 

% and sn$kr portable computers which will operate under their own power for longer. 
/ 

Those who use them would like smaller and lighter cellular phones p d  cam-mrders. 

Beyond consumer electronics, t h e f i s  the desire by many, including the author, to 

have vehlcles which do not pollute during their operation and have the perfoqnance which 

matches that of automobiles in use today. Many of the states d the USA with urban 

pollution problems stand poised to enact legislation following California's, which requires 

that a certain percentage of all automobiles sold by manufacturers in that state be zero 

emission vehicles (ZEV; i.e. not emit COX, NOx, or SO,). 

The main obstacle to be overcome in all these cases is the energy storage device. For 

consumer electronics; the battery is the energy storage device. Further mini aturization of 

portable electroni& requires batteries which can store more energy, take up less space and 

weigh less. That is, thy must have higher energy density in both volume and mass. Nickel 
1 

cadmium (Ni-Cd) cells are presently the most popular rechargeable batteries for consumer 

electronics. Ni-Cd cells are marketed as 'environmentally 'friendly,' &spite the fact that 

they contain toxic metals and an infrastructure for proper disposal of spent cells does not 

yet exist. 



P 

For vehicles, the most common energy storage &vices are gasoline and diesel fuel 

tanks. In a ZEV the gas tank and internal combustion engine can be replaced with a 

battery or a hydrogen gas storage device and fuel cell system and an electriC motor. Both 

the lack of a hydrogen fueling infrastructure and the apparent danger associated with 

carrying around hydrogen impede the use of fuel cell powered vehicles. Ballad Power 
b 

~ y s t e d  (a company in South Burnaby) is making strides to develop a direct metho1 

fuel cell product using methanol (instead of Hz) as a h l  which is fed directly into the cell. 

They have measured C@ as the only gaseous emission above 5 to 10 ppm (i.e. no 

measurable NOx, CO, or SO, [Colbow, 19971). Since the California legislation does not 

count C@ as a pollutant (nor does the BC lower mainland's Air Care) direct methanol 

fuel cells could legally be used in ZEVs. .However, there are still issues of cost (Colbow, 

1997). 

Electric vehicle (EV) progress is still hampered by the lack of a suitable b-ry and so 

great strides have and must be made to develop lighter, smaller, safer, and cheaper - 
batteries. Invented over 140 years ago (Sinstead, 1854). lead acid batteries are being used 

in the electric vehicles curkntly under production in North America, such as General 

Motor' s 1997 Impact (Whtney, 1996) and Bombardier's Neighborhood Electric Vehicle 

(NEV). The lead acid system has also been used for years by many J 

manufacturers. However, the use of lead acid batteries is undesirable because of the 

inherent performance limitations and the obvious environmental concerns with lead. 
- Amongst the newer technologies, the nickel metal hydri& (Ni-MH [Ovshinsky, 

19931) and lithium-ion systems are being developed for EV use. Both are presently used in 

laptop computers and fulfill many of the USABC (United States Advanced Battery 

Consofium) requirements for an EV battery. However, the 1995 cost of Ni-MH cells 

needs to be reduced by a factor of about ten in order for them to comply with the USABC 

cost requirement. There are also concerns that nickel is a carcinogen. Still, several 

Japanese auto manufacturers have recently displayed EVs using both these systems. The 

Honda EV Plus uses Ni-MH batteries and will be available in May of 1997 (EVAA, 

1997). Toyota has demonstrated two EVs; the RAV4 which uses Ni-MH batteries, and the 



Tab$ 1-1. A surnmae of the characteristics of various khargeable battery technologies. nK 
energy densities are given as ranges (compiled from he  r e f e m ) . *  

d 

GRAVIMETRIC VOLUMETRIC 
VOLTAGE ENERGY DENSITY ENERGY DENSITY. CYCLE 

SYSTEM LiFE 
Pb-acid 2 20-40 70- 90 -500** 
Ni-Cd 1.2 20 - 60 40- 170 > 500 
Ni-MH 1.2 50 - 65 175 - 200 - 500 

Alkaline (Zn-Mn) 1.5 85 250 > 50 
Li-metal -3 55 - 155 135 - 325 - 200 

Li-ion (i.e. C-Li,CG) 3.5 - 4.0 70- 135 185-300 > 500 

*Data compiled from: Linden, 1995; Bennet, 1995; Tadiran, 1997; Sanyo, 1997 
** some specially designed systems (traction, deep cycle) can achieve >I000 cycles. 

FCEV which uses fuel cells with lead acid batteries (EVAA, 1996a). Nissan' and Sony 

have announced plans to r e l e h  a test fleet of 30 electric vehicles equipped with lithium- 
* 

ion batteries in California in 1998, with retail sales starting as early as 2000 (EVAA, 

,1996b). They claim that their EV will have the acceleration performance of a typical gas 

.' powered car and a range of over -120 miles (EVAA, 1996b). 

An inspection of Table 1- 1, which compares several chargeable battery systems, 

shows that the lithium systems are superior in all categories shown. Lithium ion m-ion) 

cells have about three, two, and 1.5 times the energy &nsity of lead acid, Ni-Cd, and Ni- 

MH cells, respectively. Although lithium metal (Li-metal) cells have higher energy 

densities than Li-ion cells, the Li-metal system has been shown to be unsafe due to the 

extreme reactivity of the lithium metal anode. The Li-metal and Li-ion systems are 

discussed next. 

1.1 LI-METAL AM) LI-ION CEUS 

Illustrated in Figure 1-1, a Li-metal cell consists of a lithium metal anode and a 

transition metal oxide (TMO) cathode. The electrolyte is a lithium salt (i.e. m 6 )  

dissolved in a nonaqueous solvent (i.e. propylene carbonate and ethylene carbonate). In a 

practical cell, the electrodes are electrically isolated by an insulating microporous polymer 
3 

film (the separator) which allows the passage of electrolyte molecules and lithium ions, but 



not electrons. In .button and coin cells, a cathode / separator / lithium me& stack is 

pressed together. 

The voltage of the cell is a direct result of the difference between the ckmici 

potential of lithium in the anode (h) and cathode ( c ~ , ~ N ~ ) .  Figure 1-2 shows the 

chemical potential (in eV) of lithium atoms in many lithium intercalation compounds 

relative to that of lithium metal. As will be discussed in greater detail in Section 6.1.1, the 

voltage of a cell can be calculated from 
P 

P 

where V is the cell voltage, e is the mmagnitude of the charge of one electron. Since the 

potential for lithium in metallic lithium is constant and zero, be for a Li-metal cell can 

be set to zero. Referring to Figure 1-2 the voltage of d'li-metal cell using a L i C a  

cathode would be about 4 V. 
8 '  

The lithium button and coin cells which are commonly used in watches and cameras 

are designed to be used for only one discharge. These prima? cells are typically anode 

limited. They contain slightly less lithium 

than the -TMO can react with so that after 

complete discharge there is no lithium metal 

left in the anode. However, the chemical 

*action in the TMO has the potential of 

being reversed. 

Intercalation is the process by which 

guest atoms or molecules (intercalants) are 

inserted into a host by a reversible reaction 

which does not cause a sigdicant structural 

change in the host. The TMOs used in 

m hargeable (secondary) lithium cells, are 

lithium intercalation hosts. A secondary Li- 

metal cell is cathode limited (there is excess Figure 1-1. A schematic representotion of a 
lithium metal cell. The cathode is labeled as 
a transition metal oxide. 



lithium in the anode), which means that after complete reaction at the cathode there is still 

lithium lqetal in the anode. A voltage can be applied to the cell to move electrons from the 

cathode to the anode, increasing the potential inside the cell until lithium ions we forced 

from the cathode, into the electrolyte, and fmally to the anode where they can then plate 
IP 

onto the ehsting li&um metal. Then are, however, some ~ornplications wi* the use of 

lithium metal. 

Lithium metal reacts with all the known electrolytes used in cells. When lithium mtal 

reacts with the electrolyte it forms Bn insohibe, passivating, ionidly conducting film 

known as the solid electrolyte interphase (SEI; Peled, 1979). The film grows, covering all 

available surfaces, until it reaches a thickness which prevents further reaction. 

Lithium metal has a tendency to form dendrites during electrochemical plating, and so 

upon repeated cycling (charging and discharging) of these cells, the surface area of the 
- 

lithium metal increases dramatically. Additionally, dendrites can reach fmm the anode 

through the separator to the cathode causing an internal short in the all leading to_qid 

F i p v  1-2. The binding 
hergy (rcfrrenced to k' 
me&) of wrious lithium 
intetcahion compounds. 



self discharge and an increase in cell temperature. If the reacting surface area is suftickntly 

large this can cause self-heating which can melt the lithium and result in a runaway 

exothermic reaction. 

One Li-metal cell released by Moli Energy Ltd. "vented with flame" while inside a 

cellular phone being used, injuring the individual using the phone (See: 'For Example' in 

references). This signaled what appeared to be the end for commercial production of 
e 

secondary Li-metal cells. Like the 'new' company. Moli Energy (1990) Ltd., most 

manufacturers of secondary lithium batteries now produce Li-ion cells wbkb contain no 

metallic lithium. However, many research groups are still investigating ways ~f inhibiting 

dendritic growth on the lit.hium metal surface and solid polymer electrolytes which should 

not react with the lithium. At least one company (Tadiran) has cells on the market which 

contain metallic lithium (Tadiran, 1997). It is the opinion of the author, and many others, 

thqt the commercial production of cells contaitlihg tichiurn metal is unwise. 

In a lithium-& cell, another intercalation compound (gqaphite) replaces 'lithium metal 

as the anode material. Figure 1-2 shows that graphite intercalates lithium at a voltage uiell 

below 1 V. Many lithium-ion cells currently being produced (i.e. by Moli Energy and AT 

Battery) use graphite as the anode material. In such a cell, the lithium ions shuttle back 

and forth between the two electrodes. 

A reaction can occur on the surface of a carbon forming a passivhg film similar to 

the SEI which forms on lithium metal. However, the surface area of the graphite can be 

controlled and there is no dendrite formation when lithium intercalates into carbon. Thus, 

the surface area remains essentially constant during cycling so that a carbon which is 

initially'kafe will remain so, regardless of the cycling conditions. 

In a practical cell, the anode and cathode materials are coakd onto metallic backings. 

In the jelly roll configuration, a cathode / separator / anode / separator stack is made, 

rolled up, placed into a cell can, electrolyte is added and the can is sealed. In the prismatic 

configuration, the cell stack is rolled onto a flat mandrel so that it can fit into a flat 

rectangular case. Cells are assembled with the lithium in the cathode material because the 

lithiated ('filled' with lithium) TMOs used are air stable whereas lithiated carbons are not. 



Thus, cells are assembled in a discharged 

state and first need to be charged. Upon the 

application of a voltage, electrons are forced 

out of the cathode and into the anode. When 

the potential exceeds the binding energy for 

lithium in the cathode, lithium ions are 

forced into the electrolyte and diffuse across 

the separator to the graphite where they 

recombine with electrons and are 

intercalated (Figure 1-3). 

The voltage of these cells is dependent 

on the chemical potential of lithium in the 

Figure 1-3. A schematic representation of a 
lithium metal cell. The cathode is labeledas 
a tmnsition metal oxidc. 

anode and cathode which both change 

- during operation (Equation 1-1). For example, as a cell is discharged the lithium atoms 

will move from the lower binding energy states in the graphite to the higher binding energy 

states in the TMO. As more graphite sites become emptied the chemical potential inside ' 
P 

the graphte will increase. Simultaneously, the chemical potential in the TMO will &rease 
9 1 

as available sites are filled. Both add to a decrease in cell voltage, making ~ s u l t s  mOR . ' 
difficult to interpret than in a Li-metal cell. 

Dwing discharge (to the right) or charge (to the left), the reactions which occur at the c .  

graphite anode and cathode are, respectively, 

Lix& w Li,.&, + ye- + yLi+ 

and 

Li,MO + ye- + yLi+ m Li,+?MO 

where Li,,MO is the lithiated metal oxide and fix& is the lithiated graphite. Combining 

both equation; the overall cell reaction is 

Lihurn cobalt oxide is cumntly used in s e v - d  commercial Li-ion cells. Lithium 

manganese oxides are advantageous because they are less expensive than cobalt oxides 



and have a c o e l e  capacity. They are now used in c o ~ r c i a l  Nippon Moli Energy 

cells. 

Presently, the only anode materials used in commercial lithium ion Cells are various 

synthetic and nahual graphites. There are, however, viRually countless Werent carbons 

which could be tried. The performance of my carbon is strongly correlated to its structure 

and, as will be discussed in the ndxt chapter, there have been recent reports of various high . 

capacity disordered carbons. Other recent research has focused on carbonaceous materials 

containing different 'additive' elemnts (Way, 19%; Weydaoz, 19%). 

This technology is still in its infancy and there are opportunities to make many 

improvements in electrolytes and electrode materials. 

1.2 THIS THESIS 

This section explains the main motivation behind this work and gives a chronological 

overview of the work done. The last section provides a Wic outline of the thesis. 

1.2.1 Motivation and Goah 

The principal motivation of this thesis is to increase ow knowledge by investigating 

. novel anode materials which might have application in Li-ion batteries. 

In this work we investigated alternative materials to replace the carbon anode with " 

carbonaceous materials containing silicon. We investigated silicon because of the large 

alloying capscity of silicon for lithium (an order of magnitude larger than the intercalation - 

capacity of graphite) at low average voltage (less than O.5V muggins 19871). However, 

the alloying process is not sufficiently reversible for the direct replacement of the anode 

with pure silicon. It was our desire to synthesize materials *which combined the 

reversibility of a carbon with the high capacity of silicon. The silicon must be available to 

form bonds with lithium atoms, unlike silicon carbide. Also, sibcon will not form sp2 

hybrid b i d s  to bond substitutionally in a graphene sheet. So the silicon must exist within 

a carbon matrix in a manner inconsistent with silicon carbide. This will be more c l d y  

defined in Section 2.4. ' 

i 



1.2.2 The Condensed Story of this Work 

1 = 
A chronological summary of this thesis is included here because it explains the 

motivations behind the series of projects done and forms the basis for the structure of the 

results and discussion chapteis of the thesis. 

Our initial attempts to make carbonaceous materials containing silicon were done . . ,  

using chemcal\vapour deposition (CVD), a technique useful in synthesizing novel 

materials. As will be presented, our initial attempts proved successful in making a material 
% 

which had a capacity for reversible lithium insertion exceeding that of graphite. These 

materials consisted of a pregraphitic or disordered carbon which contained small clusters 

of (or popibly individual) silicon atoms at concentrations up to 11 atomic % silicon 
e 

(Wilson, 1995a; Wilson, 1995b). We 'found no reports of xmlterials similar to these 

disordered c d w n s  containing nunodispersed silicon. This led us to design and build a 

second CVD apparatus in which more controlled experiments could be performed. With 

this apparatus a greater understanding of the nandspersed materials was gained, 

although we were not successful in synthesizing materials with further increases in 

capacity (Wilson, 199%). However, while the second CVD apparatus was being built, we 

attempted another approach. 

CVD is a notoriously expensive process with which to make materials on an industrial -. 

scale. Materials requiring a CYD synthesis route would, thus, never be economically 

viable in the Li-ion battery market. We hoped to discover an alternate synthesis route to 

these materials by experimenting with the pyrolysis of siloxane polymers (Wilson, 1994a). 

However, the materials made were networked glasses containing carbon, silicon, and 

oxygen. It was therefore surprising to us when these silicon oxycarbide glasses exhibited 

capacities in excess of the CVD materials. 

Once the second series of CVD experiments did not produce the makals we had 

hoped for, we focused our attention on materials synthesis by polymer pyrolysis and 

started a collaboration with Dr. Gregg Zank of Dow Corning. We could recommend final 

compositions and Dr. Zank was able to synthesiie polymers which would give the desired 

stoichiometries after pyrolysis to ceramic. With Dr. Zank synthesizing polymers at Dow 



Corning, a large volume of work was possible and, so, Weibing Xing (a postdoctoral 

research assistant) joined the project. By the pyrolysis of over 50 polymes we leanred 

about the effects of various chemical compositions on the electrochemical properties and 

determined which regions in stoichiornetry produced materials with the highest capacities. 

The maximurn reversible capacity of about 900 mAMg was for a material with the 

stoichiometry of Si & U) (Wilson, 1 W6a; Xing, 1 %Mia). As part of this project we also 

studied the decomposition of these polymers (Wilson, 1996b). In a failed attempt to 

remove the oxygen from one of the silicon oxycarbide glasses by washing it in a solution 
I 

of hydrofluoric acid, we learned about micropore creation (Wilson, 1996~). Although our 

focus was on the synthesis of ceramics containing carbon, silicon, and oxygen, an 

alternative synthesis route to the nanodispersed silicon materials was realized. 

By blending siliconcontaining polymers with pitches (commonly used in the synthesis 

of graphites and disordered carbons) we were able to synthesize materials which we 

believe are slmilar to the disordered carbons containing nanodispersed silicon which we 

had first made by CVD (Xing, 1996b). These materials performed well and were 

synthesized by a method which is considerably simpler and less expensive than CVD. 

1.2.3 The Orga&a!ion of this Thesis 

This chapter and the next provide background information to assist the reader in 

understanding the work done in this thesis. Chapter 2 describes lithium intercalation in 
@ 

carbons and briefly touches on lithium alloying with silicon. 

fl The following four chapters (3.4, 5, and 6) detail the experimental techniques used to 

synthesize and characterize the materials made. Chapter 3 explains how CVD was used to 

make the nanodispersed silicon in both apparatus used. Chapter 4 details how the silicon 
5 

oxycarbides were synthesized from siliconcontaining polymers and includes a section on 

the synthesis of the polymer-pitch blended materials. Chapter 5 describes all of the non- 

electrochemical experimental techniques used to characterize the materials made. The 

electrochemical testing procedure from cell assembly to charge and discharge data analysis 

is described in Chapter 6. 



Chapters 7. 8, and 9 preseni the results aad discussions concerning the CVD. silicon 
k 

oxycarbide, and pitch-blend materials, respectively. 

F d y ,  conclusions, recommendations, and a summary of the contributions made by 

this thesis, are provided in Chapter 10. 



LITHIUM ~NTERCALATION IN CARBONS AND ALLOYING IN SILICON 
C To discuss intercalation in carbons, one must first understand the structure of carbon. 

This thesis deals with two main types of materials: disordered carbons containing silicon 
.rl 

arrd silicon oxycarbide glasses. An understanding of disordered carbon structures is 

necessary to understand the disordered carbons which contain silicon. 

Section 2.5 provides a brief introduction to bthium-silicon alloying and the proposed 

structure of the disordered carbons containing nanodi~persed~ silicqn. The structure of the 

silicon-oxycarbide glasses will be discussed in Chapter 8. 
= 

2.1 THE STRUCTURE OF CARBONS 

Carbon has three basic forms, each with different types of carbon-carbon bonds. The 

structures of diamond and graphite have long been well known, while buckminster- 

fullerene~ have existed for billions of years but, with the isolation and identification of Go, 

were only recently discovered. The diamond structure consists of two overlapping face- 
a 

centered cubic ( fa)  lattices separated by 114 the length of the cube diagonal. The 

tetrahedral sp3 bonds form a thxe dimensional network which is not easily broken, making 

it one of the hardest materials known. Graphite is "aayered crystal. It and other disordered 

forms are of the most interest to this thesis and will be discussed in detail below. 

Buckminsterfullerenes form a number of structures, the h t  reported being C60. The 

structure is analogous to a Buckminsterfuller geodesic sphere or, more commonly seen, a 

soccer ball. The 60 carbon atoms sit at the points of &ntagons and hesagdm which bond 

-12- 



to form a closed surface. Crystals of these & molecules form the facecentered cubic 

structure. Also included in the BuckminsterfUerene family are simiiar, but larger, 

molecules such as C,& other geodesic spheres, and the still larger carbon nano-tubes, 

which consist of distorted graphene sheets which are rolled to form tubes. The ends of 

these tubes are sometimes capped with hemispheres of C60, C~O, and so on. 

Within these idealized forms, there exist varying degrees of disorder. For graphite-like 

carbons, there are polycrystalline and quasi-crystalline forms ranging from the highly 

crystalline graphitic state to nearly amorphous states. 

Carbons can be synthesized in many micro- and macroscopic forms with various 

applications. Powdered graphite is used as a dry lubricant (usually for low temperatwe 

applications). Mesocarbon microbeads are small spheres of graphite crystallites. Carbon 

fibers are used in lightweight composites to reinforce the structure of items such as squash " 
racquets and Indy race cars. These fibers (which have been tested in lithium-ion batteries) 

can be synthesized with the graphene sheets oriented radially (similar to the spokes of a 

wheel) or cylindrically with the graphene sheets distorted and arranged as cylinders. 

Carbon felt (matted carbon fibers) can also be synthesized. 

2.1.1 Graphite 

As mentioned- above, graphite is a layered crystal. The carbon atoms form planar, 

(a) (b) (c) 
Figwc  2-1. (a)  A section of a gmphene sheet and the structures of (b) 2H graphite and (c) 3R graphite. 



trigonal sP2 hybrid bonds ((0 bonding), forming 

2-"dimensional hexagonal, honeycomb 

graphene sheets. A section of one is pictured 

in~'~igure 2-la. Each carbon atom has one 

other bonding p-orbital aligned perpendicular 

to the sheet which forms n-bonds. These atoms 

also experience weaker van der Waal's 

(induced dipoledipole) forces between the 

sheets which hold them together in a registered 

formation. The in-plane l a ~ c e  constant, a, is 

approximately 2.45A and the stackipg distance 

(b), along the c, direction, is about 3.55A. 

2H-TYPE 
STACKING 

3R-TYPE 
FAULT 

2H-TYPE 
STACKING 

RANDOM 
STACKING 

FAULT 

-Figure 2-2. Schematic representation of 
a 3R intergrowth and a random stacking 
fault in a graphitic carbbn. 

Nahual graphite has two different forms with 

different stacking along the c direction. The 

most commonly found form is 2H, with hexagonal or ABABAB... stacking, shown m 

Figure 2-lb. Here the B layers are shifted by 113 of the unit cell along the (1 10) direction 

with respect to the A layers. Less common is the 3R form, with rhombohedra1 or 

ABCABCABC ... stacking, shown in 2-lc. In 3R, the B and C layers are respectively 
L-., 

shifted by 113 and 213 of a unit cell along the (1 10) direction. Shown schematically m 

Figure 2-2, natural and synthetic graphites tend to have a sigdicant amount of stacking 

dsorder, with both random stackings and 3R intergrowths in a predominantly 2H 

structure (Haering, 1958). 

The next section discusses disordered carbon structures, but some of these defects (i.e. . 
stacking disorders, and lack of registered stacking) also apply to graphite. 

2.1.2 wonlend ~ a r b n s  ' - 
Carbons such as those prepared from polymers and petroleum pitches (Ashland, 

Crowleyp etc.) by 'low* temperature pyrolysis (900 to 1 300•‹C), have a disordered carbon 

structure. These are sometimes called pregraphitic carbons, although this may be a 



misnomer, as will be pointed out later. The graphene sheets may be bent, buckled or very 

small and the number of parallel stacked layers may average around as little as 2 to 3 or as 

many as 5 to 1.0. Some hard carbons consist almost entirely of single graphene layers (Liu, 

1996). Figure 2-3 shows schematic representations of cross-sections of two different 

disordered carbons. The lines represent graphene sheets. The lateral layer extent, L, and 

the extent of the stack& LC, are much smaller than in graphite. There is strain in' the 

stacking of the layers and there is a large probability (essentially 1) that adjacent graphene 

sheets are randomly stacked. There are both random rotations and lateral shifts between 

adjacent layers, leading to a loss of registry, referred to as turbostratic disorder (Warren, 

194 1 ; Franklin, 195 1). Turbostratic disorder is a defect which can be sbserved in graphitic 

carbon. For pyrolflc graphites 'synthetic), turbostratic disorder is complete at 2000•‹C 

and decreases with increasing pyrolysis temperature until about 3000•‹C, where it is 

eliminated (Zheng, 1 W6b). 

Upon pyrolysis at higher temperahues (2000 to 3000•‹C) some of these disordered 

carbons form synthetic graphites. These are sofr carbons and their disordered precursors 

may correctly be called pregraphitic carbons, because they are graphite precursors. 

However, other precursors do not form graphite after high temperature pyrolysis. These 

are hard or non-Naphitiuzble carbons, and their precursors include highly crosslinked 

synthetic polymers. Many of the crosslinks in these polymers are not broken during 

pyrolysis, resulting in bonds between graphene layers which prevent proper registry. 

GRAPHTNE 
SHEET 4 I 
BUCKLED 
GRAPHENE \ 
SHEET 

Figure 2-3. Schematics of (a )  soft or pregraphitic carbon and (6)  a hard or non-graphitizable carbon. 



Figures 2-3a and 2-3b respectively show schematic representations of a soft and a hard 

carbon. 

The powder X-ray difhction profiles of disordered carbons can be difficult to 

interpret because there are only a few broad peaks. By using the Schemr equation, one 

can estimate the average crystallite dimensions L, and L. The 'in-plane carbon lattice 

constant a and the average layer spacing doo2 can be estimated using Bragg's law. Some 

disordered carbons have L. and LC as small as 10A with surface areas estimated by gas 

adsorption (BET) to be less than 1 m21g (Dahn, 1993). But, if the crystallik dimensions 

determine the panicle size observed surface area would be much larger. A simple 

calculation assuming a squarkparticle of 10A on a side and a graphite density of 2 glcm3 

gives a surface area of 3000 m21g. Thus, the crystalha dimensions do not reflect the 

particle sizes. L, and LC represent the dimensions of regions, or correlation lengths, which 

scatter X-rays coherently. These regions of organized carbon (regions of low strain) are 

labeled in Figure 2-3. Franklin proposed that the organized regions were separated by 

regions of unorganized carbon, which consist of strained teb.ahedrally bonded carbon and 

buckled graphene sheets (Franklin, 1951). The schematic in Figure 2-3b is similar to that 

proposed by Franklin. Note that the unorganized regions contain many atomic sized voids. 

In order to better understand the structure of disordered carbons, a model based on 

these concepts can be developed. The important parameters are: 

P - the probability that adjacent layers are randokly stacked 

p, - the probability of having 3R-type stacking 

1 -P-P, - the probability of having 2H-type stacking 

S - the fraction of carbon that is made up of organized regions 

and schematic representation of them is shown in Figure 2-4. The probability P, is only 

relevant within organized regions. In unorganized regions, P= 1. 

Hang Shi et al. developed a structure refinement which miaimi2s the 

difference between a measured powder diffraction profile and a calculated pattern based 

on the above parameters (Shi, 1993b). By using this program, one can determine accurate 

values of these parameters for many carbons of varying degrees of disorder. This program 
4 - 
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was used to determine the structure of some siliconcontaining carbons (Chapter 7). The 

use of these parameters in understanding intercalation into disordered carbons will be 

discussed in Section 2.3.1. 

However, some hard carbons consist almost entirely of unorganized carbon, where 

most of the carbon exists in single graphene sheets which are arranged more or less like a 

"house of cards" (Dahn, 1995; Liu, 1996). Because of the large population of voids, or 

pores, between the graphene sheets, these carbo%s have been called microporous hard 

carbons. The electrochemicat interaction of lithium with these materials is discussed in 

Section 2.3.3. 

/-' 

PROBABILITY LAYER STACKING 

RANDOM 

Figure 2-4. Schematic representations of the probabilities P, P, , I  -P-P, , and I -g. 
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Intercalation is defined by McKinnon and Haering as "the reversible insertion of guest 

atoms into host- solids such that the structure of the host is not sigtllficantly altered" 

(McKinnon, 1983). The intercalants (McKinnon and Haering's "guest atoms") should 

also include molecules. Here, a "significant" change involves a reordering of the host 

structure. The 'insignificant' change in intercalation typically involves an expansion of the 

host structure, but not a reordering of the atoms. Hosts typically have either a layered or 

tunnel structure. Ip this thesis, lithium is the only intercalant and disordered carbons are 
- .  

the only intercalation hosts of concern. The next section discusses lithium intercalation 

into various types of carbons. 

2 3  L ~ ~ I U M  INTERCALATION NO CARBONS - 3 IMPORTANT REGIONS 

The insertion of lithium into carbons is critically dependent on the structure of the 

carbon (Dahn, 1993; Noguchi, 1992). The structure of the carbon has been shown to be 

1 000 

- 806 
r" a REGtON 3: Single Layer Carbons 
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Figure 2-5. (From Dahn, 1995) The cqmcity versus pyrolysis tempemture for carbons prepared from a 
variety of carbon precursors. Solid and open symbols respectively represent sop and hard ctarbons. HK: 
rcfcrs to the hydrogen to carbon mtio. 



influenced greatly by pyrolysis temperam and precursor (Dahn. 1993; Qiu, 1993). Thus 

it makes sense "to separate the discussion of electrochemical insertion of lithium into 

synthetic carbons into three regions. as done by D& cr al. (Dabn, 1995). The regions48tt 

determined by three principal pyrolytic carbon groups determined by   recur so& and 

pyrolysis temperatures. Figure 2-5 (based on Dahn, 1995) shows the three regions of 

interest on the master graph. Region 1 contains graphitic carbons prepared by the 

pyrolysis of soft carbon precursors at temperatures above 2400•‹C (Zheng. 199%. &ng, 

1996b). Region 2 contains carbons prepared by the pyrolysis of both soft b d  bard carbon 

precursors at temperatures between 500 and 800•‹C which contain sigmfkant amounts of 

hydmgm (Zheng. 199%; Zheng. 1%). ~ e g h n  3 contains-carbons prepared by the 

pyrolysis of hard carbon precursors to temperatures between 900 and 1200•‹C which are 

made up pnmarily of single graphene layers arranged in a manner analogous to a house of 

cards (Zheng, 1995d; Liu, 19%). 

Lithium intercalates to different capacities at different voltages in materials from each 

of these regions. Figure 2-6 (based on Dahn, 1995) shows sample voltage profiles for 

electrochemical cells made of representative materials from each of these regions. The 

REGION 1 
GRAPHITE (JMI) 

0.5 

REGION 2 
HEATED PITCH (SMI•‹C) 

1.5 - REGION 3 (c): 
HEATED RESIN (1000•‹C) - 

- 
1 I - 

Figum 2-6. (From Ddn, 1995) Panels 
(a), (b), and (c) respectively show 
voltage profiles of cells rnadr from 
m a t e ~ l s  repnsentrmiw of regions 1. 2, 
and 3. 



next sections touch briefly on how lithium intercalates into each of these varied carbon 

stnictures and how this is observed in the voltage profiles. 

2.3.1eRegion 1 - Gmpiritic Carbns 

The structure of graphite was discussed in Section 2.1.1. The insertion of lithium into 

graphite structures has been the subject of extensive study by many (Kambe, 1979; 

McKinnon, 1983; Fischer, 1987; Boehrn, 1992; Ohzuku, 1993; Dahn, 1995; Zheng, 1995a B 

to d; Zheng, '1996a to d; etc.). Lithium is inserted between the graphene layers which 

expand in the stacking direction and shift slightly along the in-plane direction. The lithium 

atoms reside between the layers aligned with the centres of carbon hexagons (Kamk, 

1979). Thus, in the regions which accommodate the lithium atoms the layers expand along 

the c-axis direction and shift along the (1 10) direction, losing their 2H or 3R registry, 

stacking in an AAA ... fashion (Boehm, 1992). This is shown schkrnatically in Figure 2-7. 

Lithium can be intercalated into graphite at ambient pressure and temperature to a 

theoretical maximum of LC6 (Fischer, 1987). This corresponds to each lithium occupying 

the centre of a hexagon where each adjacent hexagon is empty. 

It has been known since 1955 that graphite intercalation compounds exhibit staging 

(Herold, 1955). In 1980, Safran concluded that the staging arises from a competition 

CARBON 
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U W  
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STACKING 
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Figum 2-7. Schenrohnrohc 
rcpresentationr of lithium 
interdated graphite (a) 
A h a l  view of ticd (b) 
2H gmphite, w o n  and 
@er lithium insertr'on. 



Figure 2-8. A schematic representation of staging in a layered host. 

between inter-layer repulsive forces and in-plane attractive forces (Safran, 1980). Stage-n 

- is defmed such that there are n graphene sheets between each intercalated layer, as shown A 

schematically in Figure 2-8. The final stage of graphite, fully intercalated to LiG, is stage- 

1 - graphite. The transitions between stages appear as plateaus in the voltage profiles of 
' 

graphitic carbons, which can be seen in Figure 2-6a. 

If the stages in graphite appeared as long rigid sheets, the conversion between 

observed stages would be difficult. For example, if in stage-3 the sjhce between every 

fourth graphene sheet had to be completely filled with lithium, and none of the other 

spacings contained any lithium, the conversion from stage-3 to stage-2 would k 
f :  

extremely unlikely. The lithium atoms would. fmt.have to deintercalate and then re-enter 

the appropriate layers, or el% . a tunnel through layers. To understate the obvious, neither is 

likely to happen. The domaid model proposed by Daumas and Herold (Daumas, 1969) 
f 

explains these stage transformations: Here there are domains which are all stage-n and 
J 

upon further intercalation, the conversion to stage-(n-I) is achieved by lithium atoms 

slidmg to different domains wGe staying between the graphene sheets. A possible stage-2 

under the Daumas and Herold domain model is show in Figure 2-9. 

Figure 2-9. A schematic representation of stage-2 in the h u m a s  and Herold domain model for staging. 
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Figme 2-10. (From Zhcng. 199Sb.) 
Reversible capacity versus 'P,  for 
soft carbons heated above 2200•‹C. 

Graphites can contain differing amounts of disorder, as discusd in Section 2.1.2. 

Turbostratic disorder in a graphite can prevent the insertion of si@icant amounts of 

lithium into tie material, and thus reduces the capacity from the theoretical maximum of 

LiC, which cornsponds to 372 mAh/g of capikity. Figure 2-10 shows the capacity, m 
d 

rnAhIg, of various graphites to intercalate lithium versus the probability, P, of finding a 

turbostratic shift between graphene sheets (Zheng, 1995b). This suggests that little or no 

lithium can intercalate between randomly stacked layers (Dahn, 1993): 

2.3.2 Region 2 - Hydrogen-Containing Carbons 

These carbons are made from both hard and soft carbon precursors pyrolysed to 

temperatures between 700 h d  900•‹C. When orgahic precursors are heated to near 700•‹C. 

4 they partially decompose leaving graphene sheets (and sheet fragments) with hydrogen- 
, terminated edges. Depending on the precursor, there hay  be other impurities in these 

materials, including oxygen, nitrogen, and sulfur, although carbon and hydrogen make up 

the bulk of the material (Zheng, 19964). Pyrolysis to temperatures above 700•‹C begins to 



drive off the hydrogen, and by 1000 to 1 10•‹C, essentially all of the hydrogen is gone 

(Yata, 1994; Mabuchi, 1994; Sato, 1994; Zheng, 199th). 

These materials show large capacities with a difference in voltage between charge and 

discharge (charge-discharge biteresis)'h about 1 V, as in Figure 2-6b. Figure 2-1 1 

(Zheng, 1996a) shows the capacity during charging of the 1 V plateau versus the 

hydrogen to carbon atomic ratio (WC) for lithium metal electrochemical cells made from 

these materials (Figure 6 2 0  in Zheng, 1996a). Clearly, there is a correlation between the 

amount of hydrogen in the material and the capacity of the 1 V plateau. However, the 

struc& of the carbon is also correlated to the pyrolysis temperature and this has led to 

some controversy. 

6cientist.s at Osaka Gas Co., Ltd. feel that the hydrogen is merely a spectator, and that 

it is the structure! of these carbons which is responsible for the capacity of the 1 V plateau 

(Mabuchl, 1994; Yata, 1994; Matswnura, 1995; Tokumitsu, 1996). Many of these 

arguments are also applied to the region 3 carbons, which are discussed in the next 

section. The mkels which disregard the role of the hydrogen are not consistent with all of 

the experimental evidence which has been presented. 

Zheng er al. have shown that for *me hard carbbn precursors, while hydrogen is lost, 

A 

Figure 2-11. (From Ueng, 199th) 
The c(lpc~city of the one volt plotmu 
mearured during the second cycle of 
seveml series of samples versus the 
atomic mtb of hydrogen to qrbon 
(WC) in the samples. lie solid line 
suggesta that there is a hydrogen atom 
for each lithium atom binding. Note 
that the solid cirdcs represent data 
from Mabuchi et aL. 1994. 
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there is little structural change upon heating and the 1 V charging plateau essentially 

vanisw (Zheng, 1996a). Figure 2-1 1 shows that many carbons with different structures 

all prepared at low temperatures from various precursors all exhibit the same correlation . 
between the &drogen content and the capacity of the 1 V plateau. 

To explain this, Zheng et al. present a model suggesting that the hysteresis results 

from theqactivated pmcek of lithium atoms bdnding near carbon atoms which are also 

bonded to hydrogen atoms (Zheng, 1996~). Referencing work by Papanek et al., they 

suggest that the lithium which bonds to the edges of hydrogen-terminated hexagonal, 

carbon fragments m y  have local geometries analogous to the organolithium molecule 

CzH2Li2 (Zheng, 1996~). The model agrees well with the electrochemical behaviour of 

these materials when cycled in test cells at higher temperatures. Their model also agrees 

with the experimental data presented by many others (Mabuchi, 1994; Yata, 1994; 

Matsumura, 1995; Tokurnitsu, 1996). 

P 

2.3.3 Region 3 - Microporous H a d  Carbons 

These carbons consist mostly of single graphene sheets arranged like a house of cards 

as shown schematically in Figure 2- 12a. They are prepared at temperatures above 900•‹C. 

so that there is a neghgible amount of hydrogen. Figure 2-6c shows a typical voltage 

profile for a carbon from region 3 (Zheng, 1996d). There have been several reports of 

carbons with sirmlar voltage profiles (Omaru, 1992; Takahashi, 1994; Sonobe, 1994; Liu, 
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FigYn 2-12. The schematic view of a micropomus hard carbon (Zheng. 1 9 W )  (a) before kaction with 
lithium (examples of pores formed by grephene sheets are marked by grey shading) and (b) qFer the 
dorption of lithium onto the intern1 surfaces of the nanopores. 



1996). At the time of writing, the mechanism by which these carbons intercalate lithium 

was another area of contention, although the models presented by Zheng et al. (Zheng, 

19964) and Matsumura (Matsumura, 1995) agree and are the most reasonable. 

Others have suggested that the lithium% somehow being inserted between graphene 

layers to a concentration greater than LiG (Mabuchi, 1994). This model, however, 

ignores the X-ray diffraction data which clearly shows very little parallel stacking of 

graphene sheets. Also, studies by Nalimova et al. suggest that the only way to make the 

saturated compound Lie2 with graphite is under a pressure of 50 to 60 kbar at a 

temperature of 280•‹C (Nalimova, 1995). T h y  made LiC2 and LiCd and observed that it 

decomposed to a 'stable' step in the decomposition process to w. The 'stable' 

compound was identified as LiC2.67 and was kept at ambient pressure and temperature for 

one year without decomposing to LiG, (Nalimova, 1995). However, it has not been 

demonstrated that LiC2 or LiC2.67 can be made from graphite at ambient conditions by 

electrochemical or any other means. 

More realistic is that the lithium is being adsorbed on the walls of micropores in the 

hard carbon (Liu, 1996; Zheng, 19964). These micropores (or nanopores) are created by 

the graphene sheets arranged like a house of cards (Figure 2- 12a). Figure 2- 12b shows a 

schematic of how the lithium is inserted into the pores (based on Figure 7-1 in Zheng, 

1996d). The lithium atoms bond to the faces of the graphene sheets (Matsumura, 1996; 

Zheng, 1996d; -Liu 19%). Most of the lithium atoms in the pores are not bonded between 

graphene sheets so many graphene sheets can accommodate lithium on both sides. This 

increases the total amount of lithium intercalated beyond the composition of LiG. Some 

region 3 carbons contain small numbers of graphene sheets stacked with disorder in a 

parallel manner. Due to the disorder, lithium atoms which intercalate between these 

graphene sheets are bound at many different potentials. This can be observed as the 

sloping voltage (absence of staging) in Figure 2-6c. The long plateau near 0 V is thought 

to be a result of the bonding of lithium to the surface of graphene sheets. The lithium is 

not bound tightly and thus has a low voltage with respect to lithium metal. 

> The next section discusses lithium alloys and their relevance to this work. 



2.4 LmuiJM ALLOYS 

Lithium will form alloys with a number of different elements. Table 2-1 presents the 

stoichiornetry range, the average voltage, and the theoretical cum capiscity\(in mAh 
* 
6 

per gram of starting material) for lithium alloys created by ekttochemical reactions 

(Besenhard, 1996, Wang, 1986, Huggins, 1987). For comparison purposes, graphite (an 

intercalation compound) is included m this list (Kambe, 1979). The alloying process is not 

sufficiently reversible for the direct replacement of the carbonaceous electrode materials, 

in spite of the greater capacity of the alloys for lithium (Besenhard, 1986). It was our idea 

that the benefits of the alloys could be combined with the revemibility of the carbonaceous 

hosts if the alloying atoms could be disper&i throughout a disordered carbon host. 

Of the lithium alloys shown, silicon has, by far, the largest capacity. The average 

silicon-lithium alloying potential is less , than one volt (Besenhard, 1986), which is 

advantageous for lithium-ion battery applications, as discussed in Chapter 1. For these 

reasons and also because it is chemically similar to carbon, silicon was chosen as the 

alloying element for our studies. The next section discusses some of the difficulties 

associated with dmct replacement of the carbon anode materials with silicon. 

When silicon alloys withlithium, there is a radical change in the structure of the silicon 

atoms (Boukamp, 1981). Boukamp et al. showed that, after alloying to the maximum 

Table 2-1. A summary of various lithium alloys (ambient temperature and pressure). 

Range of Calculated Specific Capacity* 
Material x (mAh/g) Reference 

b,Sn 0.4 - 4.4 901 Besenhard, 1996 
L,Al 0.0 - 1 .O 993 Wag, 1986 
LixCd 1.0 - 3.0 477 Huggins, 1987 
Li,Pb 1 .O - 4.4 440 Huggins, 1987 
Li,Si 0.0 - 4.4 4196 Huggins, 1987 

Lacj** 0.0 - 1 .O 372 Karnbe, 1979 
the specific capacities of the alloys are calculated from the stoicbiometries given using Equation 6-1 
(Section 6.1.2.1 ), multiplied by the total & with y set to 1 .  

** lithiated graphite is an intercalation compound (not an alloy) 



lithium concentration (L4.sSi) the silicon atoms completely rearranged (from cubic to 

orthorhombic crystal structures) and the crystal volume per silicon atom increased by 

more than 300% (Boukamp, 198 1). Upon removal of the lithjpn the material shrinks and 

breaks apart. Maintaining electrical contact to the sbrinldng add crumbling material poses 

serious difficulties. Since electrical contact cannot be maintained, electrons cannot be 

supplied to (or removed from) the silicon to allow lithium ions to come out of (or dissolve 

into) the electrolyte. This makes it virtually impossible to make a secondary lithium-ion 

cell using pure silicon as an anode material. However, march  investigating lithium alloys 

as anodes for lithium ion cells continues. Besenhard et al. are attempting to compensate 

for the expansion and contraction of alloys by making electrodes which consist of fine- 

grained and slightly porous deposits of composite alloys on copper substrates (Besenhard, 

1996). The composites cycle reasonably well, although there are other considerations 

involved with making electrodes of small reactive particles. 
.. 

2.4.2 Silicon in modered Carbons 

Figure 2- 13a shows a schematic of a disordered carbon. We sought to synthesize a 

material where the regions of unorganized carbon contained silicon, as shown in Figure 2- 

13b. The sihcon contained within the disordered carbon matrix may consist of individual 

atoms or as clusters small enough to allow reversible reaction with lithium. The organized 
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Figute 2-23. (a)  A disordered arbon and (b) a disordered carbon containing nanodispersed silicon 
atoms. The silicon atoms occupy the unorganized carbon regions. 



carbon provides a pathway for the lithium to the alloying atoms while it remains availabie 

to intercalate lithium reversibly. The structure shown in figure 2-13b is presumably 

methstable, since such compounds are not found in the siliconcarbon phase diagram 

(Moffat, 1 WO). 

This thesis shows that we were successful in making materials like those shown in 

Figure 2- 13b by two different synthesis routes and that they performed in the desired way 

ia c$ectrochemidal cells. Chapters 3 and 4 4 u k  two different ways these materials were a 

made and Chapters 7 and 9 discuss their proprties. 



EXPERIMENTAL 1: SYNTHESIS OF THE CVD MATERIALS 
Chemical vapour deposition (CVD) is a convenient method commonly used to prepare 

novel materi&,Since silicon- and carboncontaining gas sources are readily available, we 

adopted a CVD method for synthesizing these materials. ,-. 

3.1 INTRODUCTION TO CHEMICAL VAPOUR DEPOSITION 

Hitchman and Jensen defiM CVD in the following way: 

Chemical Vapor deposition (CVD) is a process whereby a thin solid film is 
synthesized from the gaseous phase by a chemical reaction. It is this reactive 
process which distinguishes CVD from physical deposition processes, such as 
evaporation, sputtering and sublimation. (Hitchman, 1993) 

However, in the context of the rest of the introductory chapter, the deposition of powders, 

such as carbon black, is also considered a CVD process. That is, the nucleation of 
b 

reactants in the gas stream to fonn particles which do not deposit as a film is also 
e 

considered CVD. This is specifically pointed out, because it is the synthesis of powders 

which make up the bulk of the CVD work in this thesis. 

3.1.1 A Brief History of CVD 

Chemical vapour deposition has been practiced for a long time. In an overview, 

Hitchman and Jensen point out that CVD development has been closely linked to the 

practical needs of society mtchman, 1993). They claim that the oldest example of a 

material deposited by CVD was probably pymlytic carbon, since (they reference Blocher 



(1966) ) "some prehistoric art was done on cave walls with soot condensed from 

incomplete oxidation of wood" (Hitchman, 1993). While this my seem to be stretching 

the definition of CVD, it was indeed a similar procedure which was used commefcially 

(the patent was issued to John Howarth) for the preparation of carbon black as a pigment. 
'a 

The next major application of CVD was the emerging electric lamp industry to make 

improvements to fragile carbon filaments. 

According to Hitchrnan and Jensen, the first records rdsf silicon madeby CVD describe 

* the hydrogen reduction of silicon tetrachloride by Ring and Fielding in 1909. Just after 
' World War I1 this was used to make silicon for photo cells and rectifiers. 

Work on CVD increased during the 1960's and 70's. During the 1980'~~ CVD 

literature experienced exponential growth (Hitchman, 1993). 

3.1.2 Deposition Pammeters 

Hitchman and Jensen write an overview of the important factors for CVD processes. 

The principal factors, arguably of equal importance, are categorized as reactor design, 

energy input method, and mterials (substrates and precursors). 

The energy input method is treated separately because most of the chemical reactions 

employed in CVD are thermodynamically endothermic and/or have an energy of activation 

associated with them. The most obvious method of inputting energy into the reaction is by 

thermal means. That is, either by heating the entire reaction area (as is done with a hot 

wall reactor) or by heating the substrate (the material on which you want to deposit the 

reaction products). Other methods of inputting energy into the system are through the ulie 

of plasmas, higher frequency radiation (photo CVD), and sound waves (acoustic CVD). In 

this thesis, the CVD reactions were all performed in a hot wall reactor. 

Reactor design includes such rudimentary factors as the pressure of the reaction and 

the design of the energy input method (i.e. hot wall reactor versus a heated substrate). The 

reactor shape affects fluid flow, transport phenomenon, and reaction kinetics. In order to 

make smooth well adhered deposits, gas-phase nucleation should be avoided. Special 



attention should be paid to the fluid flow in order to make even deposits over the entire 

substrates. 

Considering all of these factors, a clear understanding of the kinetics of many CVD 

reactions is an exceedingly difficult task. Thus, it is only in recent years that there has been 
. 

a noticeable attempt to move away from the empirical approach in CVD. 

The choice of precursors and substrates is entirely dependent on the application. The . 

precursors must be cmfully selected so that the chemical reaction will produce the 
r 

desired product without the interference of 'waste* products (the byproducts of he 

reaction). Similar care must be taken in choosing a substrate. 

Since we were not especially interested in making films and due to constraints on the 

equipment at hand, we used a hot walled CVD reactor at ambient prequre. Therefore, the 

mas of concern within this work were sources, vapour flow rates, temperature, and 

substrate. 

3.2 PREVIOUS CVD STUDIES 

Carbon and silicon are two of the most abundant elements on the planet. They have 

been used together in ways too numerous to mention. Despite this, at the time of writing 

there were no reports (by others) of materials similar to that shown in Figure 2-13 

(nanodispersed silicon in disordered carbons). 

CVD methods have been comrndnly employed to make carbon-doped silicon 

(Hemmans, 1992; Rlibel, 1993; Shufflebotham, 1987; Wang, 1991) and silicon carbides 

(Grow, 1993; Waki, 1989). Some studies of carbons with silicon impurities M e  been 

reported (Gat, 1993; Ibraham, 1989; Dorfman, 1992; Marinkovic, 1984). None of these 

appear to describe a material similar to that shown in Figure 2- 13. 

Of the studies of carbons with silicon impurities, the review by Marinkovic of silicon 

solid solubility in carbon is specifically of interest. In this review, materials which contain 

small silicon concentrations in pyrolytic carbons (made by CVD of SiQ and C& with Hz) 

show evidence that the silicon exists as silicon carbide or possibly in other forms, about 

which the author does not speculate. Some of the materials in the review by Marinkovic 



may have contained regions similar to the material shown in Figure 2- 13. However, the 

existence of these regions was not reported, and it is unlikely that they were detected. 

The greatest value of these studies to this thesis was in suggesting criteria for the 

avoidance of byproducts during the synthesis of materials like that shown in Figure 2- 13. 

3 3  CVD WITH APPARATUS I 

Two apparatuses were employed to make silicon nanodispersions in pregraphitic 

carbons. In this section the fmt apparatus (CVD Apparatus I) is discussed. Materials 

made using it are referenced throughout the thesis as CVPI materials. It was used to 

evaluate whetherze synthesis of these materials was possible, before expending the effort 

to design and construct CVD Apparatus II, discussed in Section 3.4. 
' C  

3.3.1 Description of CVD Apparatus I 

Figure 3-1 shows a schematic representation of CVD Apparatus I. The deposition- \ 

takes place inside a 4-ft-long, 2-in.-diam., quartz reaction tube located inside a Lindberg 

tube furnace. In order to collect material deposited where the temperature is best known, a 

1-ft-long, 1.5-in.-diam., quartz, tubular insert is placed inside the reaction tube at the 

centre of the 18-in.-long hot zone. The thermocouple which measures the temperature of 

the furnace is located at the centre of the hot zone. Quartz was selected as the material for 

Figure 3-1. A schematic 
representation of the CVD 
apparatlcs where (a) is the 
automatic flow controller; (b) 
and (c) are manual poW 
controllers; (d) and (e) are 
digital jbw meters; (f) and 
(g) are stainless-steel source 
bottles; (h) is the reaction 
tube; ( i )  is the t u b u l a r ~ c r t ,  
aligned to the f u m e  hot 
tone; (j) is the furnace; and 
(k) is the oil bubbler. 



the reaction tube and tubular insert because it was not likely to react with our source 

vapours or the reaction products of these vapours and could withstand temperatures up to 

1 150•‹C. 

The sources are held in Teflon-lined stainless steel bottles which are connected to the 

deposition tube via Teflon-lined stainless-steel hoses. The two source vapours mh at the 

reaction tube end cap. 
I 

Argon, used as a carrier gas:is supplied to the source bottles after passing through a 

series of flow controllers and meters. A Sierra Side-TrakTM automatic flow controller 

regulates the total argon flow, which is then split between two manual Matheson flow 

controllers, allowing the ratio of the flows to be controlled. The flow rates of argon via 

each path were measiued by Sierra Top-Trakm digital flow meters. The flow rate is 

measured by the Top-Trakm by hverting a small percentage of the carrier gas through an 

alternate path and measuring the temperature difference between temperature sensors 

placed upstream and downstream of a heater coil. The Side-TrakTM controller employs the 

same method to measure the flow rate and automatically adjusts a piston to keep the flow 

rate to the constant, calibrated value selected. The Model 860 Side-Trakm mass flow 

controller has a iated error 1% of full scale, whch is 200 SCCM ( f k 3 ~  under standard 

conditions). 

Flow through the manual Matheson flow controllers is adjusted by manual adjustment 

of a piston which partially blocks the gas flow. The resulting flow is then measured by 

reading a plastic ball whch is lifted by the gas stream inside a glass column. The ball 

travels upward in the column untd the force of gravity on the ball is equal to the net force 

exerted by the gas flowing up past the ball. A flow reading can be taken from the ball to 

graduated marlungs printed on the outside of the glass column. Calibration curves for 

these flow controllers could not be located so a manual cahbration was performed. A one 

litre Erlenmeyer flask was filled with water and inverted in a tray of water. Argon was 

supplied to fill the bottle through a flow controller adjusted to read a specific number on 

the scale. The time to N1 the container was measured and used to calculate the flow rate. 



This was done for various settings for each flow controller and the msults were plotted as 

a calibration curve. As discussed next, highly accurate flow rates were not required. 

The flow rates of the source vapom were estimated h m  the vapour pressure for the 

source and the flow rate of the argon through the bottle, assuming that the source had 

sufficient time to saturate the carrier gas. Because the gases partdly decompose along the 

reactor tube walls, the absolute ratio of source vapours in the hot zone is not known. 

Thus, highly precise knowledge of flow rates would not have been useful. The total flow 

rate was kept below 200 m31&. The carrier gas flow rate ranged from 37 to 74 cm3/min 

for benzene, and 20 to 60 cm31min for the silicon sources. 

Gases leave the system via an oil bubbler (to prevent any possible backwash from the 

outside) attached to a fume hood line. 

3.3.2 Synthesis of Materials with CVD Apputus I 

3.3.2.1 Chemical Sources 

Reagent grade benzene (Caledon Labs, Ltd. ACS spectrograde) was used as the 

carbon source. It has been frequently used by other members of this group as a carbon 

source for CVD work. Benzene is quite stable &d will not decompose in an inert 

atmosphere at temperatures below 800•‹C. We believed that it was fairly unlikely that 

benzene would react with the silicon sourcesto form silicon carbide at temperatures in our 

range of interest. 

Semiconductor grade SiCL (Aldrich Chemical Company, Inc. 99.999%) and research 

grade (CH&Cl2Si (DOW-Corning Chemical) were used as silicon sources. These 

chemicals were selected mady for safety reasons. S f i  might have been used as a silicon 

source, as it is in the semiconductor industry, but being pyrophoric it was felt that organo- 

chlorosilanes, such as those used he&, might be more appropriate The chemistry 

appeared to be favourable and less exothermic. It was suspected that Sfi, through an 

exothermic decomposition, might react. with benzene to produce silicon carbide, an 

undesired product. 



AU liquids were used as received Ultrahigh-purity argon (Lmde, 99.99996) was useal, 

as a camer gas. 
f 

-"l 
- 

3.3.2.2 Temperature 

The goal was to incorporate silicon into a pregraphitic carbon, without producing 

silicon carbide. The upper temperature limit of the Lindberg furnace was in the lower 

range of temperatures at which silicon carbide may be produced by CVD (iMarinkovic, 

1984). Since benzene will not completely decompose below 8oOC, the range of 850•‹C to 

1050•‹C was selected. 

3.3.2.3 Substrate 

The only substrate used for deposition of materials in this thesis was quartz. Since 

most of the materials studied were deposited onto a quartz tubular insert for later removal 

and study, it made sense to also deposit films and powders onto quartz substrates. The 

films,deposited on the quartz substrate could be studied without removal from the 

substrate. However, it was the powders and not the films which were of principal interest. 

3.3.2.4 General Deposition Method 

To ensure that there are no leaks in the system, the far end of the reaction tube is 

sealed. Argon is then supplied to pressurize the system to mpsi. A mixture of water and 

detergent (Snoopm) is then applied to all joints in the system. Bubbles appear where there 

are sigmficant leaks. This type of leak checking is only performed after sections of the 

system, other than endcaps, were opened (i.e. when source bottles were refilled). 

The tubular insert, with optional substrates, is placed in the centre of the reaction tube, 

which is placed, centered, in the tube furnace. To check for leaks, a very small gas flow of 

approximately 6 an3hnin is allowed into the tube. The oil bubbler is then inspected to 

ensure that the gas is forcing the argon through the bubbler. At such low flow rates any 

leaks of consequence would allow the argon to escape and no bubbles would be observed 

in the oil. 



The furnace is then raised to the temperature which is desired for the deposition. while 

this is proceeding, the system is then flushed with a volume of argon sufficient to fill the 

reaction tube 10 times. 

Argon carrying the source vapours is then allowed to enter the tube. The total flow 

rate was kept below 200 cm3/min. The carrier gas flow raie rmged from 37 to 74 cm'lmin 

for benzene and 20 to 60 cm3/min for the silicon sources. The estiniated flow rate ratio of 
I 

SiCh to benzene for the CVD-I samples was controlled between 2:3 and 2:1. The 

estimated flow rate ratio of (CH,)2C12Si to benzene for the CVD-I sample presented here 

was I : I .  Benzene w b  deposited alone, at a carrier gas flow rate of 37 cm3/min. 

After a deposition and subsequent sample reclamation the reaction tube and tubular 

insert were cleaned. First the reaction tube with insert inside is burned out in the furnace. . 

The sealed tube is supplied house air with gases exiting through the oil bubbler and out the 

fume hood line. The tube is heated to 1050•‹C until i t  is clear that no further oxidation of 

the contents will continue. After removing and cooling, the reaction tube and, insert are 

both scrubbed with detergent and well rinsed. They are then dned in the furnace, ready for * 
the next deposition. 

* 

3.4 CVD .WITH APPARATUS 11 

This section describes the second CVD apparatus used. Materials made using i t  are 

referenced throughout the thesis as CVD-I1 materials. 

3.4.1 Description of CVD Apparatus 11 

This apparatus was designed to allow greater and more accurate control of source 

vapour pressures and to allow injection of the mixed vapours into different regions in the 

tube. Figure 3-2 shows a schematic representation of CVD Apparatus 11. 

As in CVD Apparatus I (Section 3.3. I ) ,  deposition takes place inside a similar quartz 

reaction tube with a tubular insert holding quartz substrates. 



Figure 3-2. A schematic of the 
CVD apparatus where (a)  and 
(b)  are automatic flow 
controllers; (c)  is the flushing 
manual flow controller; (d)  and 
(e)  are the source bottles; V) 
and (g) are the heated copper 
sleeves; (h) is the injection rod; 
( I )  is the tubular insert; fj) is 

. 

the circulating bath; ( k )  is the 
furnace; ( I )  is the oil bubbler; 
and (m)  is the water bubbler. 

The sources are stored in vacuum-passivated, stainless steel bottles which are kept at 

constant temperatures by heated copper sleeves, controlled by Chnega temperature 

controllers. A resistance temperature device (RTD) temperature sensor (Omega 1 Pt 100 

K 20 15) is located approximately 112 way up the copper sleeve, in good thermal contact 

with the source bottle 'and copper sleeve. The RTD consists of a very thin coil of Pt wire 
a 

embedded in a ceramic sleeve. As the temperature of the RTD changes, so does the 
I 

resistance of the Pt wire. Thls is sensed by the Omega temperature controller whch is 

calibrated to convert thls to a temperature. The base of the copper sleeve, a 114-in-th~ck 

sheet of copper metal is placed on a hot plate. The Omega temperature controller reads 

the RTD and maintains a roughly constant temperature inside the source bottle by turning 

the hot-plate on and off. 

The source bottles are connected to an 'injection rod' via Teflon-lined, stainless-steel 

hoses. The hoses are kept above 50•‹C by heating tape, which was connected to a Variac. 

The 'injection rod' is a custom, 3-ft-long, stainless-steel, double-walled tube which is 

kept at a constant temperature. A circulating bath (VWR Scientific 1157) flushes ethylene 

glycol through the outer chamber of the injection rod, v t a i n i n g  it at.:& temperature of 

48•‹C. This particular circulating bath wdl only cool fluids when they are below 50•‹C. so it 



determined the maximum temperature of the injection rod, and thus the maximum 

temperature of the source bottles. The injection rod must be maintained at a temperature 

equal to or higher than the temperature inside the source bottles or the source vapours will 

condense inside the injection rod. 

The injection rod is attached to the deposition tube end cap by means of Ultra-Tom 

fittings which allow injection into various positions of the deposition tube. The Ultra-Tom 

fitting may be loosened to allow the injection rod to slide, into or out of the tube, to 

another position and then be tightened to provide a seal. 

a Argon, used as a carrier gas, is supplied to each source bottlg after passing through a 

Sierra Model 860 Side-TrakTM automatic flow controller. The details of how these 

controllers operate is described in Section 3.3.1. The flow controllers are individually 

controlled by a Sierra 920C Flow Controller. The Model 860 Side-TrakTM mass flow 

controllers have a rated error 1% of full scale.,which is 200 SCCM (cm3/min under 

standard conditions). 

To flush the system, argon is supplied to the deposition tube end cap after passing 

through a manual Matheson flow controller. The details of how these types of manual 

flow controllers work is described in Section 3.3.1. 

Each source bottle was equipped with 3 valves which acted as a bypass system for the . 

canier gas: When set to bypass, the carrier g= passes over the input and output valves of 

the source bottle. which remains sealed.   his allows for complete flushing of all hoses, and 

the establishment of steady carrier gas flow rates prior to opening the source bottles and 

deposition. 

The flow rates of the source gases are calculated from the vapour pressure of the 

source (determined from the temperature of the source bottle) and the flow rate of argon 

through the bottle, assuming argon saturation. The assumption that the source had 

sufficient time to saturate the carrier gas is reasonable if sufficiently low flow rates are 

maintained. The total flow rate was kept below 60 cm3/min. The carrier gas flow rates 

ranged from 5 to 25 cm'lmin. 



Gases leave the system via an oil bubbler followed by a water bubbler attached to a 

fume hood line. The oil bubbler prevpnts air or water vapour from the -water bubbler from 

entering the reaction tube. The water bubbler reacts with any residual organochlorosilane 

3.4.2 Synthesis ofMateriuls with CVD Apparatus II 

3.4.2.1 Chcmical Sources 

As with CVD Apparatus I, reagent grade benzene (Caledon Labs, Ltd. ACS 

spectrograde) was used as the carbon source. Research grade (CH3)2C12Si (DOW-Coming 

Chemical) and (CH3)KlSi (DOW-Coming Chemical) were used as silicon sources. All 

liquids were used as received. Ultrahigh-purity argon (Linde, 99.999%) was used as a 

carrier gas. We tried (CH3)1ClSi as a silicon source in these experiments because it was 

related to (CH3)2C12Si, which produced better materials than SIC4 in CVD Apparatus 

The reason for using the other sources was discussed in Section 3.3.2.1. 
e 

3.4.2.2 Temperature 

For the reasons stated in Section 3.3.2.2 and based on results from experiments .. 
performed with CVD Apparatus I, a temperature of 950•‹C was used to prepare all the 

CVD-I1 samples described in this thesis. 
\ + 

3.4.2.3 Substrate 

As discussed in Section 3.3.2.3, quartz was used as a substrate. 

3.4.2.4 General Deposition Method 

The leak checking procedure for CVD Apparatus I (Section 3.3.2.4) was also used to 

check for leaks in CVD Apparatus 11. 

The tubular insert, with optional substrates, is placed in the centre of the reaction tube, 

w h ~ h  is placed. centered, in the tube furnace. As discussed in Section 3.3.2.4, a very small 

gas flow is allowed into the tube to check for leaks. 



Once the system has been leak checked, temperature stabilization and gas flushing 

commences. The Omega temperature controllers are set to the desired temperature and 

begin heating the source bottles. The Variac is turned on to heat the source vapour hoses 

(which connect the source bottles to the injection rod) to approximately 100•‹C. The 

circulating bath is turned on and set to maintain the injection rod temperature at 48•‹C. The 

flow controllers are set to flush all the lines and reaction tube. The tube furnace is then 

raised to the desired deposition temperature. 

Once the tube furnace has reached the desired deposition temperature and the reaction 

tube has been flushed with enough canier gas to fill the tube at least 10 times, the source 

vapour flow controllers are set to the flow rates desired for that deposition. The manual 

flow controller (flush) is reduced to approximately 10 cm3/rnin. When the temperature of 

the source bottles has stabilized then deposition can begin. The bypass valves on the 

source bottles are switched to bubble carrier gas through the source. The pressure in the 

source bottles will have increased slightly, due to the increase in temperature. To avoid 

backwash of the source into the flow controllers the output valve for each source bottle is 

slowly opened before the input valve. 

When the desired time for deposition has elapsed (usually 1 hour) th \ source bottle 
\ 

valves are switched to bypass. The flow rate through the manual flow cont.koller (flush) is 

increased. After at least 10 minutes, the furnace is set to return to 100•‹C. Before opening 

the reaction tube, the system may be flushed for several hours to remove some of the 

vapours which are released by the tar-like partially decomposed species which collect in 

the lower temperature end ~ections of the tube. The amount of flushmg was determined by 

the competing factors of 'tar' quantity and the urgency of the experiment. , 

The materials made by CVD are discussed in Chapter 7. The next chapter details the 

synthesis and pyrolysis of the siliconcontaining polymers and pitch-polysilane blends. 



than the CVD technique, we turned to the pyrolysis of silicon-cont&ning pol 

early work on these materials (Wilson, 1994a) led us to conclude that silicon oxycarbid 

glasses warranted further investigation. Xue et al. investigated the effect of changing the 

silicon &d oxygen content by using an epoxy-silane technique (Xue, 1995a). This meth 

had a limited control of the stoichiometry and so we started a collaboration with Dr. 

Gregg Zank, who synthesized polymers for a more extensive study (Dahn, 1996a throug 

1996d; Xing, 1996a; Wilson, 1996a and b). During the course of this collakration, we 

atso investigated mixtuks of siticm~wtaining polpers d petfotemrrpinlres 

pyrolytic precursors (Xing, 1996b), which (as will be discussed h Chapter 9) provided an 

alternate to the nanodispersions previously made by C ~ D .  This is explained in 

context and more detail in Chapter 1. 

This chapter summarizes the synthesis ofsthe materials we made by pyrdysis. The 
I 

materials synthesis for the early work (Wilson, 1994a) is explained in Sectidn 4.3. Sectio 
-9 

4.4 describ& the synthesis procedure for the samples used in the main silicon oxycafbi 
'i ' 

study (D&, 1996a; Xing, 1996a). Section 4.5 explains the synthesis of the polysil 
sS 

pitch blends (Dahn, 199ab and cf Xng, 1996b). Section 4.6 details the pyrolysi 

But fmt, tJ#neit section presents some definitions to act is an introduction to polymers 

and facilitate the discussion which follows. Section 4.2 presents a selection frbm the vast - 
amount of previous work done by others on the pyrolysis of siliconcontaining polymers. 

% 

a -41- * 



L. .No previous work done tested the electrochemical behaviour of these materials with " 

+'; . 
i! lithium. 

- 

We have used s i l i c~kon ta in in~  polymers as precursors to silicon oxycarbide glasses. 

The following is adapted from information. in 'Contemporary Polymer Chemistry' by 

Allcock and ~am~e'(Allcock;  1990). 
t; 

- Monomers are substances which can be converted to a polymeric chain, and typically 

represent one polymer repeating unit. Monomer polymerization often occurs sequentially, 

first forming a dimer from two monomers. Then another monomer is added to form a 
< -  

trimer, then a tetramer and pentamer and so on. All low-molecular-weight polymeric 

chains are known as oligomers. Thus, polymers are high-molecular-weight substances 

which have many repeating units. ~ i g u r e  4-1 shows schematic representations of three 

silicon-containing polymers. 

A linear polymer consists of a long chain of skeletal atoms, or backbone, which has 

Figure 4-1. Schematic representations of a )  polymerhylphenylsiloxane (linear polymer), 
b) pol~phenylsesquisiloxane (ladder polymer) and c)  polydi~ethylsilane (linear polymer). 



POLYMER CHAIN 

BRANCHED POLYMER Y*  
Figure 4-2. A schematic I 

CROSSLINKED POLYMER 
illustrating the difference 
between branched dnd 
crosslinked polvmers. 

attached substituent groups. Figures 4- la  and 4-lc respectively show linear polymers with 
- .  

siloxane . - (silicon-oxygen bonding) and silane (silicon-silicon bonding) backbones. 

Branched polymers are linear polymers where some pf the substituent groups have been 

replaced by a polymer chain the same as the main. Crosslinked polymers (also called 

network polymers) have chemical linkages between the chains. Figure 4-2 illustrates the 

difference between branched and crosslinked polymers. The degree of crosslinking in such 

a polymer determines the flexibility, melting point, and other physical attributes of the 

polymer. The..more crosslinking a polymer has, the more rigid it is. Ladder polymers 

consist of linear polymers which have regular cross6nking between the backbones.;Figure 

4-1 b shows a ladder polymer with a siloxane backbone (because of the stoichiometry it is 

more specifically a sesquisiloxane backbone). 

~ o ~ o l y r n e r ~ e  made from two or more different monomers. The- three typesbof 

sequencing arrangements commonly found are random copolymers, where there is no 

definite sequenc: of monomer units, regular copolymers, which contain a regular 
9 

alternating sequence of two monomer units, and block polymers, which contain blocks of 

RANDOM COPOLYMER . . .-A-B-B-A-A-A-B-A-BtB-A-A-B-A-A-B-B-B-B-. . . 
* 

REGULAR COPOLYMER . . .-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-B-A-. . . . 
BLOCK COPOLVMER . . . -A-A-A-A-A-A-A-A-A-A-A-B-B-B-B-B-B-B-@-. . . 

Figure 4-3. Schematic representations of random, regular, and block copolymers. A and B represent two 
different monomers. 



one polymer attached to a block of another. Figure 4-3 shows schematic representations 

of copoiymers with only two differerrt monomers, represented by A and B: Terpolymers 

contain three different monomer units and can be sequenced randomly or in blocks. 

Most of the siloxane and silane polymers used in this thesis were highly crosslinked 
w 

random polymers. 

Silane and siloxane polymers are commonly used in the production- of silicon'carbide 

(Abu-eid, 1992; Allcock, 1990; Bums, 1992; Hurwitz, 199 1) and silicon oxycarbide 

glasses (Babonneau 1994; Hurwitz, 1987 and 1989; Renuld, 199 1 ). Polyorg~osiloxanes, 
\ 

such a,s polymethylphenylsiloxane and polyphenylsesquisiloxane (pictured in Figures 4- la 

and 4- 1 b), can be reduced to silicon oxycarbide glasses or silicon carbides upon pyrolysis 

in inert gas (Wilson, 1994a). Polysilanes, such as polydimethylsilane (pictured in Figufe 4- 

lc), contain no silicon-oxygen bonds and are commonly used as precursors to,silicon 

carbide (Allcock, 1990: 206). Thus, -depending on the material desired, one chooses 

appropriate polymer composition and pyrolysis-parameters. Typically, silicon carbide Hlll 
& I 

be_ produced from most polysiloxanes by pyrolysis to sufficiently high temperatures 

(Bums, 1992; Abu-eid; 1992; Wilson, 1994a). 

Certain polysiloxanes and polysilanes have been used as' precursors to cerainics * 

because of their minimal loss in mass upon conversion by pyrolysis to a ieramic (Bums, ' 

1992; Hurwitz, 1989 and 1987). This low mass loss, or hlgh ceramic yield, usually means , 

&S 

minimal volurhe contraction. These materials are then useful as binden, which should 
' 

experience the least volume change upon pyrolysis, in the rxigking of shaped ceramics 

(Bums, 1992; Hurwitz, 1989). Use of appropriate sesquisiloxanes allowed Hurwitz et al. 

to make complex-shaped and flaw-tolerant ceramic composite parts through low 
B 

temperature processing (Hurwitz, 1987). Other factors that make these precursors 

desirable include resistance to crystallization and oxidation at temperatures above 1000•‹C 



Umil our preliminary study (Wilson, 1994a), there were no reports of Qthers testing 

the electrochemical behaviour of these materials with lithium. This work was followed up ' 

by Xue et al. who used an epoxy-silane technique to control the silicon and oxygen 

concentration with respect to the carbon content (Xue, 1995a). 

- 
For our initial investigation into pyrolysed silicon-containing polymers, we chose two 

readily available polysiloxane~. Polymethylphenylsiloxane (PMPS) (DOW 710 fluid) was 

obtained from Aldnch and used as received. Polyphenylsesquisiloxane (PPSS) was 

obtained from United Chemical Technologies Inc. (Bristol, Pa., USA) and used as 

received. Their structures are shown in Figure 4- 1. . 
The polymers were pyrolysed in a tube furnace inside a quartz tube under flowing 

UHP grade argon (Linde, 99.999). Polymer samples were weighed and placed in alumina 

boats. The boats were put in the quartz tube whlch was sealed from the room atmosphere 

and well flushed with argon. The samples were heated at a constant ramp rate (which 
4 

varied, depending on the sample) io  the maximum pyrolysis temperature and held at this 

temperature for one hout Gases leave the system via an oil bubbler attached to a fume 

hood line. Samples were typically cooled to 100•‹C by turning off the furnace heaters. This 

resulted in an average cooling rate of about 4"CImin. Samples were prepared at maximum 

pyrolysis temperatures ranging from 600 to 1 100•‹C. 

Samples of PMPS pyrolysed at 1100•‹C were further pyrolysed at 1300 and 1500"~ ,  

using a Centorr series 10 graphite element tube furnace. The 1 g samples were heated 

under UHP argon and were weighed prior to and h e r  heating. To show that there were 
9 

no air leaks into the furnace a sample of graphite powder was heated to 1500•‹C under 

identical conditions. It showed no weight loss proving that there were no air leaks. 

The results and discussion of the study of these polymers is presented in Chapter 8, 

and has been published elsewhere (Wilson, 1994a). These materials showed great promise 

for use in lithium-ion cells, as did the materials made by Xue et al. (Xue, 1995a), so a 



more extensive study was done in collaboration with Dr. Gregg Zank. The next section 

outlines the synthesis of the polymers used in that extensive study. 

Because the synthesis of polysiloxanes and polysilanes was beyond the abilities of 

anyone in our group, all polymer synthesis was performed by Gregg Zank of Dow- 

Coming. Through this close collaboration we were able to choose stoichiometries of 

interest, based on previous experiments, and Dr. Zgnk could then synthesize -the 

appropriate polymer precursors. Ttus section details the synthesis of the polymers and, 

although this work was not done by the author, it is included here for completeness. 

The next sections each detail the various synthesis routes for the polysiloxanes studied. 

The work on these materials has been published elsewhere (Wilson, 1996a to c; Xing 

l996a). 

Our goal was to synthesize a wide array of siloxane polymers from me following 

generic structure (Bums, 1992): 
1 2 3  (R R R SiOo,s), (R'R~s~o), ( R ~ S ~ O ~ . ~ ) ,  (SiOdn), [4- 1 1, 

where R1, R2, R3, R', R ~ ,  and R6 are groups consisting of hydrogeri or hydrocarbons and 

w, x, y, and z are molar ratios with w + x + y + z = 1. The hydrocarbons can include alkyls 

such as methyl (Me). ethyl. propyl; butyl, etc.. alkenyls such as>inyl (Vi), allyl, etc., and 
1 2 3  aryls such as phenyl (Ph). The units in Equation 4- 1, (R R R SiOo s), (R'R~S~O), 

(R6siol S), and (SiOan), are often,referred to as M. D. T. and Q units. respectively (Bums, 

1992). The M, D, T, and Q units respe-ctively correspond to silicon bonding to one, two, 

three, and four oxygens (alternately, si1icon:oxygen ratios of 2, 1, 213 and 112). By 

selecting the appropriate polymer structure, one can begin to control the ceramic 

composition. In general, for branched silicon-based polymers, the backbone elements 

remain in the ceramic. Therefore, B change in precursor (M, D, T, or Q) will change the Si 

to 0 atomic ratio in the ceramic. There are many ways to synthesize these types of 

materials. 
f 



The following sections detail the typical procedures whtch were used to prepare the . ?. 
I - 

specified siloxane plymers. The final samples ma& with these polymers are assigned '- 

sample numbers in Chapter 8 which are mentioned below as a reference. Nthoigh this * 
section is not required for an understanding of the final ceramics made. it is included here 

for completeness. Table 4- 1, at the end of this section, details all the precursors made. 

4.4.1 MT Materials Cured by Peroxides 

The precursors to samples 13 through 18 and 34 through 4 1 were using this 
i. 

technique (Dahn, 1996a). The following is a specific deschption for the preparation of the 

polymer pyrolysed to make sample 3j.  Phenyltrimethoxysilane (77.0g. 0.39mol), 

methyltrim~thoxysilane (7428, 5.46mol), 1,1,3,3-tetramethyl- 1.3-divinyldisiloxane (1 92g, 

1.03mol). trifluoro&ethanesulfonic acid (5.9r1-4 0.02mol) and deionized water (50g. 

2.8mol) were heated to reflux for two hours. Toluene (1.5 1) and deionized water (410ml) 

were added and'the mixture was heated to reflux for an additional two hours. Calcium 

carbonate (log, O.lmo1) was added and the solvent was distilled until the vapour head 

temperature incieased to 85•‹C. Aqueous 3 wt% potassium hydroxide (501111, 0.27mol) 

was added and the water azeotropically removed using a Dean-Stark apparatus. After the 

reaction mixture was dry of water, reflux was continued for 8 hours, then the mixture was 

cooled to 50•‹C, and chlorodimethylvinylsilane (501111, 0.37mol) was added. After stimng 

at room temperature for three days, the mixture was filtered through a Buchner funnel 

containing Celatom filter-aid, and the solvent removed using a rotary evaporator, giving a 
z 

quantitative yield (617.6g) of a clear, colourless viscous fluid. For crosslinlung: the 

siloxane polymers were mixed with lwt% Lupersol 101 and heated to 150-175•‹C for 20- 

45 minutes. 

& 

4.4.2 MT Materials Cured by Platinum - 
Precursors to samples 21 through 25 were prepared using this technique (Dahn, 

i 1996a). The following is the specific procedure used to.prepare the polymer precursor to 

sample 23. Phenyltrimethoxysilane ( 198.Og. 1 .Omol), 1,1,3,3-tetramethyl- 1.3- 

-47- 



dihydndodisiloxane (67g, 1.0 rnol), trifluoromethanesulfonic acid (2.0ml, O.Olmo1) and 

deionized water (1.Og) were heated to reflux for two hours. The reaction was tooled, 

1 log of additional water was added, and the reaction was again heated to reflux for two 

hours. Calcium carbonate (2g, 0.02mol) was added and solvent was distilled until the 

vapour temperature increased to 85•‹C. Toluene (290@, deionized water (29ml) and 

trifluoroacetic acid (0.9g) were added and the mixture was heated to reflux and the water 

was azeotropically removed. After the reaction mixture was dry of water, reflux was 

continued for 2 hours, the mixture was cooled to 50•‹C. and chlorodimethylsilane (5g) was 

added. After stirring at room temperature for 16 hours, the mixture was filtered and the 

solvent was removed the same way described in Section 4.4.1. The polymer was then 
- mixed with 20g of a corresponding Si-H crosslinker resin, along with O.lg of Pt as a 

solution known as Karstadt's catalyst (Chandra, 1987), and heated to 150-175•‹C for 20- 

45 minutes. 

4.4.3 MQ Materials Cured by Platinum 

The precursors to samples 30 through 33 were made by this technique (Dahn, 1996a). 

What follows is a general procedure for the synthesis of organofunctional silanes. 

For MQ materials with hydrogen, 1,1,3,3-tetramethyl- 1.3-dihydridodisiloxane (0.74 

rnol equivalent), water ( 1.1 mol) and isopropyl alcohol ( 1.4 mol) were charged into a flask 

under cooling with an ice bath. Following the addition of concentrated HCl (0.053 mol) to 

the mixture, it was agitated for 30 minutes. Tetraethylorthosilicate (0.18 mol) was added 

dropwise into the mixture and the mixture was stirred at ambient temperape for 3 hours. 

The resulting reaction rnixth was neutralized with 50 w/v NH4Cl aqueous solution. The 

resulting organic layer was dried with Na2S04 for 2 hours. The dned organic solution was . 

filtered followed by evaporating at 50•‹C and further solvent stripping at 0.03 Torr and 

room temperature. The resultant organic solution was distilled in vacuo to obtain a major 

fraction at 39 to 40•‹C at 0.16 Torr. The yield was 40%. 

For MQ materials with vinyl, 1,1,3,3-tetramethyl- l,3-dihydndodisiloxane (0.53 rnol 

equivalent), water (0.88 mol) and isopropyl alcohol (lT0 mol) were charged into a flask 
9 



- 
while heating at 40 to 50•‹C. Concentrated HCl (0.051 mol) was added to the mixture 

followed by agitating for 30 minutes. Tetraethylorthosilicate (0.13 mol) was added 

dropwise into the mixture and the mixture was stirred at ambient temperature for 3 hours. * .  
The resulting reaction mixture was neutralized with 50 w/v WCl aqueous solution. The 

resulting organic layer was dried with Na2S04 for 2 hot&. The dried org&= solution was 

filtered followed by evaporating at 50•‹C and fwther solvent stripping at 0.03 Tom and 

room temperature. The resultant organic solution was distikd in vacuo to obtain a major 

fraction at 65 to 66•‹C at 0.06 Tom. The yield was 50%. 

The pre-ors to samples 30 through 33 were prepared by curing different ratios of 

hydrogen- and vinylcontaining MQ materials. For example, sample 31 was prepared by 

dissolving 35g of hydrogen-containing MQ and 36.8g of vinylcontaining MQ with 50ml 

of toluene. 100 ppm of a platinum solution (8.6 wt.% Pt in 1,3-divinyl-1,1,3,3- 

tetramethyldisiloxane) and 1000 ppm MeSi(OC(Me2)MH)j were added into the MQ 

resin solution. The resulting solution was left at 30•‹C in an oven to evaporate the toluene. 

The material was then cured by heating at 60•‹C for 2 hours followed by heating the 

material to 120•‹C at 1 O•‹C/hr with a 2 hour hold at 120•‹C followed by cooling to 30•‹C at - 
1 O0C/hour. 

*+ 

4.4.4 Sol-Gel Synthesis 

This technique was used to make the precursors to samples 1 through 8 (Dahn, 

1996a). Colloidal silica (Nalco 1034A at 34% solids) and the corre 

methoxysilane were c~hydrol~zed~under acidic conditions with 

the reaction mixture was then adjusted to gel and the volatile evaporated over a 5 day 

period. The gels were then further dried for 16 hours in a 1WC oven and an additional 16 a 

t 

hours in a 250•‹C oven. Organic modified sol-gels can be prepared in a similar way (Dahn, 



* 

4.4.5 Organic Modijkd Sol-Gels 

Precursors to samples 26 through 29 were synthesized by this technique (Dahn, 

1996a). By a procedure similar to one outlined elsewhere (Schneider, 1995), a variety of 
4 

L 

methoxysilane materials were cohydrolyzed with a phenolic resin with stirring for 72 hours . 
A' 

>a 

I while allowing for evaporation of the solvents. After this time the gel was dried 24 hours 

at 80•‹C and an additional 24 hours at 175OC. The reactants used in each of these material's 

-are listed in Table 4- 1, at the end of thls section. I 

1 

-* - 4.4.6 Sihne Modified Sugars 
r' - 

T h ~ s  technique whs used to make the precursors to samples 9 through 12 (Dahn, 

' 5 1996b). Chlorosilanes were mixed with aqueous solutions of sugar (100g sucrose in l00g 

water) and stirred for 24 hours. The reaction mixtures were then heated to 300•‹C over a 
.* 

24 hour period to form a gel and begin the decomposition of the mixture. For example, to 

% - make the precursor to sample 10.22.4g of MeSiC13 was used. 

' ".&I 

4.4.7 Silane Mod$ed Phenolic ~ d n s  

Precursors to samples 42 and 43 were made respectively using Georgia Pacific and 

Varcum 29-353 phenolic resins (Dahn, 1996b). 25g of phenolic resin was plac.ed in a 500 

rnl flask and dissolved in 125 ml of tetrahydrofuran. To this was added 25g of polysilane 

(MerSi)o.s3(PhMeSi)o.~7 (PSS-400, Shm Nisso Kako Co. Ltd.) as a solution in 125 ml of 
B 

tetrahydrofuran (THF). Ttus mixture was then sonicated with a 400W sonicator for 15 

minutes. The polymeric product was isolated by filtration and the solvent was removed by 

rotary evaporation. This product was not treated or heated prior to pyrolysis. 

4.4.8 Polycarbosilane Modification 

A polyc&milane (PCS) was obtained from Nippon Carbon Company (NCC) which 

w+ prepared by the thermal rearrangement of polydimethylsilane. T@s was used as the 

precursor to sample 1-9. The precursor to sample 20 was prepared by dissolving the NCC 

PCS (220g) in tetrachloroethylene (2kg) in a three litre three necked flask fitted with a 



* 
. magnetic stirring bar, a water cooled condenser and an ebbulator tube. This mixture was 

then heated to 100 to 105•‹C and oxygen was added subsurface over a period of 12 hours. 

The product, (HSi(CH2)1 5)0.7(HOSi(CH2)l.5)~.3 was isolated by filtration and removal of 

the solvent by rotary evaporation. This material is soluble in most common organic 

solvents but crosslinks prior to melting (Dahn, 1996~). 
8 
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Table 4-1. Polymer Precursors listed by the ceramic sample numbers. 

I / 
i 

I 1 . , 
\\ I ! Synthesis 

Sample Polymer Precursor Stoichiometry in Section 

33 Varcum phenolic resin with (MezSi)& ( c h ~ e ~ i ) 0 ~ 7  ( 1  : 1 ) 
1 
b I 



Dr. Zank prepared two series of pitch-polysilane blends (I and 11) by mixing pitch 

(Ashland ChemicdA-240) with (Me2Si),(PhMeSi), (Shin Nisso Kako Co. Ltd.) at various 

pitch to polymer ratios (Dahn, 1996b). Here, x = 0.80 and y = 0.20 (PSS- 120) for series I 

and x = 0.53 and y = 0.47 (PSS-400) for series 11. The silane copolymers were prepared 

from the sodium coupling of a mixture of phenylmethyldichlorosilane and dimethylsilane. 

The pitch and polysilane (50 g total) were dissolved and mixed in 250 g THF containing 

1% by weight Lupersol 101 (0.5 g) at room temperature. Afier'this procedure it is 
=4F 

believed that the silane polymer chains are in an intimat& mixture with the pitch. The solid 

blends were then isolated by removal of the solvent by rotary evaporation, and then 

crosslinked by heating under argon to 200•‹C for 30 minutes. 

The blends were pyrolysed in the same method -as the polysiloxanes, ardetailed in the 

next section. The resdts from this study are presented in Chapter 9 and have been partially 

published elsewhere (Xing, 1996b). 

These samples were pyrolysed in the same apparatus as was used in the preliminary 

work. The samples were placed in alumina boats and weighed and then placed inside 

tubular inserts (the same inserts as were used in the CVD experiments) and placed inside 

the furnace. Typically, four samples in separate alumina boats were pyrolysed at a time. 

The tube was placed in the furnace at 100"C, sealed from the atmosphere and flushed with 

a volume of argon (Linde, 99.999%) sufficient to fill the reaction tube 20 times. The 

temperature was then raised at a constant rate (between 1 and 45"-n) to the maximum 

pyrolysis temperature (between 600 and 1100•‹C). The material was reclaimed and 
. reduced to a powder by grinding in an automatic mortar and pestle for 20 minutes: 

The first series of experiments helped to determine which heating rate to use. Various 

polymers were heated at rates of 45, 5, and 1•‹C/rnin. Comparative results are not 

presented because there was little difference between materials made at the different 

heating rates. However, some materials made at 45"Umin had electrochemical 



characteristics which were not 'as good' as materials made at lower ramp rates. Thus, we - -  
P . 

chose 5"CImin as a ramp rate for all the subsequent aterials made in this study. Based on f 
the previous work discussed in Section 4.2 (Wilson, 1994a; Section 8-.I), we chose the 

maximum pyrolysis temperature of 1000•‹C for most of the materiali. Later work 

investigated the effect of the maximum pyrolysis temperature on some. of the 'more 

promising' precursors. Precursors were heated at 5"C/min to 600.800, and fi00"C. 

In an attempt to remove oxygen from one of the products of polysiloxane pyrolysis (a 

*a -silicon oxycarbide glass), it was .washed in a dilute solution of hydrofluoric (HF) acid. The 

following details how the pyrolysed polymer (sample 36) was treated to make nine 

samples (HFI though HF9). The HF washing was performed by Dr. Zank, who then sent 

the powders to us for evaluation. 

Sample HFl was prepared by rinsing a portion of the ground silicon oxycarbide 

sample in distilled water. Samples HF2 through HF9 were prepared by washing portions 

of the ground Si-0-C sample in a dilute HF solution. HF washmg was performed by 

immersion of the powders in a solution of HF (0.20 weight percent in HzO) in 
-3 

stoichiometric excess to the oxygen present in the initial Si-0-C. After a specific period of 
i 

time. varying from 15 minutes to 24 hours, the sample was recovered by filtering, and 

rinsed with distilled water to remove any residual HF. The results are presented in Section 

8.3.2 and have been published elsewhere (Wilson, 1996~). I~ 

The results and discussion of the studies of the polysiloxanes &d polysilane-pitch 

blends is presented in Chapters 8 and 9, respectively. The next chapter describes the 

experimental techniques used to characterize the materials discussed in this thesis, except 

the electrochemical testing, whch is discussed in Chapter 6. 



materials made. This chapter summarizes all but the electrochemical tkhniques, which 

detailed in the next chaper. 

Two very different types of materials were made (CVD and Si-0-C material 

some of the characterization techniques were particular to the type of materid Whe 

appropriate, this is pointed out. 

5.1 X-RAY POWDER DIFFRACTION 

X-ray powder diffraction was the primary method used to probe the structure 

samples. It was used quantitative1 in the study of some of the CVD-I materials ( 
42' 

Chapter 7). The Schemer equation was used to esiimate the average size, La and LC, of the 

ordered regions (Section 5.1.2). The differences in XRD sample holders presented some 

complication for subsequent data comparison. Thus, the Structure Refinement Program 

for Disordered Carbons, developed by Shi et a[. (Shi, 1993a and 1993b) was used to 

measure dm2 (the average distance between adjacent graphene sheets) and L, for a few of 

the CVD-I materials by performing a complete refinement to the measured X-ray pattern 

(Section 5.1.3). In Chapters 8 and 9 it wiIi be shown how XRD was used qualitatively in 

the pyrolysed polymers study. The next section outlines the experimental methods used t 

obtain the XRD profiles. 



5.1.1 Experimental Method 
I 

Two different diffractometers were used'to obtain X-ray powder diffraction (XRD) 

patterns (profiles). One was the Siemens D5000 diffractometer which employed a copper 

target X-ray tube and a: diffracted beam monochromator. It was used in the Bragg- 

Brentano and flat plate sample geometry. In this configuration both the tube and detector 

are stepped in opposite directions, through an angle theta, while the sample remains fixed, 

as shown in Figure 5-la. The slits were typically set to 0.5" vergence, 0.5" anti- 3 
scattering, and 0.6 rnrn. receiving, providing an resolution of -0.17" The powders were 

either held in a sfeel well holder or, when less than 100 mg of material was available, 

placed on a zero background holder (ZBH). The steel well holders consisted of a stainless 

steel plate with a 24 mrn-wide X 16 mm-long X 2 mm-deep well. The well was filled with 

the powdered sample and the surface was than smoothed. The ZBH was constructed from 

a single crystal silicon wafer cut along the (510) plane, attached to an aluminum block for 
B 

support. Because of the high quality of the silicon crystal the destructive interference is 

nearly complete and since the structure factor for the (5 10) diffraction peak is zero for the 

diamond structure there are no peaks from the silicon in the region of interest. Thus, the 

appropriately named ZBH produces very low background counts. The powders were 

attached by makmg an acetone sluny which was then spread on the silicon. The powders 

were self-adhering, once the acetone had evaporated, and were typically less than 100 pm 
*u= 

thick. 

A Philips diffractometer employing a copper target X-ray tube and operating in the 

Bragg-Brentano geometry was also used. In this diffractometer, ?be, not the sample, 

X-RAY SAMPLE SAMPLE 
TUBE HOLDER , DETECTOR 

DETECTOR 

(a) 
Figure 5-1. Schematics of the geometries of the ( a )  Siemens DSOOO and (b)  Philip difiactometers. 



is fixed. As shown in Figure 5-lb, the sample and detector are each rotated in the Same 

direction through angles of 8 and 28, respectively. On this diffractometer, the slits were 

typically set to 0.5" divergence and 0.2 rnm receiving, providing a resolution of -0.15". In 

the Philips diffractometer only well holders with dimensions 15 mrn-square X 2 mrn-deep 

were used. 0 

5.1.2 Scherrer Equation 

The XRD profile of a sample is critically dependent on imperfections within the 
0 

crystal, such as finite particle size, strains and faults. The effect of particle size on the 

XRD pattern is the simplest and was first treated by Schemer (Schemer, 1918). The width 

of a diffraction peak is dependent on the size of the ordered region. An approximation to 

the Schemer equation can be derived from Bragg's law to give: 

where h the X-ray wavelength, B is the full width at half of maximum of the peak in 

radians. and 0 is the Bragg angle (Cullity, 1979). By a more exact derivation, Warren 

showed that the size of an organized region, L, could be described by: 

where Ks is the shape constant (Warren, 1941). Equation 5-2 is now known as the 

Schemer equation. Warren showed that the constant Ks is 1.84 for two dimensional peaks 
* *  

(Warren, 194 1 ) and 0.89 for three-dimensional peaks (Warren, 1990). In this thesis the 

value of Ks is set to 0.9. Thls was done for all the peaks even though the (100) and (1 10) 

peaks, in graphite, are two dimensional. The lateral extent of the crystal regions in our 

samples was small enough (there was sufficient disorder) that' these peaks dld not exhibit 

the asymmetric 'sawtooth' shape typical of two dimensional peaks. 

The ordered regions in a disordered carbon have two discrete dimensions, LC (the 

'thickness' along the staclung direction) and La (the lateral extent of the graphene sheets). 

To estimate LC the (002) or (004) reflections can be used. La can be estimated using the 



U 
0 

(100) and (1 10) reflections. In h s  thesis, LC and La were estimated using the (002) and ~ 

(100) ieflections, respectively. 

I 

5.1.3 Structure Remement Program for Disordered Carbons 

The Bragg law (Gullity, 1979) can be used to estimate atomic'plane spacings within a 
I 

crystal. However, our samples were powders of disordered carbons having relatively small 

crystallite sizes. By Equation 5-2, one can see that smaller crystallites result in wider 

peaks. In materials with significant amounts of disorder (like disordered carbons) an 

obvious sloping bqckground can be observed in the XRD profile. This background can 

introduce asymetry and shift the maimurn of broad, weak Bragg peaks which are 
i 

superimposed on it. Thus, significant discrepancies between the actual average spacing 

within our samples and the result from the Bragg law! are expected. 
- Since carbons have a small X-ray scattering cross section, X-rays scattered from 

particles located well below the sample surface are not strongly attenuated. The 

contribution to the XRD profile from crystallites located 'off-axis' (below the sample 

surface) affects the peak position and shape. Because of this effect, thick samples exhibit 

asymmetric Bragg peaks (Shi, 1993b). The thickness of our samples were de~errnined by 

the sample holder used (ZBH versus well holder). Thus, differences between the sample 

holders presented some complication of subsequent data comparison using Equation 5-2. 

To determine more accurate values for La and dm2 in our samples, we employed the 

Structure Refinement Program for Disordered Carbons, developed by Shi et 'al. (Shi, 
1 

1993b). 

There are two models available within the refinement program.. The doubje layer , 

model is best suited to the study of carbons prepared by the pyrolysis of soft carbon 

precursors'at temperatures between 2000 and 3000•‹C. It uses two-layer packages, stacked 

in an A B registry. These packages are stacked in either 2H, 3R, or random configurations 

with various refineable probabilities for each. We used the single layer model which stacks 

single graphene layers either randomly or in one of the two possible registrations. For 



example, if one graphene sheet occupies the A position, then the choices for the next layer 

(and the corresponding probability of finding it) are: - 

1. a random shift with probability P, 

2. occupying the B position with probability (1-P)/2, or 

3. occupying the C position with probability ( 1-Pr-12. - 
Clearly, this model cannot reproduce the 2H-type stacking found in crystalline graphite. 

This is an appropriate model to study our materials, considering that they have essentially ' 
C )  

complete turbostratic disorder. 

The single layer model of the structure refinement program also accounts for strain 

between adjacent stacked layers by introducing the term '6 ' as a deviation in the spacing 

between layers. The spacing between layers is given as dm2 + 6 where the average value of 

6 is zero and the average of 6 * is nonzero. The exact definition of thls parameter is 

explained elsewhere (Shi, 1993b). The strain parameter delta is used with g, a number 

between one and zero which represents the fraction of low strain material. Thus, 1-g is the 

probability of findlng disordered carbon (Figure 2-4). The crystallite size is described by 

the refineable parameters Lo and LC, which do not represent the particle size (see Section, 

2.1.2, Figure 2-3). t 

As explained above, X-ray scattering in carbons is not 'strongly attenuated which can 

lead to an asymmetry in the Bragg peaks for thick samples. Because the sample holders 

we used held different sample thicknesses (the ZBH &ad well holders) the peaks ehbi ted  

differing amounts of asymmetry and breadth. The structure refinement. program accounts > .  
for the attenuaion of the X-rays in samples of differing thickness in a parameter which can 

be set before refinement (Shi, 1993b). 

The refinement program also accounts for polarization effects and the preferred 

orientation of crystallites (Shi, 1993b). 

The model parameters are optimized by performing a least squares fit between the ' 

measured diffraction pattern and a theoretical calculation based on the parameters 

mentioned above. The structure refinement program was used to determine La and dm* 

values for some of the CVD-I materials presented in Oapter 7. 



5.2 X-RAY ABSORPTION SPECTROSCOPY 

X-ray absorption spectroscopy (XAS) can be used to probe the electronic and I d  

structure in a variety of materials. In this technique, a sample is exposed to a beam of X- 

rays and the absorption is measured as the X-ray wavelength is changed. The energy range 

corresponds to an electronic transition of a core electron to an unoccupied state above the 

Fermi level. Such an excitation (X-ray absorption) is shown schematically in Figure 5-2. 

The energy at which the onset of absorption is observed for a core level is the absorption . . 
edge (i.e. for electrons promoted from the K-level of silicon atoms this is the silicon K- .. 
edge). Near the edge, core electrons are not provided with sufficient energy to be excited 

- out of the material (to the vacuum level). Rather, multiple processes involved in electrons 

hopping from higher energy levels to fdl the vacant core level lead to the excitation of 
B 

electrons from the sample. 

XAS has two principal regions, defined by photon energy range, which can be used to - 
determine different aspects about the sample. The range from the absorption edge to about 

- 4 -  

5 0 ' : ~  above is known as X-ray Absorption Near Edge Spectroscopy (XANES), also 
\ 

called ~ > b r  Edge X-ray Absorption Fine Structure (NEXAFS). Extended X - r y  

Absorption Fine Structure (EXAFS) extends from the top of the XANES region to 

several hundred eV higher. EXAFS is used in the study of local interatomic distances in 
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Figure 5-2. Schematic representation 

- of X-ray absorption near the K-edge. 
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solids. Here, 'local' refers to the region surrounding atoms of the element edge being 

scanned. In this thesis, only the XANES region was studied. 

To measure the XANES spectra, we collected electrons ejected by the sample at all 

energies, known as the total elecfiron yield (TEY). The TEY consists d y  of electrons - - 

with energies below about 20 eV. Tlus so-called inelustic tail (StGhr, 1992) contains a 

significant fraction which are inelastically scattered electrons .produced by an Auger 

process. These Auger electrons are emitted after absorbing energy from an electron of the 

same energy level when it drops 10 fill the core level-vacancy, as shown schematically in 

Figure 5-3a. As the Auger electrons are inelastically scattered, they produce an avalanche 

of lower energy electrons (pictured in Figure 5-3b). While other processes contribute to 

the TEY, it is the Auger electrons which give the desired XANES signal (Stohr, 1992). 
- 

The electron mean free path in the solid is a function of the electron khetic energy above 

the Fermi level and determines the maximum dlstance inside the material from which 

electrons can be ejected (the electron escape depth). This affects the penetration depth of 

the experiment (pictured in Figure 53b)  and for the XANES spectra presented in this 

thesis it ranges between -100 to -1000 A. Thus, the XANES signal is dominated by the 

near-surface region of the material studied. 

+ The electronic structure around an atom is sensitive to changes in the chemical 

environment. Thus, XANES is a useful tool for studying the local chemical environment of 
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Figure 5-3. ( a )  A schematic iepresentation of an Auger process. (b) A picture showing how it is the ' 

electron escape depth and not the photon penetration depth which determines. a XANES signal . I 

penetration depth. Both were adapted from Stohr. 1992. 



specific elements in a series of materials. Our principal use for XANES was to study, 

empirically and qualitatively, differences in the local chemical environment of the sihcon 

atoms for series of sampres. 
I 

XANES spectra were measured near the silicon K- and L-edge using two-different 

apparatus at the Synchrotron Radiation Facility (Stoughton, Wisconsin, USA). The two 

beamlines (collimated beams of synchrotron radiation emitted by eltktrons- traveling at 

relativistic speeds in the electron storage ring) are part of the Carradian Synchrotron 

Radiation Facility (CSRF) which is operated by th; University of Western Ontario 

Department of Chemistry. The Extended Range Grasshopper (ERG) beamline was used 

to measure the silicon L-edge for a number of the CVD-I samples. The Double Crystal 

'chromator (DCM; named for the two quartz crystals used to produce 

hromatic X-rays) beamhe was used to measure the K-edge for many of the CVD 

and pyrolysed polymer samples. The next sections summarize how the measurements were 

performed in each device. 

5.2.1 ERG Beamline Measurements 

The CSRF ERG b e d n e  employs a Mark IV "Grasshopper" grazing incidence 

monochromator (named after the large hinge used to align the monochromator plates 

which resembles a grasshopper's back leg) with an energy range of 50 to 800 eV (T&, 

1982). Because of the monochromator range, thls beamline was used to study the silicon 

L-edgefwhich is located at -98eV in crystalline silicon. The beamline is maintained at - 10- 

' O  tom, while the main chamber pressure was not allowed to exceed -3x10-~ torr during 

experiments. 

The TEY was measured using a mu&channel L- plate detector (MCPD) under a small 
b 

positive bias. The angle between the incident beam and the line connecting the incidence 

of the beam on the sample and the MCPD was 90•‹, as pictured in Figure 5-4. The sample 

could be rotated about an axis perpendicular to the plane containing the incident photon 

beam and the MCPD, such thatban angle between the normal to the sample and the 

incident beam could be adjusted from 0" to 70". 
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spectra. 

Because there are fluctuations in -the synchrotron beam intensity (Io), simultaneous 

measurement of 10 and TEY are required. These fluctuations are caused by contaminants 

within the monochromator and varying current density in the electron storage rirtg. in the 

ERG beamline, b is measured using a gold p d  placed in the beam as -it exits the 

monochromator. The current flow i~ the gold grid is measuied simulfaneously whh the 

cukent in the MCPD (Is). Hereafter, the ratio of Is to .Io is referred to as the XAS signal. 

In addition to measuring Io, we also measured the absorption spectra of a thick gold foil 

deposited on a silicon substrate and also of clean indium foil to determine variations in the 

signal, caused by other impurities a t h e  beamline. 

To measure a spectrum we loaded a sample, aligned it to the beam from the 

monochromator and then adjusted the angle of the sample to provide a maximum signal. 

All of the samples were powders pressed into indium foil, which w& then held onto a 

sample block by double sided conducting carbon tape. Indium foil was used because it 
/ 

contains no X-ray absorption features over the range scanned (silicon ~ - e d ~ e )  and it is a 

good conductor. All of the samples stuled were powders (i.e. not ordered films) so none 

of the angular dependence sometimes associated with ordered fm should be observed 

(Way, 1995: 49). The photon energy was adjusted to a maximum absorption in the L-edge 

and the sample angle was adjusted to give the largest Is possible. 



5.2.2 DCM Beamline Measurement; 

The CSRF double.crystal monochromator (DCM) beamline has a energy range of 

-1 100-eV to -4500 eV, and was therefore used tb study the silicon K-edge, which is 
* 

located at 1835 eV in crystalline silicon. The operational details of the double crystal 
* 

monochromator have been explained elsewhere (Yang, 1992). The karnline is maintained 
U 

at -10' '~torr and, as shown in Figure 5-5, is separated from the sample chamber by a 1 
; 

torr nitrogen cell equipped with bkryllium windows. The nitrogen cell is used to measure 

the beam intensity. A few percent of the photons which pass through the cell ionize 

nitrogen molecules. The electrons are attracted to a current collector, biased at +67.5 V 

The nitrogen ions (Nz') are neutralized by a ground wire. A Keithley 427 currentlvoltage 

converter measures the current flow (b) from ground required to neutralize the ionized 

nitrogen. The sample chamber pressure was not allowed to exceed 1X Torr during a 

measurement. Electrons excited out of the material were collected by a loop af wire eased 

at about + 136 V (the collector ring). The purpose of the collector ring was to prevent any 

electrons ejected with very low kmetic energy from becoming reabsorbed by the sample. 

In order to maintain electrical neutralify,.the sample,holder is connected to ground through 

a Keithly 427 curren~voltage convene;. The electron flow from ground to the sample 

holder (Is) is directly correlated to the X-ray absorption of the sample and Io. The final 

XANES signal is determined by. dividing Is by 10. X-ray absorption of clean indium foil 
* h 

was measured over the range of the silicson K-edge. Samples were powders pressed into 
% 
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Figure 5-5. Schematic of the Double ~ b * s t a l  Monochromator beamline. 



indium foil mounted onto stainless steel discs which were then held by the sample holder. 

As with the ERG beamline, indium foil was used because it has no features in the range of 

interest (silicon K-edge) and it is a good conductor. 

5.3 THERMAL GRAVIMETR~C AND RESIDUAL GAS ANALYSIS - -? 

With thermal gravimetric analysis one studies how the weight of a material changes 

with temperature. It can be used to determine at-wluch temperatures'materials decompose 
7- 

(if there is mass lost during the decompositiah) or react with the surrounding atmosphere 

(if there is an psociated weight chanie)? We used a TA instruments #Sl  thermal 
& 

gravimeuic analyzer (TGA) with could be connected to a Leybold Quadrex 200 residual 

gas analyzer (RGA; mass spectrometer). 

The TGA consists of a quartz rod terminating on one end with a quartz ring, which 

can hold a sample pan. The opposite end of the quartz rod is connected, through a series 

bf other joints, to an electromagpetic balance. A feedback loop is used to determine what 
'r 

current must be supplied to the balance to apply a force which equal$ the weight of the 

sample. When properly .calibrated this current corresponds t o  a sample mass. A schematic 

of this apparatus is shown in Figure 5-6.. 
\ 

The next section detail; how the TGA was' used to determine the silicon content in 

some of the CVD materials. Section 5.3.2 explains how the TGA and RGA were used to 

study the decomposition of many of the Si-0-C precursors. 
\ 

Figure 5-6. A schematic representation of the TGA where (a )  is the Pt pan, held in the quartz ring, 
attached to ( b )  the quart: rod. ( c )  is the fumhce. ( d )  is the elecrromagnetic balance, and ( e )  are counter- 
weights. Thefurnace and balance are controlled by a device which interfaces with arompurer. 

f 



. *  
5.3.1'~he TGA and the ~VD~aier iaLs  i B .  * 

I 

The CVD materials were loaded into a p l a h u n  pan and placed idside the TGA whkh, 

was then kealed from the room atmosphere. After flushing with extra-dry air (no H20 or 

C02; Linde), the samples were heated to 950•‹C at a rate of tOOUrnin under a flow of 

extra dry air. As will be shown in Chdpter 7, upon heating above -700•‹C, the carbon 

reacts with oxygen and leaves as CO and COZ while the silicon forms solid SiOz. The 

reaction is . , 

where the average x is between 1 and 2. The initial atomic silicon content is determined by 

the comparison of the initial and final masses. The ratio of the find mass, m,, to the initial 

mass, mi, is, according to Equation 5-3 

Solving for z ,  the silicon atomic content, we obtain 

The error in the calculation of stoichiometry is estimated from the standard deviation of 

several TGA measurements. This will be used in Chapter 7 to determine the silicon atomic, 

content of sevetal CVD-I and CVD-I1 materials. It is (as discussed in Chapter 7) only of 

use in determining the silicon content in materials containing only silicon and carbon in 

which the silicon can be fully reacted to form SiOz at 950•‹C. 
f' 

5.3.2 The TGA, RGA and Decomposition of Polymers 

The decomposition of various polymers was studied using the RGA connected to f 

receive a fraction of the outflow from the TGA, as shown in Figure 5-7. Ultra-high purity 

argon (Linde. 99.999%) flowed at 25 cm3/min over the polymer samples (between 50 and 

70 mg) as they were heated. The argon stream exited the TGA and passed to the 

atrnosphe& pressyre inlet of the RGA. A Vacoa (Vacuum Corporation .of America, 



~ohernia, New York, USA) leak valve was used to sample a small amount of the TGA 

. ARGON IN 

exhaust and pass it to the mass spectrometer chamber. The base pressure of the RGA 
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chamber is near 5x10.~ Torr and we ope~ated near 3x10" Torr with the leak 

Thus, the signal from the gases evolved during polymer decomposition 

A - 

from the RGA chamber aione. Afier loading the sample in the TGA. argon was flushed 

P. 

Figure 5-7. A schematic . 
1 VACUUM- RGA 

representation of the TGA 
w PUMP , and RGA, apparatus. 

through the system untd the base pressure in the RGA stabilized. All gas flow lines were 

heated above 1'00"~, 't6 facilitate the transport of evolved water, benzene, and other 
0 

residual vapours which might otherwise condense in the hoses at ambient room 
1. temperature. 

4 
During the fliSt ex'priments performed, to study the decomposition of PMPS and 

PPSS, the data were recorded manually. Later, Oliver Schilling (a Ph.D. student in the 

grgup) interfaced a computer (generic, 286 CPU) to the RGA and wrote a program to 

read the masses from the RGA and store them into a data file. This program was used 
r C 

during the extensive polymer study. Only masses between 2 and 100 atomic mks  uni@ 

( m u )  were measured. 

As will be shown in Chapter 8, for many of the materials studied it was possible to use 

the TGA and RGA data to estimate the stoichiorneb af the resulting materid, based on 

the stoichometry of the starting polymer. 
. 

5A ELEMENTAL ANALYSIS 
- 

Many lfferent elemental analysis techniques were used to measure the stoichiometry 

of the samples made. For the CVD samples, the sdicon content by TGA was believed to J 



lr 
be the most reliable. For the polymer samples, it is believed thzrt the stoichiometries which 

could be calculated from the TGA and RGA results (see Chapter 8 and 9) are more 
- ,  # 

reliable. Nevertheless, multiple techniques were used to estimate the stoichiometry of the 
- materials made (which lead to the conclusion that the TGA and RGA related calculations 

aie more reliable) so it is useful to s m a r i z e  them here. 
\ 

I _ 
The carbon, hydrogen, and'niuogen content in many be determined f& 

the combustion of the samples air f~llowed by gas This CHN 

analysis is very useful in compounds where all of the carbon, hydroge\ and nitrogen react 
= % - A with air to produce gaseous compounds. If, however, the samples c ytain significant 

\ - * concentrations of other elements, such as silicon, which do not* react withbr to form a 
\ 

gaseous compound at the combustion temperatures available, the results may be 

unreliable. As will be discussed in Chapters 7, 8, ahd 9, the results from the CHN analysis 

were notconsidered to be strictly accurate for carbon content because of silicon 

to the earbog,-anh thus prevqnting it from reaching the gas phase. Nevertheless, the data bi 
1 

presented, for it is in rough agreement with data obtained by other methods. , 

Several CVD-I and -11 samples and materials made during the initial polymer \ 

'\ 

investigation (PPSS and PMPS) were sent to Canadian Mcroanalytical service (Ladner, '\ 
BC; Canada) for CHN analysis. 

All of the silicon oxycarbides from.the extensive study were analyzed by Dr. Zank's 

group at Dow-Corning C o p  .(Midland, MI). CHN analysis were done on a perkin h e r  

The silicon and oxygen analysis were performed only for the materials in the extensive 

polymer study. They were done by employees of Dow Coming Corp. (Midland, MI). 

Oxygen analysis were done on a Leco oxygen analyzer (model RO-3 16) equipped with an 

oxygen determinator 3 16 (model 783700) and an electrode furnace EF100. Silicon content 

was determined by a fusion technique which consisted of converting the soIid to a soluble 

form and analyzing the solute for total silicon by Ad3590 ICP-AES analysis. 



? ,  
i b - T w y ,  ( b r  the material; jn the polymer study) the sum of the experimentally - k* 2 ;  

derives carbon, giilicon, hydrogen, and oxygen weight percentages were withm 5% of .. .* 

lW%. we+@$%h&t confident of the carbon, hydrogen, and silicon analyses, so in the data x- 

5 fire - - ented in chapters 8 and 9, the oxygen content is calculated from the difference 
\ 

b&eq 100 wt. % and the sum of the carbon, hydrogen, and silicon weight percentages. 

We &mate that the error in any of these percentages is approximately S%, although this 

may be larger for the oxygen weight percentages presented, considering how they were 

determined. 
I ,  

This section provides a brief summary of small angle X-ray scattering (SAX) theory 

and hoy it was used in this thesis. This. section is somewhat brief because the SAX data 
, n 

I' 

pres&d in this thesis is for only one small series of materials. 

* 5.5.1 Measurement Procedure 

SAX irofiles were measured by transmission in the Siemens D5000 diffractometer, as 

shd%n ih'fipre 5-8. Fifty to one hundred micron thick powdered samples were held in a 

rectangular f h e  with .kapton windows (25 micron thick) on both sides. Data were - I b 
collected between' scattering angles of 0.3' and 15". The scattering from the *kapton 

windows in thls range is very small compared to that from the samples and can be 

neglected. We used 0. l o  incident and antiscatter slits and a 0. lmm receiving slit. The mass' , 
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Figure 5-8. The small angle 
scattering apparatus (top) 

and a schematic showing ki, 
kj, and q (bottom). 



of the sample in the frame ~as~recorded. The attenuation of the X-ray beam by,.the sample 

was measured by comparing the beam intensity (as detector counts per second) with arid 

without the sample in the beam path while the tube and detector were set to 0". The 

holder, either empty or filled with sample, was placed in the beam path. 
J 

5.5.2 Theory and dbtu Anslysis 

Thg small angle scattering of X-rays by powders shows regions of cfiffering electron 

density (Debye, 1957; Kaliat, 198 1 ; Guinier, 1955). Regions- with characteristic 

dimensions of 3 to l00W can be examined with our diffractometer using Cu K, radiation. 
1. 

The small angle scattering results were fitted using the form proposed by Debye et al. 

and Kaliat el al. The intensity, I(q), as a function of the scattered wave ,vector, q, is taken 

to be: 

where R, and R2: q e  two characteristic correlation lengths for the electron density 

variations. These can be associated with pore sizes by comparison to Guinier's formula 

(Guinier, 1955). The radius of gyration of the corresponding pores is 46 times RI or R2. A, , 

B, and C are constants proportional to the quantity of the macropores, small micropores, 

and larger rnicropores, respectively. D represents a constant background. Porod's law for 

a pinhole shutter gives n=4 (Porod, 1982). In cases where the slits, not pinholes, are used 

data is smeared and can give lower apparent values for n in our scattering ange range 

(Guinier, 1955; Gibaud, 1996). -- 
In order to determine n for our system, the sample holder was filled with 'graphite 

(JMI), a material whlch contains no nanopores. Equation 5-6 was fitted for the graphite 
$3 

data with B and C set to zero, giving n=3.55. For the rest of the fits in this paper, n was 

set to 3.55. 



5.6 SURFACE AREA ANALYSIS 

The surface area of materials was measured by the Brunauer-Emmett-Teller (BET) 

method (Lowell, 1991), using a single point measurement on a Micrometries Flowsorb I1 
- .  

2300 surface area analyzer. The surface area is determined using the BET equation 

(Lowell, 1991). A mixture of nitrogen in helium (30:70 mol."%) was used because, at 

atmospheric pressure and the boiling point of nitrogen, it provides a favourable condition 

for the adsoption of a monolayer of nitrogen. The samples were placed in a U-shaped 

holder and degassed under a flow of the gas mixture at 140•‹C for 10 to 15 minutes before 

taking the measurement. The sample and holder were then immersed in liquid nitrogen for 

oadsorption and, after that, immersed in room temperature water for desorption. The 

adsorption or desorption measurements were considered complete h e n  the change in the 

BET result was less than 0.05m2/sec. The fmal results were taken from the desorption 

data. 

The next chapter explains the method used in the electrochemical testing. Chapters 7, 

8, and 9 present the results and discussion of .the experiments. 



6.1 INTRODUCTIQN TO ELECTROCHEMICAL METHODS - 
6.1.1 Origin of the Cell Voltage - -  - 

A lithium-ion cell consists of an anode and a cathode separated by an ionically ' 

conducting electrolyte, which transfers lithium ions (Li') but not electrons (e-). The 

voltage of the cell is a direct result of the difference between the chemical potential of 

lithium in the anode (panode) and cathode (CL~~@&). The chemical potential of lithium in an 

electrode is defined as: - 
* 

aG(N, T, P) 
p=[ A N ] ,  

where G is the Gibb's Free Energy of and N is the number of lithium atoms in the 

electrode, T is the cell temperature and P is tfic: &and tkff pressure - 

enter the electrolyte as ions, travel through the electrolyte, and then enter the cathode. 

a Simultaneously, the AN electrons from these atoms move through an external circuit and 
* 



do work. The total change in the free energy of the cell (which combines the changes in s .  

both electrodes) is 

The work done on the electrons in the external circuit is 

where V is tRd cell voltage and e is the magnitu of the charge on one electron. Equating 97 
Wand AG leads to /' 

This result can also be obtained for the charge process, where the work done on the 

electrons in the external circuit is positive. 9 

Test cells use lithium metal as one electrode and the material to be studied as the 

other, as shown schematically in Figure 6- 1. Since the chemical potential of lithium. in 

metallic lithum is fixed, the cell voltage is then only a function of changes in the chemical 

-+ potential in the electrode material being tested. 

g- 
Figure &I.  Schematic of a lithium-carbon test cell during charging. 



6.1.2 Types of Electrochemical Tests 

This section outlines some of the electrochemical tests commonly performed and 

points out which of them were used in this thesis. . 

6.1.2.1 Voltage Profiles 
/ 

I 

To determine a voltage profile the cell is kept at a fixed temperature and cycled 

(charged and discharged) using a constant current. The current is applied until the voltage 

reaches either an upper or a lower voltage trip point at which time the current is reversed. 

The cell voltage is recorded as a function of time, V(t). The data can be analyzed in many 

ways. In compounds where the stoichiometry is we41 known, the voltage can be plotted as 

a function of the amount of lithium, x, intercalated calculated.according to the formula: 

where t is the time in hours, I is the current in mA, m is the active mass of the electrode in 
t 

grams, and C is the magic number of the intercalation host in rnAh/g. C corresponds to i 

I 

the theoretical specific capacity for a specific change in the amount of lithium intercalated. 

This theoretical specific capacity can be calculated (in rnAhlg) for a compound h,M, 

which undergoes a change of Ax = 1 as: 

where F is Faraday's number (96480 Coulombs/mole), and is the molecular weight of 

M in gramslmole. The factor of 3.6 arises from the_conversion factors of A to mA and 

hours to seconds ( 1000rnA,1 A x 1 hrl3600s). 

In this work, the nature of the lithium insertion was not known so we plotted the 
o a 

voltage v'ersus the specific capkiq,  Q. Here, the specific capacity is takula~ed according . #'* 

to the formula: 

i [6-21, 

where I is the applied current, t is the time, & m is,the mass of the active mate@al (the 
2 

material. into which lithium is inserted) in the electrode. We used units of mAh1g for Q. 



The plots of V versus t, x, and Q all have the same shape and contain similar infohatign. 

V(Q) is used because it accounts for the ac&e mass but does not requite any knowltdge 
/- 

Y 

or assumptions about the ichiometry as V(x) would. 

The voltage profilk- of materials typically comains complex infopnation which, 
0 

depending on the materials being studied, can correspond'to phase transitions &do a 8 

i: 

variety ofdother processes:Subtle changes.may not be easily-observed in a V(Q) plot, so . 

the drfferential capacity, -(a~/aL), , is calculated and plotted versus V (hereafter the 

subscript T is dropped). Phase transitions can be observed as plateaus in the voltage 
1 

- profile, as mentioned in Chapter 2 for graphite. A codstant voltage would result in a 

divergence of -(aQ/av) but in a real cell kinetic effects result in a slight decrease in 

voltage during the phase transition (McKinnon, 1980)- leading to a sharp peak in 
1 

, -(aQ/aV). \ 

Another way of visualizing the differential capacity plot is as a density of sites for, 

intercalated atoms at various voltages. A -(~Q/Jv) peak corresponds to a large number 

of sites with the same voltage. If the chemical potential is a good measure of the binding 

energy of the inseied atom to the host (.and is not strongly influenced by other effects . 
such as the interactions between inserted atoms) then we can view the dfferential capacity 

1 

as a plot of density of sites versus binding energy. The integrated area under a peak in 

-(aQ/av) versus Vcorresponds to the specihc capacity over the voltage increment. 

Differential capacity plots were very useful in the study of many of the materials 

presented in. this thesis. 

6.1.2.3 Cycle Life Testing 

The charge capacity is defined as the specific capdity measured'from the low to the 

'high voltage trip points. Discharge capacity is sm.ilarly defined. Upon multiple cycles 

some decrease in capacity is usually observed. A plot of the discharge and charge 
. ,# 

I -' 

-75- 
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\ - 
capacities versus cycle number is called the capacity fade curve. Desirable materials show 

little capacity fading (small decreases in capacity) over many cycles and thus have a long 

cycle life. f 

6.1.2.4 Cyclic Voltammetry 

Cyclic voltammetry involves sweeping the voltage applied across a- celg typically 
L 

linearly with time, and measuring the resulting current. A plot of I versus V looks very 

similar to a plot of - @ Q / ~ V )  versus V. This should not be surprising if one considers that 

the current can be described as: 

If the voltage is k i n g  changed'linearly with time:then dV/dt is a constant and I is directly 

proportional to dQ/dV . This, however, neglects lunetic effects. If done using a two- 

electrode system, like a typical coin cell, the internal resistance of the cell (RIM)  will shift 

the data by I.Rlm. Since the current is changing throughout a peak, the amount of shift is 

also changing. This ultimately results in deformed peaks. However, it can be a useful 

technique if I.RINT is not sigmficantly large. Greater accuracy can be obtained using a 

three-electrode system (i.e. anode, cathode, and reference), although this only removes the 

kinetic effects from the counter elect~ode. Thus, the resistance in the remaining electrode 
E; r 

determines the shlft. 

Cyclic voltammetry was not used in this thesis because we could bbtain more reliable, 

although sometimes noisy, information'from Ifferential'capacity plots. It is mentioned 

here because it is such a commonly used technique. 



6.2 ELECTROCHEMICAL INSERTION OF LITHIUM  TO CARBONACEOUS MATERIALS 

Chapter 2 discussed how the different structures of carbonaceous materials affect the = 

intercalation and insertion of lithium. The following sections pfesent details specific to the I 

electrochemical insertion of lithium into carbons and sohe of the associated pr&ical 
e 

considerations and complications. 

* 

As mentioned in Chapter 2, the ikrcalation of l ihurn proceeds through stages. 
' 

During the transition between two stages there is little change in the voltage of the cell 

because the sites being filled are of equivalent potential, Tlusushoul$ be observed as  a 

plateau in the voltage profile and a s a  peak in a differential caRacity ploi (-3QYaV or 
D 

- ax/&' versus V), as shown in Figure 6-2 (from Zheng, 1995b). The trarisitions between 
7 - . 

stages, as explained in Chapter 2, have been labeled from in-$t(l XRD work (where the 

XRD profile of a material can be measured in a cyc1ing'~ectrochernical cell) done by 

Zheng et al.(Zheng, 1995b). For this and all subsequent cbfferential capacity plots the 

charge and discharge are respectively plotted as positive and negative. l h s  'standard' is 

80- I I 

/ 

t CHARGE - d 

DISCHARGE+ ' 
0.0- . ' - ' . ' ' - 4  1 I 1 

-80 - - ,  
0.0 0.2 0.4 0.6 0.8 1.0 0.05 0.10 0.15 0.20 0.25 

x (IN Li,C,) VOLTAGE (V) 

(a) (b) 
Figure 6-2. (a)  The voltage profile and (b) dflerential capacity plots for the second cycle of a lithium- 
graphite (JMI)  cell Cfrom Zheng, 1995b). The labels in (b) correspbn$ to the phases which are in 
coexistence during the transition. 1 ' corresponds to a dilute stage 1 and 2L corresponds to liquid stage 2 , - 
(Zheng. 19956). 



adopted for plotting clarity, even though aQ/aV is always negative. 

Several chemical reactions can occur during the electrochemical ifitercalation of 

lithium into graphite. In Chapter 1 it w& mentioned that lithhm metal will react with non- 

aqueous electrolytes to form an electronically insulating, ionically conducting film known 

-. 
- I  as the solid electrolyte interphase (SEI; Feled, 1979). The SEI grows until it reaches a 

1 

- thickness through which electrons can no longer pass at which &time the lithium metal 

&face is passivated and the reaction can no longer continue.-A similar reaction occurs in 

hite. While carbons are stable in non-aqueous solvents, lithiated carbons, 

having a potential ,0.l V above lithium metal, are not. When a lithiurncarbon cell is 

assembled the carbon contains no lithium atoms. During the first discharge, when lithium 

ajoms first enter the carbon, some electrons will travel to the surface . . to combine with , 

lithium ions which then react with the electrolyte to form an electronically insulating,z 

ionically conducting film. As with lithium metal this surface passivation continues until the 
r 

film becomes thick enough to prevent the passage of electrons (Fong, 1990). This reaction 

consumes lithmm metal, and can be observed as a difference in capacity between the fmt 
s 

discharge +and charge of a lithiumcarbon cell. Figure 6-3 (from .Way, 1995) shows a 

voltage profile 0f.a Lilgrapkte cell, made using Lonza KS-44 graphite and an eldctrolyte 
E 

solution of 1 M LiN(CF3S02)3 and 1M 12-Crown-4 ether in a 30150 (vlv) mikture of 

Figure 6-3. The voltage 
profile of  a lithium-p-aphite 
cell showing the formation 
of the passivation film 
during the first discharge 

P (data from Way, 19 5). ' 
I .  



propylene carbonate (PC) and ethylene carbonate (EC). W formation of the passivating - 

lithium can only 6 rep03ed fromathe graphite,'@ not the film, leading to a dicreased 

ca&ity o i  the first charge. . 

This reaction * of serious consequence when makink a lithium-i&qell. Whea a 
> 0 

lithium-ion cell is assembled the lithiated transition metal ox& (TlkIO) c&xieYcontains 
B > 

. all of the Lithium in the cell. To compensate for the lithium consumed in the formation of a. 

passivating fw additional TMO must be added to the cathode electrode which inc-s 
P 

the cell weight. 
a '.- 

6.2.2 Disordered Carbons , 
4 

-c '* 
2 . :&La 

The intercalation of lithium into disordered carbons .was discWsed in Chapter 2: Ttie "8 

voltage profiles of all-carbons are critically dependent on their structure. In a disordered 

carbon no staping is observed, because the disorder leads to slight differences in the. 

. ' chemical potential of most sites. Stacking faults, like turbostratic disorder, decrehse the 

amount of k i u m  which can be accommodated between layers. Thu< disordered carbons I 
which do not contain a significant number ofniicropores typically have imaller capacities 

than highly oriented graphites. Figure 6-4 shows a voltage- profile and -differential capacity 
v 

Figure 64. '~oltage prohie of a Li-carbon 
cell made from a (non-microporous) 
disordered carbon The inset shows the 
differential capacity versus voltage. . - 

4 0 100 200 300. 400 
a CAPACITY (mAh/g) - 



plots for a 'non-microporous' disordered carbon (prepared by the CVD of bemeae a 

b * * v  - 
- 

j vapo&s at 950•‹C). 

,, ' ,The next sectidn details the how the cells used 6 this thesis were constructed and 

tested. * . '  

- 
T@s section details the construction of the coin cells used in this thesis. &tion 6.3.1 

describes th$ &ng of the electrodes. Section 6.3.2 describes the process used to wit the 

internal cell parts with electrolyte. During the course of the thesis a new electrolyte was_ 
3 

procured, which.simphfkd && electrolyte wetting process. There were also differences 

between the,elec&ode fabrication for the CVD and pyrolysed polymer materials. Section 

6.3.3 details thgell assem%& process. Finally, Section 6.3.4 details the tests performed. 

J Some of the materials (lithium me& and electrolytes) used in the lithium test cells are 

reactive with the water vapour in the and so the electrolyte wetting p d  cell assembly 

are done inside an argon atmosphere gl d ve box. 

The cells consist of a lithium electrode and a test material electrode which are kept 
0 

from touching by in electrically insulating separator. The separator consists of a 

rnicropdrous p&xopylene film (Celgard 2502) which can imbibe electrolyte and conduct 
r C S  

ions though the pores but is electronically insulating. Also in the cell are a* spacer and * 
spring which are used to maintain a stack pressure on the electrodes and separator. h e s e  

are held inside the coin cell can and cokr  as detailed in Section 6.3.3. 

Because of the scope of the extensive polymer study and the desire to get results as 

quickly as possible, we opted for a division of the labour involved. To thie end Weibing 

Xmg (a post-doctoral research assistant in the lab) constructed ahd iested all of the cell's 

for the polymer study. 

h3.1 Electrode Fabrication % m3 

3 

Electrodes consisted of a thin Nm of actiQe material (the material to be tested), Super 

S Carbon Black (MMM Carbon, BelgiumJ, and binder adhered to thin copper foil. To 

C 
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ensure good electrical contact to all particles in the ftnal electrode the active mateiial was 

first mlxed with about 5 % (by'weight) Super S. Super S is a disordered carbon consisting 
- * -  

of very fine filaments. A solution df 9.4 %-(by weight) polyvinylidenefluoride (PVDF) in * - 

N-methylpynolidinone (NMP) is then added to the carbon mixture at -50 % by weight. ' 

The resulting slurry is then diluted with additional NMP until it reaches the.consistency of 

I#" paint and can be'spread onto the copper foil. After coating the elec Me is dned in a 

convectiob oven ata about 110" for at least 3. hour?. The NMP chaprates leaving a film k 

(containing abdut 5 to 10 % PVDF binder by weigh$ adhered to the copper. 

There were two ways used to spread the electrode slurry which depended on the - 
9 

amount of sample available. For the pyrolysed polymer& there was alwa$ enough sample 
I P 

to use the doctor blade method. Roughly lgwas used to m,&e the slurry which was then 

spread onio the coppel foil using a doctor blude spreuder. After drying. the thickness of 

the coating was roughly 150pm. After pressing beiween flat plates at about ldOO kPa for 

-1 minute, several 12 rnrn squares are cut. These are then used as electrodes in the lithum 
1 

cells. 

If not much sample w p  available, as was always the case for the CVD materials, the 

slurry was spread onto the copper foil by hand. As little as 50 mg w& sometimes used to 
b 

make cell electrodes. Typically, the copper foil was cut into 12 mm squares and weighed 

before coating. The individual copper squares were then coated using a small spatula, 

dried. and pressed between flat plates to - 1000 kPa for 1 1  minute.' The thickness of these 

coatings is estimated to be between 100 and 200 pm although the coatings are not as 

unifod as the ones made using the doctpr blade spreader. 

Each electrode is weighed, so that the mass of the active material can be calculated. 

The weight of the copper foil (if not measured prior to coating) is subtracted using an 

average value, obtained by cuRing,as many as 10 to 20 squares, weighlng them, and 

averaging. The copper foil used with the CVD-I materials was approximately 50pm thick. 

Later, Mbli Energy (1990) Ltd. supplied us with thinner copper foil, approximately 10pm 

thick. This led to a smaller weighlng error associated with the cutting of electrode squares. 



> 
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6.3.2 Electrolytes and Wef$'ng , , -  

The electrodes and separator are wetted with electrolyte to  ens- good ionic 

conductivity into the materials. The electrolyte used for the study of the CVD4 &erids 

and the prelhiqary polymer pyrolysis stydy required a pressure wefting process. For the 

remaining studies, a recently procured electrolyte was used which could infiltrate the poks 

of the materials at room p&ssure. 0 

The frrst electrolyte used was 1M LiN(CF3S02)2 dissolved io 50150 (vlv) propylene 
a 

c e n a t e  and ethylene carbonate (PCEC). A pressure wetting process was required in 

order \ to for9 e electrolyte into the pores of the electrode and separator. The electrodes 

and separators are anchored to the bottom sf glass vials containing the electrolyte. To 
* remove gas trapped in the pores of the materials the vials are then sealed into a pressure 

bomb which is evacuated with a roughing pump for about 10 minutes. The vacuum is 

slowly released and the bomb is filled'tkrith argon (UHP-grade, Linde) to a pressure of 830. 

kPa (gauge) in order to force electrolyte into the pores. After about 10 to 15 minutes, the 

pressure is released and the items are removed from the vials and inspected. Any uneven 

dscoloration of the electrodes or separators irnpliedhcomplete wetting and the materials .' 

were then subjected to another round of pressure wetting. ' 
\ 

The electrolyte used for the remainder of the thesis was 1M WF6 dissolved in 30/70 

(v/v) ethylene carbonateldiethy1 carbonate (ECIDEC). This electrolyte was much easier to 

use because it is self-wetting, so pressure wetting was not required. Here, as .the test 

material electrodejmd separator are added to the cell, drops.of electrolyte are applied with 
\ 

a needle and syringe until the item evenly discolours. 

6.3.3 Cell Assembly 

The lithium foil is stored in a dessicator inside the glove . - box, to avoid any reaction 

with trace amounts of water vapour. It is removed and cut into 12 mrn squares 

immediately prior to cell assembly to reduce any slight contamination to the surface of the . 

foil. 



STEEL CELL CAP STAINLESS 

POLYPROPYLENE GASKET. . *  - 
a .  

MILD STEEL DISC SPRING 
i 

STAINLESS STEEL SPACER 

LITHIUM METAL ANODE 
d 

POLYPROPYLENE SEPARATOR 

CATHODE 

STAINLESS STEEL CELL CAN 

Figure 6-5. A schemarrc 'exploded' vrm ofa lrthrum corn cell" 

All cells made in this thesis use stainless steel-2325-type (23 mm OD, 2.5 mm thick) 
Q 

coin cells. The cells are assembled by stacking the individual parts in the celi can. in the 

order shown in Figure 6-5. The test material electrode is placed, roughly centered inside 

the cell can. The separator is then laid on top. The lithium foil electrode is placed on top 

of the separator, aligned to the test material electrode. Then, in sequence, the stainless 

steel spacer and steel spring are added. Once the lithium foil has been added, care is taken 

to avoid shorting the cell, as this will cause partial discharge, obscuring some of the 

results. The cell cap. onto which is affixed a polypropylene gasket. is attached to the tdp 
and the entire cell assembly is'sealed usring a crimper. which folds the walls of the cell 

can onto the polypropylene gasket. 

* 6.3.4 CeN Testing 

- . All cells were tested by recording voltage as a function of time during constant - 

current cycling. All &lls were held at -30•‹C + 0.1"C in insulated boxes, maintained by 

Omega 420 1 A-PC2 temperature controllers employing RTDs and heating tape. cells'* 

were cycled using a computer controlled charger system from Mali Energy (1990) Ltd. . 



* 
a 

i 

'?he voltage and clirrent s& points were p rog ra~~ged  by individual charger bmrds: 

assembled at Moli Energy ,(I 990) Ltd. As part of this system, a i<eithly 196. voltmet& - 
- i" 

measureathe voltage of Lath cell se&tely, by cycling &rough all the cell channels (32 
, 

per voltmeter). , 
. - 

P 
I 

Before installing, the cell voltages are measurtd with a portable voltmeter. .Thii is I 

I 
. . done as a check of the cell assembly proces4. For lithiy@carbon cells good cell Coltages 

* I 
are typically between 3 ana3.5V. 'Faidtyl cells with. f ir  example, an internal short will I 

-9 
a have l,ower loltages.. . 1 i - 

TI& W D - I  and CVD-11 materij~ls'were tested with high and low voltage trip points of 

a 2.5 and 0.01 V. respectively. The trip poi'nts of the materials in the remainder of the I 
studies varied. but were near these values. The cutrent used is based on the length of time 

I 

one would like a single charge or discharge to take place as if the material in the electrode I 
was graphite. That is, currents are calculated as if the active mass in the material had a I 
capacity of 372 mAhJg. Thus, 50 and 100 hour rates correspond lo  7.44 and 3.72 mA/g 

respectively. M o b  of ihe CVD-I and -11 materials were tested at 50 or 100 hour rates. 

Tests of the pyrolysed polymers were most mmmonly performed at 20 hour rates ( 1  8.6 
.? 

mA/g). The test current is given when specific test cells are mentioned. 

The next chapter presents/the results and discussion of the @VD-I and CYD-11. 4 
P 

materials studies. 

, . 



This chapter presents 4 overview of the CVD materials. Due to some differences 

the hatekals produced ih t& two CVD apparatuses used, it is divided into sections for . 
CVD-I and CVD-IT materials. * \ 

Z 

7.1 THE CVD-I MATERIALS 
\ 

The materials presented in this section were syntheqivd using CVD. Apparatus I. The 

apparatus and the method of deposition was detailed in Chapter 3, Section 3.3. From over 

20 CVD-I depositions (4-6 sampleswere typically retrieved per deposition), five materials 

are discussed in detqik (see Table 7-1). @ C ' 
-> :-,% -**- 

" z%~>%* 
f 

C ' '  

7. I. I S~E* ~ecla'mtrtion and C~racterization 

product: are deposited throughout the length of the CVD reactor tube, in various 

forms. Near the entrance of the tube, a tar-like material is deposited, which later hardens ' 

e ,  

to a dull sheen. Approaching the far end of the tube, loosely adhered fine powders, which 

Table 7-1. Summary' of the CVD-I samples. % C 

Estimated Deposition Deposition 
Sample ~iiicon, * source ratio '~emperature _ T i  
Label Source (Si source : benzene) ("C) Q Appe_arance 

A none 0:l 950 5.4 black and soft 
B Sic4 2: 3 1050 4 grey and brittle 
C Sic4 2: 1 950 4 black and soft 
D (CH3)2C12Si 1:l 950 3 black and soft 
E , (CH3)2CMi 1:l' ' 950 3 grey and brittle 



- 
have a tendency to abdrb 

water vapour, are dewsited. 

samples retrieved from the 

hdt zone of the tube were 

classified into- three types of 

materials, varying in both 

visual and textural properties; 

a black, soft, porous deposit 

whlch could be easily 
.* % . reduced to a powder; a grey, 

bgjttle, porous deposit whit% 

10 2 Q p 3 0  40 50 60 70 80 90,100 
4 SCATTERING ANGLE (DEGREES). 
Figure 7-1. The XRD profile for sample A. The peaks labeled 
' H  ' arise from the santple holder. 

"crunchedy when being reduced to a powder; and a highly-reflective film which was 

typically well-adhered to the quartz insert. The materials deposited in the hot zone can be 

retrieved, without ~i~nifican~contamination by-impurities from other regions in the tube. 

by removing the tubular insert. The samples o tained were groundt to a fine powder. t l -  
Table 7-1- contains a summary of the ~~V;:CVD samples whch will be discussed in 

1 
detail here. * ~ a r n ~ l e  A is pure 

carbon, samples B and C 

were'made in separate runs 
c using the sic14 source. 
5 
3 

@ 

Samplq~ D and E were > 
K 
4 col1ecte;Q- from different a 
k regions of the tubular insert 
a 
a Y for the same deposition, 

c 
Z using the (CHj)zCl2Si 
5 
C source. 
1 

Figure 7-1 shows the 

XRD data collected for 

10 20 30 40 50 60 70 80 90 100 sample *A, which appears, as 
SCAmERlNG ANGLE (DEGREES) 

Figure 7-2. The XRD profiles for samples B to E. 
b 



"Table 7-2. Summary of XRD data and analysis for the CVD-I materials. 
rC 

Sample 28 FWHM 28 FWHM dm2 L, L, L, XRD 
(002) (002) (100) (100) (A) * (A) (A) (A) sample 

. (deg) (deg) (deg) (deg) SRP' SRP' Eq.[5-21 , Eq.[5-21 holder ' 
A 25.1 3.4M.2 42.8' 5.4M.2 3.51 17r 13 27 2.0mm well 
B 25.6 2.6M.2 43.2 5.2M.2 3.47 18 16 30 0.2mrn on ZBH- 
C 24.4 6.8M.2 43.5 5.7M.2 3.48 15 ' 15 13 ' 2.0mm well 

. D 25.3- 3.7M.2 42.8 5 3 3 . 2  3.49 13 15 25 2.0mm well 
E 24.7 7.2H.2 43.0 5 . h . 2  3.49 ... 16 12 0.2mm on ZBH 

* SRP: Structure Refinement ~ r o g h  for Disordered Carbons (Shi, 1993). 

expected, to be a typical pre-graphitic carbon (Warren, 194F). Surprisingly, the XRD 

patterns for samples B, C, and D, shown in Figure 7-2, also appear to be pre-graphitic 

carbons, with no evidence of "slicon. Sample E shows some weak silicon carbide peaks, 

resulting from a muumal amount of silicon carbide in thls sample. A detailed summary of 
' 

. the X ~ D  patterns is presented in   able 7-2. 

As discussed in Section 5.3.1, TGA (in air),was performed on eachpf the samples to 
* 

determine the silicon content. The results are shown in Figure 7-3. The product remining 

at the end of the TGA experiment was, typically, a white powder, consistent with the 

formation of Si02. This is confirmed by XRD as seen in Figure 7-4. whch shows an XRD * 

profile for sample D (indexed as SiOz) after TGA (in air) to 950•‹G. Thedetermination of 

TEMPERATURE ("C) ' 

4 

Figure 7-3. TGA data collected for samples A-E. 
The second plateau represents the point where the 
reaction described by Equation 5-3 has run to 
completion 

10 2 0 ' 3 0  40 50 60 70 
SCAlTERlNG ANGLE (DEGREES) 

Figure 7-4. XRD projile for the product formed 
by the TGA of Sample D, indexed as c-SO2. All 
peaks in the pattern correspond to quartz To 
avoid clutter, not all the peaks were indexed. 
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Table 7-3. Average TGA final masses and calculated silicon con'tents (using Eq. 5-5). 

Sample Final l 6 ~  mass Atomic Silicon content 
label (% of initial) (%) , 

A 0 0 
B 9 1.8M. 1 
C 15 3.1M.1 
D 28 - 6 . W . 3  
E 48 1 lM.5 

the silicon content %as performed, according to Equation 5-5 and the results are 

Summarized in Table 7-3. The cfiscrepancies given- are estimated from multiple TGA 

experiments. Note'that the atomic silicon content for sample E "I not strictly accurate as 

minimal Sic was still present after TGA, evidenced by the light grey colour of the powder.' 
/ 

The margin of error given (0.5) doesnot take the presence of SIC into account. 

From the TGA data it is evident that samples. B, C, D, and E al l  contain silicon. 
t 

Hobever, the XRD profile for these rnateriks bffdre TGA gave no evidence of silicon 

content. Recall that silicon has 14 electrons ah% t&&n only 6 electrons per atom. since 
~ 4 '  * 

the scattered x-ray amplitude from an atom is pro$rtional to the number of electrons it . - 
has. XRD sh&ld be quite sensitive to the silicon. Th& is confirmed in Figure 7-5 which 

shows a disordered cbbon sample s d a r  to A ground with about 4 atomic % crystalline 

silicon. S p p l e  D has a significant quantity of silicon present-.(-6% atomic) and yet 
*. - - 

1 
appears to have the ctystal structure of a pre-graphitic &wbon.,~t i$wMcely that the silicon 

SCAlTERlNG ANGLE (DEGREES) 

Figure 7-5. XRD profile of a 

4 atomic 9% silicon. 



in sample D is present in an amorphous phase, since this material was prepared at 950•‹C - 
B 

(Tiedje, 1994). The XRD refinement analysis shows that neither dm nor dloo (Table 7-2; 

dlw is given as 28) are signifi:cantly different from that of sample A. Thus, the silicon does ' 

not affect the structure within ,the regions of organized carbon. Furthermore, it is I 

- i 

extremely unhkely that silicon would form an sp2 hybrid bond, necessary for substitutional \, 
\ 

booding with carbon in the graphiie sheets i~arrison, 1989). The presence of silicon does- 

appear to affect the size of the ordered regions,-as can be seen by examining La and LC in 
/ 

Table 7-2. Sample E has the largest silicon content, the broadest (002) peak, and hence 

the smallest LC. Also, the (100) peak for sample E is very weak. l h s  suggests that the . - 
incorporation ~f silicon forces a decrease in size of the organized regions, as could be - 
expected. This is not the only factor controlling the disorder in the material. 

We have observed three principal factors which affect the degree of disorder in our 
I .  

materials. An increase 'n silicon content appears to increase disorder, as previously 

0 2 4 6 - 8 .  10 12 
. . ATOMIC SILICON CONTENT (%) 

4 
Figure 7-6. FWHM of the (0O2)>ragg peak vs. atomic percent silicon content for many CVD-I samples. 
Open and solid symbols respectively represent soji and brittle materials. Lines are only a guide to the 
eye. The inset shows several soji materials with similar silicon content and different deposition times. A . * 
decrease in temperature and deposition time and an increase in silicon content all increase the amount of - 

r * disorder in'rhe material. 
*r 



discussed. The temperature and duration of the deposition also affect the degree of 

disorder in the material. Figure 7-6 shows the full width at half maximum (FWHM) for the 

(002) Bragg peak versus percent ato,mic silicon in the sample, as determined by TGA. The 

main graph shows data for samplesdeposited for times between 3 and 6 hours. The points 

have been arranged as -1050•‹C, 950•‹C, and 850•‹C depositions with SI@14 as the silicon 

source and as a 950•‹C deposition with (CH3)2Cl*Si as the si eon source. A higher 
5 L 

deposition temperature produces a more ordered material. The inset shows several soft 

samples which were deposited at 950•‹C for various times, ranging fromi hour to,5 hours, 
P 

showing that a longdr deposition time produces more ordired materials. Hollow and N1ed 

symbols each respectively represent soft and brittle materials. The brittle materials appear 

ley ydered than the soft. There appears to be a maximum silicon content nek 3.5% for 

Lmade with SiC4, whch may have been a limihtion of CVD Apparatus I. 

*%th (CH3)?C12Si did not have this limitation, although the formation of silicon 

cart%e in sample E suggested that at some maximum silicon content (for a given 

temperature) "silicon carbide forms. FWHM measurements have been adjusted to 

cornpengate for peak broadening caused by well holders. A peak may b aden by as much 7 

/' P" 
as 0.6" 'when measured in a 2 mm deep well. 

As detailed in Section 5.2, we used XAS to learn more about the local structure 

around the silicon. To remove surface oxides, samples D and E and crystalline Sic (c-Sic) 

were briefly washed with HF*and rinsed with ethanol. Figure 7-7 shows a comparison of % 

the silicon L-edge for c-Sic w o r e  and after HF washing. One can see that the surface 
.;' 

SiOz contributes to' the XAS spectra (resonances near 106 eV and 108 eV) and has been 
C 

removed by HF &ashmg ,without changing the edge position. Figure 7-8 presents a 

( comparison of the silicon L-edge of samples D and E with those of crystalline Si (c-Si), c- 

Sic, and amorphous SiOz (a-SiOz). The silicon L-edge positions we present in Figure 7-8 
- &. 

for c-Si, Sic, and a-Si02, are respectively in good agreement with the work presented by 

van Buuren et a1 (van Buuren, 1%33), Waki et a1 (Waki, 1989), and Bather et a1 (Bauer, 
1 - 

1980). Comparisons to the data presented by these authors show that the silicon in the 

SizCl.z materials is bonded unlrke Si in c-Si, a-Si, c-Sic, c-SO2, or a-SO2. Also, it is 
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Figure 7-7. XAS profile of the silicon L-edge for Figure 7-8. XAS profiles of the silicon L-edge for 
c-Sic powder and HF-washed c-Sic powder. (a)  C-Si. (6)  a-SiOz, (c)  c-Sic, and samples (d)  D 
The 'oxide peaks have been removed without . y d . ( e )  E. Samples D and E have L-edges between 
changing the edge position. those of a-Si02 and c-Sic. 

highly unlikely that either a-Si or a-Sic would form at these temperatures. In SiO2 and 

Sic, the silicon donates electrons to the atoms of the other element, leading to a tighter 

l 
binding of the 2p electrbn core level, finally resulting in a shift of the L-edge to higher 

I 

energy. In SiOi each silicon atom has two oxygen atoms to donate electrons to, compared , 

. -. 

to one carbon per silicon in Sic. Also, oxygen has a larger electro-negativity than carbon 
1 

afld so the L-edge shift from silifon to ~ i 0 2  is to a hgher energy than for Sic. Figure 7-8 

shows that the silicon atoms in the SiZCi., materials have donated more electrons to carbon 

than the silicon atoms in Sic. We believe that it is the larger carbon to 3ilicon atomic ratio 

in the Si,CI., materials (> 8: 1 )  compared to Sic ( I :  1 )  whch gives this larger edge shift. 

Comparisons to the L-edge studies of varihs states of SiO by Bauer et 01. reveal that the 
* 

silicon atoms in the Si,Cl., materials are not bonded as SiO (Bauer, 1980). The silicon L- 
h 

edge aso  suggests it is W e l y  that large silicon clusters have formed. The silicon ~ - e d ~ e  

for hydrogen passivated porous silicon is near 100eV, for a silicon structure of order 2nm 

in size (van Buuren, 1993). Features from such clusters would be easily observed in oug 

spectra. 



8 't 
.i 

Later, studies of the silicon K-edge confirmed-much of the L-edge .results. The-silicon . 

K-edge for materials B rhough D can seen in Fig& 7-9. For comparison, K-edge. 
* 

* .  

spectra for c-Sic and c-Si02 are shown in Figure 7- 10. By comparing the K-edge profiles 
es 

in Figure 7-9 to those h'~igurg'7-10, we conclude that there is Si-Si, Si-C, and Si-0 ' 

bonding in these materials. The Si-0 bonding (near 1847 eV) is believed to be due to 
- r surface oxides. The Si-Si bonding feature (near 1839 eV) is thought to support lhe model 

0 

. 
for small Si clusters. The features near 1844eV suggest ~ i - c  bbnding, although different , 

from the bonding in Sic. Thus, t e 'modified' Si-C features show that it is unlikely that 
... 

'silicon carbide clusters exist in samples' B, C, or D. 
8 

The silicon K-edge .and L-edge for sample D are quite different, whereas there is little 
' 

difference between these for c&i, C ~ C ,  and c-Si02. The diffences are attributed to the 
s 

different penetration depths in each measurement and the HF washing of sample D (for the 

L-edge measurement). The Ledge and K-edge have respective penetration depths of 

about -100A and -1000A. Thus, the L-edge is-a very surface dependent measurement 
5 

while the K;edge measures some of the bulk in the material. If sample D contains small 

silicon clusters near the surface (i.e. wihnthe  measurement penetration depth), it is ke ly  

z - 

a - 

- 

1836 1840 1844 1848 
PHOTON ENERGY (eV) I 

1836 1840 dTl844 1848 
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Figure 7-9. XAS profiles (normalized at 1847eV) ~ i ~ u r e  7-10. XAS profiles (normalized at 1847eV) 
near the silicon K-edge for samples B, C, and D. near the silicon K-edie for c-Si, c-Sic, and c-SiOz. 



thatVthey are ,at least partially oxidized. The washing with  doneto to remove the surface 

oxide) probably rembved this:oxide and thus removed any silicon clusters near the surface. 

Since washing with HF was not done for the Kedge measurement and it-measuk. some 

of the bulk, it is the more reliable data. - 

If we have made the nanodispersed structure desired, as the results suggest, then qlls 
Q iQ 

made from these materials should &ow i n c m  reversible capacity over pure carbons. 

The results from the electrochemical tests are discussed next. 
b 

7.1.2 Electrochemical Testing 't 

Figure 7-1 1 shows $e fmt discharge, charge, and second discharge of a a l l  made = tE 

from sample A, the.p&graphitic carbon. *The reversible capacity is about 300 mAh/g - 
which is in a p m e n t  with previous work on similar samples made near 95 

4992). The inset in Figure 7-1 1 is the differential capacity, dq/dV, pIa@ed 

voltage. 
'\ To serve as ayference a cell co&aining crystalline silicon as the only active material . 

\ 
was made. Figure 7 2 shows the fust two discharges and charge for the cell made from L 
ground silicon. While the cap initial discbarge (3600 W g )  is in good 

agreement with that expected for Li-Si alloys (Table 2-1). by th; fourth discharge the 

0 1 2 
VOLTAGE (V) O Figure 7-11. The voltage 

profilc for a cell madeh with 
sample A. Thc insert shows the 
diflerenrial . capacity v e r h  
voltage. 

0 100 200 3 0 0  
CAPACITY (mANg) * .  
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F&UV 7-12. Thc voltage 
projle for a cell modc 
with ground silicon. 

had dropped e l o w  50 m w g .  This is not surprising, and confim~~ what was 

in Section 2.5. 

Figure ,7- 13 shows the first itischarge, charge, and second discharge for a cell made 

from sample B (solid line) compared with resul~s for sample A from Figure 7-1 1 (dashed 
- curve). There is an increase in reversible capacity to 360 mAh/g. The inset derivative 

curve shows that most of the capacity increase is betwken 0.2 and 0.5 volts. 

Figure 7-23. Thc voltage 
profile for a cell made with 
sample B. The inrm shows 
the d#erential capacity 
wisus voltage. The ciadud 
line is the vdtage profile for 
s ~ l e A , t h e m c a r b o n .  

0 100 200 . 
C A P A W  (mANZ)) 



Figure 7-14. The voltage 
profile for a cell ma& with 
sample D. The insert shows 
the diflerential capacity 
versus voltage. The dashed 
line is the voltage p rom for 
sample A. 

CAPACITY (mANg) 

* 
Cells made from samples D and E, shown in Figures 7-14 and 15, show a dramatic 

increase in c@acity. The inset shows that most of the additional capacity is located 

between 0.2 and 0.7 V (i.e. centered near 0.4V). 
Q 

Figure 7-15 The voltage 
profile for a cell made with 
sample E. The insen shows 
the differential capacity 
versus voltage. The dashed 
line is the voltage profile for 
sample A. 

0 100 200-300-400-500-600~700 
CAPACITY (mAWg) ~ 
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Figwc 7-16. The diflerential 
capacity versus voltoge (charge 
only) for samples A, B, D, and 
E. Note the additional copacropacrty 
at 0.4V. IXe numbers indicate 
the atomic 46 silicon in each 
sample. 

Figure 7- 16 shows the differential capacity ved@'ltage (charge only) for samples A* 

B, D and E. Clearly, the buik of the additional capacity is centered near 0.4Y. 

corresponding to about the same voltage as the silicon in the pure silicon cell (see the 
s 

plateau on the first charge in Figure 7-12). 

To provide further evidence that the silicon in samples B through E is not simply 
* I 

distributed as small silicon crystalIites, cells were made with cathodes of about- 4 atomic % 

silicon mixed with a sample made in an identical way to sample A. Figure 7- 17 shows the, 

Figwc 7-1 7. The voltage profile 
for a cell made from 4 atomic % 
Si mired with a carbon made in 
an identical way to sample A. 



A SAMPLE A (7.42 mAfg) 
(74.2 mug) 

SAMPLE D (7.42 mNg) 
- 

(74.2 mNg) 

\ 

Figure 7-18. The cycling 
behavwur of cells made 

7 from samples A, D, and E is 
shown. To facilitate testing, 

1 

the bulk of the cycles wen 
200 - r ~ r l ~ l ~ ~ l ~ l * ~ j * ~ ~ 1 1 ~ * 1 1 1 - 1 1 ~ 1 1 - 1 ~ ~  nut at high currents. 

0 s 1 0 1 5 2 o s 3 0 3 5  
CYCLE NUMBER 7 

first three di~harges and- two charges for this cell whdre cell voltage is presented as a 

function of time. l3eTh&ial discharge capacity is s&&mtially greater than that of samplep 
5 . .  

A (640 mA/g), although by the:@d discharge the silicor$h~tribution (the plateau around 
I .  --i 

0.4V on charge) is almost compi~tely gone. 

To test the (short term) cycle life of the CVD-I materials, cells of samples.~, D, and E 

were cycled 30,times at currents higher than the first few cycles. Once the cells completed 

thirty cycles they were returned to their original charge and discharge currents. The 

discharge capacities as a function of cycle number are compared in Figure 7- 18. Very little 

capacity.10~~ is observed, suggesting both that these materials are promising anodes for Li- 

ion cells and that the silicon exists as very small silicon clusters and possibly single atoms 

located in regions of unorganized carbon. 

Many CVD-I samples were made and tested. Figure 7-19 shows the reversible specific 

- capacity of most CVD-I samples, plotted versus the atomic percentage of silicon in the 

samples. Also included in the figure is a line which is a linear fit to the data up to 6 atomic 
\ 

percent silicon. The slope of this line is 35 f 5 mAhl(g Mi) .  If each silicon atom in the 
B 

nanodispersion is capable of reacting with 4 lithium itoms then we expect the capacity to 

increase with silicon content at a rate of 86 mAh/(g %Si). The obsewed slope in Figure 7- 

19 suggests each silicon is alloying with about 1.5 Li atoms. The departure of the data for 
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sample E (1 1% Si) h m  the line may be due to the incorporation of some Si into 

electrochemically inactive Sic, as evidenced by the XRD profile (Figure 7-2). 

7.1.3 Discussion 

The XRD profiles and the electrochemical test results suggest that many of the CVD-I 

materials contain silicon either as very small clusters or single atoms bonded to carbon in a 
e - 

, manner different than silicon carbide. The XAS profiles near the silicon Ledge support 

this view. The silicon Kedge profiles show that the materials contain silicon atoms which - 
I - 

have silicon, carbon and oxygen bonds. We assume that the oxygen bonds are due to 

surface oxibtion. But, the nature of the siliconcarbon bonds, as seen in the K-edge, is 

certainly not consistent with silicon carbide. Much of the data suggests (and none 

contradicts) that the CVD-I materials are what we have called a disordered (or 

pregraphitic) carbon containing nauodispersed silicon. . + 

, M 
The next step was to attempt preparation of materials using the second CVD 

. a  
apparatus with larger silicun contents but avoiding Sic production. The next section 

dutlines the study of the CVD-Il materials. 



? Having provided strong evidence that disordered carbons containing nanodispISed 

silicon could be made, the goal with CVD apparatus 11 was to increase the amount of 

nanodispelsed silicon and, thus. the specific capacity of these materials. As will be . 
e 

presented, these hopes were not realized by with this apparatus. The CVD-II material 

results are presented in a way which reflects this. ~ r o 6  roughly 15 depositions only 4 

materials ak discussed in'detail (see Table 7-4). 

Table 7-4. Summary of the CVD-11 samples. - 
d Deposition 

Sample Silicon source ratio atomic Si:C Temperature 
Label, Source (Si SOURX : benzene) source ratio ("c) 

F 2: 1 1:6 (4%) 950 
G 2: 1 +5 (4:20) 950 
H 4: 1 1:3.5 (4:14) 950 
I (CH3)ZC12Si S:J-. 1 :2.75 (4: 1 1) 950 

7.2.1 Sampk RecIamrrtion and C h a r c u : t e ~ n  

Products are deposited throughout the length of the CVD reactor tube, in various 

forms. Gases condense on the injection rod, which then drip into the deposition tube, 

forming small black pellets. Between the injection rod and the hot zone, loosely adhered 

!ine powders are deposited. Samples retrieved from the hot zone of the tube form three 

principle types. varying in both visual and textural prope&es; a soft dark-grey porous 

deposit which could easily be reduced into a powder; a lighter my brittle porous deposit 
* I 

which crumbled and bbcrunched" when being reduced to a powder; and a highly reflective 

film, which was typically well adhered to the quartz insert. In the warn zone (located 
' downstream on the edge of the hot zone) a soft light-py porous deposit texturally similar 

to the dark-grey hot zone powder was retrieved. The materials from the hot zone were 

retrieved, without signitifant contamination by impurities fromrother regions in the tube. 

by removal of the tubular insert Unlike the CVD-I materials &eye was typically no clear 

dividing line %tween the hard and soft powders. Often the powder deposited appeared 



P 

I 

quite homogenous. Thus, for the CVD-II materials, no distinction is made between the 

types of powders. The samples obtained were ground into a fine powder. 
- 

Of all the CVD-I1 samples analyzed Table 7-4 summarizes the 4 which ate presented 

L here as a representative set. The Si:C source vapour ratio is calculated from the estimated 

vapour pressures of the source gases, as determined fiom the temperature of the source 

bottles. The vapour pressure vs. temper- c&es were obtained from the CRC 

Handbook of Chemistry and Physics (Weast, 1986). The ratio of the atomic silicon to 
\ I 

carbon contea in the source vapour stream was calculated from the stoichiowetry of the 
5s 

source gases and the source vapour ratio and used as a metric. - 
XRD data wer&collected and analyzed for all of the CVD-11 samples. Figure 7-20 

shows the XRD data collectedrfor samples F, G, H and I. Samples F and G, with the 

smallest Si:C source ratios, both appear to be typkal pregraphitic carbons. This is 

expected considering the results of the CVD-I materials. Samples I-J and I show evidence 

for silicon carbide. This might be due to the large percentage of silicon in the source 

vapour stream, and the different deposition conditions between CVD apparatus I and II. 

TGA was performed for 

most of the CVD-I1 samples 

to determine the silicon 

content. The product 

remaining at the end of the 

TGA experiment was either a 

'white powder, consistent 

with the formation of S i a ,  

or a grey powder, consistent 

with the formation of a 

mixhue of SiG and Sic. As 

with the CVD-I materiah, the 

white powders were 

confirmed as SiQ by XRD. 

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0  
SCATTERING ANGLE (DEGREES) 

I contoin peaks identified as Sic. 

/' Figure 7-20. Powder XRD patterns for samples F rhmug? I. 
Sampk F is indexed as a pregraphitic carbon. Samples H and 

- 100- 



The silicon . atomic concentration 

for samples which turned 'pure' 

white upon TGA in air was 

calculated using Equation 5-5. 

However, the silicon content for 

samples whlch became grey upon 

TGA in air could not 'be calculated 

in ,this way as there was an 

unknown amount of carbon 

remaining as silicon carbide. Rather 

than undertake a different method ' 

to determine the stoichiometry of 

these materials, we chose to use the 

estimated sdicon to carbon ratio in ' 

o ~ ~ ~ ~ ~ ~ ~ ~ ~ ' ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ J  
0.00 0.05 0.10 0.15 0.20 025 

Si:C RATIO IN SOURCES 

Figure 7-21. The silicon atomic '16 in the product 
plotted vs. the ratio of silicon to carbon in the 
sources. 

the source vapours as a metric of the carbon ratio in the product. Figure 7-21 shows the 

a atomic percent silicon (from Equation 5-5) for samples which turned white upon TGA 

plotted vs. the silicon to carbon ratio in the sources. Within this range, there appears to be 

a linear relationship. Errors were estimated from measured drifts in the source bottle 

temperatures and from multiple TGA 

experiments. For the CVD-I1 materials, 

results are described as correlated to the 

Si:C ratio in the sources, rathir than the 

atomic silicon content in the product. 

The silicon K-edges for materials G, H, 

and I are shown in Figure 7-22. Samples G 

and H appear very s~rmlar to the CVD-I 

materials shown in Figure 7-9. However, 

the XRD profile shows the sample H 

contains some Sic. The XRD profile for 

1836 1840 1 844 1 848 
PHOTON ENERGY (eV) 

Figure 7-22. The silicon K-edges for samples 
G, H,  and I. 5 



sample I shows that it contairis the most S i c  of the materials in Figure 7-22 and has a very , 

different K-edge. Sample I shows the least silicon-silicon bonding. T h ~ s  will be referred to 

again later. 

7.2.2 ElectrochemicaC Testing 

The electrochemical behaviour of these samples are similar to the CVD-I materials, 

although the observed capacities were not as large. Figures 7-23 through 7-26 show the 

VOLTAGE (V) 

0 100 200 300 400 
CAPACITY (mAh/g) 

Figure 7-24. The l d t a g e  
profile for a cell made with 
sample G. The inset shows 
the diflerential c a p a c i ~  
b3ersus voltage. The dashed 
line is the voltage profile for 
sample A. 

Figure 7-23. The voltage 
profile for a cell made with 
sample F. The inset shows the 
diflerenrial c a p a c i ~  versus 
rdtage. The dashed line is the 
\,olrage profile for sample A. 
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Figure 7-25. The voltage 
profie for a cell ma& with 
sample H. The inset shows 
the diflenntial capacity 
versw voltage. The h h e d  
line is the voltage profie for 
sample A. 

fmt discharge,ifharge, and second di-ge voltage profiles for samples F. G. H. and I. 

In each figure the differential capacity plot in included as an insert. As with* CVD-I 
a- 

#$' materials the increased capacity can be obsemd centered near 0.4V on charm - 
X - 

Figure 7-27 shows the reveisible capacity plotted versus the source vapour Si:C ratio. 

The capacities are, where possible; averages. of multiple cclls. Errors in capacities have 

k n  estimated from the capacities of multiple cells. The decrease in capacity for samples 

H and 1 can be attributed to the formation of silicon carbide, evident in the" p f d e s  

Figure 7-26. The voltage 
profile for a cell made with 
sample I. The inset shows the 
differential capacity versus 
voltage. SJw dashed line is the 
wltage profile for sample A. 
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CAPACITY (rnAWg) 



Figwe 7-27. The specific capacities of 

-.- many CVD-I1 samples venus the ratio of 

280 1, 1, (::cy , , , : , , 
si to c in the source wpours. m e  

x ( C Q C W  
&crease in capacity at higher ratios is 
believed to be dw .to the production of 

240 Sic. Sompks F through I on idmn'w 
0.0 0.1 0.2 0.3 0.4 

Si:C RATK) IN SOURCE VAPOURS 

(Figure 7-21). Sample F shows a smaller capacity than other samples made using ~ C S  

at lower Si:C ratios. However, the XRD profile for sample F shows no evidence for 

silicon carbide. The resulting product of sample F after TGA in air was a grey powder. 

Thus, it appears that much of the siiicon in sample F must exist as very small silicon 

carbide clusters. Instead of making only nanadispersed silicon, sample F likely contains 
I 

both nanodisped s i l icohd nandspersed silicon carbide. 

7.2.3 Discussion .I 

Figure 7-27 provides a concise summary of p e  results of the CVDO materials. Much 

of the silicon in many CVD-I1 materials is bonded as silicon carbide, and thus not 

accessible for lithium bonding. The Kedge for samples G, H, and I (Figure 7-22) show 

that the materials with more evidence for silicon-silicon bonding also have higher 

capacities. Also, the XRD profiles (Figure 7-20) show that the samples with lower 

capacities also contain more Sic. There is an apparent correlation between the amount of 

silicon-silicon bonding and the amount of Sic in these materials. More Sic means that 

there is less silicon-silicon bonding. 

These results appear to confirm the suspicion that the maximum~nanodispersed si l ica . 
content attainable before Sic formation appears between 6 and 11 atomic 9b silicon. 

gB 
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However, none of the materials made neither met nor exceeded the specific capacity of 

CVD-I samples D or E. We believe that the differences between the CVD-I and -11 

apparatus may be'the reason for this. 

The lunetics of the vbpours inside the reactor tube were sipficantly changed by the 

use of the injector rod. The gases are injected at 48•‹C into the hot zone whch is at 950•‹C 

resulting in a rapid expansion of the gases (a volume increase of about 400% upon leaving 

the injection rqd). 

' Materials with higher concentrations of nanodispersed silicon and thus higher 

capacities ;ere not made with CVD apparatus 11. It was at t h s  time that we decided to 

e purs;e a different path towards makmg carbonaceous materials containing silicon. During 

the same time period that the last CVD-I materials were being made and the second CVD 

apparatus was being constructed, we experimented with the pyrolysis of siloxane 

polymers. The next chapter details the results of thls preliminary work and the extensive 

polymer project. 



- : py rblysis of two co-e&illy available polysiloxanes. Section 8.2 +the resul 

properties. The results of the 'side projects,' which studied the polymer decomposition . - 
, processes and the effect of HF washing one sample, are presented and discussed in Section 

-- As discussed in Ch'aptel: 4, two pollmers, po&methylphenylsiloxane CPMPS) 
4 - 

$ 

. f 
." f.i 

polyphenylsesquisiloxane (PPSS), were pyrolysed as received. Figure 8-1 shows the . 
i 

il t 
i 
I 

0 
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i 

g 200 

Figure 8-1. T W R G A  results for the 
pyrolysis of PPSS. Mass numbers are 
given beside the correspon&g data. . 
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TGA/RGA results for the pyrolysis i f  PPSS. ~ h t  SIMU m a ~ s  1 0 s  near 3 0 0 0 ~  is due 

pnmanly to the evolution of water (mass 18). Above 500•‹C. the polymer rapidly 

decomposes and benzene (mass 78) is observed as the predominant gaseous species. The 

peaks for masses 16 and 2 are identified as methane d hydrogen, respxtivk~i. These ' Y 
results suggest that the decomposition involves the loss of some of the phenyl rings, 

followed by the w a l  fusion of the phenyl rings which remain, coupled with and Hz 

loss. Oxygencontaining gas species in the- decomposition stream are a minor component 

of the decomposition. The stoichiometry of .the pyrolysis product can be estimated by 

assumhg that the mass loss is entirely due to the e@htion of benzene and hydrogen & 

Assuming that ~4, we can used the ratios of the initial and final masses to calculate the 

value of x. The g d . 3 4  and an appropriate final 

stoichiometry of ut 1/3 of the phenyl rings were 

eliminated during pyrolysis. After a more comprehensive study of polysiloxane 

decomposition, we developed a more basic and accurate method to estimate the final 

stoichiometry of these materials (Section 8.3.1). The above method is shown here because 

it was used at the time the preliminary work was done. 

Similar studies of the pyrolysis of PMPS were also made. The TGA/RGA analysis 

showed again that benzene was pninanly responsible for the weight loss. Unfortunately, 

we could not use the ratio of the final mass to the initial mass to help determine the 
a 

Table 8-1. List of the preliminary samples made. Their estimated stoichiometries and the method 
or methods used in tbe estimation are also inchrded. 

Pym. Temp. weight % weight % C Estimated Estimation 
Sample Recursor ("0 H (by (by CHN) Stoichiometry Method 

P 1 .  PMPS 900 1 .O 39 c2.6i0H RGA. TGA, CHN 
P2 PMPS loo0 .6 40. C2.&Ob.6 RGA, TGA, CHN 
P3 PMPS 1 1 0 0  .5 N/A C ~ $ i 0 & . ~  RGA, TGA, C W  
P4 PPSS 900 N/A NI A c3.&01&5 RGA, TGA 
P5 PPSS loo0 . N/A NIA c~.SSi01.& RGA, TGA 
P6 PPSS 1 100 N/A NIA c3.&01 .&.s RGA,TGA , 

W sample 3 1300 N/A N/A NIA - 
P8 sample 3 1500 N/A N/A c1.& - 



stoichiometry because some of the 

liquid evaporates before it 

decomposes. We relied on the 

chemical analysis techniques 

described in the experimental 

section to detennine the 

stoichiometry of these samples. 

During'chis prelimioary work, the 

RGA was not interfaced to a 

computer and for reasons specific 

to the apparatus only 6 masses 

could be observed and recorded 

manually. During the main polymer SCATTERING ANGLE (DEGREES) 

project, however, a more Figure 8-2. XRD profiles of samples PI .  P2, P3, P7, 
and P8 showing the &kt of pyrolysis temperature. 

conclusive study of the polymer 

decomposition was possible and is 

presented in Section 8.3.1. 

A variety of samples was made in the tube furnace setup. The samples and their 

stoichiomemes are given in Table 8- 1 .. All of these samples were black in colour. Samples 

P7 and P8 were made by f-r heating sample P3 to 1300 and 1500•‹C in the Centorr 

. furnace. 

Figure 8-2 shows t h e F  proNes for materials made by heating PMPS to 900, 

1000, 1100, 1300, and 1500•‹C (samples P1, P2, P3, PI, and P8). Samples P1 to P3 are 

amorphous while samples P7 and P8 show evidence for Sic as well as broad carbon (002) 

and (100) peaks near 24" and 43". In the preparation of sample P8, lg of sample P3 was 

pyrolysed at 1500•‹C and 0.63g of product was obtained. If all the oxygen in the sample is 1 

evolved as CO then we predict a final mass of 0.64g based on the estimated stoichiomeq 

of sample P3. The XRD profile for sample P8 ~hows no evidence for oxygen-containing 

species and that the silicon is bonded as Sic. 



Figure 8-3 compares the 

powder XRD patterns of samples 
E 
2 
3 

P2 and P5, made from PMPS and 

PPSS respectively at the same 

temperature. Both show similar 

amorphous XRD profiles, even 

though sample P5 contains more 

carbon per silicon. Because of their 

structure and composition, these 

materials are commonly known as 

SCAITERING ANGLE (DEGREES) 

Figwc 8-3. XRD profiles of scunples P2 and PS. 

silicon oxycarbide glasses (silicon oxycarbide is sometimes abbreviate,g as S i - 0 - 0 .  

Figure 8-4 compares the voltage profiles for lithium test cells made from samples P2 

and P5. The cells were cycled using a constant current of 14.8 mA&. The profiles are very 

similar, although sample P5 gives a reversible cap~i ty  near 600mAh/g, whereas sample 

P2 gives about 500 mAh/g. The ineversible capacities (thf difference between the first 

discharge and charge) are about 300-mAh/g for sample P2 and about 350 W g  for 

sample P5. 

Figure 8-4. Voltage proms for cells of samples P2 and PS. 

\ 

Figure 8-5 shows the effect of heat treatment tebprature on the electrochemical 

behaviotir of pymlysed PMPS samples by comparing the voltage profiles of test cells 

prepared from samples Pl, P2, P3, P7 and PS. These cells were also cycled using a 



constant current of 14.8 mA/g. P8 (PMPS, 1500•‹C). 

The cells show irreversible - 
- 

1 . . . 1 . . . 1 . . . 1 . . . .  
capacities of about 300 mANg I . . - I - . . I . . . ~ . . .  * P7 (PMPS, 1300•‹C) 
whlch IS slightly reduced by 

heating from 900 to 1 100•‹C and 

then increases to about 400 - 
rnAh/g for sample P8. The 

cC 
reversible capacities start around 

P2 (PMPS, 1000•‹C) 

550 rnAhIg and increa\e slightly 1 . . . 1 . . . 1 . . . 1 . . .  
i 1 - . - 1 .  . I . . . I . . . -  

from 900 (PI ) to 1000•‹C (P2). P I  (PIMPS, 900•‹C 

The capacities then dramatically 0 

decrease at 1300 (P7) and 1500•‹C 0 200 400 600 800 1000 
CA PA CITY (mA h/g ) 

(P8) due to the formation of Sic .  
Figure 8-5. Voltage profiles of samples PI .  P2. P3. 

After the first few cycles (at P7, and PR sho~ ing  the effect of pyrolysis 
temperature. * 

14.8 mNg) the cell containing Q 

sample P3 was cycled using higher currents (74 mA/g for both charge and discharge) to 

determine its long term reverjibility. Figure 8:6 shows the cell capacity plotted versus 

cycle number for this cell. There can be no doubt that lithlum insertion in this material is 

reversible. The behaviour of samples P1 and P2 under long-term testing is identical to 

2 0 0 1  14.8 mA/g CURRENT 4 

- o b L L " " " " " l l " " " " ' l ~  5 1 0  15 20 25 
CYCLE NUMBER 

Figure 8-6. Capacity versus 
cycle number for the cell of 
sample P3. 



, sample P3. 

At the time, these samples represented materials with the largest reversible capacities 

(as high as -600 mAh/g) known for any carbonace!uus material heated to above 1000•‹C. 

The reaction was reversible over at least 25 cycles. Although these materials exhibited 

large irreversible capacities and hysteresis, they warranted further investigation. 

One possible route to follow was to attempt an ~mderstanding of where the lithium 

resides in these materials by using modeling techniques for glassy structures like reverse 

Monte Carlo structure determinations (McGreevy, 1993). Another route was to prepare 

and test a large number of samples over a wide range of stoichiomepies. This would lend 

insight into the possible roles of the carbon, silicon, and oxygen in these materials as well 

as determine what reversible and irreversible capacities were attainable. We chose the 

latter path, and the results of this project are presented in the following section. 

As was detailed in Chapter 4, numerous precursors were pyrolysed to make ceramics 

of various stoichiornetries. From the results of the preluntnary work (Section 8.1) we 

chose the maximum pyrolysis temperature to be 1000•‹C for the main project (some 
7 

materials in related studies were heated as high as 1100•‹C). We also experimented with 

different ramp rates (1, 5, 45 'Urnin) to this maxim- We observed little difference 

MATERIALS 

Figwe 8-7. Ternary stoichwmemfnc map 
showing previous CVD and Si-0-C 
m a t e ~ l s  represented respectively by 
hollow squares andfilled cimks. 



Figure 8-8. The ternary map of the 
stoichiumctries for all samples made in 
collaburotion with Dr. ZMR The filled 
circles represent the Si-0-C matcriakb 
made. The hollow diamondr represent 
uhe p d u c t  of pitch blend pyrolysis 
nnd will be discussed in Chapter 9. 

between samples made from the same precursor at various ramp rates and chose S•‹Chnin 

to be the ramp rate for the rest of the project. The majority of the materials discussed were 

made at this ramp rate. 

The results are presented as they correlate to the stoichiomtry of the final materials. A - 
Gibbs triangle (or ternary diagram) is used to map the atomic percentages of carbon, 

silicon, and oxygen in the final ceramic. Figure 8-7 shows the Gibbs triangle with the 

preliminary ceramics (PPSS and PMPS heated to 1 0 • ‹ C )  and the CVD materials shown. 

We are pnmatrly interested in a confined range of stoichiometries defined by the lines 

connecting C, Sic, and S i a  and so the regions of the ternary map outside this range have 

been shaded grey. 

Figure 8-8 shows the Gibbs triangle with all of the samples made in collaboration with 

Dr. Zank. Note that the stoichiometries as determined 6 y  elemental analysis rarely closed 

on 100%. The oxygen content was adjusted such that the C, Si, and 0 petcentages would 

add to 100%. The discrepancies associated wiyl these stoichiomtries is estimated to be 

d%. The sampies represented with open diamonds were made by the pyrolysis of 

polysilane and pitch-polysilane blends and will be discussed in Chapter 9. Included on this 

graph are several lines along which the silicon to oxygen ratio remains const&. M, 



D, T,  and Q lines respectively correspond to silicon bonding to one, two, three, and ,four 

oxygen atoms (alternately. si1icon:oxygen ratios of 2 ,  1, 213 and 112). Of particular interest 

are materials which lie between the D and T lines which will be presented in Section 8.2.2 .  

The next section presents the' results from 5 materials as an overview. 

Table 8-2 summarizes the chemical composition and test cell properties of all the 

silicon oxycarbides made. Figure 8-9 shows a subset of the samples presented in Figure 8- 

8  with sample numbers attached. All the samples are not shown here for reasons of clarity. 

The samples discussed in Sections 8.2.2 and 8.2.3  are identified in Figure 8-9.  
'.. . 

Figure 8-9. Ternnn map sholcing the sample numbers. Results for samples marked 
with gre?. or black circles are respectively discussed in detail in Sections 8.2.2 and 
8.2.3. 



Y 

Table 8-2. stoichiometry and test cell properties of Si-0-C samples. 

Average Aventge 
Charge Discharge 

Yield C Si 0 Rev. Cap. k. Cap. Voltage Voltage 
Sample (96) (Atomic 96) (Atomic %) (Atomic 55) ( W g )  (rnANg) (V) (v) 

98 0.00 62.13 - 22 25 0.70 0.39 

* X-ray diffraction patterns and voltage profiles are plotted in Figures 8-10 and 8-1 1. 
** X-ray diffraction patterns and voltage profiles are plottedin Figures 8-12 and 8-14. 



8.2.1 An Overview pf the Materials 

The materials presented in this section are meant to represent the various regions of 

the stoichiometric map (accessed with poiysiloxane precursors). The samples to be 

1 discussed in this section (19,20, 10, 32, and 4) are identified in Figure 8-9. Results for a 
x, 

series of materials located between the D and T lines are presented in Section 8.2.3 and 
' 

- -  ? 

a are also idintifiecl on this graph. 

Figure 8-10 shows the XRD profiles for samples 19, 20, 10, 32, and 4. A small 

triangle which shows the approximate position of the sample in the stoichiometric map is 

included beside each grhph. The XRD profile for sample 10 is similar to that of a ,.. 
disordered carbon. ~he;25" feature shows very little stacking of layers in a parallel 

fashion. The 43" peak arises &om the (100) spacing in a pphene sheet. M s  shows that 

there is a significant amount of carbon present in small sp2 bonded layers which are, for 

the most part, not stacked in a parallel manner. Moving downward in the figure from 

sample 10 to samples 32 and 4 

the sample stoichiometries 

move from C towards Si02. 

The profile for sample 4 

'B identifies it as amorphous 

Si02. Sample 32, located at a 

stoichiometry 'between' 

samples 10 and 4 and has an 

XRD profile which shows 

evidence for both disordered 

carbon and amorphous glass. 

The features at 43" and 65-75" 

are respectively attributed to 

sp2 bonded carbon and 

amorphous glass. The feature 

with a maximum near 22" 
10 20 30 40 50 60 70 80 90 100 
SCATTERING ANGLE (DEGREES) 

Figure 8-10. XRD patterns for the overview samples. 



appears to be a combination of broad disordered carbon and glass peaks. As one moves in 

Figure 8- 10 fiom sample 10 upwards, the samples move closer to the stoicbiometry of 

Sic. The profile for sample 20 shows a very broad feature with a maximum near 35O, 

identified as a broad Sic peak. The presence of Si02 glass is evidenced by the long tail at 

low angle. The SiOz makes a contribution near 20". The profile for sample 19 shows 

broad peaks identified as Sic, and one sharp feature near 27", which is attributed to an 

impurity in the sample. 

Figure 8-1.1 shows the first two discharge ( lD and 2D) andcharge ( lC and 2C) cycles 

for cells made fiom the materials in Figure 8- 10. Cells made fiom samples 20, 10, and 32 

respectively show reversible capacities (Q,; $e average of the 2C and 2D capacities) of 

305, 400, and 701 rnAh1g and irreversible capacities (Q,,; the difference in capacity 

between 1D and 2D, taken near 3V) of 124,250, and 351 mAh/g. Sample 10 has, by far, 

the most carbon present as disordered carbon. While sampie 20 has more oxygen than 

sample 10, the principal difference is a smaller amount of carbon and a corresponding 

larger amount of silicon. In 

sample 20 there is evidence 

for Sic which is the cause of 

its smaller capacity than 

sample 10. The voltage profile 

for sample 32 is the most 

similar to the preliminary 

materials made (Figure 8-5) 

but with much larger Q, and 

Qin. By comparison to sample 

10, the larger capacities are 

attributed to the presence of 

more Si-0-C glass in addition 

to the disordered carbon. Cells 

made from samples 4 and 19 
0 200 400 600 800 1000 

SPEClFlC CAPACITY (mAhlg) 

~igurc 8-11. voltage proj~esfor the &iew samples. 

-1 l6- 



both exhibit reversible capacities of 2 and 14 mAhIg, respectively. This is not surprising, 

considering that their stoichiometry and XRD profiles suggest that they are mostly SIC 

and SiOz, both of which are electrochemically inactive with lithium. 

The electrochemical results suggest that materials near the extremes of Sic  and SiOz 

will not react with significant amounts of lithium. Samples 10 and 32 suggest that 

materials near them may be of specific interest. The next section presents the results from 

a series of materials between the D and T lines. 

8.2.2 The D- T Line Series 

Figure 8-12 shows the XRD patterns for the samples located between the D and T , 

lines as identified in Figure 8-9. A (100) carbon peak can be seen in the XRD patterns for 

samples 22 (73% C) and 15 (62% C). The (002) carbon peak, however, can only be seen 

as a shoulder near 25" in these profiles. As was discussed in Chapter 2, this is 

characteristic of a hard or 

microporous disordered I ~ ~ - I ~ ~ ~ I - - ' I - - ~ I - ~ - I ~ ~ ~ I - = ~ I - - .  

22; 
carbon with only a few - - - -  

graphene sheets stacked in a 

parallel manner. Xing et a1 

have shown how table sugar 

can be pyrolysed to make 

such a hard carbon, and its 

XRD pattern is shown for 

comparison in Figure 8-13a 

(Xing, 1996~). The 

similarities between the XRD 

profiles for samples 22, 15, 

and the sample shown in 
I . . . I . . . I . . . I . . . I . . . 1 . . . 1 . . . 1 ; ; .  

Figure 8-13a indicates that 10 20 30 40 50 60 70 80 90 100 

the graphene sheets in these SCATTERING ANGLE (DEGREES) 
'% 

Figure 8-12. XRD patterns for the representative samples 
2' located between the D and T lines I 



materials are poorly stacked 

with, perhaps, only bilayer 

stacking and single layers 

(Liu, 1996). It is likely that 

usters of Si-0-C glass are 

int' at 'ffLd incorporated 

between these carbon sheets, 

similar to the nanodispersions 

of silicon atoms in carbons 

for the CVD materials. This 

gives rise to the observed 

XRD patterns. The XRD 
3 

profile for sample 36 (Figure 

8-12) shows that when the 

carbon content is reduced to 

about 45% the (100) carbon 

peak is hardly observable. 

This suggests that only a few 

well-formed graphene sheets 

(b) SAMPLE 15 

(c) 43% SUGAR CARBON 
+ 57% SAMPLE I 7  

2 ,:::+++++++:I:::.........- 

- 

10 20 30 40 50 60 70 80 90 
SCATTERING ANGLE (DEGREES) 

Figure 8-13. XRD projles of (a) a disordered carbon (sugar 
precursor), (b) sample IS, (c) a calculated pattern using the 
sum of 43% Gf ;he sugar carbon intensity plus 57% of the , 

intensity of sample 17, and (a9 sample 17. 

exist in this sample. Thus, in this sample the peak near 22' (Figure 8-12) arises 

predominantly from the Si-O-cglass and not from the stacking of carbon sheets. Moving 

towards the bottom of the Gibbs triangle, the Si-0-C glass structure dominates the 

observed patterns, as evidenced by the XRD patterns for samples 17 and 6 (and also 

sample 4, as in Figure 8-1 1). 

Figure 8-13 compares the XRD pattern of sample 15 (Figure 8-13b) with that 

constructed by adding 43% of the XRD intensity of a disordered carbon (Figure 8-1 3a; 

from Xing, 1996~) and 57% of that of sample 17 (Figure 8-13d). The XRD patferns in 

Figure 8-1 3b and 8-13c are quite similar, suggesting that materials between the D and T 
# 



lines with carbon contents between about 40 b d  90% are mixtures of grapheme sheets 

and Si-0-C glass having a stoichiometry close to that of sample 18. 

Figure 8- 14 shows the voltage profiles for the fim two discharge and $urge cycles of 

cells made fiom the materials shown in Figure 8-1 2. Cells made h m  samples 22, 15, and 

36 respectively show Qim of 300, 340, and 360 mAh/g i d  Q,  of 630, 680, and 890 

mAh/g. Continuing further dowxi the Gibbs, triangle samples 17 and 6 respectively show 

Qb of 471 and 478 rnAh/g anb Q ,  of 728 and 194 mAh/g. Thus, there is a local 

maximum in capacity near a stoichiometry of Si.2s0.30C.45. The Si-0-C glass in sample 6 
,7- 

appears to predominantly allow irreversible lithium Gertion, whereas the in samples 22, 

15, and 36 the reaction appeared much more reversible. This strongly suggests that these 

samples f22, 15, and 36) have sufficient carbon content to form at least some disordered 

carbon, which allows reversible insertion. 

3, - 
.i . ., 

Figure 8-1 4. Voltage profiles f~i ' - 

the representative samples locdd . 
between the D and T lines. 
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8.2.3 Cell Characteristics of the Silicon Oxycarbide Materials 

Figures 8-15 and 8-16 summarize the reversible and irreversible capacities in units of 

mAh/gj for cells of the samples which were shown in Figure 8-9. Moving from the upper to 

the lower region between the D and T lines, the reversible capacities of materials increase 

dramatically to about 900 rnAh/g for stoichiometries near Si 2 5 0  roc 4s A d  then decrease to 

near zero approaching Si02. Generally, the irreversible capacity increases with oxygen " 

1 

content, except for materials very near the silica composition, which are bqically inactive. 
P 

Because they had similar stoichiometries, some samples are not shown in Figures 8- 15 
B 

and 8-16 for reasons of clarity. In most cases, the corresponding electrochemical 

characteristics of these materials were similar to samples with similar compositions. This 

can be verified in Table 8-2 for samples 15 and 25, which are near each other in the Gibbs 

triangle and have Q,, of 680 and 641 rnANg, respectively. Other 'pairs' of samples are 14 

and 25, 23 and 39, and the 'triplet' of 16, 22, and 43. All of these show electrochemical 

characteristics which do no: deviate from the identified trends for the electrochemical 
t 

)L 
properties. Sample 24, however, is located near sample 18 and extubits much smaller Q,, 

and Q,, than sample 18. Since sample 18 follows the identified trend, we consider sample 

24 to be an anomaly. Considering the number of samples made and the accumulation of 

discrepancies involved,in measuring the stoichiometry and electrochemical behgviour thts 

sample is excluded as spurious. 

The voltage profiles for the materials shown in Figures 8-15 and 8-16 display a 

hysteresis larger than that observed for the CVD materials or for a 6ure carbon sample. 
' 

Figures 8-17 and 8-18 respectively show the average voltages during charge and discharge 
> 

for these materials in volts. These were calculated by integrating the voltage-capacity 

curves for the second then dvidmg by the measured capacity. Fgure 8-17 

shows that the average charge vbltage generally increases with oxygen content. Figure 8- 

18 shows that the average discharge voltage is more or less independent of composition. 

The next section describes some of the projects which were not specifically related to 

the electrochemical properties but-did provide a further understanding of the Si-0-C 

materials. 



Figure 8-15. Reversible capacities (in units of mAh1.j of 
electrochemical test cells for the selected samples shown in Figure 8-9. 



Figure 8-16. Irreversible capacities (in units of mAWg) of 
electrochemical rest cells for the selected samples shown in Figure 8-9. 



, 
Figure 8-17. Average charge potentials (in units of volts) of 
electrochemical test cells for the selected samples shown in Figure 8-9. 



Figure 8-18. Average discharge potentials (in units of volts) of 
electrochenlical test cells for the selected samples shown in Figure 8-9. 



8.3 SIDE PROJECTS 

8.3.1 A Study of Polysiloxane Pyrolysis 

As has been discussed previously, siloxane polymers dlffer in the number of oxygen 

atoms per silicon and in the chemical composition of the iigands. Initially, it was not , 

obvious to us how the stoichiometry and properties of the pyrolysis products should be 

related to that of the initial pblymer. Therefore, in all previous discussion chemical analysis 

was used to determine the stoichometries of the ceramic products. In this section it is 

shown that the stoichlometry of the pyrolysed polysiloxanes is easily estimated based on 

the initial polymer composition and the char yield, provided that the initial polymer is 

highly crosslinked 01 branched such that the pareqt backbone does not unzip and 

evaporate during heating. 

Chars of the same final stoichiometry can be prepared from polymers of different initial 

composition. For example, phenylcontaining polymers might be expected to gve chars of 

different properties than vinyi- or methylcontaining polymers, even if the final . 
stoichiometries of the chars are identical. Here, we address ths  question as well, by 

examining three highly crosslinked polysiloxanes chosen, based on experience, so that they 

would produce roughly the same stoichiometry after pyrolysis to a sufficiently hgh 

temperature (1000•‹C; samples 34, 35, and 36). Other recent work (Mantz, 1996) has 

shown that the initial chemical environment around the silicon in a siloxane polymer is 

only maintained up to 500•‹C. As Mantz et al. state: "Further heating results in a 

scrambling of the silicon environment." Based on this, and the results presented in the 

previous section, one expects the three materials (prepared by pyrolysis to 1000•‹C) to 

show similar properties. 

A summary of the polysiloxane precursors used is given in Table 8-3 (a subset of 

Table 4-1). The sample numbers coney3ond to the materials made after pyrolysis of the 

polymer to 1000•‹C. 
+. 

Figures 8- 19,8-20, and 8-2 1 show respectively the decomposition of polysiloxanes 34, 

35, and 36 as measured by TGA and RGA. The bottom frame in each of Figures 8- 19, 8- 

20, and 8-2 1 shows the weight (as a percentage of the initial weight) and the derivative 
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Figure 899. -The thermal decomposition of polysiloxane 34. The TCA data is presented in the bottom 
panel and the upper panels are partial pressures of the masses shown, as  measured b y  RCA. 



I i I I I  I - '  I I  1 

0 MASS = 15 (CH3) 

- 2 MASS = 16 (CH4) 4E-10 

OE+O 
f 0 MASS = 2  (Hp) - 

Figure 8-20. The thermal decomposition of polysiloxane 35. The TGA data is presented in the bottom 
panel and the upper panels are partial pressures of the masses shown, as measured by RGA. 
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Figure 8-22. The thermal decomposition of polysiloxane 36. The TGA data is presented in the bottom 
panel and the upper panels are parrial pressures of the masses shown, as measured by RGA. 
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Table 8-3. A selection of the polymers which were pyrolysed to make the samples. 

of the weight with respect to the temperature (dW1dT) plotted versus temperature. The 

frames above this show the RGA signal for a number of masses. There is no measurable 

amount of oxygen or siliconcontaining gas species in the decomposition stream. Mass 28 

could be CO or C2&, but considering that mass 27 shows a virtually identical signal, and 

that no signal is observed for mass 44 (C02) it is likely that mass 27 is C2H3 and 28 is 

GI&. The phenyl groups in polysiloxane 34 can be seen leaving as masses 78 and 52. 

The RGA data suggests that only species containing carbon and hydrogen are leaving 

the polysiloxane during decomposition to a maximum of 1000•‹C. Based on the initial 

stoichiometries of the polysiloxanes, it is straightforward to calculate the resulting weight 

percentages of silicon, oxygen, and carbon that should be in the Rsulting silicon 

oxycarbide glasses. We assume that the entire weight loss is due to carbon and hydrogen 

and that all of the hydrogen leaves the material. As an example, a calculation for sample 

34, based on the initial stoichiometry of polysiloxane 34, follows. 

- 1 29- 



Sample Calculation: , 
gpy- 

~ol~siloxriw 34 stoichiomehy: C2.nH5.nSiOl.n 

Weight p&nt carbon = 38.696, weight percent H = 5.5% 

Total weight loss observed: 19.0% 

Percentage weight loss of carbon (= Total weight lost - w%H) = 13.5% 

Carbon lost per formulaunit = 2.79 x 13.5 138.6 = 0.98 

Remaining carbon = 2.79 - 0.98 = 1.8 1 

Final predicted atomic percentages: 

at.%H = 0% at.%C = 44.5% at.%Si z24.596 at.960 = 31.0% - 
Finqedicted stoichiometry for sample 34: Cl .alSiOl .n 

P & ** 

Table 8-4.Fchtains a su& of the atomic percentages of Si. 0, and C predicted for 

many of the pyrolysed polymers as calculated by the method shown above. Experimental 

compositions (believed to be accurate to f3%) are also given. Considering that the weight 

percentages by ele ,analysis do not close on 100% and the discrepancy associated 

with that, the agreern+t between the experiment and the calculation is very good for all 
- 

'i 

Table 8-4. Predicted and measured stoichiometries of the samples pymlysed at 1000•‹C 

Predicted Expt. 
4 - Sample Yield (96) C (At. %) Si (At. %) 0 (At. %) C (At. %j Si ( ~ t . 9 6 )  0 (At. 96) 

13 67 66.3 15.0 18.7 66 17 16 



a 

but three of the polymers. This suggests that our model for the pyrolysis of these 

polysiloxanes is correct. 

The experimental stoichiometries of samples 15, 17, and 37 do not agree well with the 

predicted values. Of these, sample 17 is the worst, and them was a black tarry material 

deposited at the cool end of the pyrolysis tube during its production. This suggests some 

evaporation of unzipped fragments and a breedown of the model. On b e  other hand, -- 
sample 37 was observed to have fragmented violently during pyrolysis (it remained a solid 

during decomposition) and it could have a bw yield due to our inabiity" to recover all the 

fragments from within the tube. For this sample, and for sample 15, the experimental 

stoichiometries c be well matched if the measured yields are increased by about 11 96. 2? * +  P> 

This treatment d&?hot work for sample 17 at any value of the yield, presumably because 
.-'' 

of the unzipping and evaporation of molecules with stoichiometries different than fiat of 
s7? 

the bulk polymer. Od?quick check of this hypothesis is to compare the ratio of silicon to 

bxygen. If poor agreement is caused by either evaporation without unzipping or an error 

in the yield measurement then the silicon to oxygen ratio should be the same in the 

polysiloxane and the ceramic. Clearly, the silicon to onygen ratios in polysiloxane and 

sample 17 are different. 

The XRD profiles for samples 34, 35, and 36 ,are shown in Figure 8-22. As discussed 

Figure 8-22. The XRD profiles for samples 
34, 35, and 36. Note that there is little 
difference between them. 
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previously, the broad features identified as network glass peaks are centered near 23" and 

73" and the slight feature at 43" is hkely due to the presence of a small number of single 

graphene sheets. The XRD profiles for the samples are almost identical although the 23" 

peak for sample 34 is somewhat more intense and narrower. 

Figure 8-23 summarizes the XAS measurements of the silicon K-edge for samples 34,' 

35, and 36. Figure 8-23a shows the profiles for the unheated polysilox~es 34, 35, and 36. 

Figures 8-23b and c show the profiles for materials made by heating polymers 34 and 35 , 

to a maximum of 600 and 800•‹C, respectively. The profiles for samples 40, 41, and 42 

(heated to 1000•‹C) are shown Figure 8-234. For reference purposes the c-Sic and c- 

SiOz silicon K-edges were measured Bnd are shown in Figure 8-2 1e. All the spectra (Is/Io) 

in Figure 8-23 have been nomalizgd at 1847eV. 

All the profiles in Figure 8-23a-d show features near 1845.5 eV and 1847.2eV which, 

by comparison to the spectra for c-Sic and c-Si02, we attribute to siliconcarbon and 

silicon-oxygen bonding, respectively. Sample 34, the only one which initially contained 

1840 1842 1844 1846 1848 
PHOTON ENERGY (eV) 

Figure 8-23. The silicon K-edge for (a)  
polysiloxanes 34, 35, and 36 without any heat 
treatment, (b)  polysiloxanes 34 and 35 heated 
to 600•‹C. ( c )  polysiloxanes 34 and 35 heated to 
800•‹C. (d)  samples 34, 35, and 36 heated to 
1000•‹C. and (p) c-SiC and c-SO2. All spectra 
were normalized at 1847 eV. 



phenyl groups, differs from the others at low temperatures. As the maximum pyrolysis 

treatment temperature increases the intensity of the 1845.5 eV feature decreases relative 

to the 1847.2 eV feature. Between 600 and 800•‹C, most of the labile phenyl groups leave 

sample 34 (see Figure 8-19) and the XAS spectrum begins to resemble that of sample 35, 

which did not contain phenyl groups initially. By 1000•‹C the spectra are almost identical, 

implying that the local chemical environment of the silicon atoms in samples 34, 35, and 

36 is the same. If this is true, other bulk measurements should also Bve identical results. 

To confirm this, we can examine the results from the electrochemical test cells. 

Figure 8-24 shows the first discharge and charge and second discharge of 

electrochemical cells made with materials 34, 35, and 36. The electrochemical properties 

for these samples (summarized in Table 8-2) are quite similar. Each of these materials 

reacts reversibly with over 800 mANg of .lithium. The Qfferences between the voltage 

profiles (and thus the properties summarized in Table 8-2) are within expected 

experimental discrepancies. Thus, the electrochemical behaviour upon the insertion and 

deinsertion of lithium into these materials is the same. This suggests that it is the final-char - 

stoichiometry and not the precise nature of the starting polymer whlch determines the bulk 

properties of the Si-0-C glasses. 

f 

Figure 8-24. The voltage 
profiles for samples 34. 35, 
and 36 (heated to 1000•‹C). 
Note thar they are 
essentially the same. 
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8.3.2 HydroJZuoric Acid Washing a Silicon Oxycarbide 

As was detailed in Section 8.2, the silicon oxycarbides which showed the largest 

reversible capacities (-900 rnAh/g) also exhibited large irreversible capacities (over 300 

rnANg). We observed that these irreversible capacities increased with the oxygen content 

of the material. Since hydrofluoric acid (HF) is known to dissolve SiOt and Si, we hoped 

that the oxygen content of these materials could be reduced, and consequently the 

electrochemical properties improved, by a room-temperature HF treatment 

glasses. 
4 

Sample 36 was treated by hash@ in HF, as described in Chapter 4 Section 4.7). 

Recall that 8 different samples (HF2 through HF9) were prepared by washing 1 g portions 

of sample 34 in HF for specific periods of time, ranging from 1 minute to 24 hours, and 

then filtering and rinsing with dlstilled*water. The sample HFl was made by rinsing and - 
filtering a 1 g portion of sample 36 with distilled water. Figure 8-25,shows the weight * 

change during HF rinsing as a percentage af the initial weight, versus .-the duration of the 

HF exposure in hours. Samples HF7, HF8, and HF9 show no sigmficant change in mass, 

implying that the reaction has essentially stopped after 8 hours and 40 percent mass loss. 

Since the HF is in stpichiometric excess to the amount of oxygen present in the sample 

and that oxygen, by weight, makes up about 40 percent of the initial Si-0-C, it might 

RETAINED 
* 
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Figure 8-25. The weight of samples 
HFI through HF9, plotted as a 
fwrction of the time when they were 
removed from the HF solution. To 
avoid c ly ter  the 'HF' prefrr is nor 
shown: 



Table 8-5. A summary of the samples HFI through HF9 (weight percentages by elemental analysis). 

Sample Mass %&iht % weight 96 weight % weight ?6 
(% of initial) , 'H C Si 0 

36 100 'a '0.19 28.7 38.3 33.0 

initially appear that all the oxygen has been removed, 

and therefore the reaction has stopped. However, 

elemental analysis shows that there is a sigmficant 

amount of oxygen still present. The stoichiometry by 

elemental analysis is summarized in Table 8-5. HF will 

break the silicon-oxygen bonds in these materials. 

However, based on the stoichiometry and weight-loss 

results, the breaking of these silicon-oxygen bonds 

must be removing not only silicon and oxygen but also 

some carbon from the material. 

Figure 8-26 shows the XRD profiles for samples 

HFl through HF9. The initial Si-0-C (not HF or 

water washed; sample 36) is indistinguishable from 

sample HFI (see Figure 8- 12) a d  is not shown in this 

figure. Differences in signal to noise are due to 

different counting times and are not dependent on the 

samples. As was discussed in Section 8.2, we believe 

that these materials are a mixture of graphene sheets 

and S i a - C  glass. The features observed in the profiles 

shown in Figure 8-26 have been sufficiently explained 
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Figure 8-26. The XRD profiles 
for samples HFI through HF9. 
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Figure 8-27. (a )  The SAX data for sample HF1 shown with thefit to the data. based on Equarion 5-6 and 
(b) the SAX data andfit for sample HF9. 

(Section 8.2). The change in the profile from sample HFl to HF9 is quite small, 

considering that the material experiences a 40 percent weight loss. The bulk of the 

material appears virtuall) unchanged by the HF treatment. 

In Chapter 5 it was mentioned that small angle X-ray scattering by powders (SAX) 

shows regions of differing electron density. Regions with characteristic dimensions of 3 to 

IOOA can be examined with our diffractometer using Cu K-a radation. We understand 

these materials to be a relatively homogeneous network of silicon, oxygen, and carbon 

atoms mixed with single graphene sheets. Thus, regions of different electron density, of 

the dmensions we can measure, should correspond to the presence of and absence of Si- 

0-C; that is to say, pores in the powder grains. Whde the graphene sheets must have 

electron densities different from the Si-0-C regions. it is believed that these differences k e  

small enough that any contributions from the graphene sheets should be overwhelmed by 

the presence of pores, which are the complete absence of electrons. 



Figure 8-27a shows the SAX profile for sample HF1, and a fit to this data. Figure 8- 

27b shows the SAX profile and fit for sample HF9. The fits to the data use Equation 5-6 

and are close but not ideal. The model used to fit this data is simplified by the use of some 

assumptions (homogeneous, non-overlapping pores) which may not be entirely valid for 

ih& materials. Still, we believe that the trends observed are well described by the model 

variables. The corresponding fit variables are summarized in Table 8-6. The feature 

centered near 0.1 A-' corresponds to rnicropores with a correlation length corresponding to 

9A. Figure 8-28 shows the fits (not the original data) to the SAX profiles for samples HFl 

th roughp~~9 .  Notice that the 0.4A-' feature does not appear to change, while the intensity 

of the 0.lA-' feature, absent in sample HFl, grows in intensity. -An examination of the fit 

variables shown in Table 8-6 reveals that the initial micropore diskbution, corresponding 

to a correlation length around R ,  = 2A undergoes no discernible change either in radius or 

*% 
- - 

number density. Hawever, the changes in C and R2 clearly show that the HF yashing 
i 

introduces micropores with larger correlation lengths, around R2 = 9.4A. The number of 

these rnicropores increases with the duration of_HF waslung, and the correlation length of 

the pores decreases to around R2 = 6.7A. 

0 0  

10 

I 

HF1 - - -  
- t HF6 

--\HF2 ----. HF7 

- - - - - - -  HF3 'HF8 % 

- - - - - - - H F4 H F9 

- - - -  HF5 - 
I rn 

Figure 8-28. The fits (based on Eq. 5-6) to 
the SAX data for samples HFI through HF9. 
The formation of additional pores can be 
seen as the feature at 0. ]A-' increases in 

1 intensity. The data has been cokected for X- 
0.1 1 -0 ray beam attenuation and sample mass. 



Table 8-6. A summary of the BET measurements and the fits to the SAX data based on Equation 5-6. 

RI Surface Area 
Sample . A B <A> C D (BET, m21g) 

HF I 0.0001 0.4743 1.7615 0 0 0.8039 0.25 
HF2 0.0001 0.4550 2.1830 0.0022 9.3506 1.3698 17.7 
HE1 0.0001 0.4516 2.1159 0.0074 8.0137 1.2316 25.7 
HF4 0.0001 0.371 1 2.3254 0.0070 8.0897 1.1269 37.1 
HF5 0.0001 0.6596 1.9307 0.01 51 7.3441 0.9360 44.4 
HF6 0.0001 0.5269 2.1549 0.026 1 6.7810 1.4415 53.8 
HF7 0.OOE)I 0.4808 2.0647 0.029 1 6.7768 1 S398 55.6 
HF8 0.0002 0.6868 ' 1.91 24 0.0338 6.7780 1.6465 54.4 
HF9 0.0002 0.5463 2.0124 0.0349 6.6890 1.6679 54.1 

The BET surface area measurement results are also summarized in Table 8-6. These 

results show that the HF washing results in a continued increase of the surface area with 

mass loss. In order to determine whether the surface area results correspond to the fits t~ 

the SAX data, a simple approximation is performed. First, it is assumed that all the pores 

in the material are available to contribute to the surface area. Then the SAX micropore 

surface area can be estimated, assuming that the pores are spherical, according to: 

where SA is the surface area in m2/g, B, C, R,, and Rz are the same as the variables in 

Equation 5-6, and X is a scaling factor. X includes the conversion from A2 to m2, 

geometrical factors involving the diffractometer, the scattering power of an electron, and 
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Figure 8-29. The estimated surfoce area due 
to the micropores measured by SAX and the 
surface area .measured by the BET method. 
Both are plotted versus weight loss due to 
HF etching. 0 20- 40 
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so on. This can be used to determine rough agreement between trends observed in the 

SAX and BET data. The results of applying Equation 8-1 to the fitted variables listed m 

Table 8-6 is plotted in Figure 8-29 along with the BET data. The data presented is 

Equation 8-1 divided by X, and is plotted against the right hand scale. The nonzero SAX 

surface area calculated for sample HF1 is due to the contributions from the RI pores. Both 

the gas adsorption and small angle scattering derived surface ateas show similar trends 

with HF etching time. This suggests that all the pores are connected somehow to the 

sample surface (as expected based on the fact that they were created by an etching 

reaction) and the micropore formation is entirely responsible for the increase in surface 

area. 

The silicon mi edge XAS spectra for samples HFl, HF2, HF7, and HF9 are shown m 

the top panel of Figure 8-30. For reference purposes c-SiC and c-Sia silicon K-edges 

were measured and are shown in the bottom panel of Figure 8-30 (normalized at 1847eV). 

The spectra (Is&) for samples HFI, HF2, HF7, and HF9 have been normalized at 

1847.4eV, for comp&son of the relative strength of the silicon-oxygen bonding to 

1 843 1 845 1 847 
PHOTON ENERGY (eV) 

Figure 8-30. The top panel shows the 
Si K-edge for samples HFI. HF2, HF7, 
and HF9 (Ido normalized to 1847.4 
eV). The bottom panel shows the Si K- 
edge for SiOz and Sic, (Ido 
normolizcd to 1847 eV). 



A siliconcarbon bonding. S ples HF2, HF7, and HF9 show a feature near 1845.5 eV, 

attributed to siliconcarbon bonding. This feature increases in relative intensity to the 

silicon-oxygen feature from sample HF2 to HF9. The stoichiometry change supports this 

percentage increase in siliconcarbon bonding. It is also believed that this siliconcarbon 

bonding increase is m d y  a surface effect. The measurement has an estimated maximum 

penetration depth of a b o u t 4 U - ~ h u s ,  the surface of the material plays a significant role 

in the absorption signal. If a silicon-carbon passivating region is created on the surface ofb 

the pore walls, ths  would result in a changing of the relative silicon-carbon to silicon- 

oxygen signals in the K-edge. While the presence of carbon-carbon bondng in the material 

does not contribute to the silicon K-edge it may still be present, in adltion to the silicon- 

carbon bonding. 

If our view that these materials are a mixture of graphene sheets and Si-0-C network 

glass is true, then HF washing would only remove material from the Si-0-C regions. The 

SAX results show that the pores created by the HF waslung reach a specific size and do 

not continue to increase further, implying that the surface of the pores will not further % 

react with HF under these conditions. We believe that the F ions break all the silicon- 

oxygen bonds accessible. Thus, the HF etchlng reveals or creates a passivating layer. We 

believe it is this passivating layer which appears in the XAS K-edge data as an increase in 

siliconcarbon bonding. The decrease in silicon and oxygen content with respect to carbon 

content, as shown by elemental analysis, also supports this model. 

The intensity of the SAX data and the magnitude of the BET surface areas suggest 

that these pores must be distributed throughout the bulk of the material. F ions are 

responsible for the formation of the pores ind must be able to access the bulk o f  the 

material. There must be some passages which connect the micropores formed by HF 

etching. This is llkely why Equation 5-6 was not sufficient to achieve a better fit to the 
' 

, 

SAX data. It assumes that the pores are noninteracting which is probably not the ease. 

Figure 8-3 1 summarizes the electrochemical measurements made on these materials. 

The first discharge and charge and second lscharge are shown for cells made using . 

materials HFl through HFS. Included for comparison is data from sample 36, the material 



before any washing in water or HF. The slight differences between cells is within our error 

range, and should not be atm5uted to differences between the materials. 

Despite the change in surface chemistry, pore morphology,and the slight change in 

stoichiometry, the voltage profile of these materials upon insertion of lithium did not 
* 

change. . 

The conclusions concerning the resultspresented in h s  chapter wiil be summarized in 

Chapter 10. The next chapter presents the results from the pitch-polysilane blend study. 
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3 Figure 8-31. Voltage profiles for cells 
2 made from sample 34 and HFI through 
1 HFS. Note that there is essentially no 
0 difference between the profiles. 
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This was, in part, an effort to maie the silicon nanodispersions in disordered 
.i 

materials in an economical way. 'This chapter reports on the results of the various m 

made in the methbds described in Chapter 4. 

Inspection of Figure 8-8 (open diamonds represent the pyrolysed blends) shows th 

these materials contain significant amounts of oxygen. This presence of oxygen wp note 

expected &d yas likely introduced during the blend synthesis. Figure 8-8 also shows that 

the silicon to oxygen ratio is not a constant, ranging from outside the Q line to beyond the a 

uses the weight percent silicon as a metric. The effect of the oxygen is examined 
7? 

separately in Section 9.2. The precursors to these materials were quite different from .- - 

polysiloxanes, and so another study was performed to determine the effat of changing the 

maximum pyrolysis temperature (Section 9.3). 

Figure 9-la shows the XRD profile for a pyrolysed pitch sample. The strong (002). 

Bragg peak indicates that the graphene sheets are well-stacked.%e (100) a d  (004) peaks 

can also be seen and although the (1 10) peak can barely be seen on this scale it is clearly 
ji 

visible on a larger scale. Figures 9-lb through 9-lg show XRD patterns for samples of 



' series I (I 1 -I6), which contain the silane polymer (Me2Si)o.80(PhMeSi)0.20 (polysilane-I or 

PS-I) in their precursor. Each sample has a different pitch to PS-I ratio (given as a weight 

ratio) in their precursor, as indicated in the figure. The derivatized pitch samples 11-5 all 

demonstrate characteristics of disordered carbons, indicated by broad (002) and (100) 
* 

Bragg peaks in their XR'D patterns. It is evident that the disorder,in the materials increases 
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Figure 9-1. XRD profiles of heated pitcWPS-1 
blendr as indicated on the figure. Different 
counting times were used, leading to different 
s i~nal  to noise ratios. 

Figure 9-2. XRD profiles of heated pitcWPS-II 
blends, displayed as per Figure 9-1. 



as the pitch td polysilane ratio decreases. There is no evidence for amorphous or 

crystalline silicon in the XRD profiles, suggesting that no large silicon clusters exist in 

these materials. Sample I6 (Figure 9- lg) is made by the pyrolysis of the polysilane alone 
3 

(no pitch) and has a very different XRD profile which shows features-suggesting that it 

may contain amorphous dr highly disordered Sic. Upon close examination, the XRD 

profile for sample I5 may show slight features near 65" and 36", indcative of some Sic 

with the disordered carbon. 

Figure 9-2 shows XRD patterns for the samples in series 11, which contain the silane 

polymer (MezSi)o53(PhMeSi)037 (polysilane-II or PS-11). The pitch to PS-I1 ratios are 

indicated in the figure. Samples from series 11 have similar patterns compared to those in 

series I. However, because the char yield of PS-11 is larger than PS-I (see Table 9-I), 

samples 11, 12, 13, ... respectively contain less silicon than samples 111, 112, I13 ... . Thus, 

the XRD profile for I5 resembles that of 114, since they have similar silicon contents. The 

same is true for samples I3 and 112. Since the precursors to samples I16 and 16 contain 

only polysilane, it is not surprising that their XRD profiles are sirmlar. Sample I15 appears 

to be an intermediate between samples I14 and 116, suggesting that it may contain 

disordered carbon regions with silicon nanodispersions as well as amorphous SIC. The 

XRD dara for samples 11 through I5 and I11 through I14 suggest that the silicon atoms in = 

these materials are probably nanodispersed in unorganized regions of disordered carbon 

I structures; that is to say, they may be similar to the CVD materials. Note, however, that 

the blends contain some oxygen. 

Figure 9-3 shows the voltage profiles (first and second discharges and first charge) for 
* t 

cells of the ..- pyrolysed pitch sample and for samples 11-16.) ~ i ~ u r k  9-4 shows the voltage 

profiles for cells of the series I1 samples. The electrochemical praperties are summarized in 

Table 9- 1. The reversible capacities show a definite increase from the pyrolysed pitch (364 

rnANg) with a maximum of 640 mAh/g (sample 115). The irreversible capacities also show 

/+ a marked increase,from 49 mAh/g for the pyrolysed pitch to 270 mAh/g for sample 115. 

These materials demonstrated relatively small hysteresis between charge and 



v 397 
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discharge cycles. On average, the difference between charge and discharge potentials& 

about 0.4V for these cells. The irreversible capacity and hysteresis are discussed further in 

the next section. 

pitch: Poly-I l 

A 
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Figure 9-3. Voltage profiles of cells made from Figure 9-4. Voltage profiles of cells made from 
the series I samples, as indicated on the figure. the series 11 samples. as indicated on thefiure. . p 



Table 9-1. Pitch to polysilane ratios, silicon weight percentages after pyrolysis, reversible (Q,,,) and 
irreversible (Q,,,) capacities, and char yield of the pyrolysed pitch-polysilane blends. 

Pitch: Polymer Sic am Qim Yield 
Sample Polysilane (by weight) (weight 8) (mAh/g) (mAh/!?) 
pitch -- 1 :O 0 364 49 45 

iI 1 b 9: 1 6.2 440 1 20 46 Pol y-I1 
Il2 Poly-U 6: 1 9.2 450 210 44 

I13 Poly-II , 3:l 13.4 550 197 49 

I14 Pol y-I1 1:1 26.7 577 192 58 

-2%_ 
I15 Poly-I1 1:3 25.1 640 270 66 ' 

. - ' I16 Poly-rI 0: 1 48.8 364 246 77 a 

c- 

a ~ o l y - ~  = (Me2Si)o so(PhMeSi)o 
b c 
Poly-II = (Me2Silo s,(PhMeSi)o q7 After heating to 1000•‹C 

Figures 9-5a and 9-5b respectively 

show the differential capacity versus 

voltage for the first charge of some of 

the cells shown in Figures 9-3 and 9-4. 

These are similar to Figure 7-16, for 

the CVD-I materials. All the data 

shown in Figure 9-5 have been 

smoothed with a 5 point running 

average. These cells were cycled at 

higher currents and the data was 

recorded with lower precision than the 

ce& of the CVD materials. so the 

differential capacity plots are quite 

noisy. As with those materials, we can 

see that there additional capacity -" 

(a) Pitch:PS-l - 

- 

(b) Pitch:PS-ll - 

- 

0 0.4 0.8 1.2 1.6 2 
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Figure 9-5. Differential capacity plotted versus 
voltage for the first charge of cells made from series 
(a)  I and (b)  11 materials. Additional capacity is 
centered near 0.4V. as was the case for the CVD 
materials (Fig. 7- 16). 



0 10 20 30 40 50 60 70 80 90 100 
POLYMER WEIGHT P E V N T  

0 a, (PS-I) 
A Qrev(PS-l I)  
n Q, (PS-II) 

Figure 9-6. Reversible (Q,,,) and 
irreversible (Q,,,) capacities versus 
silane polymer weight percent 
(before pyrolysis) for the pitch 
blends prepared with PS-I and PS- 
I1 as indicated by the figure 
legend. 

located near 0.4V. Generally, thls additional capacity peak increases with decreasing 

pitch:polysilane ratio, with the exception of the pure polysilane (0: 1). There, the. peak 

decreases in magnitude because of the loss of capacity due to SIC. There is also an 

increase in capacity between 0.6 and 0 . W .  With the series 11 materials the additional 

capacity near 0.6V is more pronounced and is especially obvious for sample I13 (1:3). The 

CVD materials (Figure& 1-6) did not show this. This will be discussed in the next section. 

Q,v(PS-1) 
0 Qi, (PS-I) 
A Qmv(PS-11) 
n q, (PS-11) 
X Qw(CVD-I: 
+ Qrr (CVD-I) 

Figure 9-7. Q,,, and Q,,, 
capacities versus silicon weight 
percent (afrer pyrolysis) for the 
pitch blends prepared with PS-I 
and PS-11. Also included are data 
for CVD-I samples. 0 1 ~ ' ~ " ' ~ " ' 1  

0  10 20 30 40 /50 
SILICON WEIGHT PERCENT 



The effect of incorporating silicon into pitch carbons in sample series I and I1 are 
4 

summarized in Figures 9-6 and 9-7. In Figure 9-6 the cell capacities are plotted as a 

function of polysilane weight percent in the blend (before pyrolysis). Figure 9-7 shows the 
5. 

capacity versus the silicon content (as weight percent) in the final sample. As can be seen, 

the reversible capacity for lithurn insertion increases with the silicon content up to about 

30% by weight. For sample series I, a reversible capacity of about 540 mAh/g is obtained 

when the polymer content is about 50% by weight, or when thesilicon content is between 

15 to 20% by weight. For sample series 11, reversible capacities around 600 rnAhlg were 

obtained when the polymer content is between 50 to 75% by weight, or when the silicon 
. . 

content is between 20 to 30% by weight. These reversible capacities are si@icantly 

larger than that of the heated pitch sample, Q,, = 360 mAh/g. Figure 9-7 shows that the 

reversible capacities of the siliconcontaining carbons increase with silicon content, but to 

a smaller extent than the increase observed in the reversible capacities. For p s t  of the 
b 

derivatized pitch samples, Qirr increases to 150-250 rnAh/g, compared with Q,, = 50 

rnAh1g for the pitch carbon cell. 

For comparison, data from some of the CVD-I materials have also been plotted in 

Figure 9-7. It appears that these materials follow roughly the same trend. As was detailed 

in Chapter 7, the initial increase in capacity seen in Figure 9-7 (silicon I 15%.by weight) 

corresponds to roughly 1.5 lithlurn atoms per silicon atom. Thus, it appears that the 

inexpensive method used here can synthesize materials which duplicate the performance.of 
5 

the CVD materials which were initially so exciting, but not commercially viable. However, 

these pyrolysed blends contain sigmficant amounts of oxygen and this will be discussed 

next. 



i .  , , 

, Because the ~ i - 0 - c  samples were displayed on a ternary stoichiornetric map in 
r*. 

L 

Chapter 8 it is useful to view the materials presented here in the same manner. Figure 9-8 

b shows the pitch-polysilane blend materials on a section of the ternary map used in Chapter 

&)The bottom 'half of the diagram has been removed and the resulting diagram has been. 

enlarged to allow all the blend samples to be shdwn. i 

The oxygen weight percentages were determined by subtracting the measured silicon 

and carbon weight percentages from*100%. Although the error associated with the oxygen 

percentages is the same as the silicon and carbon (estimated to be as high as S%), the 

oxygen contentswas not directly measured. Oxygen data is plotted with 3% error bars 

attached because we are least sure of the oxygen content (it was not direcby measured).-i 

F & U ~  9-8. The location of each pyrolysed pitch-polysilane blend material (in atomic %) on a section of 
the ternan. stoichiornetric map used in Chapter 8. 
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It is clear that these materials contain oxygen and, from Figure 9-8, there appears to be 

no' correlation between the silicon and oxygen contents. The silicon to oxygen ratio 

increases from less than -ID to greater than -2. Figure 9-9 shows the atomic percent 

silicon plotted versus the atopic percent oxygen. It can be seen that there is a slight 

increase in oxygen content with 

silicon content. Howeyer, given 

the large change in silicon content, 

*there is essentially no change in 

the oxygen content, with, the. 

exception of sample 115' (-2Q% 

oxygen). 

In Chapter 8 it was stated that 

the irreversible capacity in those 

samples appeared to increase with 

the oxygen content. Figure 9-10 

shows the irreversible and 

reversible capacities, plotted 

versus the atomic percent oxygeh. 

It is clear that the irreversible 

capacity in these materials 

increases with the oxygen content. 

In Chapter 8 it was also observed 

that the discharge voltage 

experienced little change, whde 

the charge voltage increased. That 

is, the charge-d' d harge hysteresis 

increased with increasing oxygen 

content. Figure 9-1 1 shows the 

c harge-disc harge hysteresis versus 
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Figure 9-9. The at. % oxygen plotteii versus the at. % 
silicon in the series I and II  materials. 

'700 1 v 1 v 1 1 v 1 m 1 1 J 1 t r 1 v a r 1 I s 1 r r 1 .  

c ----f--- - 
600 - 

n 
__t_ 

Qrev(PS-U P soo o Qirr (PSI) 
a 
E 

- - A -QmV(PS-I I) - 400 - 

- 
b 

-A 
o , I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ' ~ ~ ~ ~ ~ ~ ~ ~  

0 5 10 . 15 20 25 
ATOMIC PERCENT OXYGEN 

Figure 9-10. The reversible and irreversible capacfti+ 1 
' 

for the series I and II materials versus the qt. % oxygen. ' 
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the oxygen content. Again, the trends 

observed for the pyrolysed 

polysiloxanes hold for these 

materials. 

Thus, it appears that these 

materials are similar to both the CVD 

materials and the silicon oxycarbide 

glasses. The electrochemical data 

contains additional information. As 
0 5 10 15 20 25 

was stated in Section 9.1, there is an ATOMIC PERCENT OXYGEN 

additional capacity (observed in Figure 9-1 1. The charge-discharge hysteresis vs. the 
at. 96 oqgen. 

differentid capascity versus voltage 

plot; Figure 9:?) near 0.6 V for the t 

pitch blends that was not observed for the CVD materials (Figure 7- 16). Figure 9-12 

shows the differential capacity-plotted versus voltage (charge only) for samples A, D, 14, 

and 114 and the pitch carbon (P.c.). The data for Sample A (CVD of benzene alone; 

contains no silicon) and the pitch carbon look essentially the same. Sample D does not 

exhibit the additional capacity near 0.6V. which can be seen for samples I4 and 114. Figure 

rs 
Figure 9-12. Differential capacity 

lotted versus voltage f ir  samples .- D, 14, and 114, and the pitch 
carbon (P.  C. ), as indicated. 
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Figure 9-13. The differential 
capacily versus voltage for samples 
114. 115, 15. 36. and 17 as indicated. 

9-13 shows the differential capacity versus voltage for samples c4, 115, 15, 36, and 17. 

Samples 15, 36, and 17 were pyrolysed polysiloxane samples which Lie between the D and 

T lines (Figure 8-9 and Section 8.2.2). The additional capacity near 0.6V is evident in all 

of these samples. Thus, the 0.6V feature appears to be correlated to the oxygen content. 

Another inspection of Figure 9-5 shows that the series I samples exhibit smaller 0.6V 
I 

features than the corresponding series I1 samples. Figure 9-8 shows that the series I 

samples typically contain less oxygen than the corresponding series I1 samples. . 
In an attempt to better understand the local chemical environment of the silicon atoms 

in these materials, XAS near the silicon K-edge was measured. Figures 9-14 and 9-15 

respectively show the K-edge spectra for samples of series I and 11. The top panel in each 

shows the unmodified total electron yield (TEY) signal plotted as a hmction of the 

incident photon energy. In the bottom panel of each the same data is shown normalized at 

1847.2 eV. Si02, Si, and SiC reference spectra have been presented previously (Figures 7- 

10 and 8-30). Each sample shows evidence for silicon-carbon bonding (centered near 

- 1843 eV) and silicon-oxygen bqnding (- 1847 eV). There is no evidexke for any silicon- 

silicon bonding (- 1839 eV) as there was in the CVD-I materials (Figure 7-9). This shows 

that the local chemical environment of the silicon atoms in the blends is somewhat 

different than in the CVD materials, as suggested by the diffetential capacity data. 

-152- 



1842 1846 1850 
PHOTON ENERGY (eV) . 

Figure 9-14. The silicon K-edges for 
the series I materials. The top panel 
shows the absorption data (Iflo) as 
measured. The bottom panel shows the 
same data normalized a t  1847.2 eV. 
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For both series of samples the overall intensity of the silicon K-edge increases with the 

silicon content. Thls should not be surprising, considering that the total electron yield is 

proportional to the amount of silicon absorbing X-rays and emitting electrons (Chapter 5). - 

Figure 9-15. The silicon R-edges for 
the series 11 materials. The top panel 
shows the absorption data (I&) m 
measured. The bottom panel shows the 
same data normalized a t  1847.2 eV. 
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In the bottom panels of Figures 9- 14 and 9- 15 we can see the comparative intensity of 

signals we attribute to siliconcarbon bonding (-1843 eV) and silkon-oxygen bonding 

(- 1847 eV). The erall trend, from the first material to the last is the same for series I 9#, 
and 11. The magnitude of the 1843 eV feature increases (relative to the silicon-oxygen 

bonding feature) with the decrease of the pitch:polysilane ratio. However, there is one 
Q 

exception. The samples with the ratio of 3: 1 (I3 and 113) show a noticeable decre-ase in the 

relative intensity of the silicon-carbon bonding feature. Thkse slight deviations in the 

intensity near 1843 eV are attributed to the normalization choice (-1847.2 eV; silicon- 

oxygen bonding). The - 1847 eV feature should fluctuate slightly, like the oxygen content. 
B 

Comparison to Figures 8-23 and 8-30 suggests that the localchemical environment of 

the silicon in these materials is more like that in the Si-0-C materials than the CVD 

materials. The XRD and voltage profiles suggest that these materials are similar to the 

CVD materials. Thus, the evidence collected suggests that: materials 11 through I5 and I1 1 

through I13 are disordered carbons containing nanodispersed Si-0-C; samples I14 and 115, 

contain Sic, Si-0-C, and disordered carbon; and samples 16 and I15 contain Sic, Si-0-C, 

and possibly some disordered carbon. 

Because the materials in thls study are somewhat different from the Si-0-C glasses, a 

heat treatment study was done on the precursor to sample 15. This study is detailed next. 



To investigate how the materials change with heat treatment temperature, we 

pyrolysed blends at maximum temperatures of 600, 800, 1000, and 1100•‹C. The XRD 

pattems for the blend used to make sample 15 (Pitch:PS-I in the ratio of 1:3) heated to 

these temperatures are shown in Figure 9-16. The weak (002) and (100) peaks for the 

material made at 600•‹C shows that there are very few, small graphene sheets in the sample 

at low temperature. As the maximum pyrolysis temperature increases, these peaks become 

more well defined, although they are still indicative of a very disordered carbon with few 

graphene sheets stacked in a parallel fashion. Also visible at 800•‹C and higher is a feature 

near 36". which is attributed to a small amount of disordered silicon carbide. 

l . . - l - - . l . . . l - ' - +  

1 100•‹C - 

I . . . C  . . .  I . . . I . . . -  
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1 . . . 1 . . . 1 . . . 1 . . .  
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z 1 . . . 1 . . . 1 . . . 1 . . . ;  

Figure 9-16. XRD pattems for safnlples 
600•‹C ge___ made by pyrolyzing the pltch:PS-I (1:3)  

blend to various marmum temperatures as 
indicated on the graph. 
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Figure 9-17 shows the voltage profiles for the same samples presented in Figure 9-16. I 

The 600•‹C sample shows essentially no reversible capacity and an irreversible capacity of 
6 

about 300 mAh/g. At 800•‹C the material shows reversible and irreversible capacities of 

about 650 mANg and 350 rnAh/g, respectively. The large hysteresis is indicative of.  
' -+ 

carbonaceous materials prepared in this temperature range and, as discussed in Chapter 2, 

is thought to be due to the presence of hydrogen in the material (Zheng, 1996a). There is , 

essentially no change in the material between 1000 and 1100•‹C. Thus, in this range the 

material exhibits a temperature dependence much like a pitch-based carbon, although at 
t 

the higher temperatures (21000•‹C) the capacity is modified by the presence of silicon, 

Tlus completes the presentation of results. The next chapter co~cludes the thesis and 
\ 

makes recommendations for future wbrk. 

Figure 9-17. The volrage profiles for rhe 
same samples presented in Figure 9- 16. 
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blend work presented in this thesis. The first section prese 

'the specif= ContributioEtf h i s  W s  has ma& Wri~n EO2 

rdevance to this field of study. Finally, Section 10.4 makes some reco 

future work based on the findings of this thesis. 

All of the work done on these carbonaceous materials containingrsilicon-and oxygen 

has led us to a low temperature. structyral - -  - schematic 'phase" - - diagatn;@esen 

10- 1, it should be viewed as an artist's conception of possible structures. For example, in 

the ball and stick schematics all of the bonds have been 'pressed flat' into two dimensions, 
- - 

although they shouldabviously exist in three. This wasdone to show, more clearly 
t - 

disorder which exists in these materials. Also, the graphene sheets have been shown to be 

separated somewhat from the odd shaped silicon, Sic, and Si-0-C glass clusters and not 

in the intimate mixture which we-believe exists. This was done for practical reasons, 

also t~ show how disorder likely exists in the graphene sheets. 



Figure 101 .  A schentatic structural phase diagram based on the nlaterials presented in this thesis. The 
structures shown should be treated as an artist's conception of possible structures. 



'10.1.1 The CVD Materials 

. With the first CV,D 'apparatus we prepared silicon-carbon materials at 950•‹C 

containing up to 11 at. % silicon. Evidence has been presented which shows conclusively 

that the silicon does not exist as a-Si, c-Si, c-Sic, a-Sic, or a silicon oxide, nor is it 

contained wihn the regions of organized carbon. Since the carbon is disordered, we 

suggest that the silicon is located in the unorganized regions, as shown in Figure 2-12. If 

the silicon were located in these 'pockets' then it would have more carbon neighbors than 

in S ic  and may therefore donate more electrons to these carbon atoms. The silicon L-edge 
i 

XAS results support this. The silicoil Kedge results suggest that some of the silicon exists 

in small clusters in which some silicon atoms are bonded only to other silicon atoms. This 

has led us to the conclusion that these materials are best described as disordered carbons 

containing nanodispersed silicon. In electrochemical test cells, the silicon performs as 

hoped, increasing the specific capacity (to -550 rnAh/g) of the materials beyond that of a 

disordered carbon prepared in the same way. 

The second CVD apparatus was not successful in surpassing or even duplicating the 

concentration of nanodispersed silicon in the disordered carbons synthesized. The lfferent * 

conditions in this apparam _!ve made materials with similar silicon contents although 
a, 

their reve&le capacities were lower than CVD-I materials with the same stoichiometry. 

When silicon concentrations are increased beyond a certain composition, the revmible 

capacities of the materials decrease. The XRD patterns of the samples with slightly more 

, silicon than the material with the maximum capacity show no evidence for silicon carbide. 

After TGA in air these materials turned light grey, implying that thebe was still some 

carbon present as silicon carbide. It is likely that as the silicon concentration in these 

materials increases, nanodispersed silicon and nanodispersed silicon carbide both exist in 1 

the unorganized carbon regions. As the silicon concentration is further increased, silicon 

carbide becomes visible in the XRD profiles. Thus, the deposition conditions in the first 

apparatus appear more favourable for the synthesis of silicon nanodispersions in 

disordered carbons. 



The CVD work has led to a new, and presumably metastable (sinceit does not appear 

in the silicon-carbon phase diagram (Moffat, 19%)) compou~d: disordeie'd carbons 

containing nanodispersed silicon. We found no reports of haterial; U e  them elsewhere. 
P 

From the review by Marinkovic, it b hkely that others have made silicon n~odispersions 

in disordered carbons althoug) it is unlikely that they were detected (Marinkovic, 1984). 

Although the CVD materials have excellent characteristics, because of the expense of 

the CVD process these materials are unlikely candidates for use in practical lithium-ion 

cells. Still, Moli Energy (1990) Ltd. benefited from our work and patented these materials 

and their synthesis method international T l s o n .  1994b). 

10.1.2 The Silicon Oxycarbides 

By studying the decomposition process of many siloxane polymers, we developed a 

simple method <or estimating the chemical composition of chars prepared from highly 

cross-linked polysiloxahes. The method relies on two inputs and one assumption: 

1. The initial polymer stoichiometry, 

2. The char yield, 

and 

3. That only C and H atoms evolve during pyrolysis. 

Based on the model, the predicted stoichiometries for 15 of 18 chars were found to agree 

well with experimentally determined stoichiometries. We believe that these rules can serve 

as a useful "rule of thumb" for those working on chars and ceramics prepared from 

pyrolysed polysiloxanes. 

The pyrolysed materials 34, 35, and 36 prepared from different polymers hw the 

same final stoichometry and were shown to have similar XRD, XAS, and electrochemical 

signatures. Therefore, we believe it is the final char stoichiometry, not the initial polymer 

structure or composition which dominates the properties of the char. This fact may have 
- importance for those wishmg to optimize the synthesis of a particular char 'or ceramic by 

- ' moving to less expensive initial polymers which give the same char stoichlometry. 



f i e  I-& washing of one silicon oxycarbide glass (sample 36) introduced micropores 

info the bulk of the material, which resulted in up to a 40% mass loss. Despite the 

presence of more than enough HF to react with all the oxygen in the material, there was 

little change in the ratio of silicon to oxygen, although the fractions of silicon and oxygen 

decreased slightly with respect to the fraction of carbon present. The lack of continued 

mass loss with time and the silicon K-edge data suggests, that a siliconcarbon* passiv&ion - 
surface is created or revealed by etching. We believe that it is this passivation surface 

which prevents the further etching of the material. =% 

Despite the change in surface chemistry, pore morphology, and the slight change in 

stoichiometry, the voltage profile of these materials upon insertion of lithium did not 

change. Thus, it is the bulk, and not the surface, of these Si-0-C materials which is 

involved in the reversible and irreversible lithium reactions. Our initial hope of a method to 

change the stoichometry of the glasses at room temperature, and their electrochemical 

properties, was not realized. This has shown us that, unlike with carbons, the surface of 

these materials does nor play an important role in the irreversible capacity. 

This work may be of interest to those developing new molecular sieves or others 

working with silicon ox$zirbides. Dow-Corning has decided to file a on this pore 

creation process, based on our findmgs. 

After a comprehensive study of the electrochemical properties of materials containing 

silicon, carbon, and oxygen, it is our opinion that the most commercially relevant materials 

contain-wry little oxygen (see Section 10.1.3). Although materials with higher reversible 

capacities can be found near 25% silicon, 45% carbon, and 30% oxygen, they also have 

higher irrevenible capacities and larger charge-discharge voltage hysteresis. These 

negative properties appear to be linked to the oxygen content in the samples, as was 

shown in Figures 8- 16.8- 17, and-8- 18. Thus oxygen content should be minrmized in order 

to make the most relevant materials. Perhaps some of the lithlurn is consumed by oxygen 

to make local atomic arrangements resembling those found in Li20. Such a reaction may 

be mostly irreversible. 
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Dow-Corning Ltd. benefited from our collaboration anddecidedlo file for a patent 

based on our polysiloxane work (Dahn, 1996;). They also filed for a patent on some 
J; 0 

polysilazane work we did (Dahn, 1996d), which w p  not Gmsented in this thesis for 

reasons of relevance (polysilazanes also contain nitrbgen). Moli ~ n e r g ~  (1990) Ltd. (v 

benefited from our preliininary work on polysiloxane pyrolysis and filed two patents based 

on those findings (Wilson, 1994~; Xue, 1995b). 

10.1.3 The Pyrolysed Pitch-Polysilane Blends 

The XRD patterns of the products from .the pyrolysis of the pitch-polysilane blends II 

4 

showed characteris- of disordered carbons. This suggested a nanodispersion of silicon 

atoms in the pitch-based disordered carbon structure. Electrochemical tests showed that 

these materials have a roughly linear dependence of reversible capacity for lithium 

insertion on silicon content (1 20 wt. % Si). The maximum reversible capacity attained 

was over 600 rnAhlg. For the lower polysilane weight petcent materials. t h e , ~ R D  profiles 
A 

appeared identical to the materials made by CVD. Elemental analysis showed that these a . 
materials contained significant amounts of oxygen. The electrochemical behaviour (as 

detailed by the differential capacity plots) shows that the pyrolysed blends are not identical 

to the CVD m%teri+s. The silicon K-edge results confm this, showing that the local 
D "  

chemical enviro&ne$ of the stlicon atoms in the pymlysed blends is more closely related 
, .&*' 

to some of thesi-0-C materials. Unllke pr&iously made nanodispersions of silicon, thew 

materials are probably nanodispersions of silicon oxycarbides in pregraphitic carbons. 

They exhibit higher reversible capacities than the materials made by CVD and can be made 

at a much lower cost. Dow-Corning benefited from this aspect of our collaboration also, 

and has filed one patent on our pitch-polysilane blend work (Dahn, 1996b) and a second 

on related work we did on polysilane pyrolysis (Dahn, 1996~). 

10.2 RECENT WORK 

Over the course of thls work, others improved the performance of disordered carbons 
Y 

(Zheng, 1996d; Xing, 1996~). One of the major drawbacks remaining was the relatively 



high irreversible capacities of these materials. By a novel synthesis and cell assembly 

technique, Xing et al. were able to reduce the irreversible capacity of disordered 

pyrocarbons horn around 200 m&dg to about 50 rnAh/g (Xing, 1996d), Typically, these 
i 

= carbons are made by pyrolysis under flowing argon %t atmospheric pressure. In the new 

.pr*ess these carbons are pyrolysed under vacuum and, after cooling, are exposed only to 

argon,at at&osph&c pressure. The sd;lplei are kept sealed from the room aunosghere 

while they are transferred -into an argon filled glove box. In this way the cells are 
I ~ -, 

I assgmbled - B without the carbon electrode ever coming* into contact with the atmosphere. 
. ' 

' f ie  irreversible capacity in &rbons is typically attiibuted to lithium consuming reactions 
P 

on the surface of the carbon (Section 6.2.1). Xmg et fil. showed that the irreversible 

capacity in disordered carbons was directly correlated to exposure of the material to COz, 
L 

0 2 .  and air. They claik that the irreversible capacity in hard carbons arises from electrolyte 

decomposidon on nokinally clean carbon surfaces and reactions with surface groups 

which form on carbons when exposed to reactive gases. Thus, the amount of irreversible 

. capacity caused by reactions with these surface groups is deandent "on the gas exposure 

time and involves reactions with species such as hydroxyl, carboxyl functional groupsxor 

-adsorbed water" (Xing, 19963). Now that a method has been devised to reduce the 

irreversible capacities in these carbons, they are prime candidates for use in practical 

lithium-ion cells. 

Other recent advancements involve anode materials which do not contain any carbon. 

In a patent filed by Fujlfdm Celkech Co., Ltd., Idota er al. describe the synthesis of 

hundreds of tin (and other group IV) oxides and oxide composite glasses (Idota, 1994). 

They claim that the reversible reactton of lithnun with such oxides are intercalation 
0 

.reactions and do not involve the formation of tin. Electrochemical in-situ XRD studies by 

Courtney er al. dn SnO, SnOz, Li2Sn03, and SnSiO, have shown that metalbc tin is 

involved (Courtney. 1996). They showed that the principal mechanism is lithium alloying 

with metallic tin which forms after the h t  discharge (initial insertion of lithium). This 

lihum-tin alloying process is quite reversible (possibly due to the presence of a lithia 
Z 

'matrix' whch helps to keep the electrode particles mechanically connected) and the tin- 



oxides exhibit reversible capacities on the order of 1000 mANg (Courtney,'l996). These 

materials are not only promising candidates for use in practical lithium-ion cells. F u j W  

'has announced that one of these materials will be used in the 'Stal-ion' lithium ion 

rechargeable battery, slated for volume production in January 1997 (Fujifilm, 1996). 

Chemical vapour deposition is a useful technique for making novel materials. 

Nanodispersions of other litluum alloying elements, such as aluminum, bismuth, lead and 

others might be possible, and warrants further investigation. As with any CVD, special 

attention needs to be paid to the deposition conditions. If carbides are unintentionally 

synthesized, then a changing of the vapour flow and other deposition parameters, such as 

pressure and temperature should be attempted. If interesting materials which appear to be 

useful zirk -produced, then other techniques can be sought to make the materials in a less - 
" expensive fashion. 

Further work is needed to fully understand the chemical origin of the irreversible 

capacity and hysteresis in the silicon oxycarbides. An understanding of the nature of the 

.lithium insertion into these materials would be very useful. We suggested at the end of our 

- pkliminary Si-0-C work that there were two obvious paths to follow. Now that a fairly 

exhaustive study of the effect of stoichiometry has been done, modeling techniques for 

glassy structures, llke reverse Monte Carlo structure determination (McGreevy, 1993), 

can be used to gain insight into the possible structures of these materials. Simple modeling 

", 
of the silicon K-edge can also be done to provide one with the most likely local chemical 

d 
environments of silicon atoms-in these materials. These can then be used as 'seeds' to start 

F 

a reverse Monte Carlo andysisbf tiie structure. Once this work has been done, it can be 

applied to the electrochemical data in an effort to understand the nature of the lithiurn * 

\, 

insertion. Much of the data required to do this has been collected, although time and 

resources (i.e. people) were not 

In-situ XRD studies of sikon des and pyrolysed pitch blends could lend 

insight into the nature of the lithwn L k n  in these materials, as it did in the tin oxides ' 
- 



(Courtney, 1996). This, in turn, could be applicable to understanding the mechanisms in 

the silicon oxycarbides: 

It was shown that the oxygen in the pyrolysed pitch blends was related to the 

irreversible,capacities-and hysteresis in these materials. Since these are undesirable 

characteristics, fu&re work should focus on reducing the oxygen content i n  these 

materials. It is W e b  that the oxygen was introduced during pyrolysis. Thus, efforts - 
should focus on different synthesis techniques which do not involve the use of oxygen- 

containing compounds (i.e. catalysts, solvents, pitches). 

From the study of all the carbonaceous materials containing silicon, the most 

commercially relevant materigs appear near 14 at. % silicon and 80 at. % carbon. The 

pitch-polysilane blend pyrolysis provides the most direct method to make these m a b a l .  

Note how closely spaced the samples are near 100% carbon and how much space there is 

between samples I14 and I6 (See Figure 9-7). More work could be done with different 

pitches and poiysilanes to make samples located in the range of.10 to 20 atomic percent 

silicon. The use of different pitches and polysilanes which gwe stoichiometries in this 

range could provide even higher capacities than those already observed. Other pyrolysis 

methods (like the vacuum pyrol is used to make the low irreversible capacity pitch 

carbons) might help to reduce the irreversible capacity in these materials (once the oxygen 

content has been reduced). 

Although extensive studies have been aompleted, plenty of work remains to be done - 
which could further im rov the materials made and gain an understanding of the Jh-5 
mechanisms of the lithium insertion into them. 
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