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Abstract 

In recent years, there has been a renewed explosion of interest arid activity in the area 

of digital speech compression. primarily due to the rapid development of very large 

scale integrated circuit techno log!^ that has enabled cost effective implementation of 

sophisticated speech compression algorithms. Speech compression has a variety of 

application such as digit21 cellular phones, personal communications systems, and 

multi-media communications. 

Code excited linear prediction(CELP) is the dominant waveform speech coder at 

rates above 4 kbps while vocoder-based speech coders have become more prevalent 

at lower bit rates. I n  terpolative speech coding or prototype waveform interpolation 

(PWI) has emerged recently as a new class of coders belonging to the gray area 

between waveform coders and vocoders. Intel-polative coding encodes only part of 

a speech signal, called prototype waveforms? and the missing part is recovered by 

interpolation between prototype waveforms. Interpolative coding has shown good 

potential to substantially reduce the bit rate. 

This thesis proposes a phase codebook model to quantize phase information of 

speech prototype waveforms at low bit rates. The most challenging problem in 

phase quantization is the lack of a meaningful phase distortion criterion. Previ- 

ous research efforts in phase quantization apply the minimum mean square error 

..* 
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(MSE) criterion on phase values in the frequency domain. This criterion results in 

poor phase quantization. In the proposed model, the minimum mean square error 

MSE criterion is applied to prot90type waveforms in the time domain. The spectral 

phase of prototype waveforms is separated completely from the spectrai magnitude, 

and quantized using a phase codebook. The model can perform closed-loop wave- 

form alignment, together with the phase codebook search procedure. Experimental 

resuits are presented which indicate that the phase codebook model significantly 

outperforms direct waveform quantization schemes. 

The phase codebook model provides an alternative way of prototype waveform 

quantization and facilitates efficient waveform interpolation. The model has been 

applied to prototype waveform interpolative coding with good results. 
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Chapter 1 

Introduction 

Speech compression has been an ongoing area of research for several decades since 

the vocoder was proposed in 1940s. In the last several years, however, there has 

been a renewed explosion of interest and activity in this area. This is primarily at- 

tributed to the rapid development of very large scaled integrated circuit technology, 

that has enabled cost effective implementation of sophisticated speech compression 

algorithms. Speech compression has a variety of application such as digital cel- 

lular phones, personal communications systems, and multi-media communications, 

where conserving either the bandwidth for transmission or media space for storage 

is required. 

Roughly, speech coding algorithms can be classified into t,wo main categories: 

waveform coders and vocoders. In waveform coders, the waveforms of original speech 

are approximated as close as possible by the reconstructed speech. On the other 

hand, vocoders employ human speech production models which do not try to re- 

produce the detail of speech waveforms, but rat her their perceptually import ant 

parameters. 
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The dominant structure for waveform coders bas been Code Excited Linear Pre- 

diction(CELP) [4]. At rates above 4 kbps, CELP coders have high speech quality. 

However, as the bit rate drops to 4 kbps or below, CELP speech coders suffer speech 

quality degradation simply because not enough bits are available to approximate the 

original speech waveform. 

At rates below 4 kbps, vocoder-based speech coders have become more prevalent. 

An important class of vocoders is based on the sinusoidal model. In this model, the 

speech waveform is represented as a sum of sinusoids. In particular, sinusoidal trans- 

form coding (STC) [24] [42] [40] [43] [49] and multi-band excitation (MBE) [23] 

1251 coding are both very actively studied versions of sinusoidal coding. 

In recent years, another promising approach to substantially reduce the rate for 

quasi-periodic speech segments is prototype waveform Interpolation (PWI). This is 

a class of coders belonging to the gray area between waveform coder and vocoder. In 

interpolative coding, only a part of the original speec.h, called prototype waveforms, 

is encoded, and the missing part of the speech is recovered by interpolation between 

known prototype waveforms. 

I. 1 Thesis Motivation and Contribution 

Recent speech coders, using either the sinusoidal model or interpolative coding, 

bring new challenges to the field of speech coding. One of the challenges common 

to these coders is the quantization of the phase information of sinusoids at low bit 

rates. 

In some variants of the sinusoidal model such as the original MBE [23], spec- 

tral phase information is extracted from the input speech spectrum and quantized. 
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Because the quantization of phase needs high bit rates, other versions of the si- 

nusoidal model discard the measured phase in order to achieve low bit rates. For 

example, IMBE [25] encodes the spectral magnitude, discards the measured phase, 

and uses the predicted phase to reconstruct speech at the decoder. The STC coder 

[40] recovers phase information from spectral magnitudes using the Eilbert trans- 

form Relation while assuming that speech is a minimum phase signal. Interpolative 

coders have also faced the challenge of quantizing the phase information at low bit 

rates. P WI [30] encodes phase information implicitly with the spectral magnitudes, 

while t ime frequency interpolation (TFI) [54] quantizes the spectral magnitudes 

only. 

This thesis proposes a phase codebook model to quantize phase information of 

speech prototype waveforms at low bit rates. The most challenging problem in 

phase quantization is the lack of a meaningful phase distortion criterion. Previ- 

ous research efforts in phase quantization apply the minimum mean square error 

(MSE) criterion on phase values in the frequency domain. This criterion results in 

poor phase quantization. In the proposed model, the minimum mean square error 

(MSE) criterion is applied to prototype waveforms in the time domain. The spectral 

phase of prototype waveforms is separated completely from the spectral magnitude, 

and quantized using a phase codebook. The model can perform closed-loop wave- 

form alignment. together with the phase codebook search procedure. Experimental 

results are presented which indicate that the phase codebook model significantly 

outperforms direct waveform quantization schemes. 

The phase codebook model provides an alternative way of prototype waveform 

quantization, and facilitates efficient waveform interpolation. The model has been 

applied to prototype waveform interpolative coding with good results. 
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1.2 Thesis Organization 

This thesis is organized into six chapters. Chapter 2 provides a brief overview of 

the fundamentals of speech coding together with a few dominant speech coding 

algorithms. Chapter 3 presents an overview of the emerging interpolative coding 

which is necessary to facilitate a better understanding of Chapters 4 and 5 .  

In Chapter 4, a new phase codebook model is proposed and a detailed derivation 

of the model is presented. Different interpolation techniques are compared and 

used in the phase codebook model to significantly reduce computational complexity. 

The model is validated by comparing its performance with two different reference 

systems. 

In Chapter 5 ,  the phase codebook model is applied to prototype waveform inter- 

polation coding. An efficient interpolation scheme of prototype waveforms based on 

the phase codebook model is presented. a speech coder based on interpolative cod- 

ing is developed. Subjective listening results are also presented. Finally, conclusions 

are presented in Chapter 6. 



Chapter 2 

Fundamentals of Speech Coding 

In this chapter, we will first review the concepts of linear prediction and vector quan- 

tization. Most of the current speech coders are based on these concepts. Second, we 

will discuss some of the current dominant speech coding algorithms, namely code- 

excited linear prediction JCELP), sinusoidal transform coding (STC), and multiband 

excitation coding (MBE). The description of these speech coders emphasizes the 

concepts and problems which are relevant to the proposed phase codebook model 

covered in chapter 4 and the speech coders covered in chapter 5. A comprehensive 

review of the state-of-the-art of speech coding can be found in [20]. Another emerg- 

ing class of speech coding algorithms, interpolative coding, will be reviewed in more 

detail in the next chapter with the goal to introduce the concepts and notations 

that are important in later chapters. 
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2.1 Linear Prediction of Speech 

In this section, the concept of linear prediction is briefly introduced. More detail 

can be found in [37]. 

Linear pi-ediction, under various names and formulations, is widely applied in 

many fields. The first researchers to directly apply linear prediction techniques to 

speech analysis and synthesis were Saito and Itakura, and Atal and Schroeder in 

1960s. 

In a speech signal, the linear prediction of the current sample s(n) is obtained 

as a linear combination of the past samples, 

M 
S(n) = - C aks(n - k). 

k=l 

where, ak are the linear prediction coefficients and &I is the order of the linear 

predictor. The prediction error is defined as 

The optimal set of ak are chosen by minimizing the variance of the prediction error 

under the assumption that s tn)  is stationary and zero-mean. The variance can be 

written as 

Taking the derivative of eqn. ( 2.3) with respect to ak, we obtain the following 

Yule- Walker equations 

where r k  is the autocorrelation function of s(n). In a matrix form, eqn. ( 2.4) can 

be written as 
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where RS is the autocorrelation matrix of s (n) ,  a = [as,  n ~ ,  . . . , aMIT,  is the linear 

prediction coefficient vector and rs = [T I ,  T Z ,  . . . , r M I T .  

If the matrix Rss is non-singular, then the optimal linear prediction coefficients are 

given by 

The autocorrelation matrix of a stationary sequence has a Toeplit z structure, hence 

efficient coefficient estimation algorithms such as the Levinson-Durbin algorithm 

[37] can be used. 

In the frequency domain, the linear prediction model has the following transfer 

function 
M 

A(;)  = a i z  -k (2.8) 
k=O 

In speech coding, the prediction error signal e ( n )  is called the residual signal. The 

relation between tche residual and speech signals is illustrated in figure 2.1. The 

residual signal is obtained by passing the original speech signal s ( n )  through filter 

A(z ) .  On the other hand, original speech s ( n )  can be reconstructed by passing the 

residual signal e ( n )  through filt-er l /A(z).  Hence the filter is known as the synthesis 

filter. This filki is the basis of many speech coding algorithms such as Code-Excited 

Linear Prediction (CELP). 
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Synthesis 
Filter 

Inverse 
Filter 

Residual - 

Speech 1 I Residual 

I /  A(Z) 

Figure 2.1: A ( z )  in the Frequency Domain 

2.2 Vector Quantization 

In this section, we discuss briefly the concept of vector quantization (VQ). More 

detail can be found in [213, [22f, and [l]. 

A fundamental result of Shannon's information theory is that better perhrmance 

can always be achieved by coding vectors instead of scalars, even if the data source is 

memoryless. In other words, even if the scalars have been produced by preprocessing 

the original input data so as to make them uncorrelated or independent (for example, 

the Karhunen-Loeve transform), better performance is still achievable: by vector 

quantization. 

Vector quantization can be viewed as a form of pattern recognition where an 

input pattern is " approximated" by one of a predetermined set of standard patterns, 

or in other words, the input pattern is matched with one of a stored set of templatjes 
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or codewords. 

If the input signal is a k-dimensional vector x, a vector quantizer Q of dimension 

k and size N is a mapping from x in k-dimensional Euclidean space, xk, into a finite 

set C ,  where C = {yj : j = 1,2, .  . . , N ), and yj E Rk. Each vector yj in C is 

called a codevector or codeword, and C is called the codebook. 

The mapping decisions partition R~ into N regions, Rt, i = 1 ,2? .  . . , N, called 

cells. 7'he ith cell is the subspace of Rk containing all vectors which are mapped by 

Q into yi 

A distortion measure, d ( x ,  Q ( x ) ) ,  is used to measure the dist.ortion or error due 

to the mapping (quantization). A common distortion crit,erion is the Euclidean 

distance 

For a given codehook, it can be shown that the nearest neighbor partition rule 

is optimal in the sense that the average distortion between the unquantized and 

quantized vectors is minimized [21]. The partition cell R,k using the nearest neighbor 

rule is defined as 

On the other hand, If the pa,rtitions Rr are given, it call be shown that the opti- 

mal codeword yi for each partition R ~ S  t.he centroid of R!, denoted by  gent(^!) 1211. 

The centroid of defined as 

yi = cent($" if E[d(x3yi)lx E ~~j 5 E[d(x,y)(x E R,"] for y E R," (2.12) 



Eqns ( 2-11) and ( 2.12) represent necessary conditions for codebook optimality. 

The LBG algorithm 1341 utilizes the above two optimality conditions to de- 

sign VQ codebooks by minimizing the average error over a training data set. The 

algorithm is similar to the K-means algorithm in pattern recognition and is also a 

generalization of Lloyd's algorithm for scalar quantization. The iterative generalized 

Lloyd algorithm (GLA) can be summarized as the following steps: 

1. Given a training sequence x,i = 1,2,. . . , M ,  and an initial codebook C(0). 

Set iteration counter q  = 0. 

2. For a given codebook C ( q ) ,  partition xi, i = 1,2, .  . . , M into N celis, R;(~), j = 

1,2,.  . . , N ,  using eqn.( 2.11). 

3. For each partition cell ~ ; ( q ) ,  compute Cent(R;(q)) using eqn. ( 2.12), and 

update the codewords of the codebook C(q)  with t h  centroids to obtain a 

new codebook C ( q  + 1 ) .  

4. Calculate the overall distortion 

if f D(q+ I )  - D(q) j /D(q )  < S t.hen stop. Otherwise set q=q+1 and go to Step 

The average distortioi; produd GLA-designed codebooks converges only to 

a local minimum; a different initial csdehook can result in a diiFerent final codebook. 
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2.2.1 Sub-optimal Vector Quantization 

The rate of a vector quantizer in bit rates per sample is given by r = (log2 N ) / k ,  

where N is the codebook size, and k: is the vector dimension. If we fix the rate 

r ,  N increases exponentially as vector dimension k increases. This also means the 

computational complexity increases exponentially. 

In practice, due to limitations in complexity and/or available storage, sub- 

optimal VQ with multiple codebooks is often used instead of th- optimal VQ with 

a large single codebook. A significant reduction in the computational complexity 

of VQ can be achieved by using codebooks with structures amenable to fast search 

procedures. There are many structured sub-optimal VQ schemes. Two of these 

schemes, namely, Split VQ and multi-stage VQ, are used the later chapters of this 

thesis. 

Multi-stage VQ divides the quantization procedure into successive stages, where 

the first stage performs a coarse quantization of the input vector. Then, a sec- 

ond stage quantizer quantizes the differential error between the original vector 

and the first stage quantization output. ,4 similar procedure is repeated for 

each stage. The reconstructed vector is the sum of codevectors from these 

different st ages. 

Splzf VQ divides the input vector into multiple subvectors, And each subvector 

is quantized by its own codebook. The reconstructed vector is the concatena- 

tion of reconstructed subvectors. 

More details of other suboptimal VQ schemes can be found in [21]. 



CHAPTER 2. FUNDAMENTALS OF SPEECH CODING 

2.3 Code-Excited Linear Prediction 

Starting from this section to the end of the chapter, we discuss three important 

classes of speech coders. 

One of the most important speech coding algorithms in use today is code-excited 

l inear prediction (CELP). Currently, CELP based speech coding systems have pro- 

vided a basis for most speech coding standardization activity, though recently, 

vocoder type models are playing an increasing role in evolving standards for the 

future. 

The original CELP was proposed by Atal and Schroeder [4]. Since then, numer- 

ous advances to CELP coding have been developed to reduce complexity, increase 

robustness to channel errors, and improve quality. A comprehensive review of CELP 

coder literatures can be found in [20]. In this section, we will focus on the linear- 

prediction-based analysis- by-synt hesis approach, which is the basis of CELP coders. 

2.3.1 Analysis- by- Synt hesis 

The analysis-by-synthesis model used in CELP is shown in figure 2.2. The upper 

part of the figure is the synthesis part, and speech analysis is performed by synthe- 

sizing the waveforms for different codebook entries and comparing to the original. 

In other words, the synthesis procedure is part of the analysis procedure. 

In the synthesis part, the synthesized speech i(n)is reconstructed by passing a 

code vector cj from the excitation codebook through the long-term prediction filter 

l/l?(z) and the short term prediction filter l/A(z). The long-term filter l /B(z) 

models the quasi-periodicity of voiced speech, and the short-term filter l/A(z), called 
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the synthesis filter, is the inverse of linear prediction filter A(z) discussed in section 

2.1. The coefficients a; of A(z)  are the linear prediction coefficients. 1/A(z) attempts 

to model the voice production procedure in the human vocal track. 

After the synthesis part obtains a possible synthesized speech signal by passing 

an excitation codevector through l /B(z) and 1 /A(z), the the synthesized speech 

i (n )  is subtracted from the original to provide a differential signal d(n). Then d(n) 

is passed through the weighting filter W ( z )  to provide a weighted differential signal 

f (n). Finally a mean square error (MSE) is obtained by the summation of squared 

f (n) in a given block (frame or subframe). 

By repeating the above procedure, we obtain a MSE for each codevector of the 

excitation codebook. The codebook entry that generates the minimum MSE is 

chosen and the index of the entry is transmitted to the decoder. This completes the 

codebook search procedure. This encoding procedure is called analysis-by-synthesis 

because the speech analysis is performed by synthesizing-the encoder includes a 

complete decoder. Embedded in the A-by-S procedure, is the concept of the closed- 

loop search for the best entry in the excitation codebook. In CELP, A-by-S and 

closed-loop search significantly improve the quality of the reconstructed speech. A 

disadvantage of A-by-S is a significant increase in the computational complexity. 

The weighting filter W(z) in the diagram is defined as 

where yl and 72 are constants between 0 and 1. The function of the weighting filter 

is to exploit the masking properties of the human auditory system. The human 

ear is more sensitive to noise frequency components that lie in the valleys between 

formants, than to components in close proximity to the formants. The perceptual 

weighting is to attenuate the frequency components of the quantization noise in 

these valleys, thus giving better perceptual speech quality. 
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2.3.2 Complexity Reduction in Closed-Loop Search 

The original CELP description shown in figure 2.2 only presents the basic conceptual 

idea, and a direct implementation of this diagram results in very high complexity. 

In order to efficiently handle the closed-loop search operation, usually the filtering 

in figure 2.2 is decomposed into zero-input response (ZIR) and zero-state response 

(ZSR) as shown in figure 2.3 1161. 

The output of the synthesis filter can be written as the sum of zero state response 

(ZSR) and the zero input response (ZIR) by using the linearity property of the 

synthesis filter. The ZIR does not depend on the choice of the code vector in the 

excitation codebook. The ZSR is the output of the filter with memory set to zero, 

and it does not depend on the excitation vector of previous frames. For the long- 

term predictor, the same decomposition can be applied if the pitch period is greater 

than the processed block size ( frame or subframe). This procedure greatly simplifies 

the codebook search procedure. 

Another technique to reduce the comp~tat~ional complexity of the search pro- 

cedure is to move the weighting filter into branches as shown in figure 2.3. The 

weighting filter now can be combined wit.h the synthesis filter to form the weighted 

synthesis filter, resulting in reduced filtering operations. 

2.3.3 CELP based Speech Coding Standards 

Since the original CELP was proposed, the number of studies of CELP coding 

algorithms has grown steadily. Numerous techniques for reducing computational 

complexity and enhancing the performance of CELP coders have been emerged. As 

a results, a number of CELP based speech coders have been adopted as international 
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standards. These CELP based standards have bit rates from 4.6 kbps to 16 kbps. 

The first CELP based standard is the Department of Defense FS 1016 CELP 

codec [29]. FS 1016 operates at an encoding rate of 4.6kbps, with an extra 200 b/s 

set aside for synchronization, error correction, and future algorithm modifications. 

A main feature of this CELP coder is a sparse stochastic codebook, which enables 

complexity reduction in the stochastic codebook search procedure. 

Another important CELP based coder is the vector sum excitation linear pre- 

diction (VSELP) by Gerson and Jasiuk. It is been adopted as a standard for North 

American TDMA digital cellular tcelephony ( IS-54). A modified version of it is 

also used for the Japanese Digital Cellular (JDC) TDMA standard. The JDC has 

adopted a half-rate standard for the Japanese TDMA digital cellular system called 

pitch synchronous innovation CELP (PSI-CELP) [44]. 

At 16 kbps, ITU-T adopted the low-delay CELP algorithm developed by Chen 

et al, [12] [13] as a standard (G.728). A variable rate coding algorithm called 

Qualcomm CELP (QCELP) was also chosen as the CDMA digital cellular telephony 

standard IS-95. 

The most recent ITU standard at 8 kbps (G.729) is based on conjugate structured 

algebraic CELP (CS-A CELP) [52]. 

2.4 Sinusoidal Transform Coding 

Sinusoidal coders have emerged as an important class of vocoders in recent years, 

and represent a viable alternative to CELP at rates below 4 kbps. The main feature 

of sinusoidal coders is that reconstructed voiced speech is, at the decoder, generated 
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as a sum of sinusoids. The frequencies and phases of these sinusoids try to represent 

and track the evolving short-term spectral character of original speech. 

The conceptual introduction of this approach is due to Hedelin [24]. Since then, 

several variants of sinusoidal coding have been studied such as sinusoidal transform 

coding (STC ) [42] [40] [43] [49] , multiband excitation coding (MBE) [23] [25], 

and harmonic coding [3] [38]. In this section, we describe the STC developed by 

McAulay and Quatieri. (MBE will be described in the next section). We will focus 

only on issues which are relevant to this thesis such as synthesis models and phase 

models for sinusoidal coding. The reader is referred to [40] for a complete discussion 

of STC. 

2.4.1 Speech Synthesis in STC 

Given an estimated set of magnitudes, frequencies, and phases for each frame, a 

straightforward synthesis model used in sinusoidal coding for the kth frame of speech 

where L is the number of sinusoids used for synthesis in the kth frame, A: and w: 

specify the amplitude and frequency of the l th sinusoidal oscillator, and 4: specifies 

the initial phase of each sinusoid. However, if each of consecutive frames is synthe- 

sized using eqn. ( 2.15) without interpolation between parameters of neighboring 

frames, this scheme will generate discontinuity at frame boundaries. To solve this 

problem, we have to interpolate the parameters of the current frame, {Af, w:, &}, 

with those that are obtained on the previous frarne,{~f-', w:-', 4;-' 1 . 

The magnitudes can be easily interpolated as following 
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where T is the frame length, and subscript I is dropped for convenience. 

However, interpolation of the frequencies and phases is more complicated be- 

cause the phase q5k and $"' are obtained modulo 2n. Hence, phase unwrapping is 

required to ensure that the frequency tracks are "maximally smooth" across frame 

boundaries. A cubic polynomial for phase interpolation is required 121 : 

where the term 27rhf,M an integer, accounts for the phase unwrapping. To simplify 

the following derivations, assume a continuous variable t with t = 0 corresponding 

to the center of frame k - 1 and t = T corresponding to the center of frame k. Since 

the starting phase and frequency of the interpolation are known at t = 0, (4"' and 

uk-'), eqn. ( 2.17) can be rewritten as 

Now by writing eqn. ( 2.15) and its derivative for the phase and frequency of frame 

k, 4k and w k ,  to eqn.( 2-18), it can be shown that values of cu and /? have to satisfy 

the relations 

The phase unwrapping parameter k1 is chosen to make the unwrapped phase maxi- 

mally "smooth". A reasonable criterion for "smoothness" is to minimize the second 

derivative of $(t) with respect to time t .  After some derivation, M is found to 

be [42]: 

where round means taking the closest integer. 

As a result of this phase unwrapping procedure, each frequency track will have 

associated with it an instantaneous unwrapped phase. The synthesized waveform 
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for the kth frame will be given by 

From eqns. ( 2.15) and ( 2.21), the parameter set required for sinusoidal coding 

is {A; ,  w:, &), where 1 < 1 < L. This parameter set is exceedingly large for speech 

coding applications at 4 kbps and below. One simple modification to the synthesis 

model for reducing the required parameter set is to assume that the frequencies of 

the sinusoids for a given frame are integer multiples of the lowest frequency (called 

the fundamental or pitch frequency). In this case, it is not necessary to transmit 

the number of sinusoids, L, or the frequency of each sinusoid, wl. 1nstea.d only the 

fundamental frequency wo is transmitted. However, magnitudes A:, and the phases 

#; 1 5 1 5 L still have to be transmitted. In order to avoid direct transmission 

of the phases that requires high bit rates, McAulay and Quatieri have developed a 

sine wave phase model with more efficient parametric presentation, which will be 

described in the following subsection. 

2.4.2 Phase Model in STC 

The sinusoidal speech synthesis model [40] explicitly identifies the phase components 

due to the excitation, the glottis, and the vocal tract. 

For a basic vocoder model, the sequence of excitation pitch pulses can be written 

as a sum of sine waves (in the complex form) 

where no corresponding the time of occurrence of the pitch pulse nearest the center 

of the current analysis frame. The occurrence of this temporal event, called the 
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onset time, ensures that the underlying excitation sine waves will add up with each 

other at the time of pitch pulse. Assume H,(w), Hw(w)  are the transfer functions of 

the glottal pulse and the vocal tract respectively, and let H,(w) = H,(w)Hv(w) be 

the composite transfer function, called the system function. Passing the excitation 

sequence in eqn. ( 2.22) through the filters, we have the output speech signal in the 

complex form 
L 

;3 (n) = H, (wr ) ej("-"~)"' 
k 1  

On the other hand, original speech can be represented in terms of sine waves as 

k 1  

Ideally, i (n )  should be as close as possible to s(n) according to some meaningful 

criteria. A reasonable criterion is the minimum mean squared error (MSE) 

where no is the onset time. The eqn. ( 2.25) can be expanded as 

The first term of eqn. ( 2.26) is the power in the measured signal, which can be 

defined as 

The second term of eqn. ( 2.26) can be rewritten using the spectral magnitudes: 

where A,(#) and O,(w) are the magnitude and phase of the system transfer function 

&(w) in eqn. ( 2.23). Similar to the first term, the third term of eqn. ( 2.26) is the 

power of synthesized speech defined as 
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Using eqns. ( 2.27)-( 2.29), we can rewrite eqn. ( 2.25) as 

Eqn. ( 2.30) was obtained assuming that the system magnitude A,(w) and 

phase O,(w) were known. To obtain the best estimation of onset no, the system 

magnitude and phase have to be estimated first. One estimator for the magnitude 

of the system function can simply be obtained by linear interpolation between the 

available magnitudes of the current frame defined as following 

Because the measured ( or original) phase requires high bit rates to quantize, 

alternatives have to be used to recover the phase. One early method is to simply set 

the system phase 0,((2) to zero, then the optimal onset time no can be estimated 

from eqn. ( 2.30) [49] [a] [48]. Another way of recovering the system phase 

is to assume that the system function is of minimum phase. Then the phase can 

be recovered from the system magnitude using the Hilbert transform [46] as shown 

below. 

From the system magnitude A,(#), the cepstral coefficients c, , m = 0,1, . . . can 

be determined using 

x 

= 1 J log A,(#) c o s ( w r n ) ~  m = 0, I,. . . 
%- 0 

and, hence, the system phase, O,(w) can be obtained using 

Use of eqa. ( 2.33) is incomplete, however, since the minimum phase analysis brings 

aa ambiguity to the system phase O,(w). The ambiguity can be accounted for by 
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generalizing the phase in eqn. ( 2.33) using 

Applying the expressions for the system amplitude and phase in eqn. ( 2.31) and 

eqn. ( 2.34) in eqn.( 2-30), the MSE is 

because only the second term of eqn. ( 2.35) is relevant to the phase model, it 

suffices to choose no and /'? to maximize the second term. Also the value of 3, 0 or 

1, only changes the sign of the second term. Hence the minimization of eqn. ( 2.35) 

is equivalent to maximizing jp(no) 1 where 

The above derivation shows that if the magnitudes of the sine waves are known, 

then the MSE criterion can lead to a technique which estimates the pitch onset time 

no assuming that t8he glottal pulse and vocal track networks are of minimum phase. 

However, because of the minimum phase assumption, the sine wave phase model 

has its inadequacy a t  high frequency of voiced speech and introduces reverberance 

in unvoiced speech. In order to cope with this inadequacy, the model has been 

modified to introduce a voicing transition frequency below which voiced speech is 

synthesized and above which unvoiced speech is synthesized. The voicing transition 

frequency depends on voicing probability of speech, which is defined similar to the 

~ a l u e  of p in eqn.( 2.36). 

2.5 Multiband Excitation Coding 

Multibmd excitation coding (%%BE) was proposed by Griffin and Lim 1231. As a 

member of sinusoidal coding famil& MBE is similar to STC in the sense that both 
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of them treat speech as a summation of sinusoids. But they differ in the parameters 

estimation as well as the synthesis of reconstructed speech. In STC, voiced speech is 

synthesized below a voicing transition frequency, and unvoiced speech is synthesized 

above the voicing transition frequency. The main innovation of the MBE is that 

speech is separated into many frequency bands, and voiced and unvoiced decision 

is made for each individual frequency band. This represents the excitation signal 

bet.ter and results in better speech quality compared to the original vocoder, which 

has only one single frequency band. 

A refined version of MBE, called improved multiband exitation (IMBE) [25], 

was adopted as the Inmarsat standard. 

2.5.1 Speech Synthesis in MBE 

In MBE, the voiced component of speech is synthesized in the time domain while 

the unniced cozponent of speech is synthesized in the frequency domain. The two 

components are added up to obtain the reconstructed speech. The voiced signal is 

synthesized as the sum of sinusoidal oscillators with frequencies at the harmonics of 

the fundamental and u-ith magnitudes set by the spectral envelope parameters. Sim- 

ilar to  STC. this technique has the advantage of allowing the fundamental frequency 

to vary continuously from frame to frame. 

A block diagram of the synthesis model for MBE is shown in figure 2.4. As we can 

see in the figure. the voiced portion of speech is synthesized from voiced magnitude 

envelope samples by adding up the outputs of a bank of sinusoidal oscillators. Each 

acifiator has a frequency equai to a muitipie of the funda?nentak frequency. In the 

continuous time domain, the voiced portion of the synthesized speech can be written 
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where L is number of oscillators, and time-varying amplitudes ~ ~ ( t )  is a result 

of linear interpolation between frames assuming that the amplitudes of unvoiced 

harmonics are zeros. This equation appea.rs to be a continuous time domain version 

of eqn. ( 2.21) in STC. However, the phase function &(t)  is obtained in a different 

way as follows: 

where is the initial phase, and the frequency track w l ( t )  is linearly interpolated 

between E t h  harmonics of the current frame and that of the next frame using 

where T is the frame length. ~ ~ ( 0 )  and uo(T)  are the fundamental frequency of 

the current and next frames respectively, and Awl is a frequency deviation. The 

initial phase do and frequency deviatzionAwr have to be chosen so that the q$(O) 

and dljT) are equivalent to the measured harmonic phases in the current and next 

frames (modulo 2n). Awl should he chosen to be t,he smallest deviation required to 

match the measured phases. If either of Z t h  harmonics of the current frame or that 

of the next frame is marked unvoiced, is simply set to be zero because only one 

measured phase is required to be matched. 

The unvoiced port.ion of speech, on the other hand, is synthesized in the frequency 

domain as shown in the lower branch of figure 2.4. A white noise sequence is 

windo~vect, and FFT is applied to produce samples of Fourier transform. In each 

unvoiced frequency band, the magnitudes of Fourier transform are replaced by the 

unvoiced spectral envelope. which is a result of linear interpolation between the 

envelope sample magnitudes Ai(t). Then inverse transform can be taken to obtain 

She time-domain anvoiced portion of synthesized speech. 
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Finally, the synthesized speech is generated by adding up the voiced and unvoiced 

portions. 

2.5.2 Phase Quantization in MBE 

In the original MBE [23], the phase information is preserved for the purpose of 

obtaining high quality synthesized speech. Two classes of phase information are 

considered important in MBE: the phase difference between consecutive frames and 

relative phases between harmonics in voiced regions. To encode the phases, the phase 

of the current frame are predicted from that of the previous frame, and the difference 

between the predicted and measured phase -for the current frame is quantized using 

a Lloyd-Max quant izer. 

The phases of harmonics in frequency regions declared unvoiced do not need to 

be coded because they are not required by the speech synthesizer. Only the phases of 

voiced bands are encoded, hence the bit rate required for phase quantization varies 

from 0 bit/sec for completely unvoiced speech to 2250 bit/sec for complete voiced 

speech [23]. 

2.5.3 The IMBE Coder 

Improved muttiband Excitation (IMBE) [25] is a refined version of MBE. Compared 

to MBE (8 kbps), it has a reduced bit rate of 4.15 kbps, and it uses predicted phases 

for voiced speech synthesis instead of the measured phases. 

Similar to MBE, the unvoiced and voiced components of the reconstructed speech 

signal are synthesized separately. The unvoiced component speech synthesis is the 
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same as that of MBE. However, the synthesis method. for the voiced component is 

different from that of MBE simply because the measured phases are not available 

in IMBE. Following is a brief description of IMBE's synthesis scheme for voiced 

components. 

Assume N is the synthesis frame length, the phase of lth harmonic in frame k is 

replaced by a predicted phase defined as 

where #$-I is the predicted phase of frame k - 1, and wt  and w,*-' are the funda- 

mental frequencit.; qf frames k and k - 1 respectively. 

To avoid "buzziness" in the reconstructed speech as a result of too much phase 

coherence in eqn. ( 2.40), the IMBE algorithm includes a mechanism for adding 

random noise to the phases of the upper voiced harmonics in proportion to the 

percentage of bands declared unvoiced. 

After obtaining the predicted phase, IMBE uses the quadratic phase interpola- 

tion described in eqns. ( 2.38) and ( 2.39) to preserve phase continuity at frame 

boundaries by allowing a small discontinuity in frequency, Aw. In the discrete time 

domain, the detailed interpolation equations can be written as 

where 0 5 n < N. Note that eqn. (2.43) sets 

which, when used in eqn. (2.42) will guarantee 

samples n = 0 and n = N .  

Aw to the smallest possible value 

phase continuity at the boundary 
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2.6 Summary 

In this chapter, the basic concepts of linear prediction and vector quantization have 

been briefly described. We discuss a dominant speech coding algorithm, CELP, 

which utilizes both concepts of linear prediction and vector quantization. While 

CELP coders generate high quality speech above the rate of 4 kbps, sinusoidal 

vocoders have emerged in recent years as alternatives to CELP at low bit rates. We 

describe in this chapter two versions of versions of sinusoidal coders, namely STC 

and MBE. 



Chapter 3 

Interpolative Speech Coding 

Initially proposed by Kleijn [30], interpolative coding is a relatively new technique 

which lies in the grey area between waveform coding and vocoders and is seen as 

a merging of CELP and sinusoida! coding. Because CELP (a dominant waveform 

coder) and sinusoidal coding (an important class of vocoders) are complementary, 

interpolative coding has good potential to provide high quality speech at low bit 

rates. This chapter describes current available interpolative coding schemes, which 

will facilitate understanding for chapters 4 and 5. 

3.1 The Concept and Basic Structure 

CELP can generate high quality speech at bit rates above 4.8kbps using the analysis- 

by-synthesis procedure. This procedure is essentially a waveform matching technique 

to reconstruct synthesized speech as closely as possible to original speech. As the 

bit rate goes down below 4.8 kbps, the accuracy of the matching decreases thereby 

creating noisy synthesized speech. 



CHAPTER 3. INTERPOLATIVE SPEECH CODING 3 1 

Voiced speech is a quasi-periodic signal; CELP takes advantage of the quasi- 

periodicity by employing a long-term pitch filter or an adaptive codebook. To exploit 

better this periodicity, interpolative coding encodes only parts of a speech signal, 

called prototype waveforms, and the missing parts of the speech signal are recovered 

by interpolation between encoded prototype waveforms. A prototype waveform is 

defined as the waveform of a single pitch cycle. Figure 3.1 shows the concept of 

prototype waveform interpolation. The solid lines in the figure present prototype 

waveforms, while the dashed lines present recovered waveforms. The recovered wave- 

forms are obtained by interpolating the waveform shapes as well as the pitches of 

prototype waveforms. 

Various interpolative coding systems [54] 1311 [8] [39] [50] 1581 have been 

proposed since the introduction of the PWI coder [30]. These systems differ in de- 

tailed waveform represent at)ion, quantization. and interpolation. However, the basic 

structure of different interpolative coders is similar and can be illustrated as in fig- 

ure 3.2. In this block diagram, prototype waveforms can be either extracted from 

input speech or residual. The basic structure can be divided into four functional 

blocks: (1) prototype waveform extraction (2) waveform alignment (3) representa- 

tion and quantization of prototype waveforms (4) interpolation between prototype 

waveforms. These functional blocks are inherently dependent on each other. For 

example, a specific implementation of prototype wal-eform alignment depends on 

the specific representation and quantization of prototype waveforms. However, we 

attempt to separate these functional blocks as much as possible for the purpose of 

easy understanding of the basic structure. In the rest of this section, functional 

blocks (1) and (2) will be discussed together with a general form of interpolation 

between prototype waveforms. In sections 3.2 and 3.3, functional blocks (3) and 

(4) will be discussed in detail. 



CHAPTER 3. INTERPOLATIVE SPEECH CODING 

prototypei interpolated iprototype 
waveformi waveform waveform , 

I 

I 

Figure 3.1: The Concept of Prototype Waveform Interpolation 



CHAPTER 3. INTERPOLATIVE SPEECH CODING 

Input Speech 
or Residual 

reconstructed 
speech or residual 

Figure 3.2: The Basic Structure of Pr~tot~ype Waveform Interpolative Coding 

L/ Prototype Waveform Prototype Waveform 

3.1.1 Single versus Multiple Prototypes 

Earlier interpolative coding schemes, such as prototype waveform interpolation (PWI) 

[30] and time frequency interpolation (TFI) [MI, belong to a class called single pro- 

totype waveform interpolation. In the past two or three years, another class of 

interpolative coding, called multiple prototype waveform interpolation, has emerged 

1321 [9]. Single prototype systems typically transmit a prototype waveform at inter- 

vals of 10ms-20ms. Single PWI systems ( PWI here is used as a general term) can 

encode only voiced speech, and a different coding algorithm is required to encode 

unvoiced speech. In other words, the basic structure shown in figure 3.2 is only 

applicable to voiced speech. However, multiple PWI systems have a much higher 

prototype update rate, and the update rate is high enough that the same algorithms 

can be used to encode both voiced and unvoiced speech. 
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1 is the same as part of prototype 2. Because of this overlapping, more complicated 

interpolation schemes are required in multiple PWI. Section 3.3 provides a more 

detailed description of interpolation schemes, and section 5.1 presents an efficient 

interpolation scheme ba.sed on the proposed phase codebook model. 

3.1.2 Practical Prototype Extraction 

As shown in figure 3.2, prototype waveforms can be extracted either from a speech 

signal or from a residual signal depending on the detailed structure of the interpola- 

tive coder. A prototype extraction algorithm searches through a given segment of a 

speech or residual signal to obtain a prototype waveform, i.e., one of the pitch cycles 

of the given segment. The objective of the algorithm is to maintain continuity at 

prototype boundaries if we repeat periodically the prototype waveform on the time 

axis. 

Kleijn [30] has proposed an extraction method on the speech signal using a 

criterion which maximizes the prediction gain. First an arbitrary location point is 

defined. Starting from this point, take an interval of speech with the length of the 

interval close to the estimated pitch period. Then repeat this interval to generate 

a periodic signal and perform linear prediction on the periodic signal. The length 

which results in a maximum short-term prediction gain is chosen to be the length 

of the prototype waveform. This length minimizes boundary discontinuity because 

the linear predictor cannot predict discontinuity at boundaries of repeated intervals. 

The disadvantage of this method is the high computational complexity. 

The above maximum prediction gain scheme cannot be directly applied to a 

residual signal. However, prototype waveforms can be extracted using pitch-pulse 

markers from an upsampled residual signal. The pitch pulses are first located, and 
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a prototype waveform boundary is selected in t-he middle of two pitch pulses. This 

will likely result in a low energy level at the prototype vaveform boundaries because 

most residual energy resides around pit,ch pulses. 

3.1.3 Alignment of Prototype Waveforms 

Waveform alignment is an important concept in interpolative coding. Because a 

prototype-extracting algorithm can locate the starting point of a prototype at any 

location in a pitch cycle, waveform alignment is necessary both to have better proto- 

type quantization efficiency and to reconstruct synthesized speech using prototype 

waveform interpolation. Figure 3.4 illustrates the concept of alignment between 

prototype waveforms. In the figure, prototype waveform 2 is aligned with prototype 

waveform 1. 

Prototype 
' Wavefornl 

' Prototype : Waveform 1 

- Prototype , Aligned 
Prototype ' Waveform 2 
Waveform 2 

Before Aliqnement After AligLment 

Figiire 3.4: The Concept of Alignment between Prototype Wavefornls 

Note that the prototype waveforms 1 and 2 in figure 3.4 are of the same length, 
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which is not generally the case because of the varying pitch. To align two prototype 

waveforms with different lengths in the time domain, one has to normalize the 

prototype waveforms to a fixed length ( i-e. 2x), then the circular cross-correlation 

function between these normalized prototypes can be used to find the best alignment 

shift between two prototypes. 

Before introducing the definition of the circular cross-correlation function. let us 

introduce the concept of the instantaneous prototype uiuzwjorrn [:30]. 

A prototype waveform can be seen as one cycle of a periodic signal. with it,s 

period h itch) and waveform shape evolving with time. For a given time instant 

t. the pitch and shape of the protsotype waveform can be frozen. By introducing 

an abstract time axis 7. the frozen prototype waveform can be seen as one cycle 

of a periodic function z(t .7) .  Associated with each time instant t .  is a pitch value 

p(t )-the pitch period of z ( t .  7).  Xormalizing the pitch period of z ( t ,  r )  in the time 

axis r, we obtain a periodic function. called the inslan t u n m u s  prototype waveform 

at time instant t ,  as follows: 

where 6 is the same as the continuous time axis r with a scale factor. u ( t .  o )  is 

periodic with period 2;;: 

Xote that utt. o )  can be seen as a two dimensional signal of the time axis t and the 

abstract time axis o. When the time instant f is fixed, -Eye have an i~?st,antaneous 

prototype waveform, uf t ,  0). along ahst ract time axis o. 

Sow suppose two prototype waveforms ~ ( t , - ~ ,  d) and u( t ,  . o)  are available at time 

instants t = and t = ti respectively. and we want to align these two prototype 
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waveforms. The circular cross-correlation function between u(t;-I ,$)  and u(t;, $) is 

defined as 

where ((4 - <))2r means modulo 27;. The best circular shift [ is obtained using 

This technique is a general time-domain alignment scheme. The specific implemen- 

tation of the time-domain alignment depends on how the prototype waveforms are 

represented. In [30]. since prototypes are represented as a set of Fourier-series 

coefficients, the time-domain correlation becomes a procedure which exhaustively 

searches for a best phase shift angle from 0 to 27r (See section 3.2 for details). 

The disadvantage of time-domain based alignment algorithms is high computational 

complexity. 

Another way of performing alignment is in the frequency domain. Frequency 

domain schemes are more efficient computationally due to the fact that integration 

in the continuous time domain (or convolution in the discrete time domain) becomes 

multiplication in the frequency domain. In this thesis, a frequency domain alignment 

scheme is used (See section 5.2.5). Burnett and Bradley [9] have also used a 

frequency domain scheme. 

3.1.4 General Form of Interpolation Between Prototypes 

Practical schemes of interpolation between prototypes depend on how prototype 

wmeforrns are represented and quantized. For example, a prototype waveform can 

be represented as a set of Fourier series coefficients. Because this Fourier series repre- 

sentation implicitly includes the spectral phase of the prototypes, the corresponding 
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interpolation scheme can use the available spectral phase in the interpolation pro- 

cedure, and it can be quite different from other interpolation schemes used by a 

representation without spectral phase. 

However, before going into detailed representations and quantization of proto- 

type waveforms in the following sections, a discussion of the general form of inter- 

polation between prototypes is helpful. Following is the derivation of the general 

form of interpolation between two prototype waveforms 1301. 

An "ideal" interpolation should not generate discontinuity and should have a 

smooth pitch contour. Let u(0. d) and u ( T ,  d), as defined in eqn. ( 3.1), be two in- 

stantaneous prototype waveforms at time inst,ant t = 0 and t = T respectively, and 

we want to perform waveform interpolation between these two prototype waveforms. 

Waveform alignment discussed in the previous subsection is required before interpo- 

lation. For simplicity, assune these two prototype waveforms have been aligned. The 

interpolated instantaneous prototype waveform at time instant t ,  where 0 5 t < T, 

can be written as 

where cL(t) is a monotonically increasing interpolation function and satisfies a(0) = 0 

and o ( T )  = 1. Only when both u ( O 1  4) and u(T, 4) have the same normalized pitch 

period, the interpolation eqn. ( 3.5) makes sense. 

If the same interpolation function a( t )  is applied to the interpolation of pitch 

values, the pitch value i ~ t  time instant i. is 

The pitch p( t )  changes all the time along time axis t from 0 to T ,  and we have to 

reconstruct a signal in which the instantaneous interpolated prototype waveform at 

time instant t satisfies: 
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1. The instantaneous waveform shape is obtained using eqn. ( 3.5 ) 

2 .  The instantaneous pitch of the waveform is p ( t )  in eqn. ( 3.6 ) 

The desired signal e ( t ) ,  can be obtained by the concatenation of infinitesimal seg- 

ments of the instantaneous prototype waveforms satisfying the above two conditions. 

The first infinitesimal segment is obtained by un-normalizing the normalized proto- 

type waveform u(0 ,  $) in an infinitesimal interval dt  around time instant t = 0: 

e(O + d t )  = u 

By maintaining the continuity of the phase between the boundaries of these infinites- 

imal intervals, we have the desired reconstructed signal: 

Eqn. ( 3.8) is the general form of waveform interpolation. It applies to both single 

PWI and multiple P WI systems. In practice, this continuous-time-domain general 

form of waveform interpolation is computationally expensive to approximate in the 

discrete time domain. However, we will show in chapter 5 that this form of inter- 

polation can be efficiently implemented in the discrete time domain based on the 

proposed phase model. 

There are different ways of implementing the general form of prototype waveform 

interpolation depending on how prototype waveforms are represented and quantized. 

The next section discusses the representation and quantization of prototype wave- 

forms, followed by a section describing different approaches to interpoiate prototype 

waveforms. 
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3.2 Representation and Quantization of Proto- 

types 

In interpolative coding, one of the most important questions is how to represent and 

quantize prototype waveforms. This section discusses some typical representation 

and quantization schemes using in interpolative coding. 

3.2.1 Direct Waveform Quantization 

One straightforward scheme is direct waveform quantization. Direct waveform quan- 

tization can be implemented either by scalar quantization or by vector quantiza- 

tion(VQ). 

Scalar waveform quantization is straightforward. For example, Taori, Sluijter, 

and Kathmann have proposed to use simple differential coding techniques with a 

fixed second-order predictor and a logarithmic quantizer, resulting in a bit rate of 

6.75 kbps for voiced regions [50]. 

Vector quantization has better quantization efficiency compared with scalar quan- 

tization. However, direct VQ of prototype waveforms faces the problem of the vari- 

able length of prototype waveforms as the pitch values vary in time. Because of the 

variable length of prototype waveforms, vector quantization (VQ) schemes cannot be 

used directly. A way to overcome this problem is to oversample prototype waveforms 

to a fixed length. Another way is to employ variable d.inaension vector quantization 

(VDVQ) [17], which was initially developed for spectral magnitude quantization. 

Implementations of the oversampling scheme and VDVQ will be discussed and com- 

pared with the proposed phase codebook model in chapter 3,. Finally, non-square 
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transform vector quantization (NSTVQ) [36] is also applicable (See chapter 4.) 

3.2.2 Sine and Cosine Representation 

In general, prototype waveforms can be extracted either in the speech domain or 

in the residual (excitation) domain depending on the exact structures of the speech 

coders. In the PWI proposed by Kleijn [3O], prototype waveforms are extracted in 

the residual signal domain. 

Since a prototype waveform can be seen as a cycle of a periodic signa.1, Kleijn 

represents an excitation prototype waveform as a set of Fourier-series coefficients: 

where the number of L depends on the   itch p(t) and the signal bandwidth defined 

by the Nyquist frequency of the sampled signal. The Discrete Fourier Transform 

(DFT) can also be used instead of Fourier series. 

A t  each update point, a prototype waveform is extracted from a residual signal 

using a prototype extraction procedure (See section 3.1.2). Assume u(0,d) and 

u(T,q5) are two successive prototype waveforms at time instants t = 0 and t = T 

respectively. Usually, consecutive prototype waveforms are not properly aligned. 

To align prototype waveforms? eqn. ( 3.4) can be used to find the best circular 

phase shift t which maximizes the cross correlation R between these two prototype 

waveforms. In terms of Fourier series coefficients, eqn, ( 3.4) can be rewritten as 

By comparing eqn. ( 3.10) with the definition of Fourier-series coefficients in eqn. 



CHAPTER 3. INTERPOLATIVE SPEECH CODING 43 

( 3.9), the cosine and sine coefficients of the properly aligned prototype at t = T are 

C[(T) = Cl(T) cos(1E) - Dl (T)  sin(l5) 

b l ( ~ )  = Cl(T) sin(l<) + Dl(T) cos(l<) 

Quantization of Sine and Cosine Coefficients 

Assume two prototype waveforms u(0,d) a.nd u(T, 4) have been properly aligned 

using eqns. ( 3.10)-( 3.11). The PWI starts quantization with differential coding 

between consecutive prototype waveforms based on the assumption tha,t successive 

prototypes are similar to each other. In other words, the quantized version of u(O,$) 

(with a scaling factor Ao) is subtracted from u(T, 4) to obtain a differential signal. 

As shown in eqn. ( 3.9), ~ ( t ,  4 )  is represented by sine and cosine coefficients, and 

the coefficient vectors at different time insta.nts generally do not have the same 

dimension because of the varying pitch p(t ) . In [30], this problem is simply solved by 

adding zeros to shorter vectors. The differential vector is quantized by M codebooks 

(144 = 2). Each codetvord of these codebooks has a dimension equal to the largest 

number of harmonics, L. The quantized waveform of u(T, 4) can be written as 

where ii(O,q5) is the quantized u(0, @), cTm is the codevector with index k ,  from 

the mth codebook, and A, a,re gains. An a.nalysis-by-synthesis technique similar 

to that in CELP is used for searching the best gains A, and the best codebook 

entries k,. Because the synthesized speech is not necessarily synchronized with the 

original speech, alignment between the synthesized and original speech is required 

before MSE criterion is applied. The PWI performs alignment on the excitation 

signal with a single pulse. Also. the M-stsage codebooks in the PWI are orthogonal- 

ized to gain better quantization efficiency and to better control similarities between 
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evolving prototype waveforms. More details of codebook searching and similarity 

measurement can be found in [30]. 

3.2.3 The Scheme in Mixed-Domain Coding 

It is interesting to compare the prototype waveform quantization scheme of the PWI 

by Kleijn and a mixed-domain coding by DeMartin and Gersho [39]. Both schemes 

employ analysis-by-synthesis techniques, and both extract prototype waveforms in 

the residual domain. However, in terms of prototype waveform quantization, the 

mixed-domain method is more similar to CELP coders. It reconstructs prototype 

waveforms from three components : (a) the previous (quantized) pitch cycle with 

suitable time scaling (b) a selection from a single-impulse codebook, and (c) a se- 

lection from a noise codebook. Each component has a corresponding gain factor. 

The purpose of (a) is the same as the differential coding of the PWI, though im- 

plemented in a different way. The addition of (b) and (c) is to compensate for the 

difference between current and previous prototype waveforms. This is essentially a 

time-domain quantization scheme similar to CELP. 

The mixed-domain coding selects the three components of the excitation proto- 

type waveforms in a closed-loop manner. It differs from CELP in the updating of 

the memory of the synthesis filter; the mixed-domain scheme refreshes the memory 

with backward extended periodic excitation while CELP updates the memory of 

the synthesis filter using the excitation from the previous coding block (frame or 

subframe). 
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3.2.4 Magnit ude-Only Quantization Schemes 

In the sine-and-cosine representation in section 3.2.2, prototype waveforms are 

described as sets of Fourier series coefficients which constitutes a frequency domain 

description. Similarly, discrete Fourier transform (DFT) coefficients can also be 

used to represent prototype waveforms [54] [9] [28]. DFT coefficients can be 

further decomposed into spectral magnitudes and phases. However, spectral phases 

are difficult to quantize using conventional quantization schemes [47]. On the other 

hand, extensive research has been conducted on spectral magnitude quantization. 

For this reason, similar to some sinusoidal coders, some interpolative coders simply 

drop the phase information on the arguable assumption that phase information is 

not important to the human ear. 

In one interpolative coder, TFI [.54], Shoham has proposed a magnitude-only 

quantization scheme. The spectral magnitude is quantized by a weighted, variable- 

size, multi-stage vector quantizer after differential coding between the current and 

previous magnitucie vectors. The differential coding is switched ON in continuous 

voiced segments and OFF in unvoiced-to-voiced transitional segments. Fixed-value 

gain (0.7) is used in differential coding, while the gains for multi-stage VQ are vector 

quantized. 

Many magnitude quantization schemes used in sinusoidal coding can be readily 

used in magnitude quantization of prototype waveforms. In both sinusoidal coding 

and interpolative coding, associated with spectral magnitude quantization is the 

problem of variable vector dimension. 

Several techniques have been developed to avoid the difficulties associated with 

quantization of variable dimension vectors. The Inmarsat multi-band excitation 

(IMBE) codec 1253 uses a complicated hybrid scalar/vector quantization. Branstein 
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[7] presents a method which fits a fixed-order all-pole model to spectral magnitude 

vectors with variable dimension. Recently, a technique called variable dimension 

vector quantization (VDVQ) [17] has been proposed by Das and Gersho. NSTVQ 

[36] by Lupini and Cuperman is another approach which shows performance com- 

parable to VDVQ. Both NSTVQ and VDVQ have been shown to outperform the 

IMBE scheme and the ali-pole scheme. 

Another possible approach is to warp the variable dimension magnitude vectors 

to a fixed length using a mechanism similar to the oversampling technique described 

in chapter 4. The validity of this scheme can be easily seen after the discussion of 

oversampling in the proposed phase codebook model. 

Single prototype waveform interpolation has a low update rate of prototype wave- 

forms, resulting in lower bit rates compared to conventional coding schemes in which 

complete speech frames are quantized. However, a low update rate means a slow 

evolution of prototype waveforms. This generates a reconstructed speech signal with 

high periodicity, making single P'iVI applicable only to voiced speech. An increase 

in the update rates not only allows encoding non-periodic signals such as unvoiced 

speech but also improves the quality of voiced speech. However, increasing the 

update of the prototype waveform increases the bit rate. 

To increase the update rate while keeping bit rates low, Kleijn and Haagen [32] 

[31] have proposed that a prototype waveform be decomposed into a slowly evolving 

waveform (SEW) and a rapidly evolving waveform (REW). The purpose of decom- 

posing prototype waveforms into SEWS and REWs is to reduce the quantization 

bit rate by exploiting the human auditory system. Ii, is noted that unvoiced speech 
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can be encoded in a perceptually accurate manner at a very low bit rate [33]. This 

is the case despite the fact that unvoiced speech have a very high information rate 

from an information-theoretic viewpoint. 011 th.e contrary, the bit rate required for 

voiced speech is usually relatively high, despite the slow evolution of the pitch cycle 

waveform. These observations show that the human ear is more sensitive to slowly 

evolving feature of the waveform. The decomposition of prototype waveforms into 

SEWS and REWs facilitates the use of different quantization schemes for voiced-like 

SEW and noise-like REW [31]. 

Recall the definition of the instantaneous prototype waveform u ( t ,  4) in eqn. 

( 3.1). At each update point ti, there is an instantaneous prot$otype waveform 

u(t; ,  4). In [32], the signal power of u ( t ; ,  4) is first computed, and the prototype 

u(ti ,  $) is gain-normalized. The gain is transferred to the logarithm domain, low- 

pass filtered, and downsampled to a rate of SOHz. The downsampled signal is then 

quantized using a differential quantizer. In the following derivation, we assume 

u ( t ; ,  4) has already been gain normalized for convenience. 

In general, the protckype waveform u( t i ,  4) at time instant ti is not aligned with 

its previous prototype waveform u ( t i d l ,  9) .  If prototype waveforms are represented 

by sine and cosine coefficients (See. section 3.2.2), the alignment can be performed 

using eqns. ( 3.10) and ( 3.11). For time instant ti, the aligned coefficients can be 

obtained as 

where I; satisfies 
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Now assume all prototype waveforms are aligned properly, and the tilde sign is 

dropped for convenience. 

The Fourier series representation of the SEW can be obtained by linear-phase 

low-pass filtering of the following time sequences: 

and 

Note that these sequences are defined along time axis t .  There is a cosine sequence 

and a sine sequence for each harmonic I. A sine sequence and a cosine sequence 

consist of sine and cosine coefficients from a specific harmonic I respectively. 

Similar to the SEW, the REW is obtained by high-pass filtering of the above 

two sequences. 

In 191, Burnett and Bradley replace the low-pass filtering operation with averag- 

ing the sine and cosine sequences along time axis t. In other words, the the low-pass 

filter is a rectangular window with a window size of L, where L is the number of 

prototype waveforms in a frame. Therefore, the SEW of a frame is the average 

of prototype waveforms in the given frame. Similarly, the REW is defined as the 

difference between a prototype waveform and the SEW of the given frame. 

Quantization of SEW and REW 

Because of the low-pass filtering , a SE ;W sequence can be downsampled, and SET 

update rate can be reduced to a value similar to that of prototype waveforms in a 

single PWI system. 
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In [32], the SEW is found to be important to speech quality whereas only the 

magnitudes of REW are quantized with low accuracy. The low-frequency part of 

the spectral magnitude of the SEW is vector quantized, and the high-frequency part 

is recovered assuming the overall (SEW and REW magnitudes) frequency response 

is flat. One of four phase spectra is selected for a SEW on the basis of the REW 

spectrum transmitted. 

In [8], an open-loop quantization and closed-loop quantization scheme are pro- 

posed. The open-loop scheme uses vector quantization of the REW. Because the 

energy of prototype waveforms is normalized, there is an inherent linkage between 

the energies of the REW and SEW. A SEW at the decoder is reconstructed from 

a pulse shape (depending on the current pitch period) and a gain factor (depend- 

ing on the energy of the quantized REW). Therefore no bits are required for the 

quantization of SEW. The closed-loop scheme selects an REW/SEW vector combi- 

nation on the basis of spectral magnitude comparison with the normalized prototype 

waveforms. 

3.3 Interpolation Between Prototypes 

Similar to prototype waveform quantization, interpolation between prototype wave- 

forms is another important issue which has a significant impact on speech quality. 

Based on different representations of prototype waveforms, different interpolation 

schemes have to be applied. 

There are two classes of prototype waveform representation: with and without 

phase information. If the phase information is available, the general form of wave- 

form interpolation (section 3.1.4) is applicable. However, if phase information is 

not available, other interpolation schemes are required. This section discusses inter- 
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polation schemes for both classes. Finally, some simplified schemes of the general 

form of interpolation are discussed. 

3.3.1 Interpolation for Fourier Series and DFT Represen- 

t at ion 

When prototype waveforms are represented by sets of Fourier series (or DFT) co- 

efficients as in the PWI by Kleijn [30], the interpolation between two prototype 

waveforms, u(tidl, (6) and u(t;, q5), becomes an interpolation between Fourier series 

coefficients because of the linearity of the Fourier series expansion: 

where CI(t) and Dl(t) are the interpolated Fourier series coefficients at time instant 

t ,  tivl 5 t 5 ti, Cl(ti-l) and Dl(tidl) are the coefficients at time instant tidl, 

and Cl(t;) and Dl(&) are those at time instant ti. Applying eqn.( 3.8), the desired 

reconstructed signal e(t) can be written as: 

where (6(t) is the phase track of the instantaneous prototype waveform at time 

instant t: 

The denominator in eqn. ( 3.19) is the result of linear interpolation between the 

pitch values of time instants and t; - ~ ( t ; - ~ )  and p(t;). Either numerical or 

analytical evaluation of eqn.( 3.19) is possible [30]. In practice, numerical integration 

is a viable option to calculate 4(t). If the interpolation function a ( t )  is linear, an 
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explicit expression of 6 car, he found: 

where Q is defined as: 

In eqn. ( 3.18), the trigonometric operations are computationally expensive. Sen 

and Kleijn [53] have proposed a recursive procedure to evaluate these trigonometric 

operations. The trigonometric identities wed in the recursion are: 

This recursive procedure reduces the number of trigonometric operation from 2L to 

2 for each reconstructed sample of e(t  ). 

3.3.2 Interpolation Without Spectral Phase 

Magnitude-only prototype waxreform quantization schemes are used in 'some inter- 

polative coding s~-stems such as [%]. In these coders, phase information is not 

available for the interpolation between prototype waveforms. A common method of 

interpolation is to let the phase run freely under the constraint that, there will be 

no discontinuity in the reconstructed signal, 

This method is similar to sinusoidal coding. Eqns.( 2.38) and ( 2.39) from MBE 

are applicable to  magnitude-only prototype waveform interpolation if Aul is replaced 

with zero, and ; ~ o  with 2 a / p ( t ) .  The reason the frequency deviation Awr is set to 

zero is that no measured phase is available, and there is no need for any deviation 
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to match a measured phase. As a matter of fact, in 1541, prototype waveform 

interpolation is performed based on eqns.( 2.38) and ( 2.39). 

In multiple prototype waveform interpolation, SEW is usually assigned a specific 

phase spectrum by some heuristic techniques [32] [9], and its interpolation is handled 

by schemes similar to those in section 3.3.1. As an example of heuristic techniques 

for phase spectra, in 1321. one of four phase spectra is selected based on the REW 

spectrum. However, the reconstructed rapid evolving waveform (REW) is usually 

recovered from the spectral magnitudes only. In this case, random processes are 

used to imitate the random-noise-like characteristics of REW. 

3.3.3 Simplified Interpolation Schemes 

Because the general form of interpolation is computationally expensive, simplifica- 

tion of interpolation is desirable. One simplification of the general form is obtained 

when an instantaneous prototype waveform is updated only once per pitch cycle. 

Another possible simplification is that a prototype waveform can be truncated or 

padded with zeros to account for pitch changes in interpolation intervals. As a 

matter of fact, before the introduction of the PWI, researchers used similar schemes 

such as the pitch-synchronous overlap-and-add procedures in the area of time-scaling 

of speech [sf] [Ill. The disadvantage of these simplified block-wise schemes is the 

discontinuity at cycle boundaries, and the extra steps required to smooth the discon- 

tinuity. One practical scheme to smooth the discontinuity is to concatenate cycles 

st Imv-signal-energy axzs  of speech. 

Recently, another simplified method was proposed by Taori etc. ( [N]) to over- 

come the discontinuity problem at prototype waveform boundaries. This approach 

slightly modifies the definition of a prototype waveform: a speech segment of two 
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successive pitch cycles are extracted and windowed ( raise-cosine window). Then the 

two cycles are separated, and overlapped with each other to form a modified proto- 

type waveform. The operation smears the prototype waveform. However, when this 

operation is repeated, there is no discontinuity in the speech waveform at boundary 

points. 



Chapter 4 

The Phase Codebook Model 

This chapter analyzes in detail the proposed phase codebook model. First, the moti- 

vation and objective of the model are described. In section 4.2, the phase codebook 

model is derived based on the minimum mean square error (MSE) criterion, and 

the properties of the basic model are given. In order to reduce the computational 

complexity of the model, three oversampling (or interpolation) techniques of pro- 

totype waveforms are discussed in section 4.3. In section 4.4, the oversampling 

techniques are used to reduce computational complexity of the model, resulting in a 

modified phase codebook model. Finally, performance of the phase codebook model 

is compared with those of direct waveform quantization schemes in section 4.5. 

In the discussion on sinusoidal coding and interpolative coding in chapters 2 and 3, 

it was shown that a major problem in sinusoidal coders and interpolative coding is 

the difficulty of quantizing the spectral phase information. 



CHAPTER 4. THE PHASE CODEBOOK MODEL 55 

In some sinusoidal coding approaches such as originel MBE [23] (section 2.5), 

spectral phase is extracted from the input speech spectrum and quantized. Unfor- 

tunately, encoding phase directly requires too many bits. Pearlman and Gray have 

found that encoding the phase of DFT coefficients needs more bits than encoding 

the spectral magnitudes [47]. Because of the high bit rate of phase quantization, 

other versions of the sinusoidal model discard the measured phase in order to obtain 

over-all low bit rates. For example, IMBE [25] encodes the spectral magnitude only 

and use the predicted phase ti. reconstruct speech at the decoder. An early version 

of STC 1421 assumes zero-ph: ... of the system function. Later versions [40] recover 

phase information from spectral magnitudes using the Hilbert transform based on 

the assumption that speech is a minimum phase signal (section 2.4). PWZ [30] 

encodes Fourier series coefficients. These coefficients implicitly include phase infor- 

mation. TFI [54] quantizes the spectral magnitudes only and uses predicted phase 

to reconstruct synthesized speech (section 3.3). 

The discarding of ~ h a s e  information in both sinusoidal coding and interpolative 

coding is based on the assumption that phase is not important to human ears. 

While some of the coders without phase information generate good quality speech, 

the assumption is arguable. The mechanism of the human auditory system is not 

well understood, and some experiments such as [45] [IS] [19] have shown the 

importance of phase information. 

The objective of this thesis is to develop a model to efficiently quantize spectral 

phase, especially the spectral phase of prototype waveforms. The proposed phase 

codebook model intends to provides a way of quantizing the spectral phase of pro- 

totaype waveforms at low bit rates and to provide an alternative way of prototype 

waveform quantization. 
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4.2 The Phase Codebook Model 

The proposed phase codebook model uses a phase vector from a phase codebook 

to r e p x w ~ ~ t  the phase information of a prototype waveform. The phase vector 

is selected by applying the minimum MSE criterion to the difference between the 

original and reconstructed prototype waveforms. 

Assume the original and synthesized speech prototype waveforms are s(n)  and 

$(n) respectively, where 0 5 n < p. S(k )  and ~ ( k ) ,  where 0 5 k < p, are the DFTs 

of s(n)  and i ( n ) .  The size of the prototype waveform, p, varies from frame to frame 

according to the fundamental  itch) period. With a circular alignment shift m, the 

minimum MSE (MMSE) is 

MSE = min ( x ( s ( n )  - 3((n - rn)),I2) 
O l m < p  n=* 

= C s2(n) + *x .&(n) - 2 max ax s(n) i ( (n  - m ) ) ,  
n=O n=O O < ~ < P  n=O 

(4.1) 

where ( ( n  - m ) ) ,  means ( n  - m) modulo p, and m represents the circular shift 

required for alignment between the original and synthesized prototype waveforms. 

The first and second terms in Equation ( 4.1) are the energies of the original and 

synthesized prototype waveforms respectively. From Parseval's Theorem, the signal 

energy depends only on its spectral magnitudes, not the spectral phases. In other 

words, once the spectral magnitudes are quantized, the energy of the synthesized 

prototype waveform-the second term in eqn. ( 4.1) - is determined. Only the third 

term - the circular cross-correlation betv:een s (n)  and $(n)- has to be considered 

in the minimization, and it can be reprt nted in the frequency domain as: 

z ( m )  = 'x s (n) l ( (n  - m ) ) ,  
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In other words, the minimization of MSE between s (n) and s^( (n - m)), is equivalent 

to finding the maxima in the inverse discrete Fourier transform (IDFT) of ~ ( k  jS* (k). 

Based on the above derivation, the phase codebook model can be illustrated in 

figure 4.1. In this figure, ~ ( k )  is a combination of quantized spectral magnitude 

vector and a spectral phase vector from the phase codebook. For each phase vector, 

we can find a maxima in the IDFT of ~(k)$*(k) .  Corresponding to the maxima is 

the best circular shift m', and a best match between i ( ( n  -mi)), and s(n). In other 

words, i (n )  is aligned with s(n) when i ( n )  is circularly shifted by rn' samples. 

The above procedure is repeated for all the possible phase codebook vectors, and 

all the correlations z(ml) are computed. By comparing all the z(mi), we can find the 

overall maxima. Corresponding to the overall maxima is the best phase codevector. 

This concludes the phase codebook search procedure. 

Figures 4.2 and 4.3 show typical matches between original and synthesized 

prototype waveforms using the phase codebook model. The solid lines are typical 

original prototype waveforms, and the dashed lines are synthesized prototypes. the 

phase codebook size for the experiments in Figures 4.2 and 4.3 is 1024 (lobits). 

Closed-loop Prototype Waveform Alignment 

As we can see from the above derivation, prototype waveform alignment and the 

phase codebook search are performed simultaneously by using simple pesk picking 

applied to the IDFT of ~ ( k ) S ^ = ( k ) .  In other words. the proposed model leads to a 

closed-loop waveform alignment, in which a pr~tc~type waveform is aligned during 

the quantization procedure. The closed-loop alignment is different from the open- 

loop ones performed by other interpolative coders (chapter 3), where prototype 

waveforms are always aligned before quantization. 
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Figure 4.2: Prototype Waveforms Matched Using Phase Codebook 
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Figure 4.3: Prototype Waveforms Matched Using Phase Codebook 
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Figure 4.4 shows an example of the closed-loop waveform alignment performed 

by the phase codebook model. The two dashed lines are the synthesized proto- 

type waveforms with and without alignment. The best alignment shift is obtained 

together with the best phase codebook entry during the phase codebook search' 

procedure. 

The 22th subframe, Abs indx:2116-2159 
I I I I I I I I I 

Figure 4.4: Waveform Alignment in the Phase Codebook 

Quantization Parameter Set 

For each prototype waveform, the qnantization parameter set of the model is: 

pitch 

0 gain (energy) 

0 spectral magnitudes 

e spectral phase index 
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circular alignment shift 

In many interpolative speech coders, the transmission of the circular alignment 

shift is not required. Sometimes, the gain can be quantized together with spectral 

magnitudes. 

Prototype Waveform and Pitch Extraction 

As shown in figure 4.1, pitch and prototype boundary detection algorithms have to 

be used to extract pitch-size prototype waveforms. Prototype houndary detection 

algorithms similar to thoqe in PWI [30] (See section 3.1.2) and any pitch algorithms 

can be used in the proposed model. In our experiments. a modified version of a pitch 

detection algorithm [5] is used, and a simple minimum energy criterion is used to 

find the boundaries of a prototype waveform. 

Quantization of Variable-Length Spectral Magnitude Vectors 

The pitch value p varies in time. In the model, pitch-size DFTs generate spec- 

tral magnitude and phase vectors with variable dimensions. The variable dimen- 

sion makes it difficult to directly take advantage of the benefits of vector quanti- 

zation. This variable dimension problem appear also in direct waveform VQ (sec- 

tion 3.2.1) and in magnitude-only prototype waveform quantization (section 3.2.4). 

The rnagnit$ude-only quantization schemes in section 3.2.4, such as variable dimen- 

sion vector quantization (VDVQ) 1171 and non-square transform vector quantization 

(NSTVQ) [36], are applicable to the magnitude quantization in the phase codebook 

model. Differential coding similar to that in [54] is also applicable. 

NSTVQ has been used for the quantization of spectral magnitudes in our exper- 
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iments. More details of NSTVQ and VDVQ are presented in section 4.5, where the 

performance of the phase codebook is evaluated. 

Phase Codebook Generation 

'i'wo approaches have been experimented with to generate the phase codebook. 

The first method uses a random variable with uniform distribution between 

(-T, n). Prototype waveforms are real signals, hence their phase vectors are anti- 
A 

symmetric. To generate a synthesized prototype waveform spectrum S ( k ) ,  0 5 k < 

p, the left half of the phase vector @(n), where 1 5 n < [ (p -  1)/21, is filled with ran- 

dom values. The right half of the phase vector is obtained using the anti-symmetric 

constraint. Since S(0)  = EP,L:S(~) and s(n) is real, the phase of DC-term, @(0), 

has to be zero or n. The same zero or n constraint applies to S(p/2) if p is even. 

The second method employs phase vectors extracted from typical speech pro- 

totype waveforms. Similar to spectral magnitude vectors of prototype wa.veforms, 

phase vectors in the phase codebook obtained from real speech prototype waveforms 

are of variable length as well. There are a few ways to extend the shorter phase 

vectors. For example, padding random phase values or repeating a part of the phase 

vectors. It was found that the difference in performance between these methods is 

small. The reason seems to be that the low frequency part of phase vectors plays a 

more important role compared to the high frequency part. 

The scheme based on extracted speech waveforms performs slightly better in 

SNR than the first one. There is no distinguishable difference between the two 

schemes in terms of speech quality. 
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Computational Complexity 

The phase codebook model has high computational complexity. The phase code- 

book search procedure contributes most of the complexity. To quantize a prototype 

waveform, a full search of the phase codebook is required. For each phase codebook 

entry, a pitch-size IDFT is required to obtain the local maxima. DFT has complex- 

ity of 0(p2). With a phase codebook size of 512, the worst possible pitch size of 150, 

and the prototype waveform update rate of 50 Hz, the computational complexity 

for each prototype has the order of 

This complexity is extremely high, and is beyond the capacity of the current available 

general purpose digital signal processors silch as TMS320 Fa.mily [26] [27] [59]. 

Also it is difficult to implement a,rbitra.ry-size DFT algorithms in hardware. 

Applying fast Fourier transform (FFT) algorithms seems to be an straightforward 

solution to reduce the complexity. However, the pitch value p varies in time, so does 

the length of prototype waveforms. A pitch-size DFT is required by the phase 

codebook model, which prevents us from applying fast Fourier transform (FFT) 

algorithms directly. 

However, by employing the concept of oversampling (or upsa.mpling), the most 

expensive DFT computation can be repla,ced by an FFT in the inner loop of the 

codebook search procedure, resulting in a modified phase codebook model.. The 

modified model is described later in this c.hapter. 
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Discussion 

In the prototype wa.l;eform interpolation (PWI) method [30] (see section 3.2.2), 

Kleijn decomposes a prototype waveform into a set of Fourier series coefficients. 

Similarly, Burnett and Bradley [9] decompose a prototype waveform into a set of 

DFT coefficients. These decompositions schemes either encode the real-part and 

imaginary-part of Fourier coefficients or encode sine-part and cosine-part of the co- 

efficients. This implies that the phase information is encoded together with spectral 

magnitudes. 

On the other hand, the proposed modei decomposes a prototype waveform into 

a spectral magnitude vector and a phase vector. The magnitude and phase are com- 

pletely separated. This complete separation allows us to employ the best magnitude 

quantization techniques (see section 3.2.4) to quantize spectral magnitudes of a 

prototype waveform. The phase information, on the other hand, is quantized using 

the phase codebook model. 

The proposed model performs wavel'orm alignment and phase coclebook search 

simultaneously, and it is much more computaiionally efficient compared to alignment 

in the time domain employed by PWI. More importantly, the proposed model per- 

forms closed-loop waveform alignment whereas separate open-loop waveform align- 

ment is always required in PWI. 

The model can be used on either original or residual speech. Also it is suitable 

for either a passband or full-band speech signal. 
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4.3 Oversampling of Prototype Waveforms 

As mentioned in the previous section, the basic phase codebook model has high 

computational complexity. A pitch-size DFT is required in the basic model, and 

FFT algorithms cannot, be directly used. However, if prototype waveforms are over- 

sampled to a fixed length, the expensive DFT computation can be replaced by an 

FFT in the inner loop of the phase codebook search procedure. Furt,hermore, over- 

sampling provides not only higher resolution in prototype waveform alignment but 

also efikient ways of interpolation between prototype waveforms. 

This section analyzes in detail three different schemes of oversampling prototype 

waveforms, and these schemes are the basis for the cliscussion of the modified phase 

codebook model in the nest section. The three schemes for oversampling are: 

Polyphase filtering in the time domain 

All-pass filtering with fract.iona1 shifts in the frequency domaiu 

Zero-padding in the frequency domain 

These schemes are different in computational complesit,j- and in operation as 

well. However, under certain con~t~raints. they are equivalent in terms of oversam- 

pling or interpolation1 results. These constraints includes strict periodicit)- of the 

processed signal, and an ideal low-pass filtering operation. In practice, polyphase 

filtering introduces interpoiation errors because of non-ideal low-pass filtering oper- 

ation; while the other  tit;^ schemes perform ideal interpolation on periodic signals. 

Mihen used before extracting prototype waveforms, ~olyphase filtering int,rodrtces 

'The term %nierpcilafion used here and in the rest r>f this chapter is equivalent to -owrsamplingn. 
It is commonly used in signal processing literature- But it is different from the -.int.erpolation" 
between prototype waveforms in the previous chapter 
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less distortion to the boundaries of prototype waveforms because the speech signal 

is net strictly periodic. 

4.3.1 Polyphase Filtering 

Increasing the sampling rate (oversampling) of a signal z (n )  by an integer factor 

L implies that we must interpola.te L - 1 new sample values between each pair of 

sample values of a(n). From the Nyquist sampling theorem, the ideal interpolation 

can be performed using the following tw70 steps: 

I. The input signal x(n) is "filled in" with L - 1 zero-valued samples between 

each pair of samples of z(n),  resulting a new signal w(n) .  

2. The signal wjn) is filtered by an ideal low-pass filter hr(n) with a cut-off 

frequency of f r / L .  

The signal y(n) obtained by these two steps is an ideal oversampled version of x ( n )  

P61- 

The well-known interpolation procedure-polyphase filtering-is theoretically 

the same as the two-step interpolation procedure described above. However, these 

two procedures differ in their implement at ion structures and comput ational com- 

plexity: polyphase filtering has a more efficient structure, and consequently it re- 

quires L times less computation to obtain y (n) [14] [15] [56] [57]. 

The brief derivation of polyphase filtering in t.his subsection follows 1141. For 

more details, the reader is referred to [14], [15]? [56]. 
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For a 1-to-L interpolator, there are L  polyphase filters and they can be defined 

as 

P,(n) = h ( p  + -nL),p = 0,1,2,. . . , L  - 1,and all n (4.3) 

where h ( k )  is a low pass filter. Given an input signal g ( n ) ,  polyphase filtering is 

equivalent to applying h ( k )  to filter a sequence i j (n)  defined as 

L  y ( k / L )  b = 0 , f  L ? f  2L?.  . . 
i j (k )  = 

otherwise 

An ideal interpolator filter h f k )  must approximate the ideal low pass character- 

istics defined as 

where the frequency variable w' refers to h ( k ) ,  and the subscript I means the filter 

is ideal. Assuming the frequency variable ~d = LJ'L refers to the polyphase filters 

P,(n), it is possible to derive the equivalent ideal characterist.ic Pp,r required in the 

polyphase filters 

Eqn. 1 4.6) shows that. the ideal polyphase filters PPqI should approximate all pass 

filters with linear phase shifts corresponding to fractional advances of p /L  samples. 

If we consider the interpolation filter in the time domain. we obtain an alternative 

picture of the ideal interpolation filter. By taking the inverse transform of the 

ideal filter characteristic defined by eqn. ( 4-61, we get the well-known s i n ( s ) / x  

characteristic 
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Either by sampling eqn. ( 4.7) or by taking the inverse transform of eqn. ( 4.5), we 

obtain the ideal time response of the polyphase filters 

Since these filters are theoretically infinite in duration, they must be approxi- 

mated, in practice, with finite-duration filters. Thus the interpolation "error" be- 

tween the outputs of a practical system and an ideal system will always be non-zero 

except the output of the zeroth polyphase filter Po(n) , where the output is known 

to be equal to the input [14]. 

4.3.2 Interpolation of Periodic Signal in the F'requency Do- 

main 

If interpolation is required for a periodic signal, the interpolation "error" introduced 

by practical polyphase filters can be avoided using a DFT based approach derived 

as following. 

Let z(n) be a period of a period of a periodic signal Z(n) with infinite duration 

where P is the period of the periodic signal. An 1-to-L interpolation for x(n) can 

be obtained by applying a set of all-pass filters with a fractional shift of 1/ L, ( 1  = 

0,1, .  . . , L - 1) samples. 
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Note that eqn. ( 4.11) and eqn. ( 4.5) are similar. However, eqn. ( 4.11) is 

defined in the discrete frequency domain (or the DFT domain) whereas eqn. ( 4.5) 

is defined in the continuous frequency domain. And more importantly, as we will 

see in the following, eqn. ( 4.11) is implementable in practice, and can perform ideal 

interpolation. 

The concept of the DFT domain interpolation is shown in figure 4.5. In this 

figure, x ( n ) ,  where 0 5 n  < P,  is a cycle of the periodic signal 2 ( n )  defined by eqn. 

( 4.9). Given x ( n ) ,  an oversampled version of x(n), denoted by y(n), is obtained in 

two steps: 

1. obtain L intermediate sequences x l (n ) ,  where 0  5 I < L and 0  5 n  < P,  from 

x (n ) .  Each sequence x l (n ) ,  where 0 5 n  < P ,  has length P. 

2. obtain y(n)  by "interleaving" t,hese L sequences xr (n) .  

Figure 4.6 shows how the L intermediate sequences xl(n.) are obtained and how the 

"interleaving" is performed. In figure 4.6, S ( k ) ,  where 0 5 k < P ,  is the DFT of 

x(n),O 5 n < P. By multiplying x ( k )  and interpolators H l ( k ) ,  we obtain Xl(k )  as: 

1 = ( ( k  0  _< I < L; 0  _< k < p 

where H r ( b )  are the interpolators defined in eqn. ( 4.11). Note that & ( k )  have 

the same magnitudes as _ X 7 ( l ; ) ,  but with extra fractional phase shifts determined by 

H 1 ( k ) .  Taking the IDFT of _ T ( k ) ,  we have x l (n )  as 

Finally, the desired y(n), the ideal oversampled version of x ( n ) ,  is obtained by 

"interleaving" the set of sequences x r ( n )  
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Figure 4.5: The Concept of Interpolation in the Frequency Domain ( L = 3) 

Figure 4.6: The Block Diagram of the Frequency Domain Interpolation 
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where 

Based on the Nyquist sampling theorem, it can be shown that by applying the 

interpolators H l ( k ) ,  as defined by eqn. ( 4-11), the above procedure (figure 4.6) 

performs ideal interpolation tinder the constraint that if P is even, X(P/2) has to 

be zero. However, this constraint is normally satisfied by a speech (or residual) 

signal because X(P/2) is the magnitude value at exact half of the Nyquist sampling 

rate, and it is usually filtered out by the anti-alias filter before analogue-to-digital 

(A/D) conversion. The reader is referred to Appendix A for detailed derivation of 

the interpolation procedure. 

In the Appendix A, it is shown that if the interpolator Hl(k) are applied to z(n) 

to obtain an oversampled version y (n), then DFTs of z(n) and (n), X(k) and Y(k), 

satisfy 

L S ( k )  0 5 k < [ ( P  - 1)/2] 

S((k)) ,  P(L  - 1) + [ ( P  + 1)/2] 5 k < P L  (4.16) 

otherwise 

where ((k)), means modulo p. Eyn.( 4.16) shows that the low frequency part of 

Y(k) is equal to X ( k )  within a scaling factor L while the high frequency part is 

equal to zero. 

As an example, let us look at the interpolation procedure where the interpolation 

factor L - 2. Given a signal x(n)? and its DFT, X ( K ) ,  we perform multiplication 

in the frequency domain using eqn. ( 4.12): 
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Taking inverse DFT, we has 

Note that if X ( k )  satisfy the constraint ( X ( P / 2 )  = 0 in case P is even), then 

Applying eqn. ( 4.14), the ideal I-to-2 interpolated signal of original signal x ( n )  

becomes 

The relation between X ( k )  and Y ( K )  in eqn. ( 4.16) is shown in figure 4.7. It is 

interesting to note that X o ( k )  and X I  ( K )  add up in the low frequency region, and 

cancel out in the high frequency region to form Y ( k ) .  This phenomenon exists in 

interpolation where L > 2, though In a more complicated way defined by eqn. ( 4.16). 

4.3.3 Zero-padding in the Frequency Domain 

Zero-padding in the DFT domain is naturally related to the phase shifting interpo- 

lator H r ( k ) .  It is actually an extension of the phase shifting interpolator. 

Suppose we have a prototype waveform with pitch length P = 50, and want to 

oversample it to a fixed length of N = 128. In signal processing literature, this 

is called a 5040-128 interpolation or sampling rate conversion by a rational factor 

501128. The phase shifting interpolator H l ( k )  cannot be applied directly due to the 

fact that 128150 is not an integer value. However, a two-step procedure can perform 

arbitrary P-to-N interpolation, 



CHAPTER 4. THE PHASE CODEBOOK MODEL 

Figure 4.7: The Relation between Y(h) and X(k)( L = 2) 
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Letting ( P , N )  be the greatest common divisor of P and N ,  and letting x ( n ) ,  

where 0 < n < P ,  be a cycle of a periodic signal defined by eqn. ( 4.9), the following 

two steps are required to obtain y(n)-an oversampled version of x (n ) :  

1. Perform 1-to-N/(P,N) interpolation on ~ ( n ) ,  resulting in an intermediate sig- 

nal wfn) ,  0  < n  < pN/(P,  N )  

2. Perform p/(P,N)-to-1 decimation on w ( n )  to obtain y(n),O 5 n  < N 

Now let us look at the two-step procedure in the frequency domain. Step 1  pads 

zeros in the middle of X ( k ) ,  the DFT of x ( n ) ,  to obtain W ( k  ), the DFT of w(n) .  On 

the other hand, Step 2  takes oqt zeros right in the middle of W ( k )  to obtain Y ( k ) .  

As long as N > P ,  the shape non-zero part of spectrum Y ( k )  is the same as X ( k )  

within a scaling factor. Combining these two steps, we obtain the zero-padding in 

the DFT domain interpolation scheme as following: 

Simply by padding N - P zeros right in the middle of X ( k ) ,  0  < I; < P ,  and 

scaling X ( K )  by a factor of N / P ,  we can obtain Y(k) as 

I N / p  x ( k )  0 5 12 5 [ ( P  - 1)/2J 
x.'-/ 7 \ 

= 0 [ ( P  - l ) / 2J  < k  < [ ( P  + 1)/21 + N - P (4.24) 

, V / P X ( k - N + P )  [ (P+1) /21  + N - P < k < N  

The IDFT of Y ( k ) ,  y (m) ,  0 < m < N is therefore an oversampled version of z ( n ) ,  0  5 

n < P. The interpolation will be ideal under the same constraint as the interpolator 

Hl(k )  scheme. The constraint is that X ( P / 2 )  = 0 when P is even. 

This zero-padding procedure can perform arbitrary P-to-N interpolation on x(n) .  

By combining the derivation of the interpolation scheme based on Hl(k)  in the 

previous subsection and the two-step procedure in this subsection, we can easily see 

the validity of the zero-padding scheme. 
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Figure 4.8 shows an example of P-to-N interpolation using the zero-padding 

scheme. The solid line presents an original prototype waveform with P = 40, and 

the dashed line is the oversampled prototype waveform with iV = 125. Their corre- 

sponding spectral magnitudes are shown in figure 4.9. These two magnitude spectra 

are equivalent with a scaling factor at the low frequency part of Y ( k ) .  

A Prototype Wavefonn in the Time Domain 

-6000~ I I I I o 20 40 60 80 100 120 140 

Figure 4.5: Original and Oversampled Waveforms 

4.3.4 Comparison of the Three Interpolation Schemes 

In the previous subsections, we have discussed three possible techniques to oversam- 

pie prototype wa.veforms, namely. polyphase filtering, phase-shifting interpolators 

H r ( k ) .  and zero-padding in the DFT domain. 

Polyphase filtering is the only interpolation technique applicable to non-periodic 

signals. Phase-shifting interpolators and zeropadding can only apply to a period in 
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Figure 4.9: The Magnitude Spectra of Original and Oversampled Waveforms 

a periodic signal. However, polyphase filtering is computationally expensive. The 

other two schemes are more efficient because the convolution operations of polyphase 

filtering in the time domain become multiplications in the frequency domain. 

Voiced speech or residual signals are not strictly periodic. As we have discussed 

in chapter 3, the shape and length (pitch) of prototype waveforms evolve with time. 

Hence, polyphase filtering has advantage over the other two schemes when we want 

to extract prototype wavefornls from a speech or residual signal. For example, 

in [30], input speech signal is oversampled by a factor of 10, and the prototype 

waveforms are extracted from the interpolated signal. The oversampling enables 

the prototype waveiSorm extraction algorithms to locate the boundary of prototype 

waveforms more precisely. 

However, the polyphase filtering is unable to perform arbitrary P-to-N sampling 

rate conversion when the pitch P varies in time. To oversample prototype wave- 



CHAPTER 4. THE PHASE CODEBOOK MODEL 7 7 

forms to a fixed-length N using polyphase filters, first we have to perform I-to-M 

interpolation (A4 is an integer and PA4 >> N) on a speech or residual signal. Then 

we assume that the oversampling rate is so high that consecutive samples of the 

oversampled signal do not change much, and the value of any point between two 

consecut~ve samples can simply be replaced by either of the two consecutive sam- 

ples. This method of warping a prototype waveform from length P to N introduces 

interpolation errors because of the above assumption. Also, ideal polyphase filters 

in eqn.( 4.8) are theoretically infinite in duration, and have to be approximated, in 

practice, with finite-length filters. To reduce the interpolation error, we can increase 

interpolation rate M ,  and use long polyphase filters. However, this greatly increases 

complexity of filtering operations (convolution). 

Both phase-shifting interp~lat~ors Hr(lc) and zero-padding in the frequency do- 

main provide ideal interpolation for a periodic signal. Interpolators H l ( k )  is identical 

to the zero-padding scheme in case that NIP is an integer. However, the pitch P 

of prototype waveforms varies, and NIP cannot alway be an integer. The inter- 

polation scheme using H r ( k )  has to employ a twi step procedure-1-to-N/(P,N) 

oversampling followed by P/(P,?\J)-to-1 decimation (See section 4.3.2)-to obtain 

an arbitrary P-to-i'V rate contrersion. 

The zero-padding scheme has the flexibility to easily oversample prototype wave- 

forms with different pitch values to a fixed length, and it is computationally efficient. 

The potential disadvantage of it is that the prototype waveforms are assumed to ex- 

act periodic. 
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4.4 The Modified Phase Codebook Model 

This section describes an improved phase codebook model in terms of computation- 

ally complexity using the oversampling techniques discussed in the previous section. 

4.4.1 Description of the Modified Phase Codebook Model 

The most computational intensive part of the model is the phase codebook search 

procedure. As we can see in the basic model shown in figure 4.1, each phase 

codebook entry requires one pitch-size IDFT. 

Now suppose the original prototype waveform is z(n), where 0 5 n < P. Apply- 

ing one of interpolation schemes in the previous section, we have the oversampled 

waveform y(n), where 0 < n < N ,  and llr 2 P. 

The minimization procedure in eqn. ( 4.1) is applicable to the difference between 

y(n) and the oversampled synthesized waveform ij(n). The cross-correla.tion term 

z ( m )  in eqn. ( 2.30) becomes 

Note that 1'V is fixed for all prototype waveforms, and proper IFFT algorithms can 

be used. This reduces the computational complexity by a factor of P"(N log N). 

The research on FFT algorithms is comprehensive [lo], FFT algorithms based 

on index mapping and polynomial algebra such as Cooley- Tzlkey FFT, the split-radix 

FFT, the prime factor algorithm (PFA), and Winograd Fourier transform algorithm 

(WFTA), provide efficient calculation of DFT. They can readily be used in this 
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modified model. 

Oversampling of prototype waveforms not only provides computational efficiency 

of the model, but also provides better prototype waveform alignment becaust of 

better resolution in the time domain (from P to N samples for each prototype 

waveforms). 

The block digram of the modified phase codebook model is shown in figure 4.10. 

In order to exploit the advantages of different oversampling schemes, hot h polyphase 

filtering and zero-padding schemes can be used at different stages of the modified 

model. 

Spectral Magnitude Quantization 

The eifect of the modified model on the spectral magnitudes can be clearly seen 

in figure 4.9. As we can see in the figure, oversampling prototype waveforms in 

the time domain only has an scaling effect on prototype spectral magnitudes. The 

zeros at the high frequency part. of Y(k) can simpiy be ignored in the quantization 

procedure. Hence, the techniques discussed in section 4.2 are applicable to the 

modified model. 

Phase Codebook Generation 

Io the modified phase codebook model. speech prototypes are interpolated to fa- 

cilitate the use of FFT algorithms in the phase codebook search procedure. It has 

been shown in section 4.3 that oversampling i11 the time domain has only a scaling 

effect on t.he spectral magnitudes, but no effect on the phase vector. Hence, the 

same phase codebook used in the original model can be used in the modified model 
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Figure 4.10: Block Diagram of the Modified Phase Codebook Model 
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with a slight modification. The slight modification is that in the modified model, 

N - P zeros are padded right into the middle to an original phase vector of size P ,  

where N is the size of FFT. 

4.5 Quantization Performance of The Model 

In order to validate the proposed phase codebook model, this section compares 

the quantization performance of the model with that of two direct waveform VQ 

schemes. The first direct VQ scheme employs variable dimension vector quantiza- 

tion (VDVQ) [IT] to handie the variable length. The second method oversamples 

prototype waveforms to a fixed length, and then applies split VQ to the fixed length 

waveforms. 

The next two subsections describe these two reference systems, following by a 

subsection with the details of magnitude quantization in the phase codebook model. 

Finally, the performances of these systems are compared. 

4.5.1 Reference System 1: Variable Dimension VQ 

Variable dimension VQ (VDVQ) was originally used for the quantization of spectral 

magnitudes ia sinusoidal coding [17]. 

Given an input vector S with a variable dimension P, the encoder first maps S 

into a AT dimensional extended vector X by assigning the P components of S to the 

components of X. Note that X has N ( N 2 P) components, and only P out of N 

components in X are assigned with components of S while the others are assigned 
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with zeros. The exact values assigned to X are decided as follovrrs: 

for 1 5 k 5 N. In a similar way, a selection vector Q is defined as 

for 15 k 5 N .  

Let us define a codebook with each of its code vectors, Yj, ha.ving dimension N. 

To quantize the input vector S, we define the distortion measure between S with its 

associated selector vector Q and a code vector Yj in the codebook. This measure 

is based on matching the input vector S components to the corresponding subset of 

the code vector Yj. Thus. 

where dl(s, y)  is a specified distortion between two scalars s and y 

The codebook is iteratively designed in a manner similar to the usual generalized 

Lloyd algorithm (GLA) described in section 2.2. More details about the nearest 

neighbor rule and centroid rule can be found in [IT]. 

4.5.2 Reference Systems 2: Oversampling Waveforms in the 

time Domain 

The second reference system performs waveform quantization in two st.eps: (I) over- 

samples variable dimensional input vectors to a fixed length and (2) applies ordinary 

VQ to the fixed-length oversampled vectors. The oversampling schemes described 

in section 4.3 are used. 
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4.5.3 Quantization using the Phase codebook model 

In the proposed phase codebook model, NSTVQ is used for quantization of variable- 

length spectral magnitude vectors. 

NSTVQ for Spectral Magnitude Quantization 

Because of the variable length pro; : nn of spectral magnitude vectors, usual wave- 

form quantization schemes cannot be directly used in the quantization of spectral 

magnitude vectors. However, the schemes we discussed in section 4.2 are applicable. 

In our experiment, non-square transform vector quantization (NSTVQ) [36] [35] is 

used. Following is a brief description of NSTVQ. More detail can be found in [35]. 

The block diagrams of the NSTVQ encoder and decoder are shown in figure 

4.1 1. There are two steps in the NSTVQ approach: (1) convert a magnitude vector 

S which has a variable dimension P,  to a vector X with fixed-dimension N (2) 

vector quantize the fixed-length vector X using an ordinary vector yuantizer. 

In the first step, the variable vector dimension P is used by the switch, shown in 

the figure, to select from a set of L non-square transformation matrices which are 

fixed and known at both the encoder and decoder. The selected matrix, Bl, is called 

the forward transformation matrix and has dimension N x P. The variable-length 

vector is transformed into a fixed-length vector X using the following equation: 

In the second step, the N-dimensional vector S is vector quantized using a ordinary 

fixed-lengt h vector quantizer. 

In the decoding process, the input vector dimension P is required. However, the 
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Encoder 
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' by vector length ' 
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Decoder 

* ? Switch controlled . 

Figure 4.11: The Block Diagram of Non-Square Transform Vector Quantization 
(NSTVQ) 
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vahie P is the pitch value which is always transmitted to the decoder, therefore no 

extra bits are required for vector dimension transmission. The quantized magnitude 

vector S of dimension P is recovered using the following equation: 

When the dimension of vector S is larger that the fixed length vector dimen- 

sion iV7 there will be distortion between the original and reconstructed vectors even 

when the fixed-length vectors are not quantized. The distortion due to this dimen- 

sion conversion is called modeling distortion. The forward transformation matrix 

which minimizes the modeling distortion is simply the transpose of the inverse trans- 

formation matrix for the corresponding vector dimension. 

In [35], a few choices of transformation matrices are presented such as Karhunen- 

Loeve Transform (KLT) matrix: first and second forms of the discrete cosine trans- 

form ( DCT-I) and (DCT-11) , a transform from orthogonal polynomial basis functions 

(OPT), and the discrete Hartley transform (DHT). Based on results in [35], DCT-I1 

is chosen as the transform in our experiments. 

4.5.4 Comparison Between the Model and Reference Sys- 

tems 

The proposed model is compared with two direct waveform-quantization reference 

schemes described in the previocs subsection. 

Table 4.1 compares the segmental signal-to-noise ratio (segSNR) of the proposed 

model with those of the direct waveform VQ schemes. These systems are compared 

at a high rate of 72 bits/prototype and a low rate of 36 bitsJprototype. The specific 
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numbers of bits: 72 and 36, are chosen because of their relative easiness in bit 

assignment for all of these sy~t~ems. 

In the first reference system. variable dimension VQ (VDVQ) is used. A variable 

dimension prototype waveform is mapped into a fixed-length( A' = 256) vector using 

eqns. ( 4.26) and ( 4.27). The extended vector is then split into 4 (36 bits/prototype 

case) or 8 subvectors (72 bits/prototype case). These subvectors are quantized using 

a split VQ (eqn.( 4.28) is the distortion criterion). 

In the second reference system, a variable dimension prototype waveform is over- 

sampled to a fixed length j,t' = 256j. Then each extended vector is split into 4 

subvectors (36 Gits/prototype case) or 8 subvectors (72 bits/prototype case), and 

quantized by an ordinary split VQ with 9-bit codebooks. 

In the phase codebook model, the spectral magnitudes are quantized using multi- 

stage NSTVQ (MS-NSTVQ) described in the previous subsection. A 4-stage NSTVQ 

codebook with 6 bits/stage is used for the 36-bit case while a 10-stage NSTVQ 

codebook with 6 bitsfstage for the 72-bit case. The results of table 4.1 indicate 

that the proposed system outperforms both of the reference schemes by a wide 

margin. 

A significant part of the performance gain in table 4.1 is due to the implicit 

prototype waveform alignment in the proposed system. The transmission of the 

alignment information would require about 8 bits (in many PWI systems this infor- 

mation does not need to be transmitted). To compensate for the effect of alignment, 

Table 4.2 shows a comparison in which the direct VQ systems are allocated 8 bits 

more than the proposed system. The results show that the proposed system still 

preserves a performance advantage over the direct VQ systems. For example, for 

quantization with 36 bits per prototype, the proposed system achieves a segSNR 
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I Reference 2 1 72 igbitx8cdbkj 
1 I I 

/ 9.44 1 6.94 / 8.28 1 
[ Spectral MS-NSVQ + Phase ~ d b k  j 72 (6bitx10stg+12) j 13.17 j 8-68 j 11.09 1 

f 
/ Ref. Sys. 1: Split VDVQ 

Ref. Sys. 2: Oversampling+VDVQ 
Mag. &IS-NSVQ+ Phase Cdbk 

I Reference 1 

Table 4.1: Comparisons between The Phase Codebook Model and Direct Waveform 
VQ Schemes 

female 
6.06 
6.31 
8.88 

Bits/prototype 
36i9bitx4cdbk) 
36(9bitx4cdbk) 
36 (6bitx4stg $12) 
72 (9bitx8cdbk) 

Table 4.2: Comparisons Between The Phase Codebook Model and Direct Waveform 
VQs With Extra Bits 

male 
4.22 
4.57 
5.96 

improvement of about 2 dB wit'h respect to the second reference system ; even 

Overall 
5.21 
5.50 
7.53 

9.53 i 6.47 

I 

Ref. Sys. 1: Split VDVQ 
Ref. Sys. 2: Oversampling+VQ 
Mag. MS-NSVQ+ Phase Cdbk 

Reference 1 
Reference 2 
Spectral MS-NSVQ + Phase Cdbk 

if an extra 8 bit.s are allocated t,o the second reference system to account for the 

8.11 

male 
5.44 
5.83 
5.96 
7.45 
7.83 
8.68 

alignment, the proposed system retains a performance gain of 0.6 dB. 

Bitsjprototype 
44(11 bitx4cdbk) 
44(llbitx4cdbk) 
36 (6bitx4stg $12) 
80 (lObitx8cdbk) 
80 (10bitxScdbk) 
72 (6bitxlOstg+12) 

Overall 
6.55 
6.94 
7.53 
9.32 
9.30 
11.09 

Table 4.3 shows the comparison between the proposed system and the reference 

female 
7.51 
7.89 
8.88 

10.93 
10.57 
13.17 

systems with alignment. In the direct waveform quantization schemes, the wave- 

form is aligned based on the main peak of the pitch cycle before being quantized. 

The proposed system outperforms both of the direct waveform VQ with alignment. 

For example, the phase codebook model outperforms the the second system with 

alignment about 0.8 dB fur a bit allocation of 36 bits/prototype and by 1.6 dB for 

72 bits per prototype. 

The effect of codebook size for phase and magnitude codebooks is shown in figure 

4.12. By increasing the phase codebook size from 7 bits to 12 bits, the performaxe 
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Table 4.3: Comparisons Between The Phase Codebook Model and Direct Waveform 
VQ With Alignment 

improves by as much as :3.5 dB. Within the allocation ranges considered in figure 

4.12, assigning bits to phases appears to be more efficient that assigning the same 

female 
7.35 
7.56 
8.88 

male 
5.44 
5.74 
5.96 

/ Bits/prototype 

amount of bits to magnitudes. 

Overall 
6.47 
6.72 
7.53 

Ref. Sys. 1 with Alignment 
Ref. Sys. 2 with Alignment 
Mag. MS-NSTVQ+ Phase Cdbk 

To test the subjective speech quality of the phase codebook model, informal 

36(9bitx4cdbk) 
36(9bitx4cdbk) 
36 (6bitx4stg $12) 

Ref. Sys. 1 with Alignment 
Ref. Sys. 2 with Alignment 

listening tests have been conducted where original speech prototype waveforms were 

10.53 ! 7.46 
10.75 / 7.90 
13.17 / 8.68 

72 (Ybitx8cdbk) 
72 (9bitx8cdbk) 

. replaced by the quantized waveforms using either the phase codebook model or 

9.26 
9.43 
11.09 Mag. MS-NSTVQ + Phase Cdbk 1 72 i6bitx10stg+12) 

the reference systems. The speech quality of the systems are consistent with the 

objective signal-to-noise ratios. 

From the performance comparisons between the proposed model and the refer- 

ence systems, it is shown that the proposed phase codebook model reaches its ob- 

jective -efficient quantization of the phase information of the prototype waveforms 

at. low bit rates. The performance gain of the p h ~ s e  codebook model seems to be 

due to the simultaneous waveform alignment and quantization procedures. In other 

words, the closed-loop waveform alignment plays an important role in improving the 

quantization efficiency of the proposed model. 
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SegSNR versus phase codebook size 
I I I 1 I I I I I I 

9 1 a 
Csdebook size ( bits) 

Figure 4.12: Effect of phase and magnitude codebook size on performance 

4.6 Summary 

As a main chapter of the thesis, this chapter focuses on the proposed phase codebook 

model. The first section discusses the motivation and objective- to find an efficient 

way of quantizing spectral phase information. 

In section 4.2, the detailed derivation of the basic phase codebook model is 



CHAPTER 4. THE PHASE CODEBOOK MODEL 90 

given, and its properties are discussed. It has been shown that waveform alignment 

of prototype waveforms can be performed simultaneously with the phase codebook 

search procedure (closed-loop waveform alignment ). To reduce the computational 

complexity of the basic model, three different waveform oversampling schemes are 

discussed in section 4.3. The polyphase filtering scheme can perform interpolation 

on non-periodic signals while other two interpolation schemes based on interpolator 

Hl(E)  and zero-padding in the frequency domain have better computational effi- 

ciency. By using these oversampling techniques, a modified phase codebook model 

is obtained in section 4.4. 

Finally, in section 3..5, the proposed phase codebook model is compared with 

two direct waveform quantization systems, an? experimental results show that the 

phase codehook model outperforms both direct waveform quantization systems by 

a significant margin. In the comparisons where extra bits are assigned to direct 

waveform quantization to compensate for waveform alignment, and where alignment 

is added to direct waveform quantization, the phase codebook model still has a 

performance advantage. These experiments confirm that the phase model is valid, 

and it is possible to quant.ize phase information at low bit rates. 



Chapter 5 

Applying the Model to 

Interpolative Coding 

Recently, interpolative coding has emerged as a new class of coders that combines the 

dominant CELP coder with the sinusoidal model. Interpolative coding ha.s a good 

potential to reduce the coding bit rates. This chapter applies the phase codebook 

model developed in chapter 4 to interpolative speech coding. In chapter 3, we have 

introduced the basic concepts of prototype waveform representation, quantization, 

and interpolation. These concepts will he directly used in this chapter. 

This chapter is organized as follows. In the first section, we develop a pro- 

totype waveform interpolation scheme based on the phase codebook model. The 

phase codebook model can be used in either single or multiple prototype waveform 

interpolation. In the second section, a speech coding system using the multiple pro- 

totype waveform interpolation concept and the phase cctkbook model is developed. 

Finally, subjective test results of the coder are reported. 
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5.1 Waveform Interpolation Based on the Phase 

Model 

In sectios 3.1.4, we have discussed the general form of prototype waveform interpo- 

lation which is derived in the continuous time domain. In practice, t-he general form 

is difficult to implement in the discrete time domai11 because both the pitch and the 

shape of prototype waveforms change continuously wi t11 time while the sampling 

rate for the discrete time is fixed. However, if a prototype waveform is quantized 

by the phase codehook model. the length of the prototype waveform is normalized. 

Thus only the shape of the prototype waveform has to be interpolated, and this can 

be performed as shown below. 

Recall that in section 3.1.1. at each time instant t ,  along time axis t ,  there is an 

instantaneous prototype waveform u(t,.  d). Together with time axis t ,  the abstract 

time axis d is introduced to describe the instantaneous prototype wax-eform shape. 

A11 these definitions are in the continuous time domain. In the discrete time domain, 

let the time axis 7n correspond to the continuous time axis t ,  and assume that both 

instantaneous prototype waveforms are represented bp the phase codel,ook model: 

~ ( 0 .  n) .  0 5 n < -1- at time instant m = 0. 

v(:ZI. n ) .  0 5 n < -4' at time instant m = :U. (5.1) 

where variable n corresponds to tzhe abstract time axis 9. Sate that iV is the fixed 

length of the phase codebook model (the size of FFT). The phase codebook model 

interpolates prototype waveforrfis to a fixed length N. 

Figure 5.1 shows the two instantaneous prototype waveforms, v(0, n) and v ( M ,  n), 

as two-dimensional signals along time axes m and n. The instantaneous waveforms 

have distance &I on the time axis rn. If linear interpolation is used, then the wave- 
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form sha.pe at each time instant, m, 0 5 m < ,&if, car, be interpolated as: 

In order to recover an interpolated signal e (m)?  0 5 m < M ,  along time axis n2, first 

we have to un-normalize the waveform shape u ( ~ ,  n ) ,  where 0 5 12 < N ,  from length 

AT to the instant pitch size at each time instant n2. Then the ideal interpolated signal 

e(rn), 0 5 ni < Itil, can be obtained by concatenating infinitesimal segments of the 

un-normalized instantaneous waveform shapes. To maintain the smoothness of the 

ideal interpolated signal e(m jt the phase continuity between the boundaries of these 

infinitesimal intervals has to be preserved. 

Abstract 

Magnitude 
Time 

n f  

waveform 2 

. 
0 
0 

At instant M 
Initial Phase 

Time m 

Figure 5.1: Interpoiation Between Two Prototype Waveforms 

Given the pitch values at  time instants rn = 0 and m = M i  P(0) and P ( M ) ,  

the harmonic frequencies are d ( 0 )  = 27r/P(O) a,nd w ( M )  = 2z-/P(M) respectively. 
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When linear interpolation is used, the fundamental frequency at  time instant m is 

Taking the integral along time axis m, the phase track at time instant m is 

where B(0) is the initial phase offset at time instant m = 0.  The above phase 

increases monotonically, and the phase can he wrapped to its principle value : 

The un-normalization of each interpolated instantaneous waveform shape from 

size N to its corresponding pitch size P ( m )  = 2 n / w ( m )  can he performed by finding 

the desired phase track in terms of the number of samples along axis n 

where 8 ( 0 )  = gB(0) .  @(m)  is not usually an integer. Since the interpokted wave- 

form shapes v(rn,n) are in the discrete form? only the values at integer samples 

are known. However, when 3: >> P ( m ) .  tshe waveform shape values of non-integer 

sample locations can be approximated by its closest integer sample values. Based 

on tqhis approximation, the desired interpolated waveform e ( m )  is 

where round means t-aking the closest integer value. When N is not large enough, 

the oversampling techniques described in section 4.3 can be u e d  to increase the 
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With respect to computational complexity, the phase track @(m) can be calcu- 

lated before evalaating eqn. ( 5.2 ). Therefore, only a specific value n = @(m) needs 

to be evaluated for each time instant rn. Combining eqns. ( 5.7) and ( 5.2), we have 

- ( M  - r n )  rn 
' ~ ' ( 0 ,  r o u n d ( @ ( m ) ) )  + -v(M, round(Q>(m)) )  (5.8) 

.!! M 

The gain of the interpolated signal e(m) can be interpolated on a sample-by- 

sample basis. Suppose g ( 0 )  and g ( M )  are the gains of the instantaneous prototype 

waveforms at time instants m = 0 and m = M .  If linear interpolation in the 

logarithm domain is applied, the interpolated gain of prototype waveform v (m,  n) 

at time instant m, 0 5 m < M, is: 

From the abcve equation, a gain factor is obtained for each prototype waveform 

v(m, n). By applying the gain factor, eqn. ( 5.8) can be rewritten as: 

5.2 A Multiple PWI Speech Coder 

In this section, a speech coder is presented based on the concept of multiple proto- 

type waveform interpolation and the phase codebook model. 
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Figure 5.2: Encoder of the Interpolative Coding System 
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Figure 5.3: Decoder of the Interpolative Coding System 
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5.2.1 System Overview 

This subsection describes briefly the proposed speech coding system. Details of the 

different parts of the system are discussed in the following subsections. 

Figure 5.2 shows the block diagram of the encoder. At the encoder, the input 

speech is divided into frames with frame size of 25 ms. LPC analysis is performed on 

each frame, and the residual signal is obtained by passing the input speech through 

the LPC filter. Pitch detection is performed on the speech signal to obtain pitch 

values. Each frame of the residual signal is further divided into 10 subframes. For 

each subframe, a prototype waveform is extracted from the residual signal. Usually 

the subframe size is smaller than those of prototype waveforms, and a prototype 

waveform can expand over a few subframes. Therefore, it is common that prototype 

waveforms overlap with each other (See figure 3.3). 

The extracted prototype waveforms are gain-normalized (See section 5.2.4). 

Then pitch-size DFT is applied to each prototype waveform, and the prototype 

waveform is oversampled to a fixed length of N by padding zeros in the frequency 

domain ( See section 4.3). Each prototype waveform is aligned with previous ones 

in the f-:equency domain (See section 5.2.5). 

The DFT coefficients of the resulting normalized and aligned prototype wave- 

forms in each frame are averaged to obtain the slowly evolving waveform (SEW) for 

each frame. For each subframe, one rapid evolving waveform (REW) is obtained 

by subtracting the current frame's SEW from the DFT coefficients of the current 

subframe's prototype waveform. Bot,h of the magnitudes and phases of the SEW 

are quantized using the phase codebook model, whereas only the magnitudes of the 

REW are quantized using NSTVQ 1361. 
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The purpose of decomposing prototype wmeforms into SEWS and REiVs is to 

exploit the human auditory system. It is noted that unvoiced speech can be encoded 

in a perceptually accurate manner at a very low bit rate [33]. This is the case despite 

the fact that unvoiced speech has a very high information rate from an information- 

theoretic viewpoint. On the contrary, the bit rate required for voiced speech is 

usually relatively high, despite the slow evolution of the pitch cycie waveform. These 

observations show that the human ear is more sensitive to slowly evolving feature 

of the waveform. The decomposition of prototype waveforms into SEWS and REWs 

facilitates the use of different quantization schemes for voiced-like SEW and noise- 

like REW [3 11. 

At the decoder shown in figure 5.3,  a prototype waveform is reconstructed 

by combining a SEW and REW in the time domain. The SEW is obtained by 

performing IFFT on the quantized SEW magnitudes and phases. The REW is 

obtained by performing IFFT on the quantized REW using random phases. The 

random phase is used to reduce the bit rate of the system assuming that the REW 

has a noise-like characteristic. The SEW and REW &re added up in the time domain 

to obtain reconstructed prototype waveforms. 

The prototype waveform interpolation scheme for the phese codebook model (See 

section 5.1) is employed to recover the excitation ( residual) signal using the recon- 

structed prototype waveforms. Each prototype waveform has to be aligned with its 

previous prototype waveform before interpolation. The first prototype waveform in 

a frame is aligned with the last prototype wa.veform of the previous frame. Finally, 

the reconstructed speech is obtained by passing the excitation signal through the 

synthesis filter. 

Starting from the next subsection, the details of the coding system are presented. 
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Once in each speech frame, the speech spectral envelope is estimated using 10th order 

LPC analysis. In the system, frame size is set to be 25 rns (200 samples). Analysis 

is performed on speech segments obtained by multiplying the input speech signal 

with Hamming window. The coefficients are converted to line spectral pairs ( L S P )  

and quantized once per frame using the tree-searched multi-stage vector quantization 

(MSVQ) scheme presented in 161. The 10 LSP coefficients of each frame are encoded 

using a 8-stage, 3 bits/stage, MSVQ ( %bits). The quantized coefficients are then 

transformed back into LPCs and used in the short-term filter (See eqn. ( 2.8)) which 

computes the excit.ation signal according to eyn. (2.2). The filter coefficients are 

updated using LSP interpolation and the update interval is 5 ms. 

5.2.3 Prototype Waveform Extraction 

For each frame, a pitch value is determined using a modified version of the pitch 

algorithm developed by Bhattacharya [5]. This algorithm combines a peak picking 

procedure with forward and backward correlation checking. In the algorithm, the 

peak picking procedure first selects a set of candidate pitch pulses based on the 

pitch value of the previous frame and on the pitch track length. Second, from the 

candidate pitch pulses, a set of candidate pitch values is obtained. If the candidate 

pitch values are similar to the pitch values of the previous frame, and the deviation 

of these candidate values is below a given threshold, The pitch value of the current 

frame is set to be the average of these candidate values. If the candidate pitch values 

has large deviation, forward and/or backward correlation is employed to check if any 

pitch pulse is missed by the pitch marker or the current frame is an unvoiced frame. 

For voiced speech, the algorithm perform pitch tracking to make sure that the pitch 
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value changes smoothly with time. For unvoiced speech, large pitch values (greater 

than 100 samples in 8 kHz sampling rate) are selected to avoid unwanted periodicity 

in reconstructed unvoiced speech. 

In the proposed system, each frame is divided into 10 subframes, with subframe 

size 2.5 ms. A prototype waveform is extracted for each subframe. The starting 

point of the prototype waveform is restricted to an interval of 1.25 ms. The exact 

starting point is decided on the basis of minimizing the square error at the boundaries 

of prototype waveforms. Similar to [g], this interval restriction will maximize the 

tracking of the speech dynamic and avoid double occurrences of transitory events in 

the input speech appearing in the synthesized output. 

5.2.4 Prototype Waveform Gain-Normalization and Over- 

sampling 

Suppose we have L subframes in a frame, and each subframe is of length M .  Starting 

from each subframe, we extract one prototype waveform r( lM,  n), where 0 5 I < L, 

a ~ l d  0 5 n < Pr. 9 is the length of the prototype waveform (ZM, n), i. e. the pitch 

size in the current subframe. Pr can be simply obtained by interpolation between 

quantized pitch values between frames. 

In the encoder, the prototype waveform r ( lM,  n) is first gain-normalized. the 

gain of each prototype waveform is defined as 

Thus the normalized prototype waveform in the time domain is 
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Taking pitch size DFT of the r,(lM, n) ,  we obtain the frequency domain represen- 

tation ~f the normalized prototype waveform 

Applying the zero-padding oversampling technique (See section 4.3), prototype 

waveform Rn(EM7n) of size Pl can be oversampled to a prototype waveform of a 

fixed length N. Denoted by Vn(ZM, n), the oversampled prototype waveform in the 

frequency domain is 

for 0 5 I < L. The oversampled prototype waveform in the time domain is 
1 "-1 j2?rnk 

v , ( M , ~ )  = Vn(IM,k)e 
Pd k=O 

for 0 5 I < L. 

To quantize the gain factor gl, gi is first transformed to the logarithm domain. 

Each frame has L gains, and can be vector quantized using an ordinary VQ. L is 10 

in our proposed system. To reduce the vector dimension. in the coding system to be 

evaluated in section 5.3, only 2 gains are extracted by grouping gains gl, 0 5 I < L, 

into 2 groups and finding the average of the gains in each group. The 2 gains are 

then quantized using a two-dimensional 10-bit VQ. 

5.2.5 Computation of SEW and REW 

It has been noted that the human ear is more sensitive to details of the speech 

waveform when it evolves slody than when it evolves rapidly. In other words, the 

hum= ear is more sensitive to slowly evolving feature of the waveform 1331. 
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In order to achieve high quantization efficiency, the prototype waveforms are 

decomposed into f EUr a.nd REW. In 1321, SEW are obtained by linear-phase low- 

pass filtering the Fourier coefficients along time axis t (section 3.2.5). In [9]? the 

low-pass filtering operation is simplified as averaging Fourier coefficients along time 

axis t. In the proposed coding system, prototype waveforms are decomposed into 

SEW and REW using the averaging method. In each frame, a SEW is extracted by 

averaging of all oversampled prototype waveforms in the frame. 

Before averaging prototype waveforms, alignment is required. Each prototype 

waveform is always aligned with the previous one. The first prototype waveform is 

aligned with the last prototype waveform of the previous frame. Suppose the last 

prototype waveform of the previous frame is vn,(-M, n),  0  5 n < N .  The recursive 

alignment procedure can be described as 

n = ( ( (  - n ) )  O 5 n < N (5.17) 
- j2 l rn lk  

V ( Z  ) = Vn (ZM, k )e  N O s k < N  (5.18) 

for 0 < I < L. Figure 5.4 shows typical normalized and aligned prototype wave- 

forms vn,(lM, n) extracted in a frame. In the figure, each frame is divided into 10 

subframes, and the FFT size, Pi? is 512. 

The SEW of the current frame is defined as 

The lth REW of the current frame is 

Rl(k) = %La (IM, k) - S ( k )  0 5 k  < N 



CHAPTER 5. APPLYLVG THE MODEL T O  INTERPOLATIVE CODING 104 

Figu 

0 0 

.re 5.4: Normalized and Aligned Prot~t~ype Waveform In a Frame 
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5.2.6 Quantization SEW and REW 

The phase codebook model (See section 4.4) is used to quantize the complex SEW. 

The SEW is decomposed into spectral magnitudes and spectral pha.ses. The mag- 

nitudes are quantized using NSTVQ [36] while the spectral phases are quantized 

using the phase codebook model. In the coding system to he evaluated in section 

5.3, a ?-bit magnitude codebook and a 6-bit phase codebook are used. 

The REW has a noise-like characteristic. To reduce the bit rate of the coder, 

only the magnitudes of REW are coarsely quantized. The low frequency component 

of the REW is suppressed to reduce the interference with the low frequency, periodic 

SEW structure of the prototype waveform. In the proposed coding system, the low 

frequency component of the REW under 1 khz is suppressed, and only the REW 

magnitude shapes of the 2nd, 5th, and 9th subframes in a frame are quantized using 

a %bit NSTVQ while each waveforn shapes of the missing Ti subframes of total 10 is 

set to be equal to the quantized waveform shape of either previous or next subframe. 

1 bit is required for each of these subframes to decide whether previous or next 

quantized shape is used based on the minimum magnitude distortion criterion. This 

REW quantization scheme is similar to the one in [32]. 

5.2.7 Reconstruction of the Excitation Signal 

i s  shown in figure 5.3, the decoder reconstructs the prototype waveforms from 

the SEW and REW. A reconstructed prototype waveform is the sum of the current 

reconstructed SEN' and RE?V. To reconstruct the SEW, the magnitudes and phases 

are recovered from the SEW magnitudes and phase codebooks: and inverse FFT is 

performed to reconstruct the SEW in the time domain. Similarly, inverse FFT is 

performed on the combination of the recrzlstructed REW magnitudes (from the 
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REIN magnitudes codebook) and random phases to obtain the time-domain REW. 

Then the SEW and REW are added up in the time domain to form t,he reconstructed 

prototype waveform 6(kM, n) ,  where 0 5 I < L. 

To obtain the one-dimensional reconstructed excitation signal of the current 

frame E(m), where 0 5 rn < M L ,  eqn. ( 5-8) is used in the decoder on a subframe- 

by-subframe basis. The phase track required in eqn. ( 5.8) can be obtained by 

linearly interpolating the pitch of the current frame and that of the previous frame 

and by using eqn. j 5.6). 

The gain factor is added to the excitation signal on a sample-by-sample basis as 

discussed in section 5.1. The gain for each sample is recovered by linear interpolation 

in the logarithm domain between quantized gains. 

When the SEW and RE'CV are not quantized. a small set of speech sentences 

without background noise has been tested. and the experimental results show that 

the system generates synthesized speech that has almost no difference to the original 

speech signal. 

5.2.8 Bit Allocation 

The detailed bit allocation for the proposed system is given in table 5.1. The frame 

size is 25 ms, and subframe size is 2.5 ms. As we can see on the table, 24 bitslframe 

are used to quantize the short-term prediction coefficients, while 7 bits/frame is used 

for the pitch value. There are 10 prototype waveforms in each frame. From these 10 

prototype waveform, one SEn7 is generated, and quantized using a 7-bit magnitude 

codebook and a 6-bit phase codebook. For REW magnitude quantization, only the 

magnitude vectors of 3 subframes (2nd. 5th and 9th) are quantized using a 3-bit 
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Pitch Period / Gain / SEW Mag. 
SEW Phase i 

[I PABAMETER / Bits/Frame 

fi LSP Coefficients 1 24 

Table 5.1: Bit Allocations for the 2.8 kbps PWI Codec Using a Frame length of 200 
Samples with I0 Prototype Waveforms per Frame 

Rates (bps) 

960 

codebook while those of the remaining cubframes are set to be equal to the vector 

of their corresponding ieft or right subframes. The left or right decision is based on 

the spectral error, and 1 hit is required for each subframe. 

5.3 Performance Evaluation 

The performance of the PiVI system was evaluated using an informal Mean Opinion 

Score (340s) test in which several speech codecs were used to encode 10 sentences, 5 

from male speakers and 5 from female speakers. For each sentence, an uncompressed 

f 16-bit PCM) version was PI&>-ed followed by the output of each codec being tested. 

The order of the odecs was randomized between sentences, and stereo headphones 

were used in which the same signa: was sent to both channels. 

Twenty participants took part in the informal MOS test and were asked to rate 

the quality of each speech sitmpie using a scaie from I to 5 representing a subjective 

a,* ,,&it,:; of bad. pmr, fair. gd. and e x d e n t .  This provides a total of 200 ratings 

for each system. The uncompressed samples were always played first as a reference 

and were given a score of -5 in advance. Included in the test was the existing 2.4 

kbps LPC-lOe standard[S5]. the 4.15 kbps IMBE standard1251 (See section 2.5.3), 
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Table 5.2: Mean opinion scores (MOS) results 

and the FS 1016 4.6 kbps CELP standard[29]. All the standard coders are official 

releases from their corresponding organizations/parties. 

System 
IMBE 
DoD CELP 
PWI 
LPG-lOe 

The results of the test are shown in table 5.2. The 2.8 kbps PWI system scored 

about 0.8 MOS points higher than that of the existing LPC-lOe standard at 2.4 

kbps. However, it scored about 0.5 points less than the FS 1016 CELP system 

operating at 4.6 kbps, and the 4.15 kbps IMBE standard. 

Rate (bps) 
4150 
4609 
2800 
2400 

For a small tested set of speech sentences without background noise, experiments 

show that the speech quality of the system with no SEW and REtV quantization is 

almost equivalent to the original speech. The SEW-only excitation generates me- 

chanical quality speech because of the excessive periodicity. As we add on more and 

more REW components, the mechanical sounds disappear, however, with increasing 

noise similar to background noise. Compared with the IMBE standard, the main 

deficiency of the current system seems to be its noise. To improve the speech quality 

of the coder, efficient representation of the REW components is required. 

Mean Opinion Score 

., 

Female 
3.48 
3.37 
2.87 
2.09 

Variance 
All 
3.30 
3.29 
2.77 
1.98 

All 

0.50 
0.54 
0.47 
0.51 

Male 

3.13 
3.21 
2.68 
1.88 

Male 

0.48 
0.60 
0.44 
0.48 

Female 
0.47 
0.47 
0.48 
0.51 



Chapter 6 

Conclusions 

Recent speech coders, using either the sinusoidal model or interpolative coding, 

bring new challenges to the field of speech coding. One of the challenges common 

to these coders is the quantization of the phase information of sinusoids at low bit 

rates. The objective of this thesis is to find an efficient way of quantizing spectral 

phase information. We have developed a phase codebook model to quantize the 

phase information of speech prototype waveforms at low bit rates. 

In the proposed model, the minimum mean square error (MSE) criterion is ap- 

plied to prototype waveforms in the time domain. The spectral phase of prototype 

waveforms is separated completely from the spectral magnitude, and quantized using 

a phase codebook. The model performs closed-loop waveform alignment together 

with the phase codebook search procedure. To reduce the computational complex- 

ity of the basic model, oversampling techniques are used to obtain a modified phase 

codebook model. 

The proposed phase codebook model is compared with two direct waveform quan- 

tization systems, and experimental results shows that the phase codebook model 
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outperforms both direct waveform quantization systems by a significant margin. In 

the comparisons where extra bits are assigned to direct waveform quantization to 

compensate for waveform alignment, and where alignment is added to direct wave- 

form quantization, the phase codebook model still has a performance advantage. 

These experiments confirm that the phase model is valid, and the phase codebook 

model provides a way of quantizing phase information at low bit rates. 

The phase codebook model is applied to prototype waveform interpolation cod- 

ing. An efficient interpolation scheme of prototype waveforms based on the phase 

codebook model is devehped. A speech coder based on interpolative coding is de- 

veloped, and good results are obtained. 

Suggestions for Future Work 

This section provides suggestions for furt.her research into several areas covered in 

this thesis. 

Regarding the phase model, it will be interesting to see if the idea is applicable 

to the quantization of phase information in sinusoidal coding instead of the 

phase dispersion factor, which is common in current sinusoidal coders. 

Perceptually efficient REW representation. The REW quantization in the 

current coder requires high bit rates. To improve the coder's quality and to 

further reduce the bit rate of the coder, perceptually efficient quantization 

schemes need to be developed. 

Regarding the representation of prototype waveforms, it is unclear if the SEW 

and REW decomposition is optimal. It is possible that other decompositions 

provide more efficient quantization. 



Appendix A 

Derivation of Interpolator 

functions Hl (k) 

This appendix derives in details why interpolators Hl (k), as defined by eqn. ( 4.1 l ) ,  

performs ideal 1 - to - L interpolation on x ( n )  as defined in eqn. 4.9. 

Suppose we have already obtained the ideal oversampled version of x ( n )  - 

y(rn)- using Hl (k). By definition the DFT of y ( m )  is 

Substituting m by eqn. ( 4-15),  eqn.( A.1) can be written as 

(A.  2) 
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Combining eqn. ( A.2) and eqn. ( 4.12), 

Using eqn. ( 4.11) , the summation term in eqn. ( A.3) is 

Note that 0 < k  < LP - 1. Now define a new variable k' such that 

then the first branch at the right side of eqn. ( A.4) is 

L-l j 2 x k 1  1 -j2x(11P+k') 

First branch = e p L e L P  

L l 1=0  

0  otherwise 

The third branch is 

L-l -j2x(~-k') -j2x(l 'P+k')  

Thirdbranch = x e  p Le L P  

L  l l = L - 1  

0  otherwise 

From eqn. ( A.3), eqn. ( A.6) and eqn. ( A.7), Y ( k )  can be written as 

L X(k) 0 5 Ic 5 [(p - 1)/21 

X(((k)),) P ( L  - 1) + [ (P  + 1)/2] < k < PL ( A 4  

otherwise 



APPENDIX A. DERIVATION O F  INTERPOLATOR FUNCTIONS H L ( K )  113 

From the above equation, Y(k) equals to X(k) at low frequency part with an 

scaling factor, and Y(k) equals to zeros at high frequency part, From the Nyquist 

sampling theorem, it seems that y (n) is a oversampled version of x(n). However, if 

we look into in more detail the spectrum Y(k), there is a constraint for y(m) to be 

an ideal oversampled version of x(n)- When P is an even number, X(P/2) have 

to equal to zero. 

Because Y(p/2) is always zero using the definition of Hl(k) (the second branch 

in eqn. ( A.4)), 

Therefore, the spectrum of Y(p/2) is not exactly X(pJ2) with a scaling factor at 

low frequency part. And y(m) will not be an ideal interpolation of x(n) if p is even 

and X(P/2)  # 0. 

However, X(P/2)  corresponds to the half the Nyquist sampling rate of x(n),  and 

it's reasonable to assume X(P/2) = 0 if x(n) a speech or residual signal. 
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