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ABSTRACT 

Two of the most important wireless wide area networks are Mobile Intcrnu( 

Protocol (IP), developed by the -Mobile 1P Working Group of the Internet Engineering 

Task Force (IETF) and Cellular Digital Packet Data (CDPD), proposed by thc CDPD 

Forum. In spite of their common roots the two protocols have some important diffsrenccs 

which affect their performance during some critical phases of wireless communications. 

Two examples are the handhg of the initial registration of the mobile node with the 

mobile base station and with its home network, and the handling of handofls. 

In this thesis we concentrate our attention on the network layer perfbrtnrtncc by 

studying the number and size of the messages exchanged during the critical phases as well 

as the efficiency of the routing of packets from and towards the mobile nude, Thc draft 

proposal for route optimization in Mobiie IP is also considered and its imprt>vcd routing 

performance is compared to the base Mobile IP and CDPD protocols. 

The performance of the two protocols as well as three variations: intra-arca 

handoff for CDPD, multiple bindings for Mobile IP and the route optimization proposal 

for Mobiie IP, are measured using the Optimized Network Engineering Tools (OPNET) 

simulation package. The simulation results are verified using analytical queueing methods. 

The Transmission Control Protocol (TCP) is used as the transport layer for all protocols 

and various scenarios of operation of the mobile connection are applied, such as a file 



transfer with a constant stream of equally sized packets and a Poisson stream of packets. 

CDPD and the base Mobile If protocol simulations show very little differences in 

their performance in spite of CDPD's use of slightly shorter registration packets. In 

addition, the simulations show a significant improvement of throughput and end-to-end 

delay for the optimized Mobile IP while the mobile node is operating within a single cell. 

The improvement depends on the extra overhead introduced by the triangular routing of 

the base protocols. During handoffs, however, optimized Mobile IP is outperformed by 

both the base Mobile IP and CDPD due to the outdated location caching. 
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CHAPTER 1 

INTRODUCTION 

This document presents my research project in the area of mobile data 

communications. Two of the most important wide area protocols were investigated and 

compared to each other. The project consisted of the analytical derivation of performance 

measures and the de\~elopment of simulation models of the two protocols focusing most of 

the attention to their network layer performance. The two protocols are Mobile IP[l], 

submitted by the Mobile IP Working Group of the Internet Engineering Task Force 

(IETF) and Cellular Digital Packet Data (CDPD)[2], proposed by the CDPD Forum. 

An introduction to the area of mobile networks will now be presented indicating 

the deficiencies of existing network protocols when dealing with mobility issues. The two 

protocols will then be described in some detail. Following in the next two chapters, are 

the analytical and simulation results and, finally, analysis and conclusions from the results 

wilt be attempted. 



1.0.1. Increasing demand for mobility 

The continuously decreasing size and price of computer components and devices 

has made it possible for the average user to afford a portable computer which often has 

comparable performance to the best desktop workstations. The resultillg proliferation of 

portable computers created a new breed of computer users who are continuously on the 

move but still require to maintain uninterrupted network connectivity either to their 

workplace LANs or to the Internet. As a result the increasing numbers of users attracted 

a greater number of companies in this area. 

Many operations done previously using dial-up lines and moderns can bc 

performed more efficiently using mobile networks. Sales-people, for example, woiild no 

longer need a phone line to send their orders to the main ofice. They can, instead, acquire 

continuous connectivity with their main computer network through a wireless wide area 

network such as CDPD. Travelers would not need to subscribe to different Internct 

service providers in each place they visit, but may access the Internet through the local 

mobile network provider. 

1.0.2. Deficiency of conventional protocols 

Mobile nodes are, by definition, not constra'ned to be stationary but their location 

changes with time. The mobile node may be found in a moving vehicle or be a hand-held 

device carried in the workplace. The advantage of mobile nodes over traditional 

stationary nodes is the fieedom to be able to connect to the network from arbitrary places 



w3hout requiring messy cabling or manual reconfiguration of the network each time the 

physicaf location changes. 

This freedom, however, interferes with the existing hierarchical routing algorithms 

which assume that the node is stationary and attached to its home network. Intermediate 

routers in conventional networks, such as the Internet, route packets to a known router in 

the home network of the destination node. The local router is, then, responsible for the 

delivery of the packet to the local node. A new protocol is, therefore, needed for the 

correct delivery of packets destined for a mobile node even if the node is attached to a 

network away from its home network. 

In the case of mobile air communications the airlid poses additional security 

problems. The broadcast nature of RF communication means that anyone can interfere 

with the communication in the form of either passive eavesdropping or active replay 

attacks where an attacker may use (replay) a registration message from a previous 

registration to pose as the mobile node. An authentication and cryptographic scheme is, 

therefore, very important for this type of communication. Currently, the aim is for a 

wireless standard which will be at least as secure as the existirlg wireline networks. 

Finally, performance is pivotal to the wide acceptance of mobile networks due in 

part to the increasing popularity of multimedia applications. Since the most common 

communications medium for mobile communications is the radio channel, performance 

suffers from effects of multipath fading and from 'poor' signal areas. Many attempts have 

been made to discover an efficient protocol which would improve the performance in spite 



of these effects by using error correction and/or by minimizing the size and nunlkr of 

messages sent over the airhi as well as optilmizing packet deiverq. to mobike i~odes. An 

additional performance concern is the additional delay during handoffs, the transfer, that 

is, of the mobile node to a different cell. The extra delay during the registration in the new 

cell causes higher layers to misinterpret the situation as congestion and activate their 

congestion avoidance algorithms causing an even greater disruption of service. 

1.0.3. Early stages of mobile networks 

There have been many attempts to establish standards which would enable ~nobiie 

nodes using TCPfIP to communicate over a radio link with existing stationary nodes. 

Three of the major considerations of these attempts were: 

Existing hosts and routers should not be required to make any software 

modification 

Adequate mobile user authentication and data security should be provided 

Acceptable performance of the mobile network for the intended application 

should be guaranteed. 

Most of the attempts relied on mobile aware iouters which use some form of' 

encapsulation~decapsulation, also called tunneling, of the messages to their correct 

destination. This method does not require any changes to existing intermediate nodes and 

routers (see Figure 1). The mobile node communicates with the mobile-aware host, which 

in turn notifies the node's home network about the node's current position. The home 



network will then forward any packets destined for the mobile node to this mobile-aware 

host. A draw3ack of tN5 method is the longer routing path taken by the packets destined 

for the mobile node. 

network 0 
mobile-aware 

*-----* 

/ 
airlink 

Internetwork 

Figure 1. Sample network supporting mobile nodes. 

Some of the most important early proposals for IP enhancements that enable 

support for mobile users were the VIP - Sony Project, the IBM MHP project, the 

Matsushita MHP project and the Columbia MHP project. These proposals are 

summarized in 131. Mobile IP and CDPD derived many of their features from these 

proposals. 



1 .I. Introduction to the protocols 

1 .I .I .  Mobile IP 

Mobile IP is the submission by the Mobile IP Working Group of the Internet 

Engineering Task Force (IETF). IETF is the principal stanuards development body for the 

Internet. The protocol enables a mobile node to send and receive packets over the 

Internet using its home address regardless of the point of attachment. 

The mobile node must be associated with a home agent which resides in a router in 

the home network. This home agent is responsible for ensuring that the mobile node will 

receive any packets destined for it. The mobility association is established with 

registration when the mobile node either obtains a dynamically assigned temporary address 

or it establishes a connection with a foreign agent which assigns a care-of address to the 

mobile node. A dynamically assigned address (or co-located care-of address) is local to 

the visited network and is obtained by the mobile node either temporarily using a 

mechanism such as DHCP or it is owned by the mobile node and is used each time it visits 

the foreign network. The option of using a dynamically assigned address by a mobile node 

enables the operation of the Mobile IP protocol even in networks unaware of mobility 

with the mobile node also assuming the role of the foreign agent. 

The care-of address, which in most cases is the address of one of the interfaces of 

the foreign agent, is communicated to the home agent during registration and is used as 

the end of the 'tunnel' between the foreign and home agents. The term 'tunnel' means 

that packets destined for the mobile node will be encapsulated with a different IP 



header with destination the foreign agent. Thus, the encapsulated packet will be unaware 

of the fact that it traveled from the home agent to the foreign agent. This form of routing 

is called triangular routing. 

The foreign agent is responsible for routing packets to the mobile node. After the 

mobile node's registration with its home agent, packets destined for the mobile node wdl 

reach it via its home agent and foreign agent, if used, whereas messages originating at the 

mobile node will travel through an optimal route using conventional routing protocols. 

In addition to the standard features of Mobile IP, optimization enhancements have 

been proposed in a separate document. The enhancements attempt to improve the routing 

of packets to the mobile node by notifying the correspondent node of the mobile node's 

position, thus, eliminating triangular routing. 

In a separate draft IETF proposes a set of optimization enhancements. The draft 

proposes the cachic; of the mobile node's location by the corresponding node (whlch 

supports mobility) which will tunnel each packet directly to the mobile node, thus avoiding 

the triangular routing which extends the travel of each packet. The document also 

provides for the forwarding of any packets which are in flight durkg a hand-off to the 

mobile node thus saving the network from unnecessary TCP retransmissions. The mobile 

node may request notification of its previous foreign agent when registering with a new 

foreign agent. In this case, the new foreign agent sends a binding update message to the 

previous foreign agent which updates its binding sache to point to the new iocation of the 

mobile node and forward any messages erroneously routed there. 



1 .I -2. CDPD 

The Cellular Digital Packet Data (CDPD) Network is a 'peer nxilti-protocol, connection- 

less network', proposed by the CDPD Forum, a trade association of carriers. cquipnlent 

suppliers, and application developers.[2J It is based on early IETF Mohile IP work so the 

two proposals have many similarities, but also some differences. The n u i n  idea bchintl 

CDPD is that it may share unused channels in existing Advanced Mobile Phone Systems 

(AMPS) to provide a 19.2 kbps data channel. The CDPD specification describes in detail 

the two lower network layers. 

The terminology used in CDPD follows the I S 0  - OSI model tcr;inology and is 

different from the terminology used in Mobile IP. The mobile node is now called a mobilc 

end-system (M-ES), the home and foreign agents are called mobile home and rnobilc 

serving functions (MHF and MSF respectively) and reside in a mobile data intermediate 

system (MD-IS). A mobile data base station (MDBS) is also defined which deals with the 

airlink comunications and acts as a data link layer relay between the M-ES and the 

serving MD-IS. Two protocols, the Mobile Node Registratic n Protocol (MNRP) and the 

Mobile Node Location Protocol (MNLP) are responsible for the registration of the M-ES 

with its home MD-IS and the proper routing of packets destined for the M-ES. 

4 2. Thesis Overview 

For this project the performance of the mobile networks CDPD and Mobile IP was 

investigated. These two protocols are the most important of the mobile network 



proposals, with CDPD currently being deployed at major cities in the US and recently in 

Vancouver by BC-Te! %bb%t;., and Mob'de !P, which is propsed by ths principal 

standards development body for the Internet, has just issued its RFC (Request For 

Comments) with number 2002. 

Although CDPD was derived from an early draft of Mobik, IP, it is different in 

some respects and, therefore, a difference in throughput performance and time delay of 

packets is expected. Some of the sources of discrepancy are expected to be: 

The size of the registration messages sent over the airlink and how they affect 

the initial registration and the registratiodde-registration process during hand- 

off. 

Initial key exchange messages in CDPD (for encryption purposes) which are 

not provided for in Mobile IP. 

Better integration of the network and lower layers in CDPD allowing seamless 

intra-area hmdoffs. 

Proposed Mobile IP optimization enhancements which, in effect, eliminate 

triangular routing. 

The project was divided in two parts with each part producilg performance results 

in a different way. Analytical methods produced theoretical measures as well as providing 

the h c k p u n d  for creating the simulation models, and simulations produced more 



accurate measures of the performance of the two protocols. 

Each part considers various modes of mobile operation. A slow nmving (or 

stationary) mobile node requires a one time connection establishment overhead whereas a 

fast moving node provides information about the hand-off overhead and its effect on 

overall performance. A large file transfer grants information about the throughput , 

whereas small packet transfer (interactive data) provides information about packet delay. 

Finally, a user requiring continuous connection was contrasted with a user who requires 

many connections/registrations. 

1.3. Contribution of the Thesis 

The slrilulation results indicate the dependency of the network layer mobility 

handling on other factors, namely the transport layer, the channel error characteristics and 

the datalink layer's error handling. The effect of errors occurring during handoff is, also, 

identified indicating how fragile mobile connections are. Finally, a scheme for 

interoperability of Mobile IP and CDPD is proposed which will allow mobile users to 

roam searnlessly between the two networks. 



CHAPTER 2 

BACKGROUND AND 

PRELIMINARY WORK 

In this chapter, we present a detailed description of the two protocols. Some 

preliminary work which consists of packet flow diagrams indicating the procedures for the 

operation of each protocol and the size of the messages exchanged during these 

procedures can be found in Appendix A. Also included in this chapter is analytical work 

related to the calculation of end to end delay in a packet switched network. 

2.1. Mobile IP 

The first step in establishing network connectivity by the mobile node is the 

discovery of a mobility ageat using the Internet Control Message Protocol (IChP)[4]. 

The mobile node, home agent and foreign agent implement I C W  router discovery 151 

with a few mobility extensions. Agents (foreign or home) periodically send agent 

advertisements which are actually the router advertisements defined in [5] with 



additional mobihty extensions. Mobile ngdes upon receiving the advertise~nents process 

them in order to a suitable mobility agent, Tf they do not receive advertisements for 

some time, the mobile nodes may send router solicitations requesting a mobility agent. To 

accommodate the differences of a wireless link the mobile node may solicit mare 

frequently than what is allowed in the conventional ICMP protocol and may do this for  an 

unlimited number of times. 

2.1 .I. Registration Process 

After discovering a mobility agent, and the agent is not the home agent, the mobile 

node m ~ d  use the regis~ration function in order to create an association of its home 

address with a care-of address. The care-of address is an address local to the network of 

attachment which will be used as a temporary proxy address for the mobile node. The 

home agent will "tunnel" any arriving packets destined for the mobile node to this address. 

The registration takes place between the mobile node and its home agent. This 

process may be done in two ways, depending on the method used to obtain the care-of 

address. If the care-of address is dynamically assigned then a foreign agent is not needed 

and the registratiodderegistration may be done with two messages: 

a) registration request from the mobile node to its home agent requesting service 

b) registration reply from the home agent granting or denying service to the mobile 

node. ' 

' Both registration messages are carried in a User Datagram Protocol [6] message. 



If the care-of address is associated with a foreign agent, the foreign agent w d  act as a 

relay of the messages described for the previous case. Therefore, the foreign agent does 

not play an active role in the registration process but simply relays the registration request 

and reply messages. It keeps, however, a visitor list with the media address, home 

address, and home agent of the mobile node and the lifetime of the mobility association. 

The registration request includes a lifetime field in which the mobile node indicates 

the desired duration of registration. The home agent may accept the request as is or may 

grant a shorter lifetime. Authentication of registration messages is also required and each 

of the mobile node, the home agent and the foreign agent must maintain an internal table 

with a list of security associations for mobile entities. 

To protect against security threats mobile nodes and home agents must, and the 

foreign agents should, support authentication using the default algorithm, keyed MD5 [6] 

with a key size of 128 bits which precede and follow the data. There is also the option of 

supporting other authentication algorithms. 

2.1.2. The Mobile Node 

A mobile node must be initially configured with a home address and mobility 

security association for its home agent. It must monitor the link connection for agent 

advertisements thus detecting a change in its network connectivity but must not attempt to 

register more often than once per second. For each pending registration it must have the 

link-layer address of the foreign agent, if applicable, care-of address, registration 



identification and the lifetime requestedfgranted. A mobile node may have more than one 

shultaneous mobility binding. Tb~s option, when exercised, may improve the hand-off 

performance when the mobile node switches back and forth to a few foreign agents since 

no new registration will be needed. A Mobile IP network exercising this option is studied 

in addition to the base Mobile IP. 

When the mobile node discovers that it has reached its home network it should 

attempt to deregister with any foreign agents with which it had an association. In this 

case, the mobile node will not require any mobility services and will behave as u 

conventional node. 

A mobile node which requires location privacy may create a two-way tunnel to and 

from its home agent. It will, thus, not only receive tunneled packets but it will also tunnel 

all outgoing packets to its home agent whlch would then route these packets to their 

destination giving the illusion that they emanated from the home network. 

2.1.3. The Mobility Agent 

The home agent maintains for each authorized mobile node the mobile node's 

home address and a mobility security association which provides for an authentication 

algorithm and mode, a secret key and a style of replay protection. During registration it 

receives the registration request message, validates the request and either accepts or 

denies registration. For each registered mobile node it maintains a list with the care-of 

address, registration identification and the lifetime of the association. It may also support 



the option of multiple simultaneous mobility bindings. 

When the registration process is completed the tunneling of datagram is done 

using IP in IP encapsulation 171 and must be supported by the foreign agents, home 

agents, and the mobile nodes which can accept dynamically assigned care-of addresses. It 

is not required from a mobile node which will only register through a foreign agent. 

Minimal 181, as well as Generic Routing Encapsulation (CRE) [9], encapsulations may be 

used if they are supported by ail nodes involved. 

During data transfer, the foreign agent decapsulates any tunneled datagrams 

destined for the mobile node and acts as the gateway for outgoing packets. It may, 

optionally, maintain security associations with the mobile node and the home agent. The 

home agent is responsible for encapsulating every packet destined for a mobile node in its 

list of registered nodes and forwarding it to the care-of address. 

2.1.4. Mobility Message Extensions 

The Mobile IP proposal requires several mobility message extensions: 

The mobility extension is used to indicate that a router advertisement message 

is actually an agent advertisement sent by a mobility agent. 

The prefa length extension in agent advertisements indicates the subnet prefut 

used by the agent for the interface used for the advertisement. 

The key identifier extension is used in the registration requests to indicate that 
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authentication is performed using a different method than the default, Absence 

of this extension indicates use of the default message authenticatiun code. 

The Mobile-Home, Mobile-Foreign and Foreign-Home authentication 

extensions are used to provide the authenticator for each case. 

2.2. Optimized Mobile IP 

The main purpose of the optimization enhancements is to avoid the triangular 

routing defined by the base protocol. In order to implement these enhancements, 

however, more nodes must be aware of mobility and more messages need to be exchanged 

during the critical periods of operation. The increased number of nodes taking part in the 

routing produces a synchronization problem which degrades the performance during 

critical periods such as during a handoff. Since the optimized Mobile IP is a supplement 

to the base protocol we will describe the operation assuming familiarity with the base 

Mobile IP. 

Communications begin when the mobile node receives an ICMP agent 

advertisement message from a nearby foreign agent. Using the information provided in 

the ICMP message the mobile node sends a registration request message to its home agent 

via the discovered foreign agent. This message includes, in addition to the base Mobile IP 

fields, an authentication field for the foreign agent. The home agent, then, replies with a 

registration reply message granting or denying the request. So far the procedure is the 

same as in the base protocol, except for the extra foreign agent authentication key 



exchange. 

When the mobile node communicates with a correspondent node implementing the 

optimized Mobile IP protocol the triangular routing is eliminated using the following 

procedure: The first packet from the correspondent node to the mobile node travels 

normally to the home network where it is intercepted by the home agent. The home agent 

forwards this packet to the mobile node but it also sends a binding update message to the 

correspondent node. In this message the home agent informs the correspondent node of 

the binding of the mobile node to its foreign agent, thus, indicating a more optimal route. 

The correspondent node updates its routing tables and communicates directly with the 

mobile node through its foreign agent bypassing the home agent. 

Handoffs are handled in the following way: When the mobile node reahes that it 

has moved to a different foreign agent it sends a registration request to its home agent via 

ths  new foreign agent. The new foreign agent forwards, as before, the request to the 

home agent but it also sends a binding update message to the previous foreign agent 

informing it of the new location of the mobile node. The home agent, upon receiving the 

registration request, grants or denies the request and sends the registration reply to the 

mobile node via the new foreign agent. The old foreign agent, upon receiving the binding 

update message, updates its routing tables and forwards any unsent messages destined for 

the mobile node to the new foreign agent. 

The correspondent node also needs to update its routing tables after a handof? 

When a packet from the correspondent node reaches the old foreign agent it triggers a 



binding warning message to be sent back to the home agent informing it of the outdated 

routing information of the correspomknt node while the packet is forwarded to the n~ohile 

node via the new foreign agent. Upon receiving the binding warning message the home 

agent sends a binding update message to the correspondent node with the updated 

location information of the mobile node. 

2.3. CDPD 

CDPD is a cellular standard defining the two lower layers of the network model. 

The basic service area of CDPD is the cell whlch is served by a single Mobile Data Base 

Station. (A MDBS may support various cells.) The area served by MDBSs which are 

controlled by the same MD-IS is called the routing area subdomain. A CDPD domain 

comprises all the MD-ISs served by a single CDPD service provider. 

The M-ES is the network user, which may attach at different points in the CDPD 

network. The applications on the h4-ES may use either the Internet IP or the IS0 CLNP 

network protocols. 

The MD-IS is the mobile-aware router in the CDPD network. It is responsible for 

routing messages to end from its home M-ESs, even when they are not attached to the 

home area, hiding mobility from the conventional network. To perform the routing two 

mobility routing functions are used: 

Mobile Home Function (MHF): The MHF resides in the home area MD-IS 

and consists of two services: The Location Directory, which keeps 



information about the current location of its M-ESs, and the Redirection 

Server, which uses encapsulation to forward packets destined for each of its 

M-ESs that are outside of the home area. 

Mobile Serving Function (MSF): The MSF resides in the serving area MD-IS 

and consists of two services: The Registration Directory, which keeps 

information about M-ESs currently in the service area, and the Readdress 

Server, which decapsulates messages tunneled from the Redirection Server and 

delivers them to the M-ESs. 

The MDBS is responsible for the airlink comunication with the M-ES and 

behaves as a data link layer relay between the M-ES and the serving MD-IS. It is 

responsible for clearing a channel which is needed for a voice call and notifying each M- 

ES to move to an unused channel (channel hopping). 

M e r  the data link connection establishment, the M-ES must register with 

serving MD-IS by sending the End System Hello (ESH) message. The serving 

sends a Redirect Request (RDR) message to the home MD-IS which replies 

he new 

MD-IS 

with a 

Redirect Confm (RDC) message and sends a Redirect Flush (RDF) message to the 

previous serving MD-IS. The serving MD-IS then sends a MD-IS Hello Confirm message 

to the M-ES. Authentication parameters are also included in the registration messages. 

The transfer of a M-ES from one cell to the next, with both cells controlled by the 

same MD-IS, is called an intra-area transfer and is transparent to the network layer. The 



transfer to a cell controlled by a different MD-IS is called an inter-area transfer and re- 

registration is required. 

Data security and authentication are also included in the CDPD specifications. 

Key exchange is initiated by the MD-IS in order to encrypt dl data transferred through the 

airlink. Only after the successful key exchange can the registration process start. 

Authentication parameters are exchanged as options of the registration messages. 

Datagram from the M-ES (reverse direction) travel through the serving MD-IS to 

their destination with conventional routing. Datagrarns destined for the M-ES (forward 

direction) bte first routed to the home MD-IS whlch in turn forwards them, using 

encapsulation, to the serving MD-IS. The serving MD-IS, then, decapsulates and delivers 

the datagrams to the M-ES. 

2.4. Analytical Performance Measures 

Network performance is often difficult to evaluate analytically except for trivial 

cases. In many cases a realistic estimate of the performance of networks is obtained only 

through simulation. For this project, an attempt was made to obtain accurate analytical 

solutions for the throughput performance and average packet delay of the two mobile 

networks under consideration. 

The packet flow ;nod& provided the basis for the analytical work. !nformtion 

about the arrival and service time distributions was obtained from theory. 



Simplifying assumptions were made in order to facditate the calculatians. These 

afsumptiom were also verified with data obtained from the other two parts of the project 

providing a more justified result. Key assumption is Kleinrock's Independence 

Assumption [ l  11 which states that: 

Each time a message is received at a node within the network, a new 
- 

length, 6 ,  for the message is chosen independently from the pdf 

p(b) = ,ueYb b20 

The above assumes an exponential message size distribution but may be generalized to any 

message length distribution with similar results.[12] This assumption was very useful 

when a conventional network is between the foreign and home agents. 

From the packet flow diagrams it can be seen that the network is an open qgeueing 

network =d its performance may be evaluated using methods found in [ll], [12], [13], 

1141, [15] and [16]. 

Assume there are M interconnected nodes in the network and the probability of a 

packet leaving node i to go to node j is rij. The packet rate entering the source is h and the 

service rate in queue i is pi. The vector probability p(n) is the joint probability of having ni 

packets in queue i and p(n-li) is the probability of a packet leaving from queue i. If the 

queues in each mde behave as ivilhffii queues then we may solve the global balance 

equation for the vector probability p(n) 



using 

where yi is the packet arrival rate to queue i, to get 

We may, then, solve recursively to get the product form solution for the equilibrium state 

probabilities: 

The delay may, thus, be obtained by summing the delays of the packets as they traverse 

the queues 

The mobile component is a major factor affecting the performance due to the 

lower bandwidth and the significantly higher error rate. 



Agent discovery and registratiodderegistration with the foreign agent was taken 

into account as well as the extra overheads due to tunneling. Agent discovery and 

registratiodderegistration may be considered as closed network operations with a single 

packet circulating through the network. This assumption is due to the fact that no other 

carnrnunications take place before the discovery or registrationlderegistration is complete 

and because during the discovery or registratiodderegistration when a request packet is 

.sent the sender is placed on hold until the reply is received. Agent discovery, 

registrationfderegistration and data communications are mutually exclusive since each 

operation must be completed before any other can start, therefore the analysis may again 

be separated. 

The analytical methods can be applied to the simple network shown in Figure 2 

where the packets travel through four wirehe U s  and a wireless link of lower capacity. 

These methods produce results following very closely the average values obtained from 

simulation. However, in the case of the larger network configuration the analytical results 

were well below the averages obtained from the simulations. As discussed in [12] the 

analytical results become unreliable and begin to deviate from the actual values for 

networks having more than five nodes. 



Figure 2. The simple network configuration. 



CHAPTER 3 

SIMULATION WORK 

3.1. Simulation Tools 

The OPNET (Optimized Network Engineering Tools) [17] simulation package 

was used for the simulation part of the project. This package comes with built-in models 

for TCPIIP and other protocols which eluninated the modeling of the conventional IP 

component of the simulation. It enabled the concentration of the effort to the modehg of 

the enhancements proposed by Mobile IP and CDPD. 

OPNET's main advantages over other simulation packages are: 

Built-in network models enable us to concentrate on the main subject of the 

simulation. 

Graphical specification of models give an easier to understand visual 

representation. 



Hierarchical, object-based modeling breaks down the problem into smaller 

more manageable segments. 

Friendly user interface creates a more efficient working environment. 

The IP layer which comes with OPNET consists of three modules. ij?-ericviy, ip, 

and arp, as shown in Figure 3 .  To implement the enhancements of the mobile protocols 

new modules were added and some of the existing modules were amended in order to 

properly interface with the new modules. The source code of the amended nlodules is 

listed in Appendix D. 

To TCP 

To lower layers 

Figure 3 .  The Node Model of the IP layer taken from the OPNET manual. 



3.2. The M~bile IP Model 

Two new modules were added to the IP node model provided by OPNET. The 

IP-in IP module provides encapsulation services and the Mobile IP module performs the 

registration services. A third module is used to assist for the switching of frequencies and 

helps for the modeling of handoffs. 

3.2.6. The mobility agent 

The model of the mobility agent is shown in Figure 4. The wireline interface is 

Figure 4. The node model of the mobility agent. 



connected to IP through the IP-in IP module (ipinip) whch encapsulates or decapsulates 

packets when needed. The wireless interface is connected directly to the IP tnodulc (ip). 

For the handling of the registration of the mobile node 'and the generation of ICMP agent 

advertisements the Mobile P module (mobile IP) is introduced between IP and TCP. The 

TCP module (tcp) is used as the transport layer to provide reliable, connection oriented 

service to the applications. The application modules (rrppl and upp2) handle the inter- 

arrival and packet size statistics for the simulation. 

The process model of the Mobile IP module is shown in Figure 5. The icnrp state 

is used to create icmp agent advertisement messages which are sent periodically through 

the air interface to indicate the availabhty of the node as a foreign agent. These messages 

help the mobile node discover this foreign agent and register with its home agent through 

it. The xmt state is used to collect delay information for segments coming from TCP. 

The rcv state is the most involved in this module. It handles the registration of the 

mobile node with its home agent and since the mobility agent can be either a foreign or a 

home agent this state manages both situations. In the case of the foreign agent this state 

arranges for the registration request message to be forwarded to the home agent and 

dynamically modifies the routing tables to enable routing to the attached mobile node, In 

the case of the home agent, this state grants or denies the registration request from the 

mobile node and also dynamically modifies the routing tables to point, to the foreign agent 

as a proxy to the mobile node. 



Figure 5. The process model of the Mobile IP module. 

The process model for the modified ip-rte module is shown in Figure 6. A new 

state, tables, was added to the original module to accommodate the dynamic routing table 

updates due to mobility. The Mobile IP module sends routing information to this state 

about the position of the mobile node. The state svc-compl was also modified in order to 

use the dynamic tables. 

Figure 6. The process model of the modified IP module. 



Finally, the state model for the IP-in IP module is shown in Figure 7. This module 

has two states named encap and decap. The decnp state checks if a packet arriving needs 

decapsulation before passing it to the IP module. The encrip state, if needed, encapsulates 

packets arriving from the IP module. 

Figure 7. The process model of the IP-in IP module. 

3.2.2. The mobile node 

The model for the mobile node is shown in Figure 8. This model is simpler than 

that of the mobility agent, with only one interface, the wireless interfxe, and does not 

require an IP-in IP module. However, it has a new module named Jreq-ctt'l which 

manages the frequency of operation of the wireless interface. 

The process model for the freq-ctrl module is shown in Figure 9. To produce a 

handoff the mobile node, at predetermined times, sets a number of interrupts. At the 

interrupt time the handoff state arranges for a change of the frequency of operation to 

match the frequency of the nearest foreign agent. 



m o b i l e - i p  

Figure 8. The node model of the mobile node. 

r a d i o - m  

Figure 9. The process model of the frequency control module. 

rad.io-tx 

The mobile node has a different Mobile IP module than the mobility agent model 

and it is shown in Figure 10. The xmt state serves the same purpose as 



previously but the rcv state here is now responsible for initiating the registration once a 

change is detected. The timeout state is used for ensuring that the registration request 

message is resent if a reply is not received within a certain timeout period. 

Figure 10. The process model of the Mobile IP module for the mobile node. 



3.3. Optimized Mobile lP Model 

The optimized Mobile IP protocol has additional functionality and the models for 

the respective entities are more involved. In addition to the mobile node and mobhty 

agents, the correspondent node is now also aware of mobility and its model has some 

additional functionality . 

3.3.1. The mobility agent 

As can be seen from the node model for the mobility agent in Figure 11 the IP 

module has, now, two way communications with the Mobile IP module. This extra 

communications path helps to keep the routing tables updated by generating binding 

warning and binding update messages. 

The process model for the Mobile IP module is shown in Figure 12. The icmp and 

xmt states are identical to the respective base Mobile IP states. The info state handles 

information received directly from the IP module. This information is an indication of a 

packet received by the IP module due to outdated routing tables and it triggers 

transmission of either a binding update or binding warning message. 

The rcv state again is responsible for managing the registration procedure of the 

mobile node with its home agent. Furthermore, it is responsible to keep the routing tables 

of each mobility agent and correspondent node updated by sending and processing binding 

warning, binding request, binding update and binding acknowledgment messages. 



tcp 

pr-wire p t-wire 

Figure 11. The node model of the mobility agent. 



Figure 12. The process model of the Mobile 1P module. 

The remaining modules perform in a similar manner as the respective modules in 

the base Mobile IP model. 

3.3.2. The mobile node 

The mobile node model is almost identical to the base Mobile IP model. The only 

diaerence is in the size of the registration messages which now include exchange of 

authenticaticin keys between the mobile node and its foreign agent. The registration 

request also includes a request to the new foreign agent to not@ the previous foreign 

agent of its current location. 



3.3.3. The correspondent node 

The model for the correspondent node is shown in Figure 13. Thc extra 

functionality added to this node is found mainly in the Mobile IP nlodule shown in Figure 

14. The rev state processes binding update messages sent by the home agent. The routing 

information, relating the mobile node to a foreign agent, extracted from a binding upclak 

message is passed to the IP module to update its rcwting table. 

pr-0 P t-0 

Figure 13. The node model of the correspondent node . 



Figure 14. Tne process model of the Mobile IP module. 

3.4. CDPD Model 

3-43. The MD-If model 

The model for the MD-IS is shown in Figure 15. The wireline interface is very 

simitar to the Mob& fP models and it is connected to IP through the IP-in IP module. 

The MD-IS does not have a wireless interface but it is connected to an MDBS node 

though a wireline interface which, in turn, is responsible for the wireless interface. The 

Mobile fP module found in the previous models is now replaced by a very simple module 

( s i i )  whose only purpase is statistical data collection. For the communications between 

the MD-IS and its MDBS we introduced an SNDCP module and the module responsible 

for registration is called MNRP (mnrp). The transport layer used is TCP and the 

appfication modules are appl and app2. 



s t a t  

sndcp 

Figure 15. The node model of the MD-IS. 

The process model for SNDCP is shown in Figure 16. The purpose of SNDCP 

(Subnetwork Dependent Convergence Protocol) is to ensure compatibility of the IP layer 

with the lower CDPD layers. SNDCP is, therefore, a passive module forwarding the 

packets or registration messages in the correct format to their destination. 



Figure 16. The process model of the SNDCP module. 

The module MNRP, shown in Figure 17, is performing the most difficult tasks of 

the registration and hosts the Mobile Home and Mobile Foreign Functions. State reg is 

entered when an End System Hello arrives from the M-ES through the SNDCP module. 

This state, then, prepares a Redirect Request message and sends it to the home MD-IS. 

It, therefore, represents part of the Mobile Foreign Function. 

State ip is entered when a registration message arrives from the network. If the 

received message is Redirect Request then the Mobile Home Function prepares and sends 

a Redirect Confirm message to the sender MD-IS node. If the received message is a 

Redirect Confirm message the Mobile Foreign Function processes the message and sends 

an Intermediate System Confm message to the M-ES through the SNDCP module and 

the MDBS node. 



Figure 17. The process model of the MNRP module. 

3.4.2. The MDBS Model 

The model for the MDBS is shown in Figure 18. The MDBS is acting as a layer 

two relay between the MD-IS and the M-ES and is managing the wireless interface. 

There is only one important module in this model, the Radio Resource Management (rrm) 

module which simply relays the messages passing through it. 

Figure 18. The node model of the MDBS. 



3.4.3. The M-ES model 

The model for the Mobile End System is shown in Figure 19. This model appears 

simpler than the model of the MD-IS in an analogous manner that the mobile node model 

is simpler than the mobility agent model. The model includes the frequency control 

module which is identical to the module found in the Mobile IP model. The only 

difference is found in the MNRP (mnrp) module shown in Figure 20. 

radio-= I I radio-tx 

I 1  

Figure 19. The node model of the M-ES. 



If a beacon message is received indicating a change of cells the reg state is entered. 

This state prepares an End System Hello message and sends it to the MD-IS serving this 

cell and waits for an Intermediate System Confirm message indicating the conlpletion of 

the registration with its home MD-IS. After sending the End System Hello message this 

state also sets a tirneout interrupt to ensure that the registration message is not lost. The 

interrupt is handled by the state interrupt and if there is no reply the message is resent. 

Figure 20. The process model of the MNRP module. 

3.5. The Simulation Networks 

Two different network configurations were used for the simulations. The simple 

~ o ~ g ~ ~ r a t i o n  was shown in Figure 2. It consists of the mobile node (mn), two foreign 

agents Cfal and fa2), a home agent (ha) and a correspondent node (cn) interconnected 

with a router node (roufer). The mobile node roams through two foreign agent and, 



finally, reaches its home network. 

The second network configuration is shown in Figure 2 1. It has more intermediate 

routers so the mobility effects are not as clearly obtainable as in the simpler network 

configuration but a more realistic view of the overall internetwork is obtained. 

Figure 2 1. The larger network configuration. 



CHAPTER 4 

RESULTS 

The network model used for nmst of the simulations was shown in Figure 2. The 

mobile node begins its operation in a foreign network and moves towards home passing 

through a second foreign network. There is, therefore, handoff between two foreign 

agents and between a foreign agent and the home agent. The correspondent nodc is 

connected to the internetwork through a router. 

The larger network model, shown in Figure 21, was also used for a simulation 

round of the four protocols. During the duration of this simulation the mobile node 

traverses through the four different foreign agents or serving MD-IS'S. 

For all simulations the links joining the nodes in the wireline networks had a 

50,000 bps speed and ihe airlink speed was 12,000 bps. The 56,000 bps value is common 

to wide area W s  and the 12,000 bps was chosen for the airlink to account for the 

signaling, synchronization, error correction and other administration overheads. 



The constant or deterministic interarrival times and packet sizes were chosen for 

the &st par; of the simuiations 'because they indicate more clearly the effects of the 

handoff for each protocol. In this case, the interarrival time was chosen to be 0.27 

seconds and the packet size send by the application was chosen to be 1024 bits. The size 

of 1024 bits was selected because it is the average packet length in the ARPA network 

1181 and the interarrival time of 0.27 seconds was selected because as the minimum 

interarrival time which does not cause the network connection to break down during the 

handoffs, since according to the simulation results, the end to end delay of the packets is 

0.27 seconds. 

The size of the packet leaving the IP layer was increased by the addition of 160 

and 184 bits of the TCP and IP headers respectively. There is generally no queueing in 

this case except when a packet needs to wait while the beacon packet is transmitted. This 

very small queueing delay may be seen as the regular pattern of dots slightly above the 

average ETE delay line in figures 22-25. 

Poisson arskals and exponential packet size distributions were also used for a 

different set of simulations. In this case the mean interarrival time was set to 0.4 seconds 

and the mean packet size was set to 1024 bits. The packet size was again selected 

because of its similarity to the average packet size in the ARPANET and the interarrival 

time was selected to produce close to maximum throughput but without producing 

excessive delays or connection break down in any protocol. This size is increased by 160 

and 192 bits by the TCP and IP layers respectively. 



The large network, shown in Figure 21, was also simulated with each of the 4 

variations of the protocols. The Poisson/exponential distributions were used with 

interarrival times of 0.6 seconds and mean packet size left at 1024 bits. The interarrival 

time was increased from the value of 0.4 seconds in order to operate close to maxirnurn 

throughput in this network configuration with the additional queueing and transmission 

delays. 

The cases above were investigated assuming an error-free link. Simulation runs 

were also performed using a calculated error rate resulting after Reed-Solomon error 

correction is performed. Using analytical methods and simulation the error interarrival 

rate was shown to be approximated by a Poisson distribution. 

Finally, several parameters were varied and their effect on the performance of the 

protocols was investigated. Specifically, the following parameters were varied: 

Minimum RTO (retransmit timeout) parameter of TCP 

Packet size for both constant and Poisson simulations 

Interarrival time for the Poisson simulation 

Handoff occurrence with respect to the beacon arrival 

Error rate 



4.1. Constant interarrival times and packet sizes 

4.1 .I. TCP segment end-to-end (ETE) delay 

The end-to-end delay of the TCP segments is shown in figures 22-25. The 

handof'fs for the Mobile IP protocols occur at the same time as for the inter-area handoffs 

of CDPD. In addition, for CDPD the home MD-IS and the second MD-IS were modified 

to combine the functionality of the MDBS in the same module. Thls eliminates the extra 

delay due to the link between the MD-IS and its MDBS and enables a fairer comparison of 

Mobile IP and CDPD. Figures 46-49 in Appendix B show the results obtained when 

CDPD uses separate MD-IS and MDBS nodes for each subnetwork. 

Of special interest in the following graphs is the activity during the handoff and the 

ETE delay at the steady state, i.e. when the mobile node is operating within a single cell. 
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Figure 22. Base Mobile IP ETE delay. 
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Figure 23. Base Mobile IP with simultaneous bindings ETE delay 
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Figure 24. Optimized Mobile UP ETE delay 
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Figure 25. CDPD ETE delay 



4.1.2. Registration packet delay 

The deiay of the registration packets for figures 22-27 is shown in Table 1 .  This 

data presents the overhead introduced by each protocol during handoff and hence providcs 

some indication of their handoff performance . 

Table 1. Registration delays. 

Network delay 

4.1 -3. Comments on the results 

Base Mobile IF' 

Mobile IF' - Multiple Bindings 

CDPD REG-mQ 

REG-REPLY 

From the plots we can conclude that the main benefit of the optimized Mobile 1P 

protocol is the reduced ETE delay under normal operation. The larger registration 

messages, as indicated in Table I, appear to increase the packet delay during handof'f. Thc 

provision for forwarding packets in transit during handoff does not appear to have any 

effect in the handoff pedomance. 

The Mobile IP with multiple bindings showed significant improvement in handoff 

performance over the base Mobile IP. In spite of the uninterrupted cornrnunjcations of' thc 

mbife node with the network through either the old or the new foreign agent the handoff 

I I 

&link delay Total delay 

0.0927 

0.0927 

0.0437 

0.0393 

0.0293 10.0631 

0.0293 

0.0210 

0.0 159 

0.0634 

0.0227 

0.0234 



still introduces extra delay to some packets. This is mainly due to the extra queueing 

delay of the registration messages passing through the airlink. 

The CDPD intra-area handoff passes unnoticed to the higher layers, as expected, 

since the registration message is very small and arrives at the MD-IS in only 5.5 ms. Ths 

message only travels from the M-ES to the serving MD-IS. 

In figures 22 a d  25 t,k ETE delay during handoff of CDPD is identical to the 

ETE delay of base Mobile 1P. In figures 46 and 49 of Appendix 33, however, the CDPD 

handoff appears to add greater deby to the TCP segments than the Mobile IP handoff. 

This is due to the additional Iink between the MD-IS and the MDBS in the case of CDPD 

and, although this is a very high speed link it introduces additional transmission and 

processing delay to each packet. 

Under steady state all the protocols appear to be similar except in the case of the 

optimized Mobile IP. In this case, the optimal routing reduces the nu~nber of links 

traversed by the packets and improves the ETE delay significantly. Ail the protocols, 

including the optimized Mobile IP, show simiiar performance when the mobile node/M-ES 

is at home since no mobility functions are required. 

4.2. Poisson arrivals and exponential packet size 

distribuf ion 

The interarrival time for the common simulation runs has a man of 0.4 seconds and 

tk packer size has a mean of I024 bits, The handoffs occurred at the same times as for 



the simulations in section 4.1 and the results are shown in figures 50-57 in Appendix B. 

It is more difficult io mive to conclusions about the handoff handling fro111 the 

Poisson/exponential simulations due to the randomness of events and the interaction of the 

TCP traffic with the beacon messages. After examining the statistics, however, we verify 

the conclusions from the previous section about the similarity of the two base protocols 

Mobile IP and CDPD. 

We can also apply the analytical formula from section 2.4 in order to verib the 

correctness of the average ETE delay obtained from the simulations. Even though the 

analytical methods assume Poisson traffic and the traffic entering TCP is indeed Poisson 

the TCP layer slightly changes the packet length characteristics with the addition of the 

headers. 

Using the equation for the average delay in each node, E ( q ) =  1 
, we 

F, -Y, 

calculate the average ETE delay to be 0.271 seconds which is very close to the mean value 

of the delay in the simulations. The analytical solution is slightly lower than the simulation 

result but this deviation can be explained by considering the larger delays during handoffs. 

4.3. Large Network Configuration 

The network shown in Figure 2 1 was used for the simulations in this section. The 

mobile node performs thee handoffs with foreign agents. 



The data shown in figures 58-61 in Appendix B indicate even greater improvement 

of the optimized Mobile IP protocol over all the other protocols in spite of the greater 

delay during the third handoff at time 100 1.9 seconds. 

4.4. Performance under error conditions 

The distributions of fade duration and the inter-fade intervals for a Rayleigh fading 

channel were obtained from [19] and [20]. A sample signal was generated using the 

distributions in [20] and then passed through a Reed-Solomon error correcting simulator. 

The simulator scanned the 378 bit frames for consecutive errors and indicated the words in 

error. Appendix C has details on the error calculations. It was found that the distribution 

of the words in error could be approximated by a Poisson distribution. The Poisson 

distribution was then used in OPNET for the simulation of error conditions during the 

simulation. 

4.4.1. ETE delay for two error rates 

Two error rates, 0.1 and 0.05 frames in error per second, were used to obtain the 

data in figures 26 and 27 respectively. 
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Figure 26. Base Mobile IP ETE delay with average error rate 0.1 sec-'. 
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Figure 27. Base Mobile IP ETE delay with average error rate 0.05 sec-I. 



4.4.2. Variation of error parameters 

The error interarrival was varied from 2 to 80 seconds and the average ETE delay 

is shown in Figure 28. The ETE delay as function of time for error interarrival rates of 36 

and 54 seconds is shown in figures 29 and 30. These two rates were chosen in order to 

investigate the discrepancy shown in Figure 28. 
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Figure 28. Base Mobile IP average ETE delay with average error rates 

ranging between 0.0125 and 0.5 sec-'. 
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Figure 29. Base Mobile IP ETE delay with average error rate 0.0278 sec-'. 

ETE delay 

3S 7 

Time (sec) xl OOO 

Figure 30. Base Mobile IP ETE delay with average error rate 0.0 1 85 k' . 



4.4.3. Comments on the results 

From the data shown in figures 28-30 we can conclude that with an error 

interarrival rate of 0.05 set-' or slower the average ETE delay is 'bearable' at about 0.4 

seconds but it may reach an unstable state at certain rates. With error interarrival rates 

slower than 0.025 .sets' the delay is 'acceptable' and approaches the average ETE delay of 

0.3 seconds. 

4.5. Variation of TCP and traffic parameters 

Ia most cases, fekcting the appropriate TCP parameters is the key to the correct 

and eficient operat ion of the mobile protocols. By selecting slightly different parameters 

the connections may break down or become too slow to use. In Figure 31 and figures 62- 

64 in Appendix B we present the ETE delay under varying TCP parameters. 

The traffic is another factor affecting the operation of the protocols. Heavy traffic 

would create a congested link and cause the connection to timeout and possibly cause the 

connection to break down. Figures 32-35 and figures 65-68 in Appendix B show the ETE 

delays under varying traffic parameters. Related to the traffic parameters is the handoff 

occurrence with respect to the next beacon message arrival. Figure 36 and Figure 69 show 

the ETE delay response to the various handoff times. 

4.5.t. Variation of the minimum Retransmission Timeout (RTO) parameter 

When the minimum RTO was varied the results showed an increase in the 

maimurn ETE delay as the mbimurn value of the RTO is increased. This is 



caused by the longer period it takes for TCP to realize that a handoff has occurred as the 

t3&neout value is increased. The average ETE delay however appears to reach a ininimum 

value not at the lowest value of minimum RTO but at time 1 second as shown in Figure 

64. This is explained by the trade-off between faster discovev of handoff and a larger 

value of the congestion window (cwnd) parameter. A larger congestion window increases 

throughput by allowing more packets to be sent without acknowledgment. 

Figure 3 1. Base Mobile fP average ETE delay with minimum RTO values 

ranging between 0.4 and 1.8. 

4-52. Variation of packet size 

The packet size plays a direct role in the ETE delay. The larger packets take 

longer to reach to their destination and t-ky have higher probabiiity of being discarded as 

having too m y  errors. The plots of the ETE delay with varying packet sizes are shown 

in f ipes 32-33 and figures 65-66 in Appendix B for the Poisson distributions. 



Size (bits) x1000 

Figure 32. Base Mobile IP average ETE delay (Poisson) with packet sizes 

ranging between 200 and 1700 bits. 
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Figure 33. Base Mobile IP average ETE delay (Poisson) with packet sizes 

ranging between 200 and 1200 bits. 



4.5.3. Variation of packet interarrivals 

The packet interarrival interval play a direct role in the ETE delay similar- to :he 

packet size. The shorter interarrival times increase congestion until connections begin 

breaking down. The plots of the ETE delay for various average interarrival times (Poisson 

distribution) are shown in figures 34-35 and figures 67-68 in Appendix B. 

ETE delay 
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Figure 34. Base Mobile IP average ETE delay with average interarrival times ranging 

between 0.2 and 0.9 seconds. 
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Figure 35. Base Mobile IP average ETE delay with average interarrival times 

ranging between 0.35 and 0.9 seconds. 

4.5.4. Handoff Time 

Finally, the handoff time was varied with respect to the next beacon arrival. Figure 

36 and Figure 69 in Appendix B show the maximum and average ETE delay for the range 

of handoff times. As can be clearly seen fiom Figure 36 and Figure 69 in Appendix B the 

period between the handoff occurrence and the arrival of the first beacodICMP message 

dso affects the performance of the protocol. 
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Figure 36. Base Mobile IP maximum ETE delay with handoff times ranging between 0.1 

and 1.6 seconds before the beacon arrival. 



CHAPTER 5 

CONCLUSIONS 

5.1. Protocol Comparison 

The base Mobile IP and CDPD operating under srmilar conditions perform almost 

identically. To discover the differences we need to investigate special situations such as 

the intra-area cell transfer for CDPD and simultaneous bindings case or the optimization 

extensions for Mobile IP. 

5.1 .I. Handoff Handling 

Both CDPD and the base Mobile IP behave similarly during handoff. This 

conclu~ion is derived from the determinktic case where the delay due to the registration 

with the new foreign agent or serving MD-IS is not blurred by random variations of 

packet arrivals. As seen in figures 22 and 25 the ETE delay at the handoff times is 

identical for both of the base protocols. 

The intra-area handoff of CDPD in Figure 25 and Figure 45, in Appendix B is noi 

distinguishable in the plot and passes unnoticed by TCP. The very fast intra- 



area handoff can be explained by observing that it is handled entirely by the lower l;~ycrs 

and thus the overhead is very small. This clearly indicates the greater strength of CDPU 

when the M-ES is operating iocalIy in the serving area of a single provider with n~ostly 

intra-area handoffs. Intra-area handoffs will indeed be the most common operations. 

The simulation of Mobile IP with simultaneous bindings shows the benefits of thc 

mobile node having simultaneous connections with at least two foreign agents. Of coursc 

to achieve maximum gains the foreign agents' serving areas must overlap. In this 

situation the mobile node may continue to receive and transmit data through one of its 

registered foreign agents while performing registration with the other thus providing 

uninterrupted connectivity to the higher layers. 

Finally, the optimized Mobile IP protocol does not appear to provide any benefits 

in the case of handoffs as can be clearly seen in figures 24, 48 and 52. On the contrary it 

introduces additional delay drrrhg those periods because of its larger registration 

messages. The provision for the forwarding of old messages from the old forcign agent lo 

the current location of the mobile node does not reduce the handoff delay. 

5.1.2. Steady State (no handoff) Performance 

The clear strongest performer in the steady state (no handoff) case, that is the 

operation witfh a single cell, is the optimized &Mobile IP protocol. Tt.i ETE delsy of the 

pachis is ~ i g ~ c m t i y  reduced by eliminating the trianguiar routing used in ail other 

protocois. The correspondent node, however, is expected to be mobile aware and 



implement the optimized Mobile IP protocol, a condition which will be very rare in the 

near future. All the other protocols perform similarly since ths operation is not dependent 

on mobility handling other than the redirection of incoming traffic from the home network 

to the current location of the mobile node. 

5.1.3. Conclusion 

The mobility handling of all the protocols performs adequately but in most cases 

the performance is dominated by factors out of the control of these protoc~ls. The TCP 

parameters are a major factor in the performance and there are already suggestions on the 

adjustment of TCP to take mobility into account. ([21], [22]) 

The error conditions of the mobile channel are also a major factor of performance. 

In spit$ of the provision for error correction in many situations errors cannot be corrected 

and they x e  passed on to the higher Iayers. 

To sum up, the muble networks' performance is more dependent upon other 

factors such as the TCP layer's parameters and the channel's error conditions than on 

Mobile IP's and CDPD's mobility handling. In cases of frequent handoff, for example due 

to a small cell configuration, it may also be concluded that the simultaneous bindings 

option for Mobile IP and the provision for fast intra-area handoffs for CDPD offer 

signifiaa: impmveiiieii; ovcr ihe base protocols. 



5.2. A Related Topic of Interest: CDPD and Mobile IP 

Interoperability 

CDPD is already available in many cities in North PLmerica and Mobile ZP Itus 

recently issued its RFC. Judging from the major Teiecommunications cornpanics behind 

CDPD and the interest shown by companies such as FTP Software Inc. on Mobile IP. we 

may expect these two protocols to be implemented widely in the near future. If our 

prediction is correct, an interesting problem would then be to provide seamless operation 

for users roaming between these two types of mobile ietworks. 

The two protocols have implemented their mobility handling in different layers. 

TCP with Mobile IP can, therefore, be used as the higher layers conmlon to both networks 

and the mobile user will need two separate modems/neiwork cards to attach l o  each 

network. A few amendments and additional software will be necessary for the proper 

operation of such a hybrid system. 

Assuming that the mobile nodeM-ES will be a notebook computcr running 

Windows 95, the lower two layers will have to conform to the Network Driver Interfacc 

Specification (NDIS). This c o n f o r m c e  will enable multiple modetns/network cards to 

work with multiple transports'. NDIS drivers will therefore be needed to be placed 

between the hardware and the NDIS interface. The link layer software for the Mobile IP 

"n the Microsoft terminology TCPflP, IPX/SPX and NETBEUI are called transports. 



network will also need to be NDIS compliant. TCP and Mobile IP will, then, be used on 

top of NDIS as the transport. 

A daemon software, an application similar to the dialer in other forms of network 

connectivity will be needed in order to monitor the hnk activity and decide on whch 

underlying network will be used. This daemon will cooperate with the Mobile IP software 

to provide seamless roaming to TCP and to the user. 

The hybrid protocol wiil require additional functionality on the part of Mobile IP 

due to the absence of a foreign agent. The mobile node will, thus, need the extra 

hnctionality of a mobility agent in order to register with its hame agent using the IP 

address provided by CDPD as its co-located address. In addition, the daemon monitoring 

the links will have to be written. 

5.2.1 Operation Overview 

We assume that the user will usually use his3 office Motsile IP network but will 

dso require connectivity on the road. The user will, therefore, use the valid Internet 

address given by his office administrator as his permanent address. 

When the user leaves the coverage area of his office Mobile IP network and enters 

a CDPD coverage area the daemon application will sense this change in network 

attachment and it wiU begin the registration procedure with the CDPD provider. When 

31n every occurrence of 'he' or 'his' please read 'hdshe' and 'hisher'. 



the registration is complete the daemon application will use the IP address assigned by the 

CDPD provider as its co-located care-of address. Using the new IP address the Mobile IP 

will, then, be used to register the Mobile Node directly with its Home Agent. 

Intra-area handoffs within the CDPD network will not require re-registration by 

Mobile IP since the co-located IP address will remain unchanged, whereas inter-area 

handoffs will require use of the Mobile IP registration process. 

When the user returns to his office Mobile IP network the daemon application may 

sign off fiom the CDPD network and invoke the Mobile IP procedure for returning home. 

The user may instead choose to remain connected to the CDPD network entering a power 

saving mode thus reducing the overhead of registering again the next time he leaves the 

office. 

5-3. Further work 

A study of the channel error characteristics and its interaction with the handoff 

handhg by the mobile protocoIs would be an interesting project. From the results shown 

in figures 26-30 it appears that the timing of error arrivals plays an important role in the 

handoff performance. 

There are already various Mobile IP implementations in the public domain, mainly 

for the free U _ N E  cbae, Lin_ur,. interestkg project would be the implementation of a 

(minimum) three node mbiie network with a Home Agent and a Foreign Agent running 

one of the public domain mob'rlity agent software and the implementation of Mobile IP for 



Windov - 95. This testbed in combination with a CDPD subsci-iption may be used to 

study the interoperability suggestion presented in section 5.2. 
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APPENDIX A 

PACKET FLOW MODELS 

A.I. Base Mobile iP 

During router discovery there are at most two ICMP [4] messages with the 

mobility extensions. 

incorn ing 
Queue 

Figure 37. Router discovery using ICMP discovery extensions 

The size of the two messages is: 

Advertisement: iP header + ICMP + Mobility extension4 = 5 + 4 + 3 

= 12 (32-bit words) 

I The mobility extension infams the mobile node that the agent advertisement message is sent by 

a mobility agent. 

73 



Solicitation: IP header + ICMP = 5 + 2 = 7 (32-bit words) 

Registration is achieved with two messages: a registration request from the mobile 

node and a registration reply from the home agent. 

Figure 38. Registration with home agent 

The size of the registration request and reply messages is: 

Request: IP header + U D ~  header + mobile IP fields + key identifier 

extension + mobile-home authentication extension 

= 5 + 2 + 6 +  1 + 8 = 22 (32-bit words) 

Reply: = fP header + UDP header + mobile IP fields 

+ mobile-home authentication extension 

= 5 + 2 + 5 + 8 = 20 (32-bit words) 

' UDP [16J is a connectiwless transport protocol and it may be used instead of TCY i f  an 

aclcnowledgme~r is >of n&. 



When the mobile node reaches home it sends a deregistration message and the 

home agent responds with a registration reply. 

, & J - ~ '  Dereg. Req. 

Dereg. Reply v 
Figure 39. Deregistration with foreign agents 

The size of the deregistration request and reply messages is equal to that of the 

corresponding registration messages. 

When at home the mobile node behaves as a conventional stationary node. 

Figure 40. Data exchange. Mobile node - Stationary node communications 

(mobile node at home) 

The size of the data messages' header size is therefore equal to the IP header. 



When the mobile node is away from home only inbound messages need tunneling. 

ml  : message from MN to CN 
m2: message from CN to MN 
m3: message m2 encapsulated and sent to FA 

Figure 41. Data exchange. Mobile node - Stationary node communications 

(mobile node away) 

The length of the header of an inbound data packet is equal to two IP headers 

between the home agent and the foreign agent. In the other cases it is equal to one IP 

header. 

Message ml, m2: IP header = 5 (32-bit words) 

Message m3: 2 x IP header = 2 x 5 = 10 (32-bit words) 

A.2. Optimized Mobile IP 

When the mobile node moves to an area serviced by a different foreign agent it 

registers with its home agent through this new foreign agent and also notifies the previous 

foreign agent a b u t  its relocation. As shown in Figure 42 the mobile node sends the 



registration request to the new foreign agent which processes it forwards it to the home 

agefit. The anew foreign agent also creates a binding update message and sends it to the 

previous foreign agent notifying it of the mobile node's current location. This message 

will enable the previous foreign agent to forward any misdirected messages for the mobile 

node to their correct destination. The home agent and the previous foreign agent 

acknowledge the messages with a registration reply and binding acknowledgment 

respectively. 

Binding Binding 
Ack. Ack. 
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T 
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Reg. 
Req. 
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Figure 42. Handoff. 



The size of the messages 

Reg. Req.: TP header + UDP header + mobile IP fields + key identifier 

extension + mobile-home authentication extension + previous 

foreign agent notification extension 

= 5 + 2 + 6 + 1 + 8 + 5 = 27 (32-bit words) 

Reg. Rep.: = IP header + UDP header + mobile IP fields 

+ mobile-home authentication extension 

= 5 + 2 + 5 + 8 = 20 (32-bit words) 

Binding Update: IP header + UDP header + binding update + route 

optimization authentication extension 

= S  + 2 + 5  + 3 =  15 (32-bit words) 

Binding Acknowledge: fP header + UDP header + binding acknowledge 

= 5 + 2 + 4 = 1 1 (32-bit words) 

When a mobile node moves to a new foreign agent the correspondent node initially 

sends packets to the old foreign agent. The old foreign agent sends a Binding Warning 

message to the home agent which in turn sends a Binding Update message to the 

correspondent node. 
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Figure 43. Routing Information Update after a Handoft'. 

The size of the rnessagEs 

Binding Warning: IP header + UDP header + binding warning 

= 5 -I- 2 + 3 = 10 (32-bit words) 

The Binding Request message is used when a node needs to confirm or ~ipdatc its 

routing information. Its size is: 

Binding Request: IP header + UDP header I- binding request 

= 5 + 2 + 4 = 1 1 (32-bit words) 

Key exchange procedures are required before the exchange of registration 

messages. The keys are xsed for the encryption of all subnetwork layer packets. Thc 

sewing MD-IS sends the IiLICI-IS Key Exchange (I-KE) message to initiate change of secret 

keys and the M-ES replies with the M-ES Key Exchange (EKE) message. 



Figure 44, M-ES - MD-IS key exchange 

The size of the messages are: 

IKE : SNDCP header + IKE = 2 +99 = 101 (octets) 

EKE : SNDCP header + EKE = 2 +34 = 36 (octets) 

Registration is achieved with four messages: M-ES Hello from the M-ES to the 

serving MD-IS, MD-IS Redirect Request from the serving MD-IS to the home MD-IS, 

MD-IS Redirect Confirm from the home MD-IS to the serving MD-IS, and MD-IS Hello 

Confirm from the serving MD-IS to the M-ES. 

Network 
ESH 

1 A 
w - RDC - 

Figure 45. M-ES registration 



oes are: The size of the messa, 

ESH : SNDCP header -i- ESH = 2 +i9 + i3 = 34 (octets) 

RDR : CLNP header + RDR = 25 + 26 + 13 = 64 (octets) 

RDC : CLNP header + RDC = 25 + 10 + 1 1 = 46 (octets) 

ISC : SXDCP header + ISC = 2 + 18 + 4 + I 1 = 35 (octets) 

The diagrams for data transfer are very similar to the Mobile IP diagrams so they 

are omitted. 



APPENDIX B 

ADDITIONAL SIMULATION 

RESULTS 

The plots in figures 46-49 show the ETE delay of the protocols with a handoff for 

the Mobile IP protocols at 351.9 seconds and 901.9 seconds for the CDPD protocol an 

intra-area handoff at time 301 -9 and two inter-area handoffs at 501.9 seconds and 1,001.9 

seconds. The CDPD protocol for this simulation uses separate nodes for the MDBS and 

the MD-IS connected with a 560,000 bps line. 
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Figure 46. Base Mobile IP ETE delay 
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Figure 47. Base Mobile IP with simultaneous bindings ETE delay 
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Figure 48. Optimized Mobile IP ETE delay. 
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Figure 49. CDPD ETE delay. 
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Figure 52. Optimized Mobile IP. 
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Figure 53. CDPD ETE delay. 
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abscissa, min: 0 

max : 1400 

I ordinate, min : 0.0468727325066993 

I max : 1.74546815736556 

I sample mean: 0.276256922229819 
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Figure 54. Base Mobile IP ETE delay with statistical information. 
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Figure 55. Base Mobile IP with multiple bindings ETE delay with statistical information. 
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Figure 56. Optimized Mobile IP ETE delay with statistical information. 
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Figure 57. CDPD ETE delay with statistical information. 
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Figure 58. Base Mobile IP ETE delay with statistical information for the large network. 
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Figure 59. Base Mobile IP with multiple bindings ETE delay with statistical information 

for the large network. 
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Figure 60. Optimized Mobile IP ETE delay with statistical information for the large 

network. 
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Figure 61. CDPD ETE delay with statistical information for the large network. 
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Figure 62. Base Mobile IP maximum ETE delay with minimum RTO values 

ranging between 0.4 and 1.8. 
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Figure 63. Base Mobile IP maximum ETE delay with minimum RTO values 

ranging between 0.4 and 1.6. 
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Figure 64. Base Mobile IP average ETE delay with minimum RTO values 

ranging between 0.4 and 1.6. 
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Figure 65. Base Mobile IP maximum ETE delay (Poisson) with packet sizes 

ranging between 200 and 1700 bits. 
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Figure 66. Base Mobile IP maximum ETE delay (Poisson) with packet sizes 

ranging between 200 and 1200 bits. 
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Figure 67. Base Mobile IP maximum ETE delay with average interarrival times 

ranging between 0.2 and 0.9 seconds. 

- 

J 
9 

Time (sec) x1000 



!Zi 

ETE delay 

Time (sec) xl 000 

Figure 68. Base Mobile P maximum ETE delay with average interarrival times 

ranging between 0.35 and 0.9 seconds. 
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Figure 69. Base Mobile IP maximum ETE delay with handoff times ranging between 0.1 

and 1.6 seconds before the beacon arrival. 



APPENDIX C 

ERROR CALCULATIONS 

According to [20] the pdf of the duration of the interfade intervals for fades 20dB 

below the median is given by: 

The mean duration of fades below 20dB is given in [19] to be 10" seconds 

We used these values in a Matlab simulation to create a sample signal with 

successive periods of fades and non-fades. The signal was divided into 378 bit error 

control blocks which were checked for errors. If the number of errors exceeded a certain 

number, 25 in this case, the block was marked as bad. The Matlab program is shown in 

Figure 70. 

From the Matlab simulation it was found that the distribution of the interarrival 

t- of e m r s  which could not be corrected by Reed Solomon error correction eauld bc 

approximated by a Poisson distribution with mean and variance of 3.1 1 seconds. 



% Number of fades 
z;I=5000; 
u=rand (N, 1) ; 

I % Length of fades 
e=19; 

% Generate exponential distribution 
for i=l:N 
ifdfi, l)=round(-19200/6.27*10g(u(i,l) ) ) ; 
err (i, l)=e; 

end 

% Concatenate fades and interfades 
% Divide data into error correction blocks 
for i=l:N 

, count=count+ifd (i, 1) ; 
offset=rem(count,WORD)+l; 
block=•’ ix (count/WORD) +l; 
if block>prev-block, 
bad (prev-block, 1 ) =errors ; 
errors=O ; 

end 
free=WORD-offset; 
if free>err(i,l), 
errors=errors+err(i,l); 
count=count+err(i,l); 
prev-block=block; 

else, 
errors=free; 
bad(block,l)=errors; 
errors=err ( i , 1 ) -free; 
count=count+err(i,l); 
prev-block=block+l; 

end 
end 

% Discover uncorrectable blocks 
sym=l ; 
j =I ; 
for i=l :size (bad, 1) 
if bad(i, l)>25, 
packet-error ( i , 1 ) =I ; 
iet (j, 1) = (i-sym) *O. 0197; 
sym=i+l; 
j=j+l; 

else, 
packet-error(i,l)=O; 

end 
end 

Figure 70. Reed Solomon simulator. 



APPENDIX B 

SIMULATION SOURCE CODE 

In this appendix we are providing the source code for the amended modules 

described in chapter 3. 
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Process Model Attributes 1 
attribute value type I defaultvalue , 

I 

Header Block i 

#define SRC-PORT I 
#define UDP-NUMBER 17 
#define TCP-NUMBER 6 
#define ICMP-NUMBER I 
#define ROUTER-AD 9 
#define MAX-SUPPORT 5 
#define ATTACHED-REQ 1 
#define REGISTERED 2 
#define ATTACHED-IND 3 

#define ETE-STAT 0 
#define PKSIZE-STAT I 

State Variable Block I 
I 

5 

Cishandle \reg-gsh. \reg-air-gsh; 
Ici* \ip-ici-prr. \tcp-ici-pcr: 
1111 \src-net. \src-node; 

I 
I 
I 

in1 \re$-rcq: 
P;~ckcl* \reg-pkplr; 

i 



- . . -- - - 
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-- 
porarv Variable Block ---- 
Packet* pkptr: 
Packet* info-pkptr; 
double ete-delay, reg-delay. reg-air-delay; 
Ici* ici-ptr=OPC-NIL: 
Objid ip-objid: 
int protocol; 
char error-string[:; 121; 
int type; 
int flags; 
int code; 
int dest-port: 
int i. j: 
int care-of-net. carc-of-node; 
Objid parent-id; 
int mn-net, mn-nocfe; 
int handoff; 
int from-net. from-node; 
~ n t  dest-net. dest-node: 
int ha-net, ha-node. 

forced state init ---- 
attribute value type default value__--- 
name init string st 
enter execs (See below.) textlist (See below.) 
exit execs (empty) textlist (empty) 
status forsed t o g ~ l e  unforced--.--- 

parent-id = np-topo-parcnt (op-id-self()): 
ip-objid = op-topo-child (parent-id, OPC-OBJTYPE-QUEUE, 0); 
op-ha-obj-a t t r~et  (ip-objid, -net-nwnO ' . Rrsrc-netj: 
op-ima-obj-attrjel (ip-objid, "node-nwr,O', itsrc-~iode); 

reg-req = 0: 

for (i=O i<MAX-SUPPORT; i++) 
I 
att-mn-net[i] = - I ;  
reg-mn-net[i] = - 1 ; 
att-status[i] = -1; 
I 
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transition init -> idle 
attribute value type default value 
name t r-0 string tr 
condition string 
executive string 
color RGB333 color RGB333 
drawing style spline tog~ le  spline 

forced state xmt 
attribute value type default value 
I 

name xmt string st 
enter execs (See below.) textlist (See below.) 
exit execs (empty) textlist (empty) 
status forced toggle unforced 

execs xmt 
pkptr = o p - p b e t  (SRC-IN_STRM); 

ci-ptr = op-intrpt-ici(); 
~p-ici-atlr-get{ici-ptr. 'des t-net- . Scdest-net): 
)p-ici-atlr-gel (ici-ptr, 'des :-nodem. &dest-node): 

>p-ici-attr-set (ip-ici-ptr. 'des t-net '. dest-net): 
op-ici-attr-set (ip-ici-ptr. 'dasc-node'. dest-node); 
op-ici-atlr-set (ip-ici-pir. " prococol -. TCP-NUMBER); 
op-ici-install (ip-ici-ptr); 

op-pk-stamp (pkptr): 
op-stat-local-write (PKSIZE-STAT, op-pk-total-size_get (pkptr)); 

transition xrnt -> idle 
- attribute value type default value 

name t r-7 string tr 
condition string 
executive string 
color RGB333 color RGB333 
drawinq style spline !oqgle spiine 

iimfoi7+ced state idie 
attn'bute value type default value 

I name idle string st 
enter execs (empty) textlist 
exit execs 

(empty) 
(empty) textlist 

1 status 
(empty) 

unforced toggle unforced 



transition idle -> xmt 
attribute value type default value -------- 
name t r-6 string tr I ~~~~~e SRC-ARRVL string 

string 

-1 I 
color RGB333 color RGB333 I 

drawing style spline toqqle Q!kZL-____.-- ! 

transition idle -> rcv 
attribute value type default value __-, i 
name tr-10 string tr , 
condition IP-ARRVL string I 

executive string 1 
color RGB333 color RG8333 

i 

drawing style spline toggle spltne - 
tramition idle -> icmp 
attribute value type default value 
name tr-20 string tr 
condition ICMP-ARRVL string 
executive string 
color RG8333 color RG8333 
drawing stvle - spline toaule spline 

forced slate rcv - - 
attribute value type default value --- 
name rcv string st 
enter execs (See below.) textlist (See below.) 
exit execs (empty) textlist (smpty) 
status forced toqqle irnforced -- 

---- 
er execs TCV 

pkptr = op-pkset (IP-IN-STRMX 

ici-ptr = op-intrpt-icif); 
if (ici-pir == OPC-NIL) 

i 
sprintf (emor-string. -sirnulation abcrced; error in object f%di -. 

op-id-self()); 
op-sim-end (error-string. 'arnip-tcp-mn : required ICI not received'. - '. ' '): 

1 

op-ici-attrset (ici-ptr. 'protocol'. &protocol); 
op-ici-attr~et (ici-ptr. -src-net-, &from-net); 
op-ici-attrst (ici-sr, - src-xda-. &from-P&!: 

if (protocol = TCP-NUMBER) 
I 
ete-delay = op-sim-lime 0 - op-pkstamp-timeset (pkptrj: 
op-stat_local-write (JXE-STAT. ete-delay); 

op-ici-attr-set (lcp-ici_pu, - src-net - , from-net): 
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I ::: 
op-ici-attr-set Ircp-ici-ptr, 'src-node-, from-node); 
op-ici-instail (:cp-icifl;: 
op-pk-send Ipkprr. SRC-OUT-STRM); 

f 
op-pk-nfdxet !pkptr. ' d e s c g o r t ' .  &destqort); 
op-pk-n f d j e t  (pkptr. 'care-of-net * . &care-ofget): 
op-pk-nfdset ($ptf, 'care-of-node'. &care-of-node); 
op-pk-nfd-gel (pkptf. " hose-agsnt-net - . &h-net); 
op-pk-nfddttt (pkgrr. *acme-agent-node -. &ha-node); 
op-pk-nfddel (pkpu, - F o e  -. &type): 

1=B. 
while ((dMA);_StiPPORTj && [(regmn-net[i] != mn-net) 11 (regrnn-node[i] != mn-node))) 

if+; 

if (icMAX-SUPPORT] 
I 
reg-mn-nztf .] = - 1. 
reg-inn-nodeirj = - 2  ; 
mfo-pkptr = ~p~pk~create-frnt  f -rwinfo' ) :  
np-pk-n fd-set (in fo-pkptr. ' type-. REGISTERED); 
op-pk-nfd-set itnfo&ptr. 'ian_neE'. -11; 
op-pk-nld-set (tnfogkptr. 'm-node-, - I ) ;  
op-pknfd-set (~nfo-pkptr. 'agent-net -. -1); 
op-pknfd-~ t  (tiifo-pkptr, 'agent-node'. -1): 
op-pli-nfd-set frnfo_pirpri. 'index", if: 
op-p k-send Wo-pkpu. REG-OUf_SIR;M): 



regfa-netfi] = -1 : 
reg_fa-node[i] = - l ;  
I 

t 
/* Foreign Agent? *! 
else if ((care-of-net == src-net) && (care-of-n\ ,k == src-node)) 

I 
/* From bfN */ 
if (type == 1) 

1 
i =O; 
while ((art-inn-net[i] != -1) && (i < MAX-SUPPORT) && ((att-rnn-nerli] != from-nct) II (ntt-inn-nodc[i] != fmln 

i + i :  
if (i < rMIV(SUPP0RT) 

( 
op-pknfd-get (pkpu. ' home-addr-net ' . &at[-nin-net[;]): 
op-pk-nfddet (pkprr, 'home-addr-node'. &attrnn-node[i]); 
op-pt-aid_get Ipkptr, 'home-agent-net - , &att-ha-netti]); 
op-pk-nfdzet (pkptr. -home-agentgodem, &at~ha-node[iJ); 
op-ici-attr-set (ip-ici-ptr. 'dest-net-. att-ha-net[i]); 
op-ici-attr-set (ip-ici-ptr, 'desr-node'. att-ha-nodcIi]): 
op-ici-atlr-set (ip-iciqtr, 'p rotocol  -. UDP-NUMBER); 
op-ici-install (ip-ici-ptr); 

reg-air-delay = op-sim-time() - op-pk-stamp-tinle_get(pkptr); 
op-stat_gIobal-write (regairdsh, regair-delay): 
o~-pk-stamp (pkpu); 

op-pk-send (pkptr, IP-OUT-STRiM); 
i n f o ~ k p t r  = op-pk-create-fmt (-rag-info'); 
op-pk-nfd-set (infogkptr, type'. ATTACHED-REQ): 
op-pk-nfd-set (info-pkptr. -mn-net-. at[-mn-nct[il); 
op-pk-nfd-set (info-pkptr. 'ma-node-, attmn-node[i]); 
op-pk-nfd-set (info-pkpcr, 'agent-net . att-ha-net[i]); 
op-pk-nfd-set (infogkptr, 'agent-node', art-ha-nodc[i]); 
op-pk-nfd-set (infogkptr, - index' ,  i); 
op-pk-send (infoqkptr. REG-OUT-STRM); 
att-statusfi] = 1; 
1 

else 
op-pk-destroy (pkptr); 

I 
/* From HA Y 
else 

( 
opgk-n fdxe t  (pkptr. 'home-addr-net ', &mn-net); 
0p-pk-nfd-get (pkptr. 'kcme-addr-node' . &mn-node); 
o p - p k - d u e t  (pkpir. - f l a g s  -. &flags); 

~p-ki-attr-~et (ip-ici-ptr. 'dest-net', mn-net); 
op-i&attf-Set (ip-ici-ptr. 'des t_nodeW, mn-node); 



1 Process Model Report: arnip-tcp-agent I MonDec 211:12:491996 [ Page7of9 
..* 

.., 

op-ici-altr-set (ip-ici-ptr. 'p rotocol  -, UDP-NUMBER): 
op-ici-install (ip-ici-ptr); 

reg-delay = op-sirn-time() - op-pk-stamp-lirne_get(pkptr); 
op-stat~lobal-write (reggsh. regdelay); 
op-pk-starnp (pkptr); 

op-pk-send (pkptr. IP-OUT-STRM); 
I 

else if B<MAX-SUPPORT) 

alt-mn-nertj] = -1; 
a~t-mn-nodeb] = -1; 
art-ha-nerijj = -1; 
att-ha-nodeti]= - 1  ; 
info-pkptr = op-pk-create-frnt ( 'reg-info'); 
op-pk-nfd-set (info-pkptr, - tlype', ATTACHED-REQ): 
op-ptnfd-set (info-pkptr, 'mn-net ', att-mn-netti]); 
op-pk-nfd-set (info-pkptr, 'mn-node-. att-mn-nodeti]); 
op-pk-EM-set (info-~&ptr. -aqene-net-, att-ha-netti]); 
op-pk-nfd-set (info-pkptr. 'agent-node-, att-ha-nodeli]); 
op-pk-nfd-set (info-pkptr. index', j); 
op-pk-send (info-pkptr, REG-OUT-STRii); 
1 

t 
I 

/* !tome Agent */ 
else 

( 
reg-delay = op-sirn-time() - op-pk-stamp-time-get(pkptr); 
op-sht_giobal-write(reg_gsh. reg-day); 
op-pk-nfdxet (pkptr. #,home-addr-net ', &mn-net); 
op-pk-nfd-get (pkptr. -home-addr-node', &mn-node); 
op-pk-ciesiroy (pkprrj: 
i=O; 
while ((reg-inn-net[i] != -1) && (i<MAX-SUPPORT) && ((reg-mn-net[i] != rnn-net) II (reg-rnn-node[i ] != mn-node)) 

i++;  
if (i<lMAX-SUPPORT) 

I 
regrnn-net[i] = mn-net; 
regmn-nodefi] = mn-node; 
regfa-net[i] = care-of-net; 
regfa-node[i] = care-of-node; 
info-pkptr = op-pk-create-frnt ( 'reg-info-); 
op-pk-nfd-set (infojkptr, ' type' ,  REGISTERED); 
op-pk-n fd-set (info-pkptr. -mn-net -, regrnn-net[i]): 
op-pk-nfcset (info-pkptr. -mn-node-, regmn-node[i]); 
op-pk-nfd-set (info-pkptr. 'agent-net-, recfa-net[i]); 
op-pk-nfd-set (info-pkptr. 'agent-node-, reg-fa-node[i]); 
op-pk-nfd-set (info-pkptr. index-. i); 
op-pk-send (info-pkptr. REG-OUT-STRM); 

pkptr = opjk-create-fmt ("mip-reg -); 
op-pk-nfd-set (pkpu. ' type-,  3); 
tiis_gik-iiG-sei {pitpr. * fiags -, 0); 
op-pk-nfd-set (pkptr. 'home-addr-net '. regmn-net[i]); 
op-pk-afd-set (pkptr, -home-addr.-node', regrnn-node[i]); 
opgk-nfd-set (pkptt. 'home-agent-net' . srcnet): 
op-pk-nfd-set (pkptr. 'home-agent-node', src-node); 
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op-pkgfd-set (pkptr. -care-of-nec- . reg_fa-net[i]): 
op-pk-nfd-set (pkptr, -care-of-node ' . reg-fa-node[i 1); 
op-pk-nfd-set (pkptr, 'srcsort -. MIP-PORT); 
op-pk-nfd-set (pkptr, 'destqort -. SRC-PORT); 

op-ici-attr-set (ip-ici-ptr. -des t-net-. reg-fa-nct[i]); 
op-ici-attr-set (ip-ici-ptr. 'des t-node " . reg-fa-nodc[i]): 
op-ici-attr-set (ip-ici-ptr. 'protocol -, UDP-NUMBER): 
op-ici-install (ip-ici-ptr): 

op-pk-send (pkptr. IP-OUT-STRM); 
I 

1 
I 

:Ise 
( 
sprintf (error-string. 'simulation aborted; error in object ('bd) '. 

op-id-self()); 
0p-simgnd (CEO;-~tiing. ' amip-tcp-agent : ucexpected protocol number " , * .  " - ); 

1 

transition rcv -> idle 
attribute value type default value 

7 

name tr-11 string tr 
condition string 
executive string 
color RGB333 color RGB333 
drawing style spline toq~ le  spline 

- 
forced state icmp 
attribute value type default value *--- 

name icmp string st 
enter execs (See below.) textlist (See below.) 
exit execs (empty) textlist (empty) 

. status forced toqqle unforced 

-execs icrnp 
pkptr = op-pkjet  (ICMP-IN-STRM); 
op-pk-destroy (pkprr); 

pkptr = op-pk-create-fmt ( -  i c m p * ) ;  

/* ICMP R~uter~Advertisement Fie& */ 
op-pk-nfd-set (pkptr. - router-net - . src-net); 
op-pli-nfd-set (pkptr. router-node ' . src-node); 

op-ici-attr-set (ip-ici-ptr, 'dest-net ' . src-net); 
op-ici-attr-set (ip-icigtr. -des t-net ' -0); 
op-ici-attr-set (ip-ici-ptr. 'protocol -. ICMP-NUMBER); 
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op-lei-install (ip-ici-pir); 
op-pk-send (pkptr, JP-OUT-STRM]; 

' transition icmp -> idle 
attribute value type default value 
name tr-2 1 string t r  
condition string 
executive string 
color RGB333 color RGB333 
drawing style spline toaale spline 
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I 

Process Model Attributes 
. attribute value type default value 

'i 
I 

ha-net promoted integer 1 1 
ha-node promoted inteser 1 

i 
I . dl conn time promoted double 0.1 --". I 

Header Block 

- 
Sta - 

5 

10 

/*packer stream definitions */ 
#define IP-IN-STRM 0 
#define SRC-W-STRM I 
#define IP-OUT-STRM 0 
#define TCP-OUT-STRM 1 

#define MIP-PORT 423 
#define SRC-PORT 1 
#define UDP-NUMBER 17 
#define TCP-NUMBER 6 
#define ICMP-NUMBER i 

#define ETE-STAT 0 
#define PKSIZE-STAT 1 

e Variable Block 
Gshandle \ete_gsh, \reg_gsh. keg-air-gsh; 
Ici* \ip-ici-ptr. \tcp-ici-prr; 
int krc-net. \src-node; 
int \haget. Via-node; 
int \fa-net. \fa-node: 
int kcg-wait: 
int \reg-flag: 
double \rcg_timeout; 1 
double \dl-conn-time; 
int \bak-fa-net. \b&-fa-node; I 

! 

m a r v  Variable Block 4 
'acket* 
double 
Ici* 
Objid 
int 
char 
int 
int 
int 

pkptr; 
ete-delay, reg-delay. regair-delay; 
icigtr=OK-NIL; 
ip-objid; 
protocol; 
error_string[5 121; 
code; 
dest-net. dest-node; 
prev-fa-net, pnv-fa-node; 
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parent-id; 
from-net. from-node; 

forced state init 
attribute value type default value 1 
name init string st I 
enter execs (See below.) textlist (See below.) 
exit execs (empty) textlist (empty) 
status forced !oqqle tinforced 

enter execs init 
/* ete-gsh = op-s~ar-Iuea~reg ("ete-delay"); */ 
reggsh = op-stat_global-reg (-reg-delay-); 
reg-airjsh = op-statglobal-reg ('reg-air-delay '); 

10 

op-ima-obj-attrset (op-id-self(). 'ha-net' , &ha-net); 
op-ima-obj-attr-get (op-id-self(), 'ha-node-. &ha-node): 
op-imaqbj-attrxet fop-id-self(), -dl-corm-time-. &dl-conn-time); 

15 

. transition init -> idle 
attribute value type default value 
name t r-0 string tr 

/* Get ip mod& 's id ro get our address */ 
parent-id = op-topo-parent (op-id-self()); 
ip-objid = op-topo-child (pared-id, OPC-OBJTYPE-QUEUE, 0): 
op-ima-obj-attr~et (ip-objid. 'net-nuno ', &src-net); 
op-ima-obj-attrset (ip-objid. 'node-numo - . &src-node); 

20 

condition string 
executive string 
color RGE333 color RGB333 
drawinq style spline toqqle spline 

reg-wait = 0; 
regflag = 0; 
fa_net=-I; 
fa-node = - 1 ; 
regtimeout = I; 

fwced state xmt 
attribute value type default value 
name xmt string st 
enter execs (See below.) textlist (See below.) 
exit execs (empty) textlist (empty) 
status forced t o~q ie  unforced 
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--- 
enter execs xmt 

pkptr = op-pkjet (SRC-IN-ST&%): 

I 
5 

ici-ptr = op-intrpt-ici(): 
op-ici-attr~et (ici-ptr. -desi-net' .  &dest-net); 
op-ici-attr-get (ici-pr. 'dest-node'. Btdest-node); 

/ 
10 

transition xrnt -> idle 
--, 

attribute value type default value 
name t r-7 string tr 
condition string 
executive string 
color RGB333 color RGf3333 
drawing style spline toqqle spline +--- 

if ((regflag) && (regwait&)) 
( 
op-ici-attr-set (ip-ici-ptr. -dest-net -. dest-net); 
op-ici-attr-set (ip-ici-ptc 'des t-node- . desl-node): 

op-pk-send (pkptr, IP-OUT-STRM): I L  1 else 

- 
. unforced stare idle - 
, attribute value type defaull value - 

name idle string st 
enter execs (empty) textlist (empty) 
exit execs (empty) textlist (empty) 
status unforced toqqle unforced ___--, 

1 op-ici-attr-set (ip-ici-ptr, 'protocol -, TCP-NUIMBER): 

i I 
op-ici-install (ip-ici-ptr); 

20 

transition idle -> xmt 
attribute value type default valw 
name t r-6 string tr 

I 
op-pk-dfstroy (pkptr): 
I 

condition SRC-ARRVL string 
executive string 
color RG8333 color RGB333 I 

drawing style spline toqqle spline 

. transition idle -> rcv 
attribute value type dsfaulf value 

I name 
condition 

string tr 
string 
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executive string I 
color RGB333 color RGB333 I 

i 
drawinq style spline togale spline 1 

transition idle -7 timeout 
attribute value type default value 1 
name tr-22 string tr 1 
condition SELF-INTRPT string 
executive string 

I 
color RGB333 color RGB333 

- drawing style spline togale spline 
i 
I 

.forced state rcv 
attribute value type default value 
name rcv string st 
enter execs (See befow.) textlist (See below.) 
exit execs (empty) textlist (empty) 
status forced toqqle unforced 

'execs rcv 
pkprr = op-pkjet  (IP-IN-STRM); 

ici-ptr = op-intrpt-ici(); 
if (ici-ptr == OPC-NIL) 

I 
sprintf(error-string 'simulation aborted; error in object (%dl '. 

op-id-self()): 
op-sim-end (error-string. 'amip-tcp-mn : required ICI not received". " '. " '); 

op-ici-attrjet (ici-ptr. 'protocol -. &protocol); 
if (protocol == TCP-NUMBER) 

f 
if (reg-flag) 

I 
ete-delay = op-sim-time() - op-pk-sbmp-time_get(pkptr); 
op-slat-local-write (ETE-STAT, ete-delay); 
op-ici-attrjet (ici-ptr. -src-net ', &from-net); 
op-ici-attrset (ici-ptr. *src-node-, &from-node); 
op-ici-attr-set (tcp-ici-prr. 'src-ne t -, from-net): 
op-ici-attr-set (tcp-icigtr. -src-node ' . from-node); 
op-ici-install (tcp-ici-ptr); 
op-pli-send (pkptr. TCP-OIJT-STRM): 
I 

else 
I 
op-pk-destroy (pkptr); 
1 

t 
:Ise if (prrttctot == ICMP-WUMBERj 

1 
prcv-fa-net = fa-net; 
prev-fa-node = fa-node; 
op-pk-nfdset (pkptr. -router-net -, &fa-net); 
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op-pk-nld-get (pkptr. - rou ter-node ', &fa-node); 
op-pk-destroy (pkptr): 

if ((!re&-flag) I1 (prev-fa-net != fa-net) 11 (prey-fa-node != fa-node)) 
I 
reg-wait = 9; 
op-intrpt-schedule-self (op-sim-time() + dl-conn-time. 0); 
I 

1 
else if ((protocol == UDP-NUMBER) && (reg_wait==l)) 

I 
regwait = 0; 
op-pk-nfdzet (pkptr. ' flags-, &code); 
if ((code == 0) I1 (code == 1)) 

reg-flag = I ;  
reg-air-delay = op-sim-time() - op-pk-stamp-time3et(pkptr); 
op-stat_global,write(regair_gsh, regair-delay): 
op-pk-destroy (pkptr); 
I 

:Ise 

sprintf (error-string. - s imula t ion  abor t ed ;  e r r o r  i n  o b j e c t  (%dl .. 
op-id-self()); 

0p-~im-end (enor-string. 'amip-tcp-mn: unexpected p ro toco l  number 
1 

transitiori rcv -> idle 
attribute value t ype  default value 
name tr-1 1 string tr 
condition string 
executive string 
color RGB333 color RGB333 

_ drawinq style spline togqle spline - 

-forcedstatetimeout 1 
attribute value t ype  default value 

, name timeout strina st I 
enter execs (See below.) textlk (See below.) 
exit execs (empty) textlist (empty) _ status forced toqqle unforced - ; 

- 
er execs timeout 

f (regwait == 9) 
I 
regflag = 0; 
pkptr = op_pk-create-fmt I-mip-reg-); 

/, Mobile-IPfieIdr */ 
op-pk-nfd-set (pkpr. 'home-addr-net ' , src-net); 
opqk-nfd-set (pkpu. 'home-addr-node'. src-node); 
opgk-nfd-set (pkptr. -home-agent-net-. ha-net); 
opqk-nfd-set (pkpu. 'home-agent-node' . ha-node); 
op-pk-nfd-set (pkptr. 'cars-of-net-, fa-act): 
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op-pk-nfd-set (pkptr 'care-of-node'. fa-node); 
if ((fa-net==ha-net) && (fa-node==ha-node)) 

op-pk-nfdjet (pkptr, ' l i f e - .  0): 

/* UDPfields */ 
op-pk-nfd-set (pkptr. ' s r c g o r t  -, SRC-PORT); 
op-pk-nfd-set (pkptr. 'des t q o r t  ' , MIP-PORT); 

/* ICI pointer for IP */ 
op-ici-atlr-set (ip-ici-ptr. -des t -net  ". fa-net); 
op-ici-attr-set (ip-ici-ptr, 'dest-node', fa-node); 
op-ici-attr-set (ip-ici-ptr. -p ro toco l ' ,  UDP-NUMBER): 
op-ici-install (ip-ici-ptr); 

op-pk-stamp (pkptr); 

op-pk-send (pkptr. IP-OUT-STRIM); 

/* Error in regisrrntiorr packer */ 
bak-fa-net = fa-net: 
bak-fa-node = fa-node: 
op~int rpt~schcdulc~sel f  (op-sim-time() + regtimeout. 0); 
reg-wait = I :  
I 

Isc if (regflag == 0) 
( 
reg-flag = 0; 
pkptr = op-pk-create-frnt ('nip-reg'); 

/* Mobile-IPfields */ 
op-pk-nfd-set (pkptr. ' home-addr-net ' , src-net); 
op-pk-nfd-set (pkptr. 'home-addr-node-, src-node); 
op-pk-nfd-set (pkptr, 'home-agent-net-, ha-net); 
op-pk-nfd-set (pkptr. 'home-agent-node-, ha-node); 
op-pk-nfd-sct (pkptr, 'care-of-net* . bak-fa-net): 
op-pk-nfd-set (pkptr. 'care-of-node'. bak-fa-node): 
if ((bak-fa-net==ha-net) && (bak-fa-node==ha-node)) 

op-pk-nfd-set (pkptr, - 1 i fe- , 0); 
/* UDPjields */ 
op-pk-nfd-set (pkptr. ' s r c g o r t - .  SRC-PORT); 
op-pk-nrd-set (pkptr, ' d e s t q o r t ' .  MIP-PORT); 

op-ici-attr-set (ip-ici-ptr, 'dest-net ', bak-fa-net); 
op-ici-attr-set (ip-ici-ptr. 'dest-node', b'ak-fa-node); 
op-ici-attr-set (ip-ici-ptr. ' p ro toco l  ', UDP-NUMBER); 
op-ici-install (ip-ici-ptr); 

op-pk-stamp (pkptr): 

op-pk-send (pkptr. IP-OUT-STRM): 

op-intrpt-schedule-self (op-sim-time() + regtimeout. 0); 
regwait = 1; 
1 



- ---- 
1 transition timeout -> idle - 
, attribute - value type default value - 

name tr-23 string tr 
condition string 
executive string 
color RG8333 color RGB333 
drawing style spline togqle - spline 
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. Header Block 
#include ip-f rag-sup . h- 

#define INSTREAM-IP 0 
#define OLITSTREAM-IP I 
#define INSTREAM-NET 1 
#define OUTSTREAM-NFTO 

#define FROM-IP op-intrpt-strm () == INSIREAM-TP 
#define FROM-NEX op-intrpt-strm () == INSTREAM-KET 

State Variable Block 
int Lrc-naO. Lrc-node0 

kit-net I. kit-tide! : 
idgram-id; 

Ici* I \ipinip-iciptr, 

iporarv Variable Block 
Packet* ipinip-pkptr; 
Packet* pkptr: 
inr dest-net; 
int dest-node; 
int ipinip; 
Objid ip-objid; 
Ici* iciptr; 
int data-len; 
in{ ipinip-src_net; 
~ n t  ipinip-src-node; 
char error-string (5 12); 
int protocol; 

forced stale ENCAP 
atlnibute value type default value 
name EMCAP string st I 

enter execs (See below.) textlist (See below.) 
exit execs (empty) textlist t status forced tonnle unforced 

I P Obtain a packer arriving from rhe If. */ 
p k p  = op-pkje t  (INSTREAMJP1; 

f* Get fCi poinrer fo f w d  out qipinip is needed */ 
ieiptr = op-intrpt-ici 0; 
if (icipri == OPC_NIL) 

I 
sprintf (emor-string. -sirnulation aborced; error i n  object (%dt ' . 

as-!d-se!I 6)): 
op-sirn-e& ( ~ c o r ~ t r i n g .  -ip-hip: rewired I C I  not received', ' *. ' '); 
I 
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I 

( 
/* Obtain the length of the encapsiilafedpncket (in byes) Y 
i* (Note: up to 7 bits may be unmodeledJbr packets which do */ 
/* not contain an integral number of bytes. */ 
data-len = op-pk-total-sizexet (pkptr) 1 8; 

/' Create an IP packet and encapsulate the Y 
/* new arrival rvirhin ics datafield */ 
/* The dam field has a modeled size of zero */ 
/* in order to allow breaking of the packet into */ 
/* pre-determined arbitrarily small sizes. */ 
/* The bulk size ottr ibuk #the IP packet will */ 
/* instead be w e d  m model the size of the */ 
/* etrcapsulated data. */ 
ipinip-pkptr = op-pk-create-frnt ('ip-dgram-); 
op-pk-nfd-set (ipinip-pkptr. 'data-, pkptr); 

/* Set the bulk size of rhz !P packel l o  model the */ 
/* space occupied by the encapsulated data. */ 
op-pk-bulk-size-set (ipinipjkptr. data-len * 8): 

op-ici-attr-get (iciptr. -dest-net ' .  kdest-net); 
op-ici-attrxet (iciptr. 'dest-node'. kdest-node); 
op-pk-nfd-set (ipinip-pkpir. 'dest-net ' , dest-net): 
OF-pk-nfd-set (ipinip-pkptr, 'dest-node'. dest-node); 

/* Set fhe source address */ 
op-pk-nfd-set (ipinip-pkptr, -src-net -. src-net0): 
op-pk-nfd-set (ipinip-pkptr. -src-node-. src-nodc0); 

/* set the length attributes of the IP pcrcket. */ 
op-pk-nfd-set jipinip-pkptr, -oris-ien- . data-lm): 
op-pk-nfd-set (ipinip-pkptr. - •’rag-len' . data-lett): 

/' Indicate that the p c k e t  is tior yet frugnrenterl. */ 
op-pk-nfd-set (ipinip-pkptr. - f  rag'. 0); 

P Assign a uniqrce identity to this packet (unique nnrong */ 
/* packets injected into the ttet by thir hosr. */ 
op-pk-nld-set (ipinip-pkpir. - i d e n t  ' , dgram-id++); 

/* Set the protocol to IPINlP */ 
op-pk-nfd-set (ipinip-pkptr, ' prococol  ' .4); 

I* Forward the ipinip packet to the ner */ 
op-pk-send (ipinip-pkptr. OUTSTREAM-NET): 

I 
!I% 

( 
P Funward rhe packet to the net Y 
op-&send (pkprr, OUT-I-NET); 

I 

transition ENCAP -> WAIT 
attribufe value type default value 
name 1 r-3 1 string tr 
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... 

i ,-. 

1 condition string 
executive string 
&or RGB333 coior RGB333 
drawinq style spline toqqle spline 

[ forced state f NIT ! 
5 $. alfribute default value 
1 name INlT string st 
1 enter execs (See below.) textlist (See below.) 
f exit execs (empty) textlist (empty) 

status forced toqqle unforced 

enter execs INlT 
1 P Obrnin the objecr id of f k  If d u l e  */ 
P !. ** cxpccied to be hireedy c-,.llrsed to Y 

i /* rhis module's only oitrpur. Y 
1 rp-crbjid = op-top-assoc (op-id-self(), OPC-TOPO-ASSOC-OUT. 

5 1 OK-OB JkWTYPE_MODLnE. ObTSTREA;M_IP): 

frarrsition INIT -> WAIT 
1 
t 

att/ibute value l ype default value I 
i pame :;-26 string tr 
1 condition 

I 

string ! 
f executive string I 

[ cofor RGB333 color RGB333 I 

i drawinq style spline togale spline 

[ un farced state WAIT 1 
I 

i attribute d u e  type default value 1 
1 m e  WAIT stn'nq st I 

textkt I enter execs (em?@) (empty) I 

/ exit execs (empty) textlist (empty) i 

unforced tog~le unforced 
I 

i status I 

f tramitkn WAIT -> ENCAP 
i affribte value type defaulf value 
L-kme tr-30 string tr 
I con- FRofvi-lp string 
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/ color RGB333 color RGB333 
drawinq style spline toclqle spline ' 

-----, 1 transition WAIT -> DECAP -- I 1 attribute value type I default value -{ 
I name tr-34 string tr ! 
1 condition FROM-NET string i i 

i executive string 
1 color RGB333 color RGB333 
[ drawing style spline toggle spline 

i - 
forced state DECAP - -1 
attribute value type default value - 

DECAP string st / ::::execs (See below.) textlist (See below.) 
exit execs (empty) textlist (empty) / sfatus forced toggle unforced -. I 

execs DECAP 
/* Obtaitr a packet arriving front the nemork */ 
ipinip-pkptr = op-pk_get (INSTREAM-WX); 

P Check iflPINlP & Destination */ 
op-pk-nfd-get (ipinipgkpti, 'protocol-. &protocolj; 
op-pk-nfd-get (ipinip-pkptr. -dest-net -. &dest-net); 
op-pk-nfd-get (ipinip-pkptr. -dest-node-. &dest-node); 

if ((protocol == 4) && (((dest-net == src-net0) Br& (desr-node ==src-nodcO)) II 
((dest-net == src-net]) && (dest-node == src-nodel)))) 
f 
/" Decapsdace the I P  packer V 
op-pk-n fd-get (ipinip-pkpir. 'data - . &pkprr); 

op-pic-nfd_get (ipinip-pkptr. -src-riec-. &ipinip-src-net); 
op-pk-nfdxet (ipinip-pkprr. -src-n-*e-, Bripinip-src-node); 

/* Discard the outer IP  prcrket. */ 
op-pk-destroy (ipinip-pkptr); 

/" Fonrard the dnta ro the ip module */ 
op-ici-altr-set (ipinip-icipu. - ipinip'. I): 
op-ici-attr-set (ipinip-iciptr. -src-ner-. ipinip-srcnet): 
op-ici-attr-set (ipinip-iciptr. 'src-node-. ipinip-src-node): 
op-ici-install (ipinip-iciptr); 
op-pk-send (pkptr. OUTSTIEAM-IP): 

f 
t ke 

! 
opgk-send (ipiaip-pkprr. O U T ~ Y  -1 PI; 
t 
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transition DECAP -> WAIT 
. attribute value type default value 

name t r-35 string tr 
condition string 
executive string 
color RGB333 color RGB333 

spline toggle spline 



i 
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Process Model Attributes I 
, / 

attribute value type default value 
handoffl promoted double 296 (sec) 
handoff2 promoted double 650 (sec) 
handoff3 promoted double 950 (sec) 
freqO promoted double 30 (MHz) 

--I 
freq 1 promoted double 40 (MHz) 
freq2 promoted double 35 (MHz) 
freq3 promoted double 45 (MHz) 

execs init 
op-ima-obj-attr~et(op-id-s~1f(). 'handof f 1 . &handoff I ) ;  
op-ima-obj-attr~etkid-.self(). 'handoff 2 ', &handoft2): 
op-ima-obj-attr_get(op-id-self(). 'handof f 3  - , gihandoff3); 
op-ima-obj-attr_get(op-id-self(), - f reqO ' , &freqO); 
op-imapbj-attr_get(op-id-self(). - f r e q l  *, &freq 1); 
op-ima-obj-attr_get(op-id-self(). - f r eq2  - .&freq2); 
op-ima-obj-attr_get(op-iddselfo, f r e q 3  - , &freq3); 

, Header Block ---l 

-- 
i #define SELF-NRPT (op-intrpt-type() == OPC-INTRPT-SELF) 

State Variable Block 

node-id = op-id-parent (op-id-self 0); 
radio-tx-id = op-id-from-name (node-id, OPC-OBJTYPE-RATX. -radio-tx'  ): 
radio-mid = op-id-from-name (node-id. OFT-OBJTYPE-RARX, "radio-rx- ); 
tx-radioch-id = op-topo-child (radio-tx-id. OPC-OBJTYPE-RATXCH. Oj; 
rx-ndioch-id = ap-topa-child (radio-rx-id, OPC-OBJTYPE-RARXCH. 0); 
op-intrpt-schwlule_self (op-sim-time() + handoff 1.0); 

1 

freq[O] = freq0; 
freq[t J = freql; 

Objtd \tx-radioch-id. \rx-radioch-id; 
double Vreqf4J; 
double bandoffl, Vlandoft2. Vlandoff3; 
int bop; I 

I 
cTem~orarv Variable Block 

Objid node-id. radio-tx-id, radio-rx-id; 
Compcode comp-code: 
double freq0, freq I .  freq2. freq3; i 

1 zrnforced state init -1 ---- 
attribute value type default value i , 
name init string st 
enter execs (See below.) textlist (See below.) 
exit execs (empty) textlist (empty) 
status unforced toqqle unforced 
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freq(2f = freq2; 
freq[3] = freq3; 
hop = 0; 
op-stat-local-write (0, handoff I); 

condition SELF-INTRPT string 
executive string 
color RGB333 color RGB333 
drawing style spline toggle spline 

. 

forced state handoff 
attribute value type default value 
name handofi string st 
enter execs (See below.) textlist (See below.) 
exit execs (empty) textlist (empty) 
status forced togqle unforced 

transition init -> handoff 
attribute value type default value 1 
name t r-2 string tr 1 

. execs handoff 
hop ++; 
i f  (hop == I) 

( 
op-intrpt-schedule-self (op-sim-time() + handoff?, 0); 
1 

else if (hop == 2) 

camp-code = op-ima-obj-nttr-set (tx-radioch-id. -min frequency", freq[hop]); 
if (OK-COMrCODE-FAILURE == comp-code) 

0p-sim-end (-set radio transmit frequency failed". ' ". ". "); 
camp-code = op-ima-obj-attr-set (rx-radioch-id. 'min frequency-. frcq[hopJ+ 1); 
if (OPC-COMPCODE-FAILURE == comp-code) 

0p-Shl-efld (-set radio receive frequency failed'. '". "', "'); 

[ trnnsition handoff -> idle 
1 attribute value type default value 

name t r-5 string tr 
condition string 
executive string 

f color RGB333 color RGB333 
f drawing style spline toqsle spline 
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----l______-_ _( 

tin forced state idle --------- i 
attribute value type default value -- -------- I 
name idle string st 1 
enter execs (empty) textlist (empty) I 

exit execs (empty) textlist (empty) 1 
status unforced toqqle unforced I 

----- s -- 
trat~sition idle -> handoff ..-...---- 
attribute value type default vnI118 -- 
name t r-4 string tr 
condition SELF-INTRPT string 
executive string 
color RGB333 color RGB333 
drawinq style spline toqqle s ~ k !  -. - 


