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Abstract 

Direct Sequence/Code Division Multiple Access systems employing convcntioi~al re- 

ceiver are severely limited in their capacity, because of non-zero cross correlat.ions of 

the spreading sequences and the high variation of the received powers a t  t hc  Ixw 

station. 

Interference cancelling receiver have offered a solution for these pro hlerns a tr t llc. 

expense of a higher system conlplexity. Among the various schemes that haw b w u  

proposed so far, the successive interference cancellation (SIC!) receiver offers a goocl 

compromise scheme in terms of capacity and complexity. Proper operation of t hcsc rc- 

ceivers in a mobile environment requires them to perform the estimation of tlic~ fading 

channel gain which is needed for the data detection, regeneration and cancellation of 

the received signals. This channel estimation can be performed by using Pilot Symkol 

Assisted Modulation (PSAM ). 

This thesis investigates the performance of successive interference* cartcelling re- 

ceiver with PSAM operating in a Rayleigh fading environment. Different receivcr 

concepts will be presented and their performance will be discussed. In partic~ilat, wc 

will present a hybrid receiver that combines a low complexity decorrelator to t.cc111cc 

the interference in the channel gain estimates with a successive interference (:arlccl la- 

tion scheme for the data detection. The simulation results indicate an increase i r ~  tho 

system capacity at a moderate level of implementation cornplexity. 
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Chapter I 

Introduction 

1.1 Introduction 

Over the past twenty years, the demand for mobile communications has significantly 

increased and the bandwidth requirements impose a problem to be solved by the 

telecommunications industry. Moreover, users are demanding a greater variety of 

services to be implemented in future mobile telecommunication systems, like facsimile 

or transmission of images. To fulfill these demands, it is essential to have a flexible 

multiple access method that maintains both the ability to  handle different data rates 

and a high capacity. Furthermore, t,he fading mobile radio environment and its impact - 

on the system perfornlance imposes another difficult task that has to be taken into 

consideration. 

One solution for these various tasks is believed to be code division multiple acces.; 

(CDMA). This technique is already used in a commercial system by Qualcomm, Inc., 

USA [29] and has become the North American communications standard IS-95. 

Two of the most important factors that limit the capacity of a multiuser 
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DS/CDi\/lA system are the power variations of the received signals at the base statiot~ 

and the non-zero cross-correlations of the users' spreading seqtlenccs. 

The conventional multiuser detector consists of a bank of rnatclrcd filttw, witti 

each filter matched to a specific signature sequence. Follocving the filter, r l w  out put, 

would be sampled at the sjinbol rate and decisions would be macle on thc srunplcd fil- 

ter outputs. In a system where the transmissions over the chamlel are only c.orsupkd 

by additive white Gaussian noise (AWGN), this receiver is the optimal det,cctor [30]. 

However, spreading sequences in the system are non-ort hogonal and transu iissions of 

the user will introduce multiuser access interference (MAI) which yields to all isse- 

ducible error floor [31]. Lack of orthogonality will occur if thc transmissions of tllc 

users are asynchronous or when the channel is time dispersive. The sy~t~crn pcrlbr- 

mance will severely degrade unless the cross-correlations between users are low enough 

and the received powers are nearly equal. Elowever, user in a mobile coninrunicatioiis 

system will change their positions to the receiver and the received signal powers arc 

not equal at all. The phenomena is usually known as the near-far problern [5]. ,411-  

other reason for this problem is fading and shadowing. A solutioli to that problem (:an 

be found by the use of stringent power control (291, [39] or the use of near-far resistc~il 

receiver. Recently, a lot of attention has been given to these receiver concepts, c,g.  

PI, PI, PI, [14- 

Sergio Verd6 [I] related the multiple access channel to a periodically tirne vary- 

ing, single user, intersymbol interference channel and derived the opti ma1 rnul tiuscr 

detector. The complexity of this detector increases exponentially with the nunihcr 

of users and subsequent research was done in the area of suboptirrml solutions with 

reduced complexity e.g. [3], [16], [13], [14]. One part of this thesis will discuss some 

suboptimal solutions in more detail. 

For the proper operation of these receivers, it is necessary to estimate the fading 

complex gains of the channel. Research in the area of suboptimal multiuser receivcr 

has often assumed these channel parameters are known at the receiver site. In reality, 

these parameters have to  be estimated. One method often applied is the use of pilot, 

symbols as it was done in [17] for a single user BPSK and QPSK system. 
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The use of pilot symbols in DS/CDMA systems was considered in 1181 which 

focused on the perfomirnce of a pilot symbol DSICDMA receiver without any inter- 

ference cancellation. 

Work in the area of pilot symbol assisted MA1 cancelling receiver was reported 

in [ 191, where the performance of a successive interference cancellation scheme with 

pilot symbols was investigated. In [6] the scheme was modified for a quasi-synchronous 

CDMA system and in ['i] the scheme was investigated in a multi-cell environment. 

1.2 Contributions of the Thesis 

This thesis focuses on the performance of a multiuser CDMA receiver which estimates 

the complex fading gains by means of pilot symbols and cancels out multiuser access 

interference successively. Three different methods of inserting the pilot symbols into 

the data stream will be discussed and a hybrid receiver concept will be presented. We 

will compare our proposed concept to an already existing scheme and will shcw that 

our scheme can improve the capacity in the considered system. 

1.3 Thesis Outline 

The thesis is organized in the following way: 

Chapter 2 will give a review and background information, which includes a brief 

introduction into spread spectrum systems, code division multiple access, the radio 

channel model description and channel estimation strategies. It also includes a partial 

literature review of multiuser detection schemes and will introduce some concepts by 

using a simple model. 
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In chapter 3 the model, introduced in chapter 2, will be generalized and thr invest& 

gated receiver concepts will be discussed in detail. Three different schemes of insest,ing 

pilot symbols into the data stream will be presented and some baseline systenis will 

be introduced. 

Chapter 4 gives a description of the computer simulation that was used in thesc 

studies; and we will present results for the three different schemes and the cli-ffcr- 

ent receiver concepts under various conditions. This chapter will be concluded by a 

discussion of these ideas. 

Chapter 5 will conclude the thesis with some suggestions for further work. 



Chapter 2 

Review and Background 

2.1 Spread Spectrum Communications 

One can distiguish between two different spread-spectrum (SS) techniques: direct se- 

quence (DS) and frequency hopping  (FH) spread spectrum. In a FH-SS system a 

pseudorandom-code is used to select different carrier frequencies. The carrier fre- 

quency is switched over a wide frequency range. These carriers are then modulated 

by the data. FH-SS systems can be further classified into slow hopping, where the 

carrier is switched only once every couple of symbols, or fast hopping, where several 

carrier switches in one symbol time occur. Today, only technology for slow hopping 

is available. 

In DS-spread spectrum, the data sequence is multiplied with a pseudonoise random 

sequence prior to modulation. The rate of the pseudonoise sequence is nuch higher 

than that of the data, sequence which spreads out the power spectrum of the signal 

and makes it indistinguishable from the background noise. This attribute makes it, 

for example, possible to overlay narrowband applications on the code division multiple 
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access channel, as will be discussed later. 

In this thesis we wil: only focus on DS-spread spectLrum and particular DS/CII)MA 

applications. The interested reader can find further information about FH-SS for 

example in [34]. 

2.1.1 Direct Sequence Spread Spectrum Systems 

To illustrate some basic concepts consider the example of an uncoded coherent direct 

sequence, binary phase shift keying (DS/BPSK) system. 

In principle, the transmitter would multiply the data sequence wit11 a high rate 

pseudonoise sequence and would apply the multiplied signal to the modulator to 

modulate it onto the carrier. Both operations, the multiplication with the pseudorioisc 

sequence and the modulation, are linear op-rations and thus interchangeable. F'or 

analysis reasons it is more convenient to consider a system as shown in Fig. 2.1. 

LPF Decide 

The transmitted siglral can be expressed as 

s(t)  = w d ( t )  c ( t )  cos(wt) 
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where w is the transmitted amplitude, d ( t )  is the data sequence with a rate R = ;, 
c ( t )  is the PN sequence with rate R, = &, and w is the carrier frequency of the 

system. Bits in the PN sequence are called chips and the rate is referred to as the 

chiprate R,. The ratio 
T 

Ili = - 
Tc 

(2.2) 

is called the spreading fuctor or processing gain of the system. 

The signal in (2.1) is sent over a radio channel which we assume at this moment as 

ideal1. If we now multiply the received signal with the PN-sequence again, we would 

obtain 

since c(t)" 1. The signal r ( t )  would then be demodulated in a manner similiar to 

a narrowband system. It is clear that the PN sequence on the receiver site has to be 

properly aligned to the transmitted PN sequence in order to despread the received 

signal properly. 

Fig. 2.2 shows the data signal before and after the multiplication with the PN 

sequence and the P N  sequence itself. The bandwidth required to transmit the data 

signal with a rate R would have been approximately ), where it is now, after the 

spreading, &. Since T, is usually orders of a magnitgde smaller than T, the spread 

signal occupies a much wider bandwidth. The power spectral density (PSD) is spread 

out to an extent, +,hat the signal is hidden under the additive white noise of the 

channel. Unintended user will therefore not notice the existence of a signal. Even 

knowing the presence of the signal, decoding is impossible without knowledge about 

tqhe particular PN sequence used for spreading. The despreading process would on the 

other hand spread an interfering narrowband signal2 at the receiver site to a spectral 

demity below the noise level. After lowpass filtering of the despread data sigoal, only 

a small portion of the narrowband interfering signal would pass this filter and would 

'the channel adds no noise or delay and the sip la1 is not subject to fading 
2jamming signal or overlaying narrowband application 
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cause jusi a minor noise enhancement. These two properties are the reason why the 

first, use of spread spectrum was ma.de in military applications. 

Pseudonoise sequences 

A spread spectrum system requires a pseudonoise code sequence for the spreading 

and despreading of the data signal. Some properties of the sequences are important: 

I) The sequences should be easy to generate. 

11) They appear to be random to an unintended user. 

111) They are either aperiodic or have very long periods. 

IV) They should have good autocorrelation properties. 

V) They should have low cross correlation properties. 

Properties II) and III} are important to protect a spread spectrum system from 

jamming and unintended listeners. Property IV) is important for synchronizing the 

receiver's local generated PN-sequence with the time shifted received version. This 

procedure is called acquisition (coarse alignment) and tracking (fine alignment) and 

is further discussed in [34]. V) is needed for a wideband multiple access scheme where 

it is desired to have low crosscorrelation properties to reduce the interference of users 

in the system. Moreover, in an asynchronous CDMA scheme, it would be desirable to 

have these good crosscorrelation properties for all possible time shifts in the system. 

However, combining all these properties in one code set is impossible and one has to 

compromise. 

One common way to obtain PN sequences is to  use a linear feedback shift register 

as shown in figure 2.3. The coefficients ao7 a l ; .  . . , a, are either 0 or 1. The contents in 

the register are modulo-2 added and feedback to the input of the register. Particular 

combinations of the coefficients ao, a l ,  . . . , a, generate maximum length sequences of 

length 2 P  - 1 [lo]; all states will be included in the sequence, except for the all zero 



p stages 

a ion Figure 2.3: Linear Feedback Shift Ftegister for M-sequence gener t '  

state. Although m-sequences fulfill property III), from the security point of view they 

do not offer much protection. It is possible to determine the feedback coefficients by 

analyzing a sequence of 21, consecutive known bits in the sequence as for instance i s  

shown in [lo]. 

Another popular set of PN-sequences are the Cold sequences, which offer bet- 

ter cross-correlation properties than the M-sequences. These a n d  other met hods for 

obtaining PN-sequences are discussed in the literature, e.g. [34]. 

2.2 DS/Code Division Multiple Access 

One can use the spread spectrum principle for dividing the resource spectrum betwce~ 

different users. This is known as code division muktiple access or CDMA and offcrs a 

lot of advantages for a mobile communication system. We will discuss these interesting 

properties in this section. 
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There are different ways of sharing bandwidth between different users. One, com- 

monly used, is frequency division multiple access or FDMA. The radio spectrum is 

devided into narrow frequency channels, each of them to be used by one user. In time 

division multiple acccss or TDMA, the bandwidth is divided into time periodic slots 

in  which users are allowed to transmit in a consecutive order. TDMA is for example 

used in the European GSM digital cellular standard. Combinations of these schemes 

are possible and are used in practice. 

In code division multiple access or CDMA all users share the same frequency band 

at all times. The separation between users is done by spreading each user's data 

sequence with its distinct pseudonoise spreading sequence. After spreading, all users 

are transmitting on the same radio channel simultaneously. The basestation has 

knowledge of all the PN-sequences and time delays and can therefore despread and 

demodulate all users7 transmissions. 

Although all three schemes are theoretically able to  accorriddate the same number 

of user per bandwidth, CDMA has some interesting features that increase the capacity 

of the system. We will discuss these ftatures in the following paragraphs. 

Soft Capacity Limit 

The number of channels in an F3MA or the number of timeslots in a TDMA system 

is fixed. If all channels or slots in a cell are occupied, a new caller will get a busy 

signal and his request has to be rejected. Moreover, since users are mobile, they will 

cross the cell borders and calls have to be passed on to the new cell. If the new cell 

has no space to accomodate the call to be handed over, it will be dropped. FDMA 

and TDMA have a hard capacity limit; either they can accept a user or they have 

to reject him. In CDMA such a limit does not exist. Starting from the second user 

on, every active call introduces some interference to all other calls and the overall 

interference increases gradually. It is therefore always possible to allow another user 

to enter the cell, by increasing the bit error rate equally for all user in the system. 

Definitely, CDMA has also a capacity limit, however the system degrades grircefully. 
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Soft Handoff 

The cellular idea was one solution to solve the problem of the lirnitcd bandwidth 

resource. The coverage area is divided into different regions called c d b .  Each cell uses 

one set of frequencies. All its immediate neighbouring cells use differeut frecluellciw 

band to avoid interference between cells. ,4 frequency band can bc reused in an other 

cell far enough from a cell using the same band. Depending on the area, frt:clucnc.it~s 

and antennas used, the number of cells per area can be increased, offering an almost. 

unlimited capacity for the system. However, each cell needs a base station and the 

number of cells determine greatly the costs of the system. Moreover, user are crossiikg 

the cell boundaries during convers-tions and calls have to be passed on to the n f w  

cell. This process is referred to as hand OH. The mobile station will monitor t,he s i g d  

of the original and the new cell and will switch, when the signal from thc new ccll 

is stronger and exceeds a certain threshold. If the signal of the original cell was just 

temporarily weaker because of fading or shadowing, the mobile will switch back and 

probably forth again, causing what is known as tke ping-ponging effect. If a itcw cell 

cannot offer a free time slot or frequency channel, the call from the original cell has 

to  be dropped. 

One feature of CDMA cellular systems is, that the frequency reuse factor is one" 

as compared to 7 in a TDMA or FDMA system, or in other words, the same frcque~rcy 

band is used in all cells and separation between cells is done by different PN-sequence 

shifts. Therefore, no switching of frequencies, but also no frequency plannirlg for thc 

design of the system is necessary. A mobile travelling in the boundary of two ccllu 

will be served by both cells until it has established a firm link to the new cell. 'rflis 

procedure, make-before-break, in combination with the soft capacity limit previously 

discussed, reduces significantly the probability of a dropped call. 

3at least in theory 
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Voice Activity 

In a typical two-way conversation, the duty cycle of each voice is at most 50 percent. 

To exploit this voice activity factor in a FDMA or TDMA system is difficult, because 

of the problem of. reassigning the unused capacity of the channel or time slot to a 

different user, and the control scheme that would be necessary for this. In a CDMA 

system, the transmission rate, when there is no speech, can be reduced resulting in 

an overall decreased interference for all other user in the system, without the need 

of having any control scheme. The CDMA system capacity is directly related to the 

interference of other user in the system and can therefore be increased. As stated in 

[29], the system capacity can be increased by approximately a factor of two, through 

the exploitation of the voice activity factor. 

Capacity for the CDMA system 

We denote the received signal and interference power by S and I, respectively. The 

ratio S / l  can then be described as 

where Rd is the data transmission rate, Eb is the signal energy per bit, W is the system 

transmission bandwidth and No is the power spectral density of the interference. If 

we assume that all users' received signals have equal power and other sources of 

interference are neglected, the interference power can be expressed as 

where I{ is the number of users in the system. This results in the following equation 

(2.6) for the capacity of a single cell CDMA system. 

An important parameter for reliable transmission is the ratio 2. It has been shown, 

that with interleaving and error correcting codes, an SNR of 7dB is sufficient [29]. 

is generally referred to as the processing gain and we can see that the capacity 
Rb 

increases with this parameter. 



Privacy 

The multiplication of the signal with the PN sequence adds an addit2io~lall feature to 

the system. Without knowledge of the sequence a decoding of the data tSt.ansnlissions 

is impossible. The encryption of the messages is inherent in the system design. 

New Services 

Future mobile communication systems will have to be able to support, various scrviccs, 

like image transmission, file transfers and facsimile. These services will require the 

implementation of different data rates in the system. The CDMA scheme allows 11scr 

to send data asyncl~ronously, and there are no restrictions on the used data ritbes, 

because each user's transmission appears like noise to other users. The pcrforrnancc 

of different CDMA schemes to support multiple data rates has, for cxample, bce~l 

investigated in [Ill, [13]. 

Frequency Diversity 

The mobile radio channel is usually modelled as a frequency selective Rayleigh fading 

channel. Different parts of the spectrum are subject to independent fading as long as 

these parts are separated by at least the coherent bandwidth of the fading pr.o(n:ss [30]. 

A wideband system, like CDMA, is capable of separating different path cornponerlts 

and can recombine them to improve the performance as it is done in the AAli'fi: 

receiver [30]. If the different path components are not resolved by the system, they 

will still be rejected and add up as additional interference as long as their time delays 

are longer than one chip time T,. 



Drawbacks of CDMA 

Besides many desired feattlres, there are some problems involved with the use of 

CDMA. One is the problem of PN-sequence acquisition and tracking. For the receiver 

to despread the signal it has to align its FN-sequence to the transmitted PN-sequence. 

This process is called acquisition (coarse alignment) and tracking (fine adjustment). 

The tracking has to be done with high accuracy to achieve a good system performance. 

This is particularly difficult because of the short chip time T,. Another issue is 

to obtain a set of spreading sequences with good properties for all possible time 

shifts. Generally, there is some cross correlation between all users in the system. This 

spurious cross-talk can cause problems if the received users' powers are very different. 

Transmitters closely located to  the basestation make reception of weak users, usually 

further apart from the receiver, impossible. This scenario is known as the near-far 

problem. One solution is the use of stringent power control [29]; another approach, 

which will be presented in the following section, is the use of a more sophisticated 

receiver . 

2.3 Multiuser Detection 

The issue of multiuser detection in a DS/CDMA system has been a research topic 

over the past 10 years and numerous publications in that area have been made, e.g. 

[I], [3]. [I$], [16]. This section gives a brief insight into some of the ideas suggested. 

The interested reader can find a good starting point in [26] and 1151 and its references. 

Many important issues have to be considered in a mobile communication system 

and the question of how to achieve a low bit error rate is only one of it. Aspects like 

the size of the mobile units, battery restrictions and a low price are other important 

aspects. These issues yield to  the topic of complexity am the realizeability of many 

promising ideas. The next section mill introduce some ideas of multiuser detection 

schen~es for DS/CDMA systems. 



To show the principle of some multiuser receivers, a simple DS/CDMA syst,cm 

model is introduced at this point. A generalized asynchronous system model will be 

introduced in the next chapter "System Description". 

2.3.1 Two-User Synchronous DS/CDMA System Model 

Consider a baseband system as shown in figure 2.4. This system represents a two-user 

DS/CDMA system using binary phase shift keying. It is assumed that the amplitudes 

of both transmissions are known, that the phase shifts are zero and both user operate 

fully synchronized on the common channel. 

Although this syste- is simple, it allows us to explain the main principles of 

different receiver conccpts and can later be generalized to the K user case. 

n(t) 
Bipolar Data 
d I 
Bipolar Data 
d p  

Figure 2.4: Two user DS/CDMA system 

The transmitted signals of user one and two can be described by the following 

equations 
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and 

where the wr, are the amplitudes of the transmissions, the d k ( t )  are the data sequences 

and the ck ( t )  are the spreading sequences and are defined as follows 

and 

cr, ( t  ) = ck [n] . p, ( t  - n - Tc) 

where dk [n] and ck [n] are the k-th user data and spreading bit for the n-th time inter- 

vai. They are random variables chosen from the set [ - I ,  $11 with equal probability. 

The duration of one bit or chip is denoted by T and Tc, respectively. The functions 

p ( t )  and p,(t) are rectangular pulses of unit height and duration T and Tc, respectively. 

The spreading sequences in (2.10) are assumed to be periodic in T. 

The signals share a common channel, which adds white Gaussian noise. The 

received baseband signal is therefore 

The term n(t)  represents an additive Gauss~an noise term with a power spectral 

density (PSD) of No. 

The receiver would despread the received signal with the replica of the spreading 

sequences and would appiy them to an integrator and sample the output at T. We 
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are considering the n-th time interval. The output of the intbegrat,ar for the n-th data 

bit for both users can then be described by 

and 

where b( i ,  j )  is the correlation between the i-th and j-th user spreading sequences and 

is defined as 
1 T 

b( i ,  j )  = J cdf - r i ) c j ( t  - r j ) d t  (2.24) 
0 

The term ek[n] is the k-th matched filter noise output at  time instant n and can be 

written as 

We can see that the correlator outputs for both users consist of three different terms. 

Consider for example (2.12). The first term is the desired signal component for user 

number one. Term two represents the interference of user number two's transmitted 

bit for the time interval n. Finally, the third term is a noise term. Term two shows 

that the interference is caused by the non-zero spreading sequences. In a scenario with 

different received power levels, the second term can block out the signal completely, 

making it therefore impossible to detect the desired signal reliably. 

The receiver would now base its decisions on (2.12) and (2.13) and this can be done 

either directly, which is performed in the conventional receiver, or after processing 

these outputs further. 

In the following sections we will consider four different receiver concepts and will 

brie9y discuss their advantages and disadvantages. However, as already pointed out, 

all receivers present a tradeoff and there is no optimal solution for all aspects a system 

designer has to  take into account in a practical implementation. Furthermore, t h i ~  

collection can only represent a small number of ideas presented in the literature. 
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2.3.2 The Conventional Receiver 

The conventional detector treats other users' transmissions simply as noise and detects 

every user as if it were the only one in the system. In a coherent BPSK system it 

would take the filter outputs in (2.12) and (2.13) and would decide simply on the sign 

of these, i.e. 

$ [n] = s ign(rk  [n]) (2.16) 

where sign(.) represents the signum function. 

This receiver is simple and would be the optimal one, if interference of other users 

could be perfectly treated as white Gaussian noise. However, in most practical sit- 

uations, the Gaussian assumption is far too optimistic [15] and does not model the 

reality with the needed accuracy. Spurious crosscorrelations between spreading se- 

quences and an imbalance in received powers severely degrades the performance for 

low power users. A solution for this can only be found by using low cross corre- 

lation spreading sequences in combination with stringent power control schemes as 

what is done in IS-95 [29]. However, as stated in [1] even under this conditions, the 

performance of the conventional receiver is only marginally satisfactory. 

In summary, although the conventional receiver is easy to implement, its perfor- 

mance Is poor and can only be improved by using a sophisticated power control in 

the system in combination with a proper spreading sequence set. 

2.3.3 Optimal Multiuser Detector 

The optimal detector for the signal described in (2.11) was presented in [15]. In this 

receiver the following opera-tion would be performed 

2 

min i!+l)T ~ r ( t )  - ZUk d k ( t )  %(t) j2dt  
d l  [n14-l,+l) k=l 

i.e. the receiver has to find the minimum noise energy for all four possible combina- 

tions of dl[n]  and dz[n]. This result will be the solution to the optimum demodulation 



problem. The optimal receiver is required to have knowledge about tllc received sig- 

nal energies wl and w2. For the more general case of I< uses the receiver would haw  

to perform a search over 2" possible combinations? which is clearly a conlputatioilal 

burden that is difficult to handle for a large user population. 

2.3.4 Decorrelat ing Receiver 

Consider again (2.11) and represent the signal in matrix form. We could then describe 

the integrator outputs for both user by 

where the vector of matched filter outputs is 

r ( n )  = (TI [n] , ~2[ .1 )~  

and the cross correlation matrix @ is defined as 

and b(i ,  j )  is defined in (2.14). The data matrix D(n)  can be written as 

Furthermore, the amplitude vector can be written as 

and 
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represents the noise vector. The notation stands for the transpose of a vector. 

The system of linear equations in (2.18) can be solved by inverting the crosscor- 

relation matrix Qi. The decision variables can then be denoted as 

The decisions are then made in a similiar way as for the conventional receiver, i.e. 

We can see from equation (2.24), that the decision variables in z (n)  are interference 

free. The only requirement for this receiver to work is that the spreading sequences 

of the different users are non-identical. Compare this to the conventional receiver, 

which can only deliver an interference free signal for orthogonal spreading sequences, 

a much stricter requirement 131. However, the channel noise at the output of the 

decorrelator will be amplified depending o,l the crossco,rrelation properties of the 

sprea.ding sequences and the new noise variances are now 

where 4 ~ :  represents the k-th element on the diagonal of @-I. This receiver obtains 

the maximum likelihood decisions, if the energies of the different transmissions are 

unknown [Is]. 

The decorrelating receiver for the synchronous case can be extended to the asyn- 

chronous case as shown in [15]. 

The computational burden of this algorithm lies in the computation of the inverse 

of the crosscorrelation matrix Qi, which is of order 0(K3). In a dynamic system the 

crosscorrelation matrix changes because users are moving4 or the number of users in 

"his results in different propagation delays ri and rj in (2.14) 



the cell is changing. For the synchronous case. the computational corliplesity can b r  

kept on a moderate level, as will be discussed later, by using a.n eficiertt. ~lg~riktl t t \  

[4]. Section 3.5.1 will focus more on the complexity of thcse algaritllnzs. 

2.3.5 Successive Interference Canceller 

One Stage Canceller 

The successive interference canceller (SIC) uses a sequential approach irlsteacl of Llic 

parallel cancellation of the interference that is done in the decorrelator. Thc main 

idea is that users are detected according to their received power. 'The argurncnt is 

that a decision on a strong user, even under interference iritrocluced by other users 

transmissions, can be reliably done by just deciding on the matched filter output, in 

(2.12) or (2.13). 

After the decision for the strongest user is done, its signal will be regenerat,c!d. 

Assume for now that the first user is the strongest one. Its regenerated sigllal is then 

where (2) stands for the estimate of a value. In the 

in (2.28) would be identica.1 to the original signal in 

ideal case, the segeneratcd sigrlal 

(2.7). 

The signal would then be subtracted from the composite signal in (2.1 1 )  and the 

new received signal after the first iteration would be 

where ( e l d k  indicates that all signals from the first user up to the k-th user's signal 
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are cancelled from the original received signal. After processing the signal and passing 

it through the second filter the output would be 

r2[4 = d2[n]wz + (d1[n]w1 - &[n]&)-  b(l.2) + ez[n] (2.30) 

where b ( i ,  j )  is defined in (2.14). Now, if we assume that the amplitudes of the 

transmissions are known at the receiver site, i.e. Gk = wk, then 

which means that, if the right decision for user one is made, the interferer can be 

cancelled out completely. 

In a practical system Gk # wk and the cancellation will be imperfect, even if 

decisions on the transmitted data were correct. Wrong decisions in preceeding stages 

of the algorithm are also a cause for errors, since these decisions are used to regenerate 

the signal. A multistage approach can improve the performance, as will be shown in 

the next section. 

Two-stage Canceller 

In the first stage, the strongest user had to be detected in the presence of the second 

user's interfering signal. If this interference is strong, a wrong decision might have 

been made and a wrong signal was regenerated and subtracted. 

A second stage interference canceller can be implemented that redoes possibly 

wrong cancellations of the first stage. 

Consider the residual signal after the cancellation of all users' signals in the system, 

i.e. in this case after user two's signal has been subtracted. 
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The residual signal in (2.3'5) contains possibly wrong cancellations. One can now redo 

the previously done cancellations one by one, starting again from the strongest usc.r. 

The previously subtracted signal (2.28) for user one will now be added and the tlew 

composite signal will be processed again. 

The output of the integrator for the first user is then 

where (e)" stands for the second sta.ge. A decision is made for the second time by 

I I  $:'in] = siyn(rl [n]) 

The signal will be regenerated again 

Finally this new signal estimate can be subtracted again and the new resiclual signal 

would then be 

i ~ n d  the same procedure can be repeated for the second user or, in a system with more 

users, until all user are detected for a second time. 

Multi-stage Canceller 

If desired, the steps presented in the foregoing section can be implemented for more 

stages to  improve the receiver performance. 

To summarize this section, the Conventionul Receiver is unbeaten in t m r n n  of 

complexity but its performance is quite poor. On the other hand the Optimal Mul- 

tiuser Detector [I] offers a very good performance with the drawback of a complexity 
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almost impossible to implement. Two schemes have been presented, the Successive 

Interjerence Canceller e.g. [16] and the Decorrelating Detector e.g. 131, that offer a 

compromise that is realizable in a practical application. 

A question remains, as how to obtain the channel gain estimates for the different 

algorithms presented here since the knowledge of them is necessary for these concepts 

to work. Section 2.5 will offer some solutions to that problem. 

2.4 Transmission Channel Model 

The channel characteristics for different communication systems are different. For 

example, a telephone line can be considered as a static channel with additive noise, 

whereas a mobile radio channel is subject to fading and shadowing and can be mod- 

elled by adding noise and multiplying the signal with a gain factor. A satellite channel 

for a mobile communication link has an additional direct path, which the model has 

to take into account. 

In this section we will introduce a model for a typical mobile radio channel, which 

consists of short-term Rayleigh fading. 

Fading Mobile Radio Channel 

A signal transmitted from a transmitter and received by either a mobile or portable 

unit would propagate over a particular terrain configuration between the two ends. 

The effect of the terrain configuration generates a long-term fading characteristic 

which follows a log-normal variation appearing on the envelope of the signal, as can 

be seen in figure 2.5. Since the antenna of a mobile or portable unit is close to 

the ground, three effects can be observed [36]. First, the signal received is not only 

from tlie direct path but also from the strong reflected path due to  the fact that 

the antennas of the mobile units are close to ground. These two paths create an 
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due to terrain configuration 
/ 

e 

Mobile Path 

Figure 2.5: Fading signal in the mobile environment; 

excess path loss which is 40 dB/dec5, i.e. doubling the path loss in decibels of the 

free-space path loss. Second, under the low antenna height condition at the mobile 

units, the man-made structures surrounding them would generate multipath fading 

on the received signal called Rayleigh fading as shown in figure 2.5. The third factor 

to  mention, is a time delay spread phenomenon which is due to a time dispersive 

medium. In a mobile radio environment, a single symbol transmitted from orre end 

and received at the other end, receives not only its own symbol but also many echoes of 

its symbol. The time delay spread intervals are measured from the first symbol to the 

last detectable echo, which is different for different human-made environments [33]. 

Figure 2.6 illustrates the two parts of the mobile radio environment. If the tirne-clelay 

spread' is small compared to one symbol time, the fading is called frequency non- 

selective (or f la t  jading). On the other hand, a large delay spread causes a frequency 

54-th power law applied 
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Hultipath fading 

- - _ _ -  
Mar-in region 

Far-out region 

Figure 2.6: TWO parts of the mobile fading environment (a) Propagation loss and 
multipath fading. (b) Time-delay spread scenario. 



selective environment: which mems that different parts of the frequency band arc. 

affected unequally by the attenuation of the channel. 

The channel model considered in this thesis, will only take the second factor rrwn- 

tioned, the Rayleigh fading, into account. We assume, that the communication systml 

uses a slow power control to overcome the affects of the path loss and furthernlort* 

only a flat fading channel will be considered. The baseband received signal of it signal 

transmitted over this channel can be described by the following equation 

where s ( t )  is the the transmitted signal, y(t) is the multiplicative distortion and ~ r j t )  

is the additive complex white Gaussiaa noise with zero mean and a power sprectral 

density (PSD) of ATo. 

The fading is caused by the lnultipath phenomenon as previously described. The 

fading gain y ( t )  can be modelled as a complex Gaussian random process [35], Its mag- 

nitude lg(t)l is Rayleigh distributed and the phase arg(g(t)) is uniformly distibutecf 

over f-K, K]. The normalized autocorreiation function of the gain is 

where Jo(.) is the modified Bessel function of the first kind and zero-th order and fd 

is the maximum Doppler frequency or fade rate. The fade rate fd can be expressed 

in terms of the vehicle speed v and the carrier frequency f, as 

where c = 3 - lo8? is the speed of light. The normalized fade rate is defined as  fd .1' 

where T is the symbol time. 
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Consider a communication system where the received signal can be described by 

(2.371, i-e. assuming in the mean time the absence of multiple access interference. 

Now, s ( t )  is the baseband equivalent of the transmitted signal and can be written as 

where d[n] is the n-th data symbol and p(t) is a rectangular pulse shape of unit height 

and duration T. For binary phase shift keying (BPSK) the data symbols din] are 

chosen from the set [- 1, +I]. 

The output of the integrator at the receiver at time instant k can by written as 

where g [ k ]  is the complex fading gain in the k-th interval6 and e[k] is the complex 

Gaussian noise at the output of the filter at time k. 

To make a decision on the transmitted symbol, the receiver has to derotate the 

output rlk] in (2.41)? take the real part and decide on the sign of that. The derotation 

needs the receiver t.o know the phase shift arg(g[k]) introduced by the channel or g[k] 

for amplitude modulation schemes or interference cancelling receiver. 

The receiver has to estimate this fading gain by means of either one of the following 

methods, referred to as DiJferentiaZ Phase Shift Keying, Pilot Tone Assisted Channel 

Estimation or Pilot Symbol Assisted Channel Estimation. 

The following sections will give a brief introduction into these methods. 

b u r n e d  to be constant the &ration of one symbol 
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2.5.1 Differential Phase Shift Keying 

One method to obtain the phase shift introduced by the chamel, which is often used 

in a practical system. is differential phase shift keying (DPSK). Instead of directJy 

transmitting the absolute phase of the signal, the symbols will be encoded into phase 

differences between consecutive synlbols. For example, in binary PSI<, a data bit 1 

may be transmitted by shifting the phase of the carrier by 180" relative to the previous 

carrier phase, while a zero data bit is transmitted by a zero phase shift relative to the 

phase in the previous signaling interval. 

The received signal is demodulated to one of the two possible transmitted phases. 

Following the demodulator is a phase comparator that compares the demodulated 

signal phases over two consecutive intervals to extract the original information [30]. 

Although DPSIi offers the advantage of sin~plicity and introduces no overhcad i 1 1  

the transmissions, its performzxe is about 3 dB worse then that of coherent detection 

[30]. It also has a significant error floor for moderate to fast fading 1171. 

A solution to reduce the error floor is to transmit a known signal along with the 

data. The receiver can extract this signal, generate a complex fading gain estimate 

and use it for demodulation. Two general methods are used in practice and further 

improvements on these methods have been found. 

We will discuss the two main ideas in the subsequent sections. 

2.5.2 Pilot Tone Assisted Channel Estimation 

A tone signal is transmitted along with the data signal, that can be extracted by 

the receiver to generate the phase reference. The spectrum has to have a notch 

to  accommodate the tone signal. The tone signal can then be separated from the 

received signal by low pass filtering. The problem is to accommodate the tone, since 

data signals usually do not have a notch in the center of the spectrum. Secondly, 

creating a notch and including the tone increases the dynamic range of the signal and 
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might yield to a need for amplifier linearisation. 

2.5.3 Pilot Symbol Assisted Channel Estimation 

In this technique, known pilot symbols are added periodically into the data stream. 

The frame structure is shown in figure 2.7, where A4 is the frame size, and P and D 

denote pilot and data symbols. 

Figure 2.7: Transmitted frame stucture in PSAM 

The receiver extracts these pilot symbols and obtains channel estimates at pilot sym- 

bol time intervals. An FIR interpolation filter is then used to obtain the fading gain 

estimates for a.11 other time insta.nts. In [17] the optimal interpolation filter using the 

meall square error criterion has been presented. The pilot symbols have to be added 

according to the worst case fade rate, i.e. 

where fd is the fade rate and T is the symbol time. Pilot symbol assisted modulation 

reduces significantly the error floor, whereas the data spectrum remains unchanged 

and there is no increase in the dynamic range. 

The drawbacks of using embedded references is the increase in complexity on the 

receiver site, the delay due to estimation and some bandwidth or transmission time 

is spent on the reference signals. 

Despite true disadvantages, we will use in this study the pilot symbol technique 
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for channel estimation. 

2.6 Summary 

This chapter has given some review and background infonnatiou that is ncedd in t,hc 

subsequent chapters. A simple two-user DS/CDMA system nioclel was introdllrcd 

to explain the main principles of multiuser detection sche~nes. This n~odel will be 

generalized and extended to the flat fading environment in the uext clmpt,er. 'I'hc 

discussion about interference cancelling receiver will be done in tnore depth, when a 

pilot symbol assisted cancellation scheme will be introduced. 



Chapter 3 

System Description 

This chapter will give a detailed description of the system that was considered in 

our studies. For this purpose the simple synchronous two-user model from chapter 

2 will by generalized to the asynchronous I<-user case. Other issues that will be 

discussed are a successive interference cancellation receiver, the decorrelator and the 

pilot symbol assisted cha.nne1 estimation scheme. 

3.1 General Model of a DS/CDMA System 

We will extend now the synchronous two-user system in figure 2.4 to the I< user 

asynchronous case and will also introduce the fading channel into the model. We 

are considering the reverse link (mobile to base station) of a single cell DS/CDMA 

system. The modulation scheme is assumed to be birrary phase shift keying (BPSK) 

m d  the number of user in the system is I<. 
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The transmitted signal for the k-th user can be described by 

where ilk is the k-th user transmittecl amplitude, d k ( t )  is the k-th user data sequence-, 

ck(t) is the li-th user spreading sequence and LJ is the common carrier freq ucncy. The 

spreading and data waveforms have been defined in (2.9) and (2.10). Thc spreading 

sequences are assumed to be periodic in T, i.e. 

where i is an arbitrary integer. 

All users share a common channel which introduces flat fading and additive whitc: 

Gaussian noise (AWGN). The base station would multiply the received superposilion 

of all time shifted signals with cos(wt) and sin(wt) followed by a low pass filter to 

obtain the inphase and quadrature components of the baseband signal. The block 

diagram of the equivalent baseband system can be seen in figure 3.1. 

The received baseband signal at the base station can be expressed as 

where gk(t) is defined as 

g k ( q  = Ak . h k ( t )  (3.4) 

The Ak is the amplitude of the transi-.itted k-th user's signal, the h k ( t )  is the corriplex 

fading gain experienced by the k-th user and rk is the k-th user's time shift, which 

is due to the different locations of the transmitters in the cell, and assumed to kc a 

random variable in [0, 5"). The term n(t)  is an additive white Gaussian noise (AWGN) 

term with a power spectral density of No. The number of users in the system is 

assumed to be Ii'. The complex fading gains hk(tj  are independent, each having an 

autocorrelation function of Jo (27r fkr) ,  were Jo is the zero-th order Uessel functiorr 

and fk is the maximum Doppler frequency of the k-th user. The gk(t)  are therefore 

independent with an autocorrelation function of 4 J0(% fu) and 0; is the variance 

of gk(t) which is 

0; = Ak - A; (3.5) 
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Figure 3.1 : General DS/CDMA system block diagram 
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Consider, without loss of generality, that the users are ordered according to their tirnc 

delays, i.e. r1 2 r2 5 . . . 5 T ~ .  

The receiver's task is now to detect all data transmissions in the reccivcd sig~ml 

in (3.3). It would perform the following operations (figure 3.1) for every user, here 

described for the k-th user. The signal would be multiplied with tlic properly timc 

aligned1 k-th user spreading sequence followed by an integrator. Tho integrator output. 

for the n-th time interval is then 

where a(X7,j) and b ( k ,  j )  are cross correlations of the spreading scquericcs of user k 

and j and ca.n be clefinecl as 

The output of the filter consists of four different terms. The first term in (3.6) is 

due to the desired signal component and the second and the third term is interfer- 

ence introduced by users with shorter and longer time delay, respectively. Figure: 

3.2 shows the time delayed transmissions and the crosscorrelations between diffcrerlt 

users' transmissions. The noise term ek[n] is defined in (2.15) and reproduced here 

for convenience. 

We will introduce the matrix notation at this point for the received signal structure 

lwhich we assume, has been done by the acquisition and tracking process 
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Figure 3.2: Delayed transmissions and crosscorrelations in asynchronous CDMA 

of the asynchronous received transmissions and can express (3.6) for all users as 

where 

is the received vector, 

D(n) = 

is the n-th fading gain vector with gp[n] being the value of gk(t) in the interval 

[rzT, (n + 1)T] and 

e(n) = (e1[nl, . . . , e~-[n])~ 
2We assume a piecewise constant model for the fading process 
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is the n-th noise vec.tor. 

The matrices Go, and we correlation nlatrices of the spreading sequenws 

with 

being a lower triangular matrix, 

a symmetric matrix; and 
t 

@I = @-I  

( b(1,l) b(1,2) b(l,3) . . . b(1, K )  \ 

an upper triangular matrix. The terms u(i, j) and b(i, j )  are partial correlations of 

the spreading waveforms and are defined as in (3.7) and (3.8). Finally, thc: covaria,nce 

matrix of the noise vector e(n)  is 

Equation (3.10)  represent.^ a vector channel with ap time-varying (matrix) irnpuluc: 

response of duration equal to three samples. In the case of synchronous receptior~, 

the a ( i ,  j)'s are all zero and b(i, j )  is the full correlation over one symbol interval and 

R(n)  reduces to 

R(n)  = %,D(n)G(n) (3.19) 

, iDo = 

When long PN sequences are used for spreading, then the matrices aO, and 

become time-varying. 

\ 1 I )  b(2, Ii) b(3, Ii) . . . b(K, 1C) I 

b(l,2) b(2,2) b(2,3) . . . b(2, K )  

b(l,3) b(2,3) b(3,3) . . . b(3, I { )  
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3.1.1 Quasi-synchronous DS/CDMA System 

In most parts of this thesis, a quasi-synchronous system has been considered. This 

section will describe what is meant by that. 

In a quasi-synchronous system, it is assumed that all mobile users in the cell are 

synchronized by the base-station. However, users are operating at different locations 

in the cell and therefore, the composite received signal at the base station is asyn- 

chronous, i.e. the r k  in equation (3.3) are non-zero. By quasi-synchronous we simply 

mean that the maximum time delay T,,, of all users in the system does not exceed 

a certain limit. This can be guaranteed by limiting the cell size to a certain radius. 

For example, if  for any reason we do not want the time delays to exceed a value of T, 

then the cell radius should not exceed 

where c = 3 10': is the speed of light. If we assume a data rate of 96005, we 

could operate in a cell cite of radius 15.6 km. The reason for considering a quasi- 

synclironous system is that the assumption assures the partial or complete overlap 

of pilot symbol transmissions of different users which can be useful for the potential 

3.2 Pilot Symbol Assisted Channel Estimation 

-4s mentioned in Section 2.5, a receiver has to perform channel estimation to detect 

tlie received signal properly. For a system using PSK the estimation of the phase shift 

introduced by the channel would be sufficient. However, if the modulation scheme uses 

some kind of amplitude nlodulation, like quadrature amplitude modulation (&AM), 
a simple derotation of the signal vector is insufficient and a scaling operation has to 

be done in addition. The same statement can be made for an interference cancelling 

receiver, since the detection of the signal is not the only task that has to be performed. 

The signal has also to be regenerated a.nd removed, which would be impossible without 
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knowledge of both the amplitudes and phases3 

One method that can be used for the gain estimation is the Pilot S!j~ubol rlz;,.;t.sfc.tl 

Estimator. One well known publication that deals with this kind of estirt~atio~t tlc.cll- 

nique is by Cavers [li']. I11 this paper the optima1 pilot syn~bol assisted c$,iuiator in 

terms of the mean square error (MSE) is derived and analyzed. 

For the purpose of channel estirnat-ion pilot symbols are irlserted periodicnlly ittto 

the data stream. The users are transmitting their data in frames of lengt,h M , wit, 11 Mfl 

data symbols and Adp = ilf - Md pilot symbols. Usually, the rlumber of inserted pilot 

symbols per frame is kip = 1. However, the problem of multiuser access intcrfertmct~ 

is also present in the pilot symbol interval and in a quasi-synchronous ~tiultiuscr 

CDMA system the insertion of more pilot symbols might be beneficial to reduce this 

interference and supply the receiver with better gain estimates. Three cli tfercnt, pi lot 

symbol insertion techniques have been considered in the study and will be discussed 

in more detail. 

Insertion of One Pilot Symbol 

The transmitted frame structure can be seen in figure 3.3. The framc Icngt,l~ will 

be denoted by Dl and the pilot symbols are inserted at  time insta,nts n = 1 M with 

l an integer. The letters P and D in figure 3.3 represent a pilot or data symbol, 

respectively. This method of inserting pilots has the advantage of low overhead, s i ~ w  

only one symbol per frame is used for the channel estimation. Wowcver, the ( : a x  of 

only one pilot symbol per frame in an asynchronous system also means t,l~at an SIC 

receiver is needed for the interference suppression in the pilot interval which lirni t s  the 

accuracy of the estimates. The performance of such a receiver will later he investigated 

in chapter 4. 

3the decorrelator requires only the knowledge of the phases 
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Figure 3.3: Transmitted Frame Structure, One Pilot Symbol 

Three Pilot Symbols 

The maximum likehood receiver for a synchronous channel, if the signal energies 

are unknown, is the synchronous decorrelator [3] as introduced in chapter 2. Its 

complexity is comparatively low since it only involves a matrix inversion of order K.K.  

Furthermore, efficient updating algorithms for synchronous decorrelator are available 

[4], [26] and, since the decorrelator can be seen as a zero-forcing equalizsr, the readily 

available technology for high-speed zero-forcing equalizers makes the decorrelator one 

of the simplest IC techniques to implement [26]. Keeping these points in mind, using 

this receiver concept seems therefore beneficial to decorrelate the pilot symbols and 

obtain an interference free signal. 

Lets consider equation (3.10) again. If the fading is reasonably slow and the noise 

power is small, then G(n - 1 )  = G(n)  = G(n + 1 )  and 

Furthermore, if all three data matrices are identical, then 

where 
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is the full correlatioa between spreading sequences. This suggests that for channel 

estimation purpose in a quasi-synchronous system with T,,,, 5 T we can use h.1, = 3 

identical pilot symbols per frame a.nct the estimated fading gain vector call then be 

obtained by first decorrelating the signals of the users, followed by by pilot,-symbols 

removal 

G ( F  M) = P-' B-' R(P M )  (3.24) 

where it is assumed that the pilot symbols are located at = E M  + 112, 772 = -1,0, $1 

and & an integer, and P = D(lA4) is the pilot symbol matrix. Since, P is a diagonal 

matrix with each diagonal element either +1 or -1, this means P = P-'. 'I'hc 

transmitted frame structure is shown in figure 3.4, where it is already co~tsidered 

that the system is quasi-synchronized and T,,, 5 T. The disadvantage of tllis pilot 

Figure 3.4: Transmitted Frame Structure, Three Pilot Symbols 

insertion technique is obviously the large overhead compared to the one-pilot symbol 

transmission frames. 

One Pilot Symbol with Guard Intervals 

P P  

A third method of inserting pilot symbols, also considered in the quasi-synchronous 

case, can be described as ollows. Pilot symbols will be inserted at time intervals 

n = t M  and the transmitters will be turned off for time instants n = f!M - 1 and 

; 'K 
+ - - - .  D . . . D P P P D  - - -  D P  
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rL = lit4 + 1. i.e. we will insert a pilot symbol preceded and followed by a gtlard 

interval of time T .  Reconsidering (3.10) with D(n - I )  = D(n $1) = 0, this means 

The estimated fading gain vector can now be obtained through 

It can be seen from figure 3.5,  that in a quasi-synchronous system the interference dur- 

ing the pilot symbol time can be reduced and a performance increase can be expected 

as compared to the insertion of one pilot symbol described before. Furthermore, the 

- 

Figure 3.5: Transmitted Frame Structure, One Pilot Symbol, Guard Intervals 

decorrelator performance is independent. of the fading gain change over three symbol 

intervals and a better performance can be expected for fast fading channels, i.e. for 

G ( n  - 1) $ G(a)  $ G ( n  + 1). The frame structure presented here was also introduced 

in [6] where it was used in a double SIC scheme to be described later on. 

One Pilot Symbol and Shorter Integration Time 

The synchronous decorrelator can also be used in a quasi-synchronous system using 

the one-pilot frames as described before, if we shorten the integration time in the pilot 



symbol time interval as shown in figure 3.6. Specifically, the receiver would process 

the signal in the k-th branch as 

where T,;, and T,,, represent the rninimun~ and maximum time shift of users in t l i t  

system. 

In matrix notation the signal can now (in the absence of noise) be writtcri as 

where the cross correlation matrix GS is defined as 

a(1 , l )  a ( l ,2)  a( l ,3)  . . . u(1, K )  1 
U(IJ) 42 ,2 )  u(2,3) . . . C L ~ ,  I<) 

a(1, Ii) a(2, Ii) 4 3 ,  K )  . . . a(K, K)  ) 

:om are now and the cross correlat. 

The gain estimates are obtained accordingly 

The shorter integration time leads to an SNR decrease [12] and this approach can 

only be applied to a medium cell size. Since the interference in the pilot syrnbols can 

be completely removed, the pilot symbols could be transmitted with increased power, 

without introducing additional interference to other users in the system and tlzerefore 

bringing the SNR during the pilot interval reception to the original level. 

The channel estimation process will then be completed by passing on the gain 

estimates at pilot symbol instants to the Wiener estimation filter [I 71. The interpc~la- 

tion filter is a function of the channel SNR and other system parameters. Also, in the 

presence of multiuser access interference, as in the case when only one pilot symEml is 



Figure 3.6: Shortened integration time in a quasi-synchronous system for the pilot 
symbol interval 

used, this interference level should be taken into account when designing the interpo- 

lator. However, in a practical implementation, one would choose one operating point 

and optimize the filter for this condition. A mismatch of the filter would then lead to 

a degradation of the performance as was shown in [17] for the single-user case. 

In the investigated system, the filter was optimized to the Doppler frequency and 

the additive white Gaussian noise. However, the multiuser access interference was not 

taken into account. 

3.3 Successive Interference Cancelling Receiver 

The processing in an interference cancelling pilot symbol assisted receiver for a mul- 

tiuser DS/CDMA channel can be divided into three steps. Since the multiuser access 

interference problem is also present during the pilot symbol intervals, the receiver 

has, first of all, to make attempts to reduce the interference for these time instants. 

Afterwards the channel estimation will be performed and in the third step the actual 
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data will be detected. 

One solution for step one was already presented in the foregoing section by using 

a decorrelator for this purpose, Anot<her approach could be the use of a successive 

cancellation scheme discussed in this section. For data det,ection the de~orrelczt~or can- 

not be used in the presented form and the modifications would result in a cornplesity 

increase [15]. Therefore, in this thesis a successive cancelling scherne will be used for 

data detection purpose as well. 

This section will describe this scheme and some modifications will be made in the 

sequel to use this idea for processing step one and three in the receiver. 

All SIC make the same assumption that users have to be detected and cancelled 

out according to their received powers. The argument is simply that a stronger user 

can be more reliably detected, even in the presence of interference, than a weaker 

user's signal. 

Thus before detecting any data, the receiver has to perform a ranking according to 

the signal powers. If the SIC would perform in a synchronous system, there would be 

no ambiguity about how to compare the different users' powers and the comparison 

could simply be done on a symbol-by-symbol basis. 

However, in an asynchronous channel the question of comparing which syrrlbols of 

one user with which symbols of other users is ambiguous because of the time shifts and 

the proposed solution for that was the consideration of a block of received symbols 

[16]. The received powers in this block will be averaged over the frame and a decision 

about the rank of the users will be made. All symbols in this block will then bc 

detected and the signal afterwards subtracted from the received signal in that block. 

The grouping of the bits is shown in figure 3.7. The group consists of q syrnbols far 

each user; where the maximum time between the first and the last bit is ( q  + I )  ~yrnkol 

times. 

We will reconsider the received baseband signal defined in (3.3), 
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Figure 3.7: Grouping of bits for ranking in an asynchronous channel 

One assumption made in this section is that the receiver has perfect knowledge about 

the time delays r k  of the transmissions. Moreover, we assume the users are ordered 

according to their time delays, i.e. TI 5 72,. . . 5 TK. Finally, we assume the first user 

has the strongest signal, followed by the second one and so on, i.e. gl ( t )  > gz(t) 2 
. . . 2 gjy ( t ) .  

3.3.1 One-Stage SIC 

Reconsider now the matched filter output in (3.6) for the n-th time interval for the 

first user which can be represented as 



The output of the filter in (3.33) has then to be derotated which, for a PSI< constella- 

tion, can be done by a multiplication with 4: [n], the receiver's estinlate of g; [n].  The 

resulting decision variable zl[n] for the first user is 

z1 [n] = 7-1 [n] - ij; [n] (3.34) 

The decision is then made on the real part of zl [n] by applying the signum function 

dl [n] = sisn(RE[zl [n]]) (3.35) 

where RE[.] stands for the real part of a complex valile and s ig r~ (e )  is the signum 

function. The data for each user will be detected in frames of length q, for reasons that 

were discussed before. The signal in the block of length q syn~bols is then regenerated 

where dl(t - T ~ )  is defined over the block of q symbols as 

and z stands for the block number and pd(t) is the rectangular pulse as used in (2.9). 

The signal (3.36) is then subtracted from the composite received baseband signal in 

The notation (a)-k denotes that all signals up to  the k-th user's signal have been 

cancelled from the composite signal. 
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The signal in (3.38) is now processed by the correlator for the second strongest 

user, in this case user two, and the output can be written as 

From (3.39) the second decision variable is formed through 

and the decision rule is 

d2 [n] = s ign(RE[z2[n]])  

In a similiar manner, after k-1 user have been cancelled out, the received baseband 

signal r-(k- l )  ( t )  can then be expressed as 

The signal consists of three terms, where the first contains the users' transmissions 

which have not yet been detected, the second is due to  imperfect cancellations and 

the third is the additive white Gaussian noise. 

The correlator output for user k can then be represented through 
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and the k-th user decision variable is obtained by 

and the decision rule is 

8, [n] = sign (RE [z, [n]] ) 

3.3.2 Multi-Stage SIC 

The performance of the one-stage canceller can be improved by adding more stages 

to  the scheme. This concept has been presented considering the perfect knowledge of 

the phases in e.g. [13] or in quite silniliar form in [6]. 

Consider the residual received signal after all users' signals have been cancelled, 

This signal consists only of imperfect cancellations and the AWGN term. Ideally, 

if all the cancellations could be done perfectly, equation (3.46) would only contain the 

white Gaussian noise term n(t).  

In the first stage, all users, except the weakest one, had to be cancelled in the 

presence of interference, because all weaker signals had not been removed at the 

time of detection. The regeneration of signals is dependent on the decisions that thc 

receiver have made before, and so (3.46) may contain wrongly cancelled signals. 

In the second stage, a previously callcelled signal will be added again to recto 

the first stage operation. The order for this operation is again in decreasing sigrial 

powers, i.e. user one's cancellation will be reversed first, its signal detected, the signal 

regenerated and subtracted again, followed by the same operation for user two and 

SO on. 
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Reconsider equation (3.36) which represents user one's signal that was cancelled 

in the first stage. This signal would now be added again to the residual in (3.46) to 

obtain 

This signal would then be passed through the first user's processing branch again and 

the new filter output for user one and time interval n would be 

A decision on dl[n] would be made for the second time according to 

df1[n] = sign(~&(r:'[n] . jl [n] ) ) (3.49) 

Based on the newly made decision, the first user's signal will be regenerated for a 

second time and subtracted from the signal in (3.47) to obtain 

In a similar fashion, the filter output for the k-th user can be obtained as 
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and the residual signal after the second stage cancellation of the k-th user would be 

The operations described above can be implemented in more stages, to improve the 

performance of the algorithm. 

In the next section, we will look into the theoretical case of perfect chanxiel esti- 

mation, followed by one idea using the correlator outputs as amplitude estimates. 

3.3.3 SIC receiver with ideal channel estimates 

This section considers an SIC which has perfect knowledge of the complex channel 

gains. Although this case is rather idealistic, it can be used as an upper performance 

limit . 

Assuming a black box perfect channel estimator? the estimated fading process 

becomes 

i k ( t )  = g k ( t )  (3 .55)  

for k = 1,. . . , IC, and the k-th user integrator output would be 
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and the k-th user decision variable is 

and the decision rule is (3.45). It can be seen from (3.56) that the detected user's 

signals can be completely removed, if the decision about the data bits were correct. 

A multi-stage receiver can be implemented, similarly to what was shown in equa- 

tion (3.46)-(3.54) by replacing ijk(t) by gk(t). 

3.3.4 SIC using correlator outputs as channel estimates 

One idea described in 1161 would use the integrator output of the preceding user as 

an estirnate for the product gk[n] &[?z]. This product can be used in the cancelling 

receiver to regenerate and subtract the signal, even without knowledge about the 

actual data that was transmitted. However, if besides the cancelling operation a 

decision on the data has to be made, the knowledge of at least the received signal 

phase is necessary4. This phase has to be obtained by other means, such as PSAM 

or DPSK. 

The output of user's first processing branch would be as described in (3.33). Using 

this combined estimate for the data and the channel gain, the receiver would regener- 

ate and subtract the signal and the receiver part for user k would process the following 

signal 

*considering a PSK system 



CHAPTER 3. SYSTEM DESCRIPTIOIV 

where x represents again the block number a.nd q is the block length over which the 

signals are cancelled. Subsequently, the k-th user integrator output is then 

An analysis of this idea was done for the case of perfect phase recovery ill 1161. 

Multi-stage canceller can be similarly implemented as in the foregoing sections. 

3.4 PSA Successive Interference Canceller 

This section discusses all successive interference canceller that use pilot syrnbol as- 

sisted modulation and that were implemented in the simulations. The data detcd,ion 

part in all investigated receivers is done by an SIC scheme presented in  section 3.3. 

Different interference cancellation strategies have been used for reducing interfererice 

in the gain estimates at  pilot symbol time intervals and have been discussed before. 

The block diagram of both PSA-SIC receiver is shown in figure 3.8. Both receiver are 

identical except for the part denoted as Pilot Symbol Interference Cancellation and 

Channel Estimation that will be shown in the next two sections. 
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Figure 3.8: Block Diagram of the SIC Receiver with channel estimator 
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3.4.1 Double SIC Scheme 

The double SIC scheme uses a MA1 canceller employing correlator outputs for the 

signal regeneration as discussed in section 3.3.4 to decrease thc intcrfwencc in ttw 

channel estirnates. The channel estimator consists of a Wiener interpolator optirlliml 

to the signal to additive white noise ratio of the signal and the fade ratc in the systr~n. 

For the purpose of data detection a successive scheme, iLs discussed in  section 3.3.1 

and 3.3.2, is used. Figure 3.9 shows a block diagram of the cha~mel estimator part aud 

the rest of the receiver was shown in figure 3.8. Out of the possible transmission frattit 

structures introduced in section 3.2, the receiver would operate on thc structure with 

one inserted pilot symbol and the frarne with one pilot symbol with preceding i t r d  

following guard intervals. Clearly, the use of three consecutive inserted pilot synlhols 

offers no advantage for this receiver and it is better instead to reduce the f s m w  sixc 

by a factor of three to reduce the estimation error for the gain estimates. 

3.4.2 Hybrid SIC Scheme 

The hybrid PSAM cancelling receiver consists of a decorrelator for a ~ y n ~ h r a r ~ o i ~ s  

channel, as described in section 3.2, to reduce the MA1 in the pilot iutervals. 'This 

operation enhances the noise in the gain estimates which was taken iuto account in t,l~c! 

Wiener interpolator. Again. for the data detection a successive schenl~, as discusscd 

in section 3,3.1 and 3.3.2, was employed. The block diagrarn of thc hybrid receiver is 

shown in figure 3.8 combined with figure 3.10 for the channel estimation part'. 

The scheme presented here is able to  operate on the transmission frame sfmlcturt: 

with three pilot symbols, the frame with one pilot symbol and guard intervals and 

on a hansmitted frame with one pilot symbol, if the integration tirne in thc pilot, 

interval is shortened. These transmission frame structures have been discusscd bcfore 

in section 3.2. 
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Figure 3.9: Block Diagram of the Chamel Estimztor using SIC 
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RF' to baseband c ' Pot  ~ y - 0 1  Interference Canceation 
despread pilot symbol and Channel Estimation 
intervals 

Figure 3.10: Block Diagram of the Channel Estimator using a Decorrelator 

3.5 Implementation Issues 

decorrelate pilot symbols. 

3.5.1 Complexity 

interpolate gains c 

The issue of complexity is an important point to consider, since a ttieorctical idea, 

should perform later in a practical system. If the computational load canaot be 

handled by the hardware, the system can clearly not be realised. More cornp1r:xity 

generally means a higher failure rate of the device, more rnaintainance i u  necessary 

and higher costs are involved. Also, especially in the area of mobile comrnunicatio~~s, 

the mobile devices should be light, cheap and reliable hut a higher complexity usually 

means higher power consumption and larger batteries. 

- :  

0 

If we would like to compare the different PS AM receiver schemes introduced before, 

we have to make some considerations. Since we are using the same receiver concept 
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for the data detection, the SIC in one- or multi-stage implementation, this part of 

the receiver has not to be taken into consideration. Our attentio~i will therefore only 

focus on the pilot symbol time instants and the operations necessary to process this 

part of the signal. 

The computational burden in using a decorrelator is always to obtain the matrix 

inverse of the crosscorrelation matrix. The crosscorrelations change in a dynamic 

system, since users are changing locations in the cell and the number of active users 

in the cell changes. Therefore, the inverse of the matrix would have to  be recalculated. 

An initial inversion of the matrix of order 1i.K involves computations of the order IC3. 

However: as shown in [4] once the inverse is optained, the updates can be calculated 

by an efficient algorithm and involve only 2 - 1C2 real multipiications and 2.5 K 2  real 

additions per frame, if we assume that one user is leaving and one user is entering the 

cell during that frame5. The actual detection involves then 2 - K 2  real additions and 

multiplications. In total, the pilot decorrelation involves 4. K 2  real multiplications and 

4.5. K 2  real additions. From the implementation point of view the decorrelator is one 

of the simplest interference cancellation techniques to  implement, since technology for 

high-speed zero-forcing equalizer is readily available [26]. 

The SIC would have to take the correlator output of user one and multiply this 

with the crosscorrelation coefficient between user one and two. The results would 

be subtracted from user two's correlator output. These operations involve 2 real 

multiplications for the scaling by the crosscorrelation and the subtraction needs two 

real additions. These steps have then to be performed for K - 1 times by user one, 

h' - 2 times by user two and so on a.nd therefore the total number of operations is 

h'-1 

o = k - (2 real mults + 2 real adds) 
k l  

- - 
K 2  - I{ 

(2 real mults + 2 real adds) 
2 

K2 
F=: - - (2 real mults + 2 real adds) 2 
x K2 - ((1 real mults + 1 real adds) 

if we are considering the interference removal in one symbol which is only sufficie~t 

5one frame is about 2.5ms for a frame length of 25 symbols and a symbol rate of 9600y  
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in the synchronous case. In a quasi-synchronous system the interference has to be 

removed in 2 symbols6 and the complexity would be twice as high. 'rilerefore, tlw 

complexity of the decorrelator, as compared to the one-stage SIC for the pilot interval, 

is higher and involves double the number of multiplications and 2.25 times the number 

of additions. 

Every additional stage in the scheme would account for 2 real additions for adding 

the removed signal back to the residual and again 2 real multiplications and 2 real 

additions for scaling the integrator output by the cross correlation and subtra~t~ing it. 

The second and subsequent stages would also perform on 2 symbols, if we corlsides 

the quasi-synchronous case. Therefore, for Ii users the number of operations rcquircd 

in the second stage is 

o FZ 2 . K 2  - (1 real mults + 2 real adds) (3.61 ) 

and similar for the following stages. If we now compare the complexity of the decor- 

relator with the two-stage SIC: the decorrelator would require the same amount, of 

multiplications and 75 percent the number of additions. Furthermore, because of thc 

shorter frame length, the SIC would have to perform the operations 3 times as ofteri 

as the decorrelator. 

Using a third stage SIC would make the hybrid approach even more favourable in 

terms of the complexity. 

3.5.2 Cancelling Frame Position and Length 

In an asynchronous system the transmitted signals are cancelled out in frames as was 

discussed in section 3.3. At the border of cancellation frames, a user w i t h  a lower 

received power and a longer time delay will experience a higher bit error rate as can 

be seen in figure 3 . i i .  ff a user with a stronger received signal has a shorter tirnc 

delay, parts of its next transmitted frame (denoted as interval 'A' in the figure) will 

interfere with other user's transmissions who have a longer delay. Therefore, it can 

%f one pilot symbol is inserted without guard intervals 
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User 2 

User 1 

next part to I 

be cancelled 
I 

I 

Figure 3.11: Frame Border Effects on the Receiver Performance 
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be expected that the number of borders affects the performance of the cancellation 

scheme. If longer frames are choosen, less frame. have to be cancelled for the same 

number of detected symbols and less degradation of the receiver is expected. Also, 

the influence of the borders on the performance decreases with a decreasing maximum 

time delay in the system and for a synchronous channel no border effects have to be 

considered. Another issue that should be mentioned here, is the position of the 

frame borders. Choosing the borders such that the first symbol of the next frame 

to be cancelled is a pilot symbol7 can reduce or eliminate the border effects, because 

the pilot symbols are known and can be removed before the data detection with high 

accuracy. Figure 3.12 shows this situation where the pilot symbols have been removed 

\.\\\\\\\\\\\\\.\\....\.....~~~.. , , , , 8 , , , , , , , I , , I 6 , I I I , , / t #\Z\#\I\#\#\,\I 

;r:/;,;,>:*:, 1,,,,1,, 

, , , , , , , S i gnal not ye t-;,:,>:',>> ...,,.. ,;,;,;,;.;,;,; ,,,-,,,,, \ \ \ \ \ . .  ....... ....... 3 , , , , , , , 
, , , , , , , cancelled . , .... , r , , , , , , ,  ..,,... ........................... ,-.;.;.;< .;.;.;.;.;.:,:.'.:.;,'.;.*,~ 

prior to the data detection reducing the frame border effects. 

-previously cancelled pilots 

U s e r  1 

User 2 next part to 
be cancelled 

Figure 3.12: Reduced Frame Border Effects 
-- 

Tor guard interval 
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3-5-3 Pilot Insertion Fact or 

Inserting pilot symbols into the data stream reduces the energy that can be used per 

transmitted information bit since some energy is wasted on the pilots. On the other 

hand, increasing the pilot insertion factor increases also the estimation error. 'I'here 

exists an optimal value for the pilot insertion factor M as it was discussed in [17] for 

the single-user case. However, the multi-user case involves also the considcratio~i of 

the MA1 to evaluate the optimal insertion factor and furthermore, the optimal value 

might change with a change in the system parameters like user population etc. In 

most cases this parameter has to be choosen through the use of simulations. 

3.6 Analysis versus Simulations 

An analysis of pilot symbol assisted successive interference cancellation schemes has 

so far only partially been done. In [19] an analysis has been done for the one-stage 

idea, however, it was indicated that the analysis for the multi-stage approach would 

involve computations that are as intensive as the actual simulations. The way the 

system performance was evaluated in this thesis was therefore through simulations. 

The wide bandwidth of the CDMA signals imposed a problem due to the high number 

of samples that had to be processed and long running times of the program were 

usually the case. 

3.7 Summary 

This section introduced a general model of the system investigated. The implemented 

receiver have been discussed in more detail and a new idea for a hybrid pilot symbol 

assisted receiver operating in a quasi-synchronous system was presented. Some atten- 

tion was also focused on the complexity of the receivers presented. The next section 
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will discuss the simulation results and will make some comparisons of the concepts 

presented here. 



Chapter 4 

Simulation Results 

Simulations of a CDMA system are very time intensive, because of the high bandwidth 

of the signal and the large number of samples that have to be processed. Rusmi~rg 

times of more than a day on a SPARC 20 for one data point, depending on the 

system parameters, were not unusual. Another problem a-f investigating the receiver 

performance in a CDMA system are the large number of parameters to be considered, 

e.g. number of user, spreading factor, time delays of the transrnissions etc., s~id their 

coupling effect on the receiver performance. 

The results shown here are generated with a simulation written in C. A N ~ t l a b  

simulation, programmed before, has proven to be too slow, and the running time was 

far too long. Also, the implementation in C was easily portable to different machincs 

and the computational load could therefore be spread onto a variety of work station8 

in different departments1. 

lincluding all the problems involved with the use of other people's computer ... ! 
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4.1 Assumptions 

The simulations were considering an uncoded single-cell DSICDMA system using 

BPSK as the modulation scheme. The spreading factor in the system was 31 (unless 

otherwise specified) and the average received power of the different users' transmis- 

sions was assumed to be the same for all user. This means that shadowing or path 

loss was already taken care oi by means of a slow power control. Therefore, the sig- 

nals were only subject to the fast Rayleigh fading. The normalized fade rate was 

fd - T = 0.01 for all of the simulations. 

The interpolator length in the system was 11 and the frame length was 27 or 9 

symbols, depending on the number of inserted pilot symbols, to make the throughput 

of the different schemes comparable. The cancellation frame length a d  the pilot 

insertion factor (9  or 27) were identical. Inserting pilot symbols yield to a loss in 

energy per transmitted information bit and this loss was taken into account in the 

results. Three different ways of inserting pilot symbols have been simulated, which 

have been described before in chapter 3.2. In addition, different receiver concepts 

have been implemented. Table 4.1 shows all receiverlframe combinations that have 

been simulated. The double SIC receiver is implemented in our system in one-, 

1 Simulated Receiver/Fkame Combinations 
1 I I Receiver I r Frametype / Double SIC I Hybrid I Conventional 1 
11 one pilot w/ ~ u a r d  intervals 1 27 sym 1 27 svm / 27 sym 11 

Table 4.1: Simulated Receiver/Frame Combinations 

Il three pilots 

two- and three-stages and is denoted as Receiver A, Receiver B and Receiver C, 

respectively. Receiver D operates with two-stages on the pilot symbols and uses a 

one-stage approach for the data detec.tion and approach E is using three (pilot) and 

two (data) stages. The ideal SIC receiver with perfect knowledge about the fading 

n/a 1 27 sym I n/a 1 
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I Legend for the Graphs 

H I V ,  ., , 
D 1 SIC. two-stage 1 SIC. one-stage 1 dash-dot and * 1 

Receiver 1 Pilot 

L 

Table 4.2: Legend for the Graphs 

gains is also implemented and is denoted as Receiver F (one-stage), Receiver G 
(two-stages) and Receiver H (three-stages). The Hybrid Receiver introduced in 

section 3.2 is denoted by Receiver I in one-stage, Receiver J in two-stagc and 

Receiver K for the three-stage implementation. The conventional receiver with ideal 

(Receiver L) and estimated gains (Receiver M) is also displayed in the graphs. 

Table 4.2 shows the legend for the graphs appearing in this chapter. If results for 

different frame lengths are shown in one graph, the notation is extended by the frame 

size, i.e. A9 stands for the double SIC receiver in one-stage implementation operating 

on a frame size of M = 9. 

Data 

I - 
B / SIC, two-stages 
C iSIC.three-stages 

4.2 Conventional Receiver 

Linestyle 
A SIC, one-st.age , SIC, one-stage 

One of the comparison systems in the simulations was the conventional receiver. We 

will present simulation results for the one pilot frame and for frame sizes of 7, 9 and 

dash-dot and + - 
SIC, two-stages 

SIC,three-stages 
solid and + ' 
dasliarid+ 
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27 symbols. 

4.2.1 Single-User Case 

Figure 4.1 shows the perlformance of a single-user conventional receiver operating on 

a flat Rayleigh fading channel. The pilot insertion factor was M = 7. We can see 

that the performance gap between the ideal coherent receiver and the receiver with 

estimated channel gains is about 2 dB; which matches the results that have been 

reported in [17] for this kind of simulation scenario. 

4.2.2 Multi-User Case 

Figure 4.2 shows results for the conventional receiver with perfect knowledge of the 

channel gains and with implemented channel estimator operating in a multiuser envi- 

ronment. Both receiver have a poor performance as the bit error rate is greater than 

Different frame sizes of 9 and 27 symbols per frame had just a minor influence 

on the receiver performance. The multi~iser access interference plays the major role 

in the limitations of this receiver concept. 

The average bit error rate (BER) versus the SNR in a system with 20 active user 

for both conventional schemes is shown in figure 4.3. Both conventional receivers 

develop a high error floor due to the multiuser access interference. 
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Figure 4.1 : Conventional Receiver in a single user system 
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Conventional Receiver, ideal and estimator 
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Figure 4.2: Conventional Receiver in a multi-user system 



CHAPTER 4. SIitf LTLATION RES ULTS 

Conventional Receiver in a 20 User System 

Rec. L : ideal 
- Rec. M : estimator 

Figure 4.3: Error floor of the conventional receiver, 20-user systern 
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4.3 Double Successive Interference Canceller 

4.3.1 One Pilot Symbol 

We will consider a system where one pilot symbol per frame is inserted into the trans- 

mitted data streams. The pilot insertion rate was M = 9. The graph 4.4 shows 

results for four different SIC receiver concepts, In addition, the results for the con- 

ventional receiver M and the ideal receiver in one (F), two ( G )  and three stages (H) 

can be seen. The ideal receiver sets the performance limit that can be achieved for 

the choosen parameters by applying perfect channel estimates to the data detection 

SIC. It can be seen that implementing the ideal receiver in a second stage does not 

offer much performance improvement for the set of parameters choosen. A three stage 

receiver (H) does not yield to any improvement over the two stage implementation 

(G). The double SIC receiver with one-stage (Receiver A) shows already a signifi- 

cant improvement over the conventional receiver (M). Additional performance can be 

achieved by implementing the double SIC scheme in two-stages (Receiver B). Adding 

a third stage to the double SIC scheme (Receiver C) yield again to a performance 

increase and the error floor was reduced. 

Finally, a receiver using a two-stage algorithm only for the pilot symbols and 

performing the data detection with one-stage (Receiver D) gives already a similar 

performance as a ttwo-stage scheme for data and pilot symbols This indicates the im- 

portance that the gain estimate has on the performance of the cancellation technique 

used and it shows furthermore that if more emphasis is placed on obtaining better 

channel estimates, less emphasis can be placed on the actual data detection to achieve 

a similar error rate. The same behaviour was observed for the three-stage SIC'S C 

and E which had almost exactly the same BER. Therefore, in the sequel only the 

results for receiver C are presented. Similiar statements can be made for the ideal 

receiver G and H which had the same performmce under all conditions considered in 

the simulations and therefore results will be shown only for either one of them. 

The next two figures, 4.5 and 4.6, present the average BER for 25 d b  and 15 
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dB SNR when the number of users in the system varies. We see the improvenieut 

over the conventional receiver (h4) by using an SIC receiver (A, B, C, a), For both 

SNR considered. a second stage receiver (B, D) offers an additional adv~ntage and 

the three-stage approach (C) can further improve the performance. Reccivcr T) which 

operates only on the pilot symbols with a two-stage scheme, shows an alriiost similar 

performance as compared to receiver B and offers in addition a lower coniplesity. Tlie 

receiver with perfect knowledge of the complex channel gains (F, G, H) sliow f be limit 

that could be achieved and that there exists a sizeable gap between the ideal receiver 

and the schemes employing a channel estimator. 

4.3.2 One Pilot Symbol with Guard Intervals 

The next case that was considered were pilot symbol assisted receiver operating in a 

quasi-synchronous system with T,,, = T. One pilot symbol was used preceded and 

followed by a guard interval with no transmission for one symbol tiine. The autt~oss in 

[6] ,  were proposing that idea and used a double SIC receiver (denoted as Receiver A27, 

B27, C27), as described in section 3.2. The reasoning for using this frame structure 

was that the interference in the pilot intervals can be reduced, therefore better channc!l 

state information can be obtained and this should yield to a decreased error rate. 

To make a comparision with results in section 4.3.1, the frarne length was now 

increased by a factor of three (Ad = 27 symbols) to compare systems with the same 

throughput. Figure 4.7 shows the BER for the SIC receiver A, B, C and D. The 

curves are labelled with 'x27', where 'x7 stands for a letter corresponding to one of 

the receivers and the 27 indicates the longer frame length. To simplify the comparisol~ 

between the SIC operating on the one pilot frame of size 9, which where shown in the 

preceding section 4.3.1, we have reproduced the result for receiver C in the graph and 

denoted it by C9. 

For a signal to noise ratio of up to approx. 17 dB all SIC! receiver operating on the 

Song frame size are doing slightly worse than the one operating on the frame with one 

pilot symbol and a pilot insertion factor of M = 9. Up to this SNR the influence of the 
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Figure 4.6: One pilot, SIC, BER vs. user, SNR 15dB 
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AWGN of the channel on the error rate is more significant thali the MAI int r od~ tcd  

by the other users. The one-stage SIC receiver (A27) cannot benefit at all fruin this 

frame structure and its overall performance is slightly worse. Receiver U E  shows a 

similar behaviour. Receiver B27 and C27, the two- and three-stage SIC Receiver, call 

benefit from this frame structure and decrease the error rate in the system. I t  can be 

seen that the two-stage SIC B27 is performing similar to the three-stage receives (19 

at a lower complexity. The three-stage receiver C27 improves again t,lw bit esror rate 

in the system. The results for receiver E27 were identical with receiver C27 a d  its 

results are not shown in the graph. 

Figure 4.5 shows results for a channel with a fixed SNR of 25 dB and the nunher 

of active user as the parameter. Results from section 4.3.1 are again reproduced i n  

the graph and are denoted by X9, where the X represents a letter correspouding to 

one of the receivers. The one-stage SIC A27 does not benefit from the frame st~lcl~ure 

chosen and it shows a worse performance than receiver A9. However, if a second sti~gc 

is added to the receiver the BER will be decreased and it can be seen that for reccivcr 

with two or three stages the pilot symbol transmissions with preceding and followirrg 

guard intervals are beneficial. Using a three-stage approach (C27) reduces the l31171R 

again and more user could be allowed in the system for a given error rate. 

For a channel with an SNR of 15 db it would be better to use the short frame of 

size 9 for all investigated receiver, since the influence of the AWCN on the channel 

estimates is more significant than the degradation by the multiuser access irlterferencc. 

4.4 The Hybrid Receiver 

This section presents results for the Hybrid Receiver T, J and K.  They are des igrd  

to  work either on the one pilot frame with preceding and fullowing guard irltervals, 

the frame structure with three consecutive pilot symbols or on a frarne with one pilot 

symbol and shortened integration time as described in chapter 3.2. We will present, 

simulation results for all three frames and will compare the receiver perfornlmce mder 
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Figure 4.7: One pilot w/ guard intervals, SIC, BER vs. SNR, 20 user system 
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Figure 4.5: One pilot w/ guard intervals, SIC, BER vs. user, SNlt 25 dB 
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Figure 4.9: One piiot w/  guard intervals, SIC, BER vs. user, SNR 15 dB 
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different conditions. 

4.4.1 One Pilot Symbol with Guard Interval 

Figure 4.10 displays results for the hybrid receiver I, J and K. In addition, results 

from the sections 4.3.1 and 4.3.2 have been reproduced in the graphs and be denoted 

by C9 (one pilot frame and irsertion factor 9) and C27 (one pilot frame with guard 

intervals and insertion factor 27). 

It can be seen that receiver J and I< show sirniliar performance and improve 

the receiver performance as compared to the double SIC receiver C27 for all SNRs. 

Comparing the hybrid schemes with receiver C9 from section 4.3.1 we can see that for 

SNR higher than 15 db the hybrid scheme performs better and decreases the BElL 

Receiver J with decorrelator and two-stage SIC for the data detection out perforrris 

the three-stage SIC scheme C27 operating on the same structure. Receiver I with 

only one-stage SIC for the data detection 2erforms as well as the double SIC scheme 

C9. However, as was shown in Section 3.5.1 the complexity of receiver I is lower than 

that of receiver C9, especially for longer frames. 

Figure 4.11 presents results for a despread SNR of 25 dB. If we compare the results 

with the SIC C9 from figure 4.5 that operates on the one pilot frame with M = 9, the 

hybrid receiver 3 offers an advantage from a population of 6 user on. In cornparison 

with receiver C27 the hybrid approach allows a larger capacity in the system for the 

same BER. 

For a fixed error rate of 3 - receiver J can accomodate 24 user whereas 

receiver C27 is only capable of allowing 18 user. Receiver C9 reaches this BEN, for a, 

user population of 13 user. 

Comparing results for both receiver types, the double SIC (C27) and the hybrid 

receiver operating on the same frame size, the hybrid receiver (J, K )  outperforms all 

PSAM schemes. For the case of 15 dl? SNR the hybrid approach is still performing 

better than the SIC C27 operating on the same frame. However, the SIC C9 with 
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the short frame shows now a slight advantage over the other schemes considered. The 

ideal SIC receiver 11 is also shown in the graphs to set the limit that can be achieved 

by using perfect channel estimates at the receiver. 

4.4.2 Three Pilot Symbols 

Hybrid receiver operating on the frame structure with three consecutive pilot symbols 

are expected to perform worse than if they would operate on the pilot frame with 

guard intervals as considered before in section 4.3.2. The reason is simply that the 

fading gain G(n)  in equation 3.10 is not truly constant over three symbol intervals 

and therefore the decorrelator cannot completely decoilple the pilot symbols. This 

will result in some residual interference in the fading gain estimates and therefore to 

a lower performance. Indeed, figure 4.13 shows a degraded performance as compared 

to the same receiver operating on the frames with inserted pilot symbol and guard 

intervals and the error floor develops at a higher bit error level. If the results are 

compared to the SIC operating on the 9 symbol frame (C9) the system performance 

is worse up to an SNR of approx. 22 dB. For higher SNR the hybrid receiver (J, K)  

can lower the error floor and offers an advantage. 

For a system with an SNR of 25 dB eight users in the cell are neccessary for the 

hybrid approach to perform equally well as receiver C9. For a cell population of 20 

user receiver C9 could serve 16 user for the same average BER. For an SNR of 15 db 

in the system the hybrid receiver performs worse than the SIC receiver C9 operating 

on the shorter frame length of 9. 

4.4.3 One Pilot Symbol and Shortened Integration Time 

This section presents results for receiver I, J and K operating with a shorter integration 

time in the pilot symbol interval as presented in section 3.2. The amplitude in the 

pilot symbol transmissions is increased to account for the SNR loss introduced by the 
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Figure 4.10: One pilot w/ guard intervals, Hybrid Rec., BER vs. SNR, 20 User System 
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Figure 4.12: One pilot w/ guard intervals, Hybrid Rec., BER vs. user, SNR 1.5 dl3 
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Figure 4.13: Three pilot frame, Hybrid Rec., BER vs. SNR, 20 User System 
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Figure 4.15: Three pilot frame, Hybrid Rec., BER vs. uses, SNR 15 dl3 
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shorter integration time in the receiver. The double SIC schemes A, B, C and D will 

also perform on these transmissions~ however, the pilots were in this case transmitted 

with the same power as the data. The hybrid receiver I, J and K can only operate on 

this frame structure in cells with a smaller time shift than T. TWO different maximum 

time delays have been considered. A small cell (cell radius 3.9 km) with a T,,, = 0.25T 

and a medium size (radius 7.8 km) cell with T,,, = 0.5T have been simulated. The 

pilots were transmitted with 1.333 and 2 times the power used for transmitting the 

data, respectively. 

Figure 4.16 shows results for a 20 user system with a maximum time delay of 

r,,, = 0.257'. It can be seen that the hybrid receiver 1 and J offer a good solution for 

this scenario. In comparison with the SIC receiver A, B, C and D, the hybrid receiver 

reduces the error floor and enables a capacity increase in the system. It can also be 

observed that all SIC receiver improve their performance as compared to the system 

with a maximum time delay of T considered in section 4.3.1. 

For a varying number of user in the system and a channel SNR of 25 dB the hybrid 

approach decreases the BER for a higher loaded cell. For a BER of 2 the hybrid 

receiver can serve 20 user whereas the SIC receiver C accomodates only 15 user. For 

a SNR of 15 dB the hybrid receiver shows a similar performance as the SIC schemes. 

A time shift of T,,,, = O.5T degrades the performance of the hybrid schemes and 

they experience a worse BER in the low SNR region (figure 4 .19) .  Still, in the low 

noise region the approach is beneficial as compared to the SIC schemes. 

Figure 4.20 shows results for a system with a different number of users. The hybrid 

receiver shows 11013: an almost similar performance as ccmpared to the three-stage SIC 

C. If the channel SNR increases to 15 dB the performance of the hybrid receiver is 

worse than the comparison systems B, C and D. 
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4.5 Discussion 

We presented in this chapt?er simulation results for differeut successive int3erf~wuce 

cancelling receiver and two main concepts were investigated. 

The double SIC scheme was implemented in a different ~lumbcr of stages and a 

hybrid receiver was presented that co~xbinect a, decorrelator and an SIC data dctcc tor. 

Three different data transmission frame structures have beex proposed that cmblc 

the use of a hybrid receiver. Among the three, the one pilot frame with preceding 

and following guard interval seems to be the most promising approach for both re- 

ceiver concepts. ITsing the hybrid receiver on this frame structure offers an additional 

capacity increase. 

Whether one of the proposed frame structures and receivers should bc uscd in 

a practical application depends on the expected system parameters and other issues 

like delay, cell size, SKR and more. It could be seer, that for low SNR in the systmn 

the more favourable approach would be to use a short frame length to decrcaso the: 

estimation error and BER. In the high SNR region the multiuser access inlcrferencc 

limits the performance and a receiver placing more emphasis on removing this int,er- 

ference would be the right choice. The hybrid receiver could be chosen for this k i n d  

of channel SNR. It offers in addition a complexity that is in most cases lower t h i ~ ~  

the comparable double SIC scheme. 
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Figure 4.16: One pilot w/ higher power, BER vs. SNR, 20 user system, T ~ , ,  = 0.25T 
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Figure 4.17: One pilot w/ higher power, BER vs. user, SNR 25 dB, r,,,, = 0.251' 
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Figure 4.19: One pilot w/ higher power, BER vs. SNR , 20 User System, T,,, = 0.5T 
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Figure 4.20: One pilot w/ higher power, BER vs. user, SNR 25 dB, r,,, = 0.5T 
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Figure 4.21: One pilot w/ higher power, BER vs. user, SNR 15 dB, T,,, = 0.5T 



Chapter 5 

Conclusions 

5.1 Conclusions 

This thesis has focused on pilot symbol assisted successive interference cancelling 

receiver operating in a Raleigh fa.ding channel. 

The main concepts that have been investigated were identical in the way the 

data detection was performed-a. successive interference cancellation scheme using 

previously obtained channel estimat,es for the detection and regeneration of the signals 

was employed. 

Based on this receiver model two different multiuser access interference suppression 

schemes were used for the pilot symbol intervals. The double SIC receiver also used a 

SIC concept for this purpose and the regeneration of the pilot symbol transmissions 

was done by using the correlator outputs as channel estimates. The performance 

of this receiver was investigated on two different frame structures. It was found 

that in a quasi-synchronous system, the use of the frame structure with one pilot 

symbol preceeded and followed by a guard interval was a good choice under all noise 
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conditions. For a SKR higher than 17 dB, using this franw structure was Iwrteticiitl 

over a frame without guard iutervals and of comparable length. Morco\-cxr, thc crrw 

floor was reduced and the system capacity was improved. For a S N H  lows t h a n  17 

dB a slight degradation of the system performance was observed. 

The hybrid receiver approached the problem of MA1 in the pilot synihol interv;ds 

by using a decorrelator that could completely decouple the different users' sigttals. '1'0 

keep the complesity of the clecorrelator at a moderate level, difirent pilot insertion 

schemes have been proposed that enable the use of a synchronous decorrclator wi th  

a matrix of orcler I< - li for operation in quasi-synchronous cells. 

For quasi-synchronous systems with a n~asimum timc delay of T, a f r a ~ ~ i c ~  w i t h  

three consecutive transmitted pilot symbols and the frame with one pilot sy~ul>ol plus 

guard intervals were investigated ill combination with the hybrid reccivcr. It was 

found that the three-pilot frame in combination with the liy brid receiver yielded t,o a 

decreased performance in the low SNR region as compared to the doublc SIC sctlrmc. 

Benefits could only be achieved for SNR higher than 27 dB. The one pilot, f r m l c .  

with guard intervals is clearly a better choice for use with the hybrid receiver. I t  was 

shown that the hybrid approach could reduce the residual error floor and the systrtnl 

capacity as compared to the double SIC receiver when both systerns werc operathg 

under similar conditions. For high noise level 7,hp hybrid scheme was at least as good 

as the double SIC receiver. 

The use of the hybrid receiver in medium and small cell sites with a ma,xinlurn 

delay of 0.5T and 0.25T, respectively, and only one inserted pilot symbol per frartic 

was possible by shortening the  integration time during the pilot synibol reception. 

It could be seen that for the small cell size with a maximum delay of O.25T for 

the received signals, the hybrid receiver improves the error floor in the system alld for 

SNR higher than 15 dB the system capacity can be increased. Using the same conecpt 

in a medium size cell with a maximum delay of 0.5T yielded to some perforrrmnce 

decrease in the high noise region. However, the error floor in the system could still 

be decreased by the use of the hybrid approach. 



In summary, the presented hybrid receiver in combination with the frame structure 

with one pilot symbol and guard intervals is a very good choice. It can be used for 

synchronous cells up to cells where the maximum time delay is smaller or equal to 

one symbol time 7'. The system capacity can be improved in the low noise region 

and there is no perfomlance degradation for lower SNR. The updating of the inverse 

of the crosscorrelation matrix that is needed for this receiver can be efficiently done 

by an order recursive algorithm. The receiver can therefore be regarded as a good 

cornprom-ise scheme for a quasi-synchronous DS/CDMA system. 

5.2 Future Work 

An important topic that should be considered is the frequency selective mobile channel 

and the performance of a Rake hybrid receiver operating in this environment. Mdti-  

cell interference could be integrated into tile system model and their influence on the 

BER could be investigated. Further work should be done on the partial analysis of 

the system to verify the simulation results. 
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