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ABSTRACT 

Direct Sequence Code Division Multiple Access is a modulation and multiple access 

technique currently being implemented in cellular mobile radio communication. Dif- 

ferent coding, spreading and detection techniques are being investigated to improve 

the performance of cellular mobile systems. The channel in CDMA cellular mobile 

communication exhibits frequency-selective Rayleigh fading, where the RAKE receiver 

plays an important role in the system. In addition, the appearance of self-interference 

is a major concern in CDMA cellular mobile systems. Pilot Symbol Assisted Mod- 

ulation can improve the performance of coherent detection without complex signal 

processing. This thesis studies the error performance of PSAM and differential de- 

tection of MPSK signals in a 3-ray frequency-selective Rayleigh fading channel with 

additive white Gaussian noise and self-interference. We investigate the effects of rate 

112 and 1/3~convolutional codes with different constraint lengths in BPSK modula- 

tion, where different channel conditions are considered. We find the trade off between 

rate 112 code with larger processing gain and rate 113 code with smaller processing 

gain while the transmission bandwith is fixed. While keeping the information through- 

put unchanged, we compared the performance of rate 112 PSAM QPSK and rate 113 

PSAM 8PSK modulation. Various constraint length convolutional code and channel 

conditions are also considered. It is found that rate 112 QPSK performs better than 

rate 113 8PSK modulation, and at lower fading rate ( fDT  < 0.05), PSAM can improve 

the performance better than differential detection by 2dB. We also perform the uplink 

error performance simulation on a combined orthogonal/convolutional coding scheme 

for cellular CDMA. Closed loop power control and RAKE receiver are implemented, 

and the results are also compared with PSAM. 
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Chapter 1 

Introduction 

The ultimate objective of communications is to enable anybody to communicate in- 

stantly with anybody else from anywhere on the earth. This objective can be achieved 

only by mobile communications in conjunction with highspeed backbone wireline net- 

works. For this reason, mobile communication has received worldwide attention. With 

the development of digital technologies and movement towards digitalization of the 

world, mobile communication will be inevitably integrated into the digital telecom- 

munications network and a variety of effective services will be provided. 

Developing from the early maritime use for disaster and safety communications, 

mobile radio communication has developed very rapidly in the past decades [I]. The 

technology of cellular systems has enabled the reuse of channels, thus helping achieve 

efficient spectrum utilization for a large number of users. For example, the 900-MHz 

band has emerged as a major mobile radio frontier for land mobile communication, 

especially in North America. Many advanced technologies have been developed to 



facilitate implementation of the new 900-MHz band mobile radio communication sys- 

tems with reasonable cost. The US analog cellular system uses FDMA (frequency 

division multiple access) and divides the allocated spectrum into 30 kHz bandwidth 

channels; narrowband F M  modulation is employed, resulting in a modulation effi- 

ciency of 1 call per 30 kHz of spectrum. The TIA (Telecommunication Industry As- 

sociation) proposed EIA/TLA/IS-54-B digital cellular standard uses 30 kHz FLIMA 

channels, which are subdivided into six time slots for TDMA (time division multiple 

access) transmission. The frequency spectrum has become a limited resource since 

the spectrum for mobile communication has already been allocated. Due to the se- 

vere congestion of the mobile communication spectrum in some geographical areas, 

people are seeking a communication technique that offers the potential for utilizing 

the spectrum more effectively. 

Spread spectrum communication systems, developed during the mid-19507s, have 

been widely studied and used for specialized applications, such as military antijam- 

ming tactical communications [I]. The use of spread spectrum naturally means that 

each transmitter utilizes a large amount of spectrum; however, this will be compen- 

sated by the interference reduction capability inherent in the use of spread-spectrum 

techniques, so that a considerable number of users might share the same spectral 

band. If done properly, some benefits can be achieved simultaneously, such as an- 

tijamming, antiinterference, low probability of intercept, etc. A definition of spread 

spectrum in [2] adequately reflects the characteristics of this technique. "Spread spec- 

trum is a means of transmission in which the signal occupies a bandwidth in excess 

of the minimum necessary to send the information; the band spread is accomplished 



by means of a code which is independent of the data, and a synchronized reception 

with the code at the receiver is used for despreading and subsequent data recovery." 

There are several methods to spread the spectrum: Direct Sequence (DS) modula- 

tion, in which a fast pseudorandomly generated sequence causes phase transitions in 

the carrier containing data; Frequency Hopping (FH), which the carrier is caused to 

shift frequency in a pseudo-random way; and time hopping, wherein bursts of signal 

are initiated at pseudo-random times. Hybrid combinations of these techniques are 

frequently used. In this thesis, we refer the term spread spectrum as DS. 

Although current applications for spread spectrum continue to be mainly for mili- 

tary communications, there is a growing interest in the use of this technique for mobile 

radio networks. The new applications of spread-spectrum communications have char- 

acteristics that are quite different from those in the past [3, 4, 5, 81. When intentional 

jamming does not exist, it is possible for us to consider ways of improving the receiver 

design to make the system more efficient and more practical for commercial appli- 

cations. Of the many potential uses for spread-spectrum communications in civilian 

applications, direct sequence code division multiple access (DSICDMA) appears to 

be the most popular modulation and multiple access technique being implemented in 

cellular mobile radio communications. Multipath is often a fundamental limitation 

to system performance in mobile communication; however, spread spectrum is a well- 

known technique to combat multipath. 

Applying CDMA to mobile communication to increase the system capacity as well 

as to reduce the interference are major concerns. Different kinds of coding schemes, 



modulation/detection techniques and spectrum spreading related methods are sug- 

gested and tested in many works of research. The subject of this thesis is to analyse, 

evaluate and compare the error performance of different coding, modulation and de- 

tection techniques in mobile communication systems using CDMA technique. 

In the following sections, we will discuss the literature review and give a brief 

description of our contribution and thesis outline. 

1 .I Background and Literature Review 

In the past decade, mobile communication has become a very popular subject in com- 

munication engineering. Since the analog cellular system started to face its capacity 

limitation [9], the promotion of developing digital cellular systems for increasing ca- 

pacity has been carried out. In digital systems, there are three basic multiple access 

schemes: frequency division multiple access (FDMA), time division multiple access 

(TDM A) and code division multiple access (CDMA) . Theoretically it does not matter 

whether the spectrum is divided into frequencies, time slots or codes. The capacity 

provided from these three multiple access schemes is the same. 

In 1985, Viterbi [6] - [8] made a straightforward comparison of the capacity of 

CDMA to that of conventional TDMA and FDMA for satellite applications, and sug- 

gested a reasonable edge in capacity for the latter two more conventional techniques. 

This edge was shown to be illusory [lo] when it was realized that the capacity of 

CDMA system was only interference limited, not like those of FDMA and TDMA, 

which are primarily bandwidth limited. It is also shown in [lo,  111 that voice activity 



and spatial isolation are needed to improve CDMA capacity to that of FDMA and 

TDMA under similar assumptions for a mobile satellite application. Therefore, any 

reduction in interference converts directly and linearly into an increase in capacity. 

In [9], Lee depicts the advantage of having CDMA in cellular systems to increase the 

capacity. Pickholtz, et a1 [12] suggest spread spectrum CDMA can also be used to 

share the spectrum with existing narrow-band mobile users to increase the system 

capacity of mobile communications. Recent research in [13] finds that CDMA scheme 

can reuse the same (entire) spectrum for all cells in a cellular system, thereby increas- 

ing capacity by a large percentage of the normal frequency reuse factor in FDMA and 

TDMA. 

There are, of course, some disadvantages of CDMA. The most obvious one is the 

problem of interference. It is caused by the non-orthogonality among the spreading 

sequences for different users. With the presence of data, the partial auto-correlation 

of the spreading sequence could also cause self-interference. This is not like FDMA 

or TDMA, wherein the orthogonality of the received signals can be (approximately) 

preserved by frequency guardbands or time slots. Associated with this is the near-far 

problem, that is, signals closer to the receiver of interest are received with smaller at- 

tenuation than are signals located further away. This means that power control must 

be used. However, this still does not gurantee that interference from neighboring cells 

might not arrive with untolerable power levels, especially if the waveforms in different 

cells are undergoing independent fading. It is seen that while the use of spread spec- 

trum techniques offers some unique opportunities to  cellular system capacity, there 

are issues to be concerned about as well. 



As mentioned above, digital cellular systems in North America are mainly work- 

ing in the ultra high frequency (UHF) band. Much work has already been done to 

characterize UHF mobile radio channels. The results show that the digital cellular 

channel exhibits the frequency-selective fading behavior. Summarizing the research 

and measurements in recent years, the Telecommunication Industry Association (TIA) 

characterizes the digital cellular channel as a frequency-selective Rayleigh fading chan- 

nel. 

People have designed a number of digital modulation schemes as well as detection 

techniques to improve bandwidth efficiency and system performance. Phase Shift 

Keying (PSK) is one major category of modulation techniques adopted in mobile 

communication system. The coherent demodulation of digital signals is known to be 

optimal in a linear static Gaussian channel because it can achieve a specific bit-error- 

rate (BER) with the least power requirement [14]. However, in a mobile environment, 

the channel's Rayleigh fading degrades the BER and frequently introduces an irre- 

ducible error floor. Under certain circumstances, coherent detection is even inferior 

to noncoherent or differential detection [15]. To improve the performance of coherent 

demodulation, fade compensation techniques are introduced. Pilot Symbol Assisted 

Modulation (PSAM) and pilot-tone aided coherent detection seem to be among the 

promising techniques to combat Rayleigh fading channels [16]- [20]. 



Pilot-tone aided coherent demodulation is an efficient method to improve the per- 

formance of coherent demodulation in fast Rayleigh fading channels. The tone pro- 

vides the receiver with an explicit amplitude and phase reference for detection and 

thereby suppresses the error floor. However, the question of where in the spectrum to 

locate the tone is a difficult one, and the tone insertion often requires complex signaI 

processing to create a spectral null at the carrier frequency. Moreover, pilot-tone in- 

sertion increases the peak factor of the modulated carrier and in order to have efficient 

operation of the transmitter power amplifiers, a small peak factor is more desirable. 

Recently, PSAM has been introduced to improve the performance of the coherent 

demodulation in fast fading channels [16, 17, 181. The system has to insert a known 

symbol periodically into the transmitted information stream, so that the channel state 

information (CSI) can be estimated at the receiver. Like pilot tone modulation, PSAM 

suppresses the error floor with no change to the transmitted pulse shape. Process- 

ing at the transmitter and receiver is also simpler than processing at the pilot-tone 

scheme. The advantage of the PSAM techniques is that it neither requires complex 

signal processing nor increases the peak factor of the modulated carrier. However, 

due to the redundancy introduced, the effective transmitting bandwidth will be re- 

duced while it provides better error performance. Studies of PSAM [17, 181 were 

based on simulation and experimental implementations and they did not provide the 

performance analysis needed before their results can be generalized. Later, Cavers 

1161 presented the PSAM on a solid analytical basis which was missing from previous 

work. He also gave out the closed form expressions for the BER for BPSK and QPSK. 

The results in [16] showed that optimized PSAM outperforms differential detection. 



In the analysis of the error performance of digital communication system, the cal- 

culation of the pairwise error probability is a major concern. A method of solution was 

suggested by Cavers and Ho [21]. This involves solving the residues of a function of 

the two-sided Laplace transform of the decision variable. Although frequency-selective 

fading complicates the calculation of the residues, we use this method to  calculate the 

error bound in our work. 

In a mobile communication system, we can use PSAM in the forward link so as 

to provide a coherent reference to mobile stations. On the reverse link, noncoher- 

ent reception was widely studied in [22] - [26]. M-ary orthogonal modulation is a 

spectrum efficient modulation scheme well suited for this application 1221. Although 

differential phase shift keying (DPSK) does not require phase coherence, orthogonal 

modulation for M > 8 is known to perform better than DPSK [14], at least in the ad- 

ditive white Gaussian noise (AWGN) channel. A combined orthogonal/convolutional 

coding scheme, which is adequate for noncoherent reception over the reverse link, is 

suggested in [13]. A balanced quadriphase modulation is used in their scheme, as in- 

dicated in [27]. It performs equally against multiple-access interference as well as the 

classical quadriphase modulation, but the former performs better against tone inter- 

ference. In our thesis, we considered a simplified combined orthogonal/convolutional 

coding scheme to simulate the error performance over the uplink. As suggested in 

[13] and [26], 64-ary Walsh symbols are used to provide 64-orthogonal waveforms. 

Multipath fading, which severely degrades the average error performance, is a 



major concern in mobile communications. In order to achieve highly reliable digital 

data transmission without excessively increasing transmitter power, people adopt a 

diversity reception technique, which is one of the most effective techniques for this 

purpose. It requires a number of signal transmission paths named diversity branches, 

all of which carry the same information but have uncorrelated multipath fadings and 

a circuit to combine the received signals. There are several diversity techniques such 

as space diversity, angle diversity, frequency diversity, etc. Time and frequency di- 

versity are the most popular ones. The use of wideband signals can be treated as 

another method to get frequency diversity. In cellular CDMA, when the transmission 

bandwidth is several times wider than the channel coherence bandwidth, the RAKE 

receiver is widely used to get the diversity advantage [3] [28]. 

In CDMA, a unique binary spreading sequence is assigned to each user, and all 

users share the same frequency spectrum. Then the total amount of interference 

power received at a receiver is determined by all the other simultaneous users if the 

sequences are not orthogonal. The auto-correlation and cross-correlation among those 

sequences contribute to the self-interference (multipath interference) and multiple ac- 

cess interference (MAI). The interference degrades the performance of the system. In 

addition, the near-far problem results from those transmitters near a receiver that 

generate overwhelming interference for those far from the receiver which experience 

large transmission attenuation [22]. The maximum number of users supportable in a 

CDMA system will be limited by multipath and near-far effects. To combat near-far 

effects and fading, feedback power control is an effective method used so that base 

stations receive the same power from each portable [29]-[31]. 



Motivation and Contribution 

In this thesis, we studied the performance of Pilot Symbol Assisted Modulation in 

CDMA cellular system in the presence of multipath interference. The exact expres- 

sion for the pairwise error event probability is presented. We also derived an upper 

bound for PSAM when used with convolutional coding. The performance of codes 

with different rates and modulation schemes are also analysed. While the information 

rate and spreaded bandwith are fixed, we found the trade off between coding rate and 

processing gain. 

We simulated the error performance for data transmission with non-coherent or- 

thogonal/convolutional coding in a cellular CDMA system. The RAKE receiver and 

power control schemes are implemented in our simulation. Results are presented with 

different system parameters and channel conditions. The power control technique 

reduces the BER effectively. We also found at slower fading, the error performances 

of smaller and larger interleaving sizes are similar. At faster fading, the larger the 

interleaving size is, the better performance it achieves. Simulation results without 

power control are also compared with PSAM with same convolutional coding scheme. 

It is found that PSAM outperforms non-coherent detection. 



1.3 Thesis Outline 

In Chapter 2, some terminologies and concepts about cellular CDMA are stated. 

This includes topics such as Rayleigh fading channel, Spread Spectrum, and RAKE 

receiver. The Gaussian assumption for interference modelling in the CDMA environ- 

ment is also presented. 

In Chapter 3, we will analyse the performance of pilot symbol assisted modula- 

tion in CDMA cellular system in the presence of multipath interference. The trade 

off between coding rate and processing gain will be studied. An upper bound for 

PSAM with convolutional coding will be also derived. The error performance com- 

parison of rate 112 QPSK and rate 113 8PSK modulation techniques will be presented. 

In Chapter 4, the simulation results of an uplink non-coherent detector in a CDMA 

cellular system will be illustrated. The effects of power control and system parame- 

ters selection will be discussed. Simulation results of non-coherent detection without 

power control are compared with Pilot Symbol Assisted Modulation that has similar 

coding schemes. 

Finally, we will present conclusions of this study and some further research topics 

in Chapter 5. 



Chapter 2 

Cellular Code Division Multiple 

Access 

In Section 2.1, we will discuss some terminologies commonly used in mobile com- 

munications. Section 2.2 introduces the frequency-selective Rayleigh fading channel 

model. Section 2.3 describes the spread spectrum techniques. Some major issues 

related to cellular CDMA are discussed in Section 2.4, such as power control and the 

RAKE receiver. Section 2.5 presents the modelling of interferences in cellular CDMA. 

2.1 Some Common Terminologies in Mobile Com- 

municat ion 

Mobile communication in an urban area usually involves an elevated fixed land-base 

station and mobile units travelling through the area. The unique characteristics of 

mobile communication come from the properties of the channel, which is a time- 

varying medium. Moreover, the time variations appear to be unpredictable to the 



user of the channel. Due to the moving receiverltransmitter, reflection, refraction and 

scattering of radio waves by buildings and other man-made obstacles, if we transmit 

an ideal pulse over such a time-varying multipath channel, we will receive a series 

of pulses with different amplitude and time delays. If we repeat this experiment, we 

will get different results each time (refer to Figure 2.1). The changes in the relative 

path lengths by amounts in the order of the radio carrier wavelength will change the 

relative phases among the several received signals. This phase shift has a dramatic 

affect on the received signal quality than on the change of amplitudes of the received 

signal. For example, the received multipath signals may add either constructively or 

destructively. The result of amplitude variations in the received signal, due to the 

time-varying multipath characteristics of the channel, is called rn-ultipath fading. 

The envelope and phase of the channel impulse response are characterized as Rayleigh 

distributed and uniformly distributed between (-n, n), respectively. Therefore, the 

transmitting channel is called Rayleigh fading channel, which can be expressed as 

where r and 8 are the envelope and phase of channel's impulse response. 

Because of time variation, limited bandwidth and multipath effects, the channel 

exhibits time and frequency-selective behavior. The time-selective channel introduces 

a Doppler effect. Due to the relative motion between the transmitter and the re- 

ceiver, there are additional frequency components contributed to the power spectrum 

of the transmitted signals so that the spectrum is broadened. The Doppler frequency 
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Figure 2.1: Examples of the responses of a time-varying multipath channel to a very 
narrow pulse. 



is given as 

where v is the speed of the vehicle, f, is the carrier frequency and c is the speed of 

light, which is 300,00Okm/s. For example, the maximum Doppler frequency is ap- 

proximately 13.4 Hz if a car travels at the speed of 10 km per hour with a 900 MHz 

carrier frequency. The coherence time of the channel is defined as the reciprocal of 

the Doppler frequency. 

The coherence bandwith of the channel is defined as the closest spacing be- 

tween two frequencies with a correlation of 0.5 or higher and is inversely proportional 

to the rms  time spread of the channel impulse response [32]. Typical coherence band- 

widths range from 100 kHz to  1 MHz. Thus, a narrowband transmission is subjected 

to flat Rayleigh fading or frequency non-selective Rayleigh fading, i.e., there 

is no spectral distortion of the signal. On the other hand, a spread-spectrum trans- 

mission would encounter different fades in different portions of its spectrum. This 

phenomenon is called frequency-slective Rayleigh fading; i.e., the different fre- 

quency components of the transmitted signals are subject to different fading effects. 

In this thesis, the emphasis will be on the frequency-selective Rayleigh fading channel. 

2.2 Baseband Represent at ion of Fading Channel 

Due to the multipath feature and the limited bandwidth of digital cellular channel, the 

baseband transmitted signal s ( t )  suffers frequency-selective distortion. Generally, the 

impulse response c(r ;  t )  of the digital cellular channel is considered to be a wide-sense 



stationary zero-mean complex Gaussian random process. There is also the additive 

white Gaussian noise (AWGN) introduced. This means the baseband received signal 

where c(7;  t )  is the time-varying impulse response of the channel and nw( t )  is the 

channel's noise. In [14], Proakis indicates that in most transmission media, the atten- 

uation and phase shift of the channels associated with path delay rl is uncorrelated 

with those associated with path delay 72. Thus, the autocorrelation function of c ( r ;  t )  

becomes 

where Jo(e)  is the zeroth order Bessel function of the first kind, E(e)  represents 

statistical average, and fD is the maximum Doppler frequency as mentioned before. 

The normalized Doppler frequency is more commonly used, which is defined as fDT, 

where T is the pulse duration and is the pulse rate. In this thesis, we consider foT 

from 0.05 to 0.0002. In the case of the flat fading channel, the delay power profile is 

simply 

G ( 7 )  = oiS(r) 

where oi is the variance of the flat fading process. 

The mathematical model for a frequency-selective Rayleigh fading channel used in 

this thesis is the tapped delay line model shown in Figure 2.2. The transmitted signal 

s ( t )  arrives at the receiver through three rays. There is flat fading in each ray, but 



Figure 2.2: Tapped delay line frequency-selective Rayleigh fading channel model. 

the combination of the three flat fading processes represents the frequency-selective 

fading process. Mathematically the recived signal r ( t )  can be written as 

where the process n,(t) is additive white Gaussian noise (AWGN) in the channel and 

it has a two-sided power spectral density of No. On the other hand, g l ( t ) ,  g 2 ( t )  and 

g 3 ( t )  are also zero mean complex Gaussian processes, but each of them represents the 

effect of a flat fading process. Their autocorrelation functions are 

where X in these equations is the delay variable; oil, oi2 and g$ are variances of the 

three fading processes. In addition, we define the power split ratio between the three 

rays as 



2.3 Spread Spectrum 

Spread spectrum is a technique for effeciently using the spectrum by allowing ad- 

ditional users to use the same bandwidth as other existing users. The idea behind 

spread spectrum is to transform a signal s(t) with bandwidth B, into a noise-like 

signal with much larger bandwidth B,,. This is illustrated in Figure 2.3; the ratio 

B,,/B, is called the processing gain and is usually denoted by G. If G equals 30dB, 

then this means the power of the radiated spread spectrum signal is spread over 1000 

times the original bandwidth. Its power spectral density is correspondingly reduced 

by the same amount. It is this feature that gives the spread spectrum signal the 

characteristic of being "noise-like". It also gives spread spectrum the advantages such 

as anti-interference and multiple user random access communications with selective 

addressing capability. 

There are the two most popular signal spreading schemes: direct sequence (DS) 

and frequency hopping (FH). In DS, each information bit is symbolized by a large 

number of coded bits called chips. For example, assume an information bit rate of 

R = lOkb/s and a corresponding transmission bandwidth B, = 10kHz. If each bit of 

the 10 kb/s data stream is coded into 100 chips, then the chip rate is 1 M chips/s, 

which needs a DS bandwidth of B,, = 1MHz. The processing gain (G) is 



Figure 2.3: Power spectrum of data and of spread signal. 

data s(t) 

In FH, the receiver would equip N frequency channels for an active call to hop 

over those N frequencies with a determined hopping pattern. For example, if the 

information channel bandwidth is 10 kHz and there are N = 100 channels to hop, the 

FH bandwidth B,, will be 1 MHz. Since the original spectrum is spread from 10 kHz 

(no hopping) to 1 MHz (frequency hopping), the processing gain is again 

spread signal p(t) I 

The total number of hopping frequency channels are also called chips. FH can be 

done slowly (one hop per many symbols) or fast (many hops per symbol). 

I 

Spread spectrum modulation can be used for reducing intentional interference. 

When people started to consider using it to increase the relative capacity of a CDMA 

> 



system compared to FDMA or TDMA, they found that DS is an effective way to serve 

this purpose. We will concentrate our work on DS in this thesis and we will introduce 

some of the relevant concepts in DS spread spectrum in the following sections. 

2.3.1 Direct Sequence 

Figure 2.4(a) is a simple block diagram to illustrate the basic DS technique and 

Figure 2.4(b) shows the waveforms involved in generating a direct sequence signal. 

The spreading is accomplished by multiplying the modulated information-bearing 

signal by a binary f 1 baseband code sequence waveform PN;(t). The code sequence 

waveform may be thought of as being pseudo randomly generated so that each binary 

chip can change every T, seconds. Thus, the signal for the ith transmitter is 

where d;(t) is the data modulation (assumed to be f 1 for BPSK signaling), A is the 

amplitude of the BPSK waveform and 4; is a random phase. From equation (2.14), 

it is clear that a receiver with access to PN;(t) and who is also synchronized to the 

spread spectrum transmitter, can receive the data signal di(t) by a simple correlation. 

In the interval [O,T], if the data symbol is d;(k), which can take on values kl, the 

received signal after de-spreading will be 

T 
PN; (t) cos(wot + 4;) PN; (t) cos(wot + 4;)Adi(k) 
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Figure 2.4: (a) Direct-sequence spread spectrum system for transmitting a single 
binary digit (baseband). (b) Data bit and chipping sequence. 



2.3.2 Pseudo-Noise Sequence 

For spreading, people usually use pseudo-random or pseudo-noise (PN) sequences. 

These sequences have many of the random properties of a fair-coin-toss experiment. 

These properties include the following: 

1. In a long sequence, about 112 the chips will be $1 and 112 will be -1; 

2. A run of length r chips of the same sign will occur about 2-'1 times in a sequence 

of 1 chips; 

3. The autocorrelation of the sequence PNi(t) will be very small except in the 

vicinity of T = 0; 

4. The cross correlation of any two sequences PN;(t) and PNj(t  + T )  will be small. 

An important class of sequences called maximal length linear feedback shift reg- 

ister (MLLFSR) sequences are well known to have properties I), 2), and 3). The 

autocorrelation function 

is given as 

where T, is the period of the sequence and Ri(r)  is also periodic with period Tp. 

The correlation property is quite significant in a mobile communications system. For 



example, if T = Tp and G = TITc = 128, then equation (2.16) tells us that a signal 

due to multipath, arriving T seconds after the first signal, is attenuated by R;(T). In 

particular, if Tc 5 T 5 T - Tc7 then the power of the multipath signal is reduced by 

(Tc/T)2 = (1/128)~, or about 42dB. Figure 2.5 shows the autocorrelation function and 

the power spectral density of PN sequence. When the period L of the PN sequence is 

very large, the spectral lines get closer together. For practical purposes, the spectrum 

may be viewed as being continuous and similar to that of a purely random binary 

waveform as shown in Figure 2.3. 

One point about the anti-multipath capability of DS needs to be clarified. Equa- 

tion (2.16) refers to a full correlation (a correlation over the complete period of the 

spreading sequence). In reality, data are usually present on the signal, and data tran- 

sitions typically occur 50% of the time. With the presence of data, assumed to  take 

on values f 1, and after correlation with the local P N  sequence, the received signal is 

where the independent f signs on the two terms of equation (2.18) correspond to 

the fact that they are due to different data symbols. When either both signs are 

plus or minus, equation (2.16) applies and, as in the example presented above, the 

attenuation would indeed be 42 dB. However, when the two signs differ, equation 

(2.18) applies, indicating that we now have the sum of two partial correlations rather 

than one total correlation. In particular, if T = 32Tc (i.e., the multipath is delayed 

by about one quarter of the symbol duration), then for one specific maximal length 

shift register sequence, the attenuation of the multipath can be shown to be reduced 

23 



Figure 2.5: Autocorrelation function & ( T )  and power spectral density of MLLFSR 
sequence waveform p(t). (a) Autocorrelation function of p(t). (b) Power spectral 
density of p(t) 



from 48dB to 12 dB. 

Major Issues within Cellular CDMA 

There are three multiple access schemes that can be used to share resources in mobile 

communication system: FDMA, TDMA and CDMA. FDMA serves the calls with 

different frequency channels; TDMA serves the calls with different time slots; and 

CDMA serves the calls with different code sequences. The illustration of the differ- 

ences among these three multiple access schemes are shown in Figure 2.6. In DS 

CDMA, each user's signal is modulated by a different orthogonal pseudo-random bi- 

nary sequence that spreads the spectrum of the waveform. A large number of CDMA 

signals share the same frequency spectrum. The signals are separated in the receivers 

by using a correlator which accepts only signal energy from the selected binary se- 

quence and despreads its spectrum. The other users' signals, whose codes do not 

match, are not des~read in bandwidth and as a result, contribute only to the noise 

and represent a multiple access interference (MAI) generated by the system. 

The reason that the spread spectrum is used for cellular communication is that 

CDMA can allow many users to access the channel simultaneously. The distinction 

between CDMA and either TDMA or FDMA is that the former provides, in addi- 

tion to the basic multiple accessing capability, the other attributes such as privacy, 

no network synchronization, multipath tolerance, etc. These later attributes are ei- 

ther not available with the use of the narrow-band waveforms which are employed 
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Figure 2.6: Illustration of different multiple access systems. 



with TDMA or FDMA, or are much more difficult to achieve. For example, one 

can typically implement a narrowband digital communication link that is tolerant to 

multipath interference by including in the receiver an adaptive equalizer. However, 

this increases the complexity of the receiver, and may affect the ability to perform 

a smooth handover. Indeed, since the equalizer must continually adapt to an ever 

changing channel, it is a high-risk component of a TDMA system. Furthermore, as 

pointed out by some researchers, the performance of CDMA system degrades "grace- 

fully". In FDMA and TDMA, each frequency channel or each time slot is assigned 

to one call. If all channels or time slots are in use, no other calls can share the same 

channel or time slot during the call period. On the other hand, CDMA can squeeze 

additional code sequences in the same radio channel, i.e., add the extra users, which 

the other two multiple access schemes cannot. However, adding additional code se- 

quences, of course, will raise the noise level, and hence, the error rate. 

2.4.1 Near-.Far Problem 

There are a number of disadvantages associated with cellular CDMA. The two most 

obvious ones are the problem of "self-jamming", i.e., the interferences, and the re- 

lated problem of the "near-far" effect. The interferences arise from the fact that in 

an asynchronous CDMA network, the spreading sequences of the different users are 

not orthogonal, and hence in the despreading of a given user's waveform, non-zero 

contributions to that user's test statistics arise from the transmissions of the other 

users in the network. This is also as distinct from either TDMA or FDMA, with 

their reasonable time or frequency guardbands, orthogonality of the received signals 



can be preserved. As for the "near-far" effect, since all the users are typically geo- 

graphically separated, a receiver trying to detect the kth signal might be much closer 

physically to the ith transmitter rather than the kth transmitter. Therefore, if each 

user transmits with equal power, the signal from the ith transmitter will arrive at the 

receiver with a larger power than that of the kth signal. While the powers are additive, 

the close-in transmitter has a (dU/dd)' advantage in power, where du is the distance 

to the undesired transmitter, dd is the distance to the desired transmitter, and r 

is the propagation exponent. This particular problem is often a severe problem with 

DS CDMA and must be dealt with properly for the potential of CDMA to be reached. 

According to our discussion in Section 2.3.2, both the cross-correlation and the 

partial-correlation functions of the PN sequences are the key parameters in a DS 

CDMA system. The design and optimization of code sets with good partial-correlation 

properties can be found in many references [34]-[40]. To solve the near-far effect and 

achieve high capacity, quality, and other benefits, power control techniques should be 

considered in the cells of interest as described in the following sections. 

2.4.2 Power Control 

It is desirable to maximize the capacity of the CDMA system in terms of the number 

of simultaneous users that can be handled in a given system bandwidth. The system's 

capacity is maximized if the transmitting power of each mobile station is controlled so 

that its signal arrives at the cell site with the minimum required signal-to-interference 

ratio. If a mobile station's signal arrives at the cell site (uplink) with too low a value of 



received power, the bit error rate is too high to permit high quality communications. 

If the received power is too high, the performance of this mobile station is acceptable. 

However, interference to all the other mobile station transmitters that are sharing the 

channels would be increased, and may result in unacceptable performance to other 

users unless the capacity is reduced. Cell site transmitter power control (downlink) 

is also need. In certain locations, the link from the cell site transmitter to the mo- 

bile station is disadvantaged, and the power being transmitted to this mobile station 

needs to be increased to make the quality acceptable. While the mobile station is 

located where the signal-to-interference ratio is good, the cell site transmitter should 

transmit the desired signal using a lower power to reduce interference to other signals 

being transmitted by the system. 

In this thesis, we will concentrate on the uplink closed loop power control. The 

objective of uplink power control process is to produce a nominally-received signal 

power from each mobile station transmitter operating within the cell at the cell site 

receiver. Regardless of a mobile station's position or propagation loss, each mobile 

station's signal will be received at the cell at the same level. If all the mobile stations' 

transmitters within a cell site's area of coverage are controlled, then the total signal 

power received at the cell site from all mobile stations is equal to the nominallly- 

received power multiplied by the number of mobile stations. 

In early studies, uplink power control relied on the accurate measurement of ab- 

solute signal strength at every base station. In reality, this seems to be impractical 

because it would require a system-wide calibration of all base-station receivers to 
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Figure 2.7: Feedback power control model. 

eliminate the uncertainty and differences in the characteristics of individual receivers. 

It has been found recently that power control based on the ratio of signal power to 

interference power (SIR) is more realistic. It is actually desirable from the radio link 

performance perspective, since it is the SIR that determines the received bit error 

probability. Usually feedback algorithms that allow power command decisions to be 

made at the base station receiver are considered. 

Figure 2.7 shows a simple model of feedback power control used in uplink. The 

user transmitting signal power p; dB is updated by a fixed step Ap dB every Tp sec- 

onds. Tp is called the power control sampling period. During i th period, the signal 

power received at  the base station is (p; +xi) dB where x; dB is the channel variation. 



The received signal power is compared to a desired threshold at  the base station, and 

a hard quantized power command bit is transmitted back to the user over the return 

channel. The model in Figure 2.7 also includes the possibility of return channel errors 

and the extra loop delay kT, (k:integer) which accounts for the propagation and time 

delays involved in generating, transmitting, and executing a power control command. 

Usually the power control command bit is assumed to be unprotected, since the usual 

long delay due to codinglinterleaving is inconsistent with the need for fast power 

control. 

2.4.3 Multipath Diversity and RAKE receiver 

As we have mentioned, a mobile communication system experiences a multipath prop- 

agation environment. This means there is more than one path linking the transmitter 

to the receiver. These different paths might consist of several discrete paths, each one 

with a different attenuation and time delay relative to the others, or they might be a 

continuum of paths. In relatively narrowband modulation systems such as analog FM 

modulation employed by the first generation cellular system, the existence of multiple 

paths causes severe fading. Diversity techniques are widely used to mitigate fading 

and to achieve a highly reliable digital data transmission without excessively increas- 

ing transmitter power. There are several ways that we can provide the receiver with 

several independently fading replicas of the same information-bearing signal: time, 

frequency, and space. Time diversity can best be obtained by the use of interleaving 

and error correction coding. Frequency diversity is achieved by transmitting the sig- 

nal on different carriers where the separation between successive carriers exceeds the 



coherence bandwidth of the channel. Space diversity is obtained by employing extra 

transmitting or receiving antennas. 

With wideband CDMA modulations, the transmitted signal has a bandwidth much 

greater than the coherent bandwidth of the channel. Such a signal with bandwidth 

W will resolve the multipath components and provide the receiver with several inde- 

pendetly fading signal paths. Thus, the use of a wideband signal with this inherent 

multipath effect may be viewed as a sophisticated method for frequency diversity. The 

optimum receiver for processing the wideband signal will achieve the the performance 

of an equivalent diversity communications system. 

When the relative delay between two resolved paths is larger than the chip du- 

ration T,, these two paths are ,considered to be independent and they arrive at the 

receiver through different fading processes. However, if the delay between any two 

paths is smaller than T,, they can be treated as a single path. This assumption has 

been confirmed by field test [3]. Multipath processing takes the form of parallel corre- 

lators for the PN waveform. The receiver employs several parallel correlators. There 

is one for each identified multipath, and this technique allows individual path arrivals 

to be tracked independently. Afterwards, the sum of their received signal strengths 

is used to demodulate the signal. Fading processes of different arrivals are indepen- 

dent; and the demodulation based on the sum of the signals is much more reliable. 

These parallel correlators are also called RAKE receivers, and they are the optimum 

receivers mentioned above for wideband signals. 



Figure 2.8: Model of RAKE receiver with maximal ratio combining. 
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Many types of RAKE receivers have been suggested in 13, 141. Usually it em- 

ploys coherent detection with maximum ratio combining or differential detection with 

equal gain combining. It is known that the coherent detection provides a 3dB gain 

over differential detection in a flat Rayleigh fading environment. This gain is achieved 

with the perfect estimation of the channel state information (CSI). In this thesis, we 

consider both equal gain combining for differential detection and maximal ratio com- 

bining for coherent detection. The RAKE receiver used in simulation has the structure 

of a tapped delay lind followed by a group of correlators and a combining unit. The 

receiver detects the incoming multipath signals and despreads the wideband signal 

with local PN sequences. The despread signals from independent paths will be de- 

modulated and combined to form the decision variable. We assume the relative delays 

are always the multiples of the chip duration and by despreading the received signal 

with local PN sequences, signals through independent multipaths can be detected 

respectively. There are many taps at the RAKE receiver, but only several of them 

contain signal energy, while the others are only multiple access interference and noise. 

2.5 Characteristics of Interference 

As mentioned in Section 2.4, there are many users in a cellular CDMA system with 

different PN sequences. At the receiver, the received signal includes all the multi- 

path signals from all users within certain areas (usually a cell). While each tap of a 

designated RAKE receiver is synchronized to a certain multipath of the signal of the 

designated user, the received signal includes the desired information as well as various 



interferences and noises. 

Here we consider a simple BPSK system to give basic results for the characteristics 

of the interferences. The received signals is 

where r ( t )  is the received signal, K is the total number of active users, L is the total 

number of multipaths of each user, A: is the amplitude of the Ith path of the kth user, 

sk ( t )  is the information sequence of the kth user at bit-rate Rb, PNk(t)  is the spread- 

ing chip sequence of the kth user at  chip-rate, R,, n ( t )  is the additive white Gaussian 

noise, G = TIT, is the processing gain, T is bit period and Tc is chip period. 7; and 

q5f, are the time delay and the phase of the kth user's I th path, which are assumed to be 

known to the receiver. The information bits and chips are rectangular. Their values 

are all i.i.d. random values with probability 0.5 of f 1. The T: and 4: are all i.i.d. 

uniform random variables in [0, TI and [O, 2 ~ ]  respectively. 

We assume knowledge of the spread sequence of the designated user at the receiver. 

Without loss of generality, we consider the receiver for the first user. After being 

processed by the RAKE receiver and the low pass filter, the correlation value from 

the nfh correlator of user 1 is 



where the second term 11(1) in equation (2.21) is the self-interference to the nlth 

branch of the RAKE receiver due to the multipath; the third term 11(1) is the multi- 

ple access interference from other users; and NI(l) is the term due to the presence of 

AWGN. 

The characteristics of multipath interference and multiuser interference in mobile 

CDMA system have been studied in [34] - [42]. The self-interference is mainly decided 

by the shifted auto-correlation of the spreading sequence PNl(t) ,  and the multiple 

access interference is determined by the cross-correlation properties among spreading 

sequences. If a long period spreading sequence is adopted, it can be modeled as a 

random binary sequence, and the properties of auto-correlation and cross-correlation 

would be quite similar. Analysis [41] based on the moments of the multipath and 

multiuser interference random variables have shown that with the large processing 

gain G, the interference variables can be treated as Gaussian. Furthermore, as for the 

asynchronous case, where T; and q!$ are uniformly distributed over [0, T] and [ O ,  2 ~ ]  

respectively, the variance of the cross-correlation is given by [39, 401 

1 
g2 = ~ a r [ i  lT P N ( ~  - T ~ ) P N ( ~ )  cos 4dt] % - 

T 3G 

We will model the self-interference as Gaussian noise in our simulation in Chapter 

3. 



2.6 Summary 

In this chapter, we have introduced some terminologies commonly used in mobile com- 

munications. We also introduced spread spectrum techniques and their applications 

in a cellular CDMA system. The RAKE receiver and power control technique, which 

are important factors in land mobile communication, have been illustrated. Finally, 

the additive white Gaussian characteristics of the rnultipath and multiuser interfer- 

ences have been described. We will use these models and concepts in our research 

work in the following chapters. 



Chapter 3 

An Analysis of PSAM for 

Rayleigh Fading Channels in 

CDMA 

In this chapter, we will discuss the combining of different rate convolutional coding 

schemes with PSAM and M-ary PSK modulation techniques in CDMA environment. 

We will examine their performance in the frequency-selective Rayleigh fading channel 

in the presence of self-interference. The performance of this system is analyzed and 

the exact expression for the pairwise error event probability is given. An upper bound 

for the PSAM with convolutional coding is also calculated. With the total transmis- 

sion bandwidth fixed, our results show the trade off between coding rate, processing 

gain, and selection of modulation schemes for the system. 

The organization of this chapter is the following: Section 3.1 introduces the system 

model of coded PSAM in CDMA, descriptions of the transmitted signal, coding and 

spreading schemes, and receiver processing. Section 3.2 gives the exact pairwise error 



event probability and the calculation of upper error bound in a coded system. Section 

3.3 considers the pilot symbol insertion scheme and the selection of parmeters. Section 

3.4 compares the performance of different coding, spreading and modulation schemes. 

The system block diagram of the coded communication system used in the thesis is 

given in Figure 3.1 Ideal interleaving is assumed in the system. This assumption is 

justified for continuous data transmissions under moderately fast fading conditions. 

As shown in [44], an interleaving depth (given in number of symbols) of about one 

quarter the inverse of the normalized Doppler frequency provides almost the same 

effect as ideal interleaving. 

3.1.1 General Description 

The block diagram of our system is given in Figure 3.1. The input to the convolutional 

encoder is a sequence of binary digits denoted as 

and the coded output data are mapped to a MPSK symbol in the symbol set. The 

M-PSK symbols are denoted as 

which is the ith codeword of the scheme. Each symbol c;k in ci is a point in the 

complex plane, and the set of distinct symbols forms the signal constellation. The 

sequence of modulation symbols is passed to an interleaver with a depth greater than 
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Figure 3.2: Transmitted frame structure. 

the memory of the channel fading processs. Its output is denoted as 

Pilot symbols are then inserted periodically into the sequence ci. The symbols are 

formatted into frames of length M in which the pilot symbols at times i = kM have 

a known value 5. The frame structure is shown in Figure 3.2, where P denotes the 

pilot symbol and D is the data symbol. The resulting sequence is denoted as 

The signal will be multiplied by a binary P N  sequence to spread the transmission 

bandwidth. After the pulse shaping filter, the spreaded signal is transmitted in the 

usual way over a frequency-selective Rayleigh fading channel. 

At the receiver, the received signal will pass through a RAKE receiver, which was 

described in Section 2.4.3. The samples are then split into two streams: one for the 

data, and the other for the pilot symbols. An estimate of the channel is obtained 

through interpolation of the received pilot symbols. 



3.1.2 Coding and Spreading Schemes 

In our study, we keep the information throughput and spreaded bandwidth constant, 

then compare the error performance of the system under different coding and spread- 

ing schemes. The information data rate is assumed to be 1 and the spreaded band- 

width of the transmitted signal is B. We consider rate 112 and 113 convolutional code 

with constraint lengths of 3 and 5, as well as BPSK, QPSK and 8PSK modulation. 

The encoder structure and spreading schemes are depicted in the following sections. 

BPSK 

The coding rate of convolutional encoder is kln,  i.e., k input information bits are 

encoded into n coded bits. While the spreading factor (processing gain) is G, we 

wish to keep the spreaded bandwidth of the transmitted signal B = Gnlk constant. 

Obviously, there will be a trade off between the coding rate kln  and the processing 

gain G. Furthermore, while the pilot symbol is inserted into the transmitted data 

stream, and the frame size is M, the spreaded bandwidth will be 

where we can see that the insertion of the pilot symbol also affects the processing gain 

of the PSAM system. The effect will be examined in following sections. 

The constraint length for the convolutional codes studied in this thesis are 3 and 

5. We use the good codes in [14 ] .  The encoder generator polynomials (gl, g2) of con- 

straint length 3 and rate 112 code are (in octal form) gl = 5 and gz = 7; for constraint 



length 5 rate 112 code, the generator polynopials are gl = 23, g2 = 35. The encoder 

generator polynomials (gl,gz,g3) of constraint length 3 and rate 113 code are, gl = 5, 

g2 = 7 and g3 = 7. For constraint length 5 rate 113 code, the generator polynomials 

are g~ = 25, g2 = 33, g3 = 37. Figure 3.3 are the structures of the convolutional 

encoders. 

0 

Input 

0 

(4 

Figure 3.3: (a) Structure of L = 5, k = 1, n = 2 Convolutional Encoder. (b) Structure 
of L = 5, k = 1, n = 3 Convolutional Encoder. 

The trellis diagram for the rate 113 L=5 convolutional code is plotted in Figure 3.4. 

QPSK and 8PSK 

To keep the information throughput and the  spreading factor unchanged, we consid- 

ered rate 112 convolutional code with QPSK modulation as well as rate 113 convolu- 

tional code with 8PSK modulation. For rate 112 QPSK and rate 113 8PSK, the code 
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Figure 3.4: Trellis diagram of rate 113 L = 5 convolutional code. 

rate and transmission bandwidth are fixed, and there is no trade off between the code 

rate and the processing gain as in BPSK. Only the insertion of the pilot symbol has 

an effect on the processing gain. The relationship of the processing gain G and the 

frame size M is B = G e .  

Figure 3.5 shows the constellations of QPSK and 8PSK, which the Gray coding 

is adopted to convert the information bits to the transmitted PSK signal. The PSK 

signal in the kth signaling interval k = 0,1, ..., N can be expressed in a complex form 

as s k  = exp(jOk), where Ok is the transmitted signal phase and will take one of the M 

values from the set (2.rrm)lM; m = 0,1, ..., M - 1. 



Figure 3.5:  (a) Constellations of QPSK with Gray mapping. (b) Constellations of 
8PSK with Gray mapping. 

The baseband equivalent of the transmitted signal is given as 

where A is the amplitude, s( t )  is the data waveform which takes one of the M complex 

PSK symbol values, and T is the symbol duration. 

PN( t )  is the pseudo-noise spreading waveform, P N ( n )  is the n-th chip in the pseudo- 

random waveform, and G = TIT, is the processing gain. $(t) is a unit energy rect- 

angular pulse of chip duration T,, and 

As long period PN sequences are suggested for spectrum spreading, we can assume 

PN( t )  is a truely random sequence. 



3.1.3 Receiver Processing 

The frequency-selective Rayleigh fading channel model is described in Section 2.2. 

When S(t )  is transmitted over a frequency-selective Rayleigh fading channel, the 

baseband equivalent of the received signal can be written as 

where g:(t) is a zero-mean complex Gaussin fading process with a variance of g;, , and 

n,(t) is the complex envelope of the channel additive white Gaussian noise (AWGN). 

K is the number of users and L is the number of multipaths. gL(t) is the fading 

process related to the kth user's lth multipath. 7; is the time delay and phase of the 

kth user's lth multipath, which is assumed to be known. First, we consider BPSK 

modulation, then we will extend the result to QPSK and 8PSK. 

At the receiver, the output of the first user's lth branch is 

We assume that the fading process g;(t) is slow enough that gL(t) remains roughly 
--- 

constant over each data symbol interval. This means that the term g;(t)sk(t) can be 

written as g ; ( ~ ) ~ k ( i ) 7  where g:(i) denotes the value of g;(t) during the ith interval. 
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The output of the first user's RAKE receiver's lth branch is sampled every T seconds 

to produce the y,"'(i) in 

Y? ( 2 )  = &g,"'(i)sl(i) S 111 + Ilk + NI (3.11) 

where Ill is the self-interference due to the multipath effect, Ilk is the multiple access 

interference and Nl is the Gaussian noise. 

As we discussed in Section 2.5, the interference terms can be modeled as AWGN 

and the variances were given as 

where E[o] denotes the mathematical expectation. The variance of the AWGN term 

Nl is given as 9. 

It is convenient to introduce the conventional received SNR measures at this point. 

We define the ratio q of pilot power to data power as 

where the expectation is calculated over data symbols only. The expected total energy 

received over a frame after correlation combining is 

El = U : A ~ ( I  b j 2  +(M - 1)E[I s j 2 ] )  (3.15) 

where u,2 = EL, 3 is the combined energy from different multipaths. With n bits 

per symbol and M - 1 data symbols in a frame, the received energy per data bit is 

4 7 



While considering the single user situation, the received signal sample at the RAKE 

receiver's 1st branch output is given by equation (3.17) as 

The self-interference term Il and Gausian noise samples are both white with variances 

1 - 3~ zk2 3 and unity, respectively, and the signal to noise ratio 7 b  = Ea/No. In our 

analysis, since the interference can be modeled as AWGN, we will use the term SIR 

(signal to interference ratio) instead of SNR. 

3.1.4 Optimum Interpolater 

Since we have a frequency-selective Rayleigh fading channel, each signal through dif- 

ferent multipaths experienced independent fading processes. At the RAKE receiver, 

we will get the estimates of channel state information through pilot symbols for each 

RAKE receiver branch. After the channel estimation is acquired, maximal ratio com- 

bining is used to form the decision variable. 

Without loss of generality, we take s(0) as a pilot symbol and consider the detection 

of s(k) (-[MI21 5 k 5 [(M-1)/2]). The channel state estimator provides an estimate 

of the symbol gain g(k) in equation (3.18) using the I( nearest pilot samples 



t i l (k )  is the estimated channel state information for the lth multipath, where hl ( k )  is - 

an interpolation filter and its elements depend on the position k within the frame. 

The length I< column vetor El is defined as the set of pilot samples rr(iM) and the 

dagger denotes conjugate transpose. The estimation error is denoted by er(k), so that 

All the fading processes of multipaths are assumed independent; therefore, the esti- 

mation errors in different branches are independent in the RAKE receiver. 

The KxK auto-correlation matrix is 

and the M-length K covariance vectors are 

If h l (k)  = @glR@&, the variance of the estimation error will be minimized and the 

estimator turns to be an optimum one. 

The expressions for the components of the arrays QRR and QglR are 

where a; is the self-interference, Sij is the Kronecker delta function, fD is the Doppler 

frequency of the fading channel and Jo(*) is the zeroth order Bessel function of the 

first kind. 

aglR(i)  = JO(ZT f~ ( i ~  - k)T) (3.24) 



The sequence of received data symbols at the lth branch of RAKE receiver can be 

written as 

Using the above results of the interplator, it can be shown that the variance of ijl, the 

covariance of gl and $1, and the covariance of rl and ijr are 

where c is the transmitted signal point. These expressions will be used later to cal- 

culate the pairwise error probability. 

3.2 Bit Error Performance Analysis 

In this section, we will give the exact expression for pairwise error probability and 

introduce the residue method to calculate the error event probability. 

3.2.1 The Decoding Metric 

The channel estimator in Figure 3.1 will extract from the received signal information 

about the channel's complex gains. We denoted the sequence at the estimator output 

as (ijl(l), ..., $r(lc), ...), and the expression is given in equation (3.18). In the most 



ideal situation, the estimator provides perfect channel state information (CSI) which 

implies 

$1 (k) = gl (k) Perfect CSI (3.30) 

coherent detection. On the other hand, for differential detection such as DPSK, we 

are using the sample received in the last signalling interval to provide the channel 

state information for the current interval. The result is 

The Viterbi decoder will select the codeword t = (&, ..., &, ..., CM) whose metric 

is the smallest. 

3.2.2 The Pairwise Error Event Probability 

Let the transmitted codeword be ci = ( G ~ ,  ..., c;k, . ..). According to equation (3.32), 

the decoder will pick the erroneous codeword cj = (cjl, ..., cjk, ...) if 

where 

Dk = Ak I  r k  l2  +Bk I gk l 2  +Ckrkgc + C;r;gk (3.34) 

are independent random variables when conditioned on the codeword and the channel 

information of the RAKE receiver's branch. Note that D is simply a quadratic form of 

5 1 



complex Gaussian random variables, and in the case of PSK, this expression simplifies 

to 

and S = 0. 

The probability of confusing the codeword cj with the codeword c;, denoted by 

P ( C ;  + Cj) ,  is simply the probability that the random variable D  in equation (3 .33)  

is less than 6. Let $k(s)  be the two-sided Laplace transform of the pdf of the random 

variable Dk. We assume ideal interleaving in this study and because of the inde- 

pendence of the Dks, the characteristic function of D  is simply the product of the 

where 



All the terms a:k, and aTkdk  are given in equation (3.26)-(3.29). The probability 

density function of D is simply the inverse Laplace transform of QD(s). This means in 

principle we could invert <PD(s) by residues, and perform an appropriate integration 

to obtain the error probability. Thus, the pairwise error probability, defined as the 

probability that D is less than zero, is an integration of its pdf from -m to 0. This 

can be related to the characteristic function as 

where <PD(s)/s is the Laplace transform of the cumulative pdf of the random variable 

D, and the summation is taken over all distinct RP or LP poles. 

Equation(3.39) is the expression for a flat fading channel. While multipath fading 

is present, the Rayleigh fading channel is frequency-selective and the expression for 

dk(s) becomes complicated. For example, if the delay power profile is (0, 0, O)dB, the 

order i of the poles in $ k ( ~ )  will be i3 and 

d k ( 4  = 
P;kpik (3.46) 

(S - ~ l k ) ~ ( s  - ~ 2 k ) ~  

If the delay power ~rofile is (0, -10, -10)dB, $k(s) will be 

where pllk and P21k are obtained from the OdB path, and P12k and P22k are obtained 

from the -10dB paths. The selective fading channel makes the residue calculation 

complicated. 



3.2.3 Upper Bound Calculation 

In most digital communication systems, the average bit error probability is of greater 

interest than the pairwise error event probability. Because of the form of P(c; -+ 

cj), we are not able to get an upper bound on the bit error probability via the 

classical transfer function bound approach. Therefore, we are restricted to find an 

approximation of the bit error probability rather than accounting for error event 

paths of all lengths. In our study, we estimate the bit error probability by considering 

only a small set of short error events as follows 

with 

where n is the number of information bits per channel symbol; m;j is the number 

of information bit errors associated with an error event. The sum is over the set of 

dominant error events, and L,,,,, (c;, cj) is the number of encoding intervals it takes 

for c j  to merge with c; in the trellis diagram. The error events truncated depend 

on the value of N in equation (3.49). This parameter should be chosen so that the 

amount of computation will not be excessive (the computational complexity will grow 

approximately exponentially with N )  and yet most of the dominant error events at 

the SNR of interest are included. For our coding schemes, we set N up to 7. For most 

good codes, the shortest Hamming distance event will be included in the approxima- 

tion in equation (3.48), as long as N is greater than or equal to  the free Hamming 

distance L,;, . 



The error events used in the BER calculation are listed in Table 3.1-3.4 for con- 

volutional coded BPSK, QPSK and 8PSK modulation with constraint length 3 and 

5. All the error events are obtained by hand from the trellis diagrams of coding 

schemes illustrated in Figure 3.4. Note that in Table 3.1-3.4, LmeTge represents the 

merge length of the error event; n;, i = 0,1, ..., M represents the number of complex 

MPSK symbols in the erroneous word with a value equal to e x p ( j 5 i ) ;  L is the total 

number of modulation symbols in the erroneous word that are different from the tran- 

mitted codeword; m;j is the number of bit errors associated with the error event; and 

N;, i = 1,2,3  is the number of poles in QD(s) of order i. Since there are 3 branches 

at the RAKE receiver in our analysis, the order of the poles are increased, and the 

residue calculation via differentiation is very complicated. If the fading profile is (0, 

0, O)dB, the order of the poles in QD(s) is Nf 

Table 3.1: List of Error Events (Relative to  the All Zero Phase Codeword) for rate 
112 (L=3) QPSK Scheme 

3.3 Pilot Symbol Insertion Scheme 

Pilot symbols are inserted into the transmitted signal stream with spacing M at the 

transmitter. The receiver extracts the pilot symbols, and estimats the CSI with an 

interpolator. Then the size of the structured frame, the interpolation position and 
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Table 3.2: List of Error Events (Relative to the All Zero Phase Codeword) for rate 
112 (L=5) QPSK Scheme 

Table 3.3: List of Error Events (Relative to the All Zero Phase Codeword) for rate 
113 (L=3) 8PSK Scheme 

Table 3.4: List of Error Events (Relative to the All Zero Phase Codeword) for rate 
113 (L=5) 8PSK Scheme 



interpolator size will have an effect on the performance of the system. We have some 

simulation results for uncoded BPSK to show the effect of these parameters and their 

selection. The channel delay power profile for simulation is (0, 0, 0)dB. 

3.3.1 Effect of Interpolation Position 

From equation (3.18), we see that the position k of a symbol within the frame deter- 

mines the estimation error as well as the BER. The numerical experimentation showed 

a small position dependence at normal operation parameters. For example, for an in: 

terpolator of size K = 11, in a M = 7 symbol frame, with fDT = 0.01, S N R  = 20dB 

and processing gain is 380, there was only a 1% variation in BER across the frame. 

With fDT = 0.05 and S N R  = 40dB, there is a variance of 4% across the 7-symbol 

frame. However, for normal operating parameters and K being greater than 11, we 

say that the position dependence is negligible. In the following sections, we only eval- 

uate the BER for k = 1, i.e., for the symbol immediately following the pilot symbol. 

3.3.2 Effect of Pilot Symbol Frame Size 

The frame size M has an optimum value, which represents a trade off between ex- 

tra energy in unnecessary pilot symbols and insufficient amount of sampling of the 

fading process for good estimation. Figure 3.6 illustrates the effect for BPSK at 

S N R  = 20dB, with a variety of fade rates and a 11-tap interpolator. It is obvious 

that the BER rises steeply when the frame size causes sampling rate to fall below the 

Nyquist rate, that is, when M < 112 fDT.  



We selected the frame size M = 7 as the benchmark for our research in this thesis. 

Although it represents a 14% loss of capacity, it does accommodate fade rates up to 

fDT = 0.05 (which is 5% of the symbol rate). If slower fade rates are expected, such 

as fDT = 0.01 or fDT = 0.005, then much larger frames can be adopted to reduce 

the loss of capacity. 

3.3.3 Effect of Interpolator Size 

The size of an interpolator is a significant issue in PSAM as it affects processing delay 

and computational load, as well as BER. We show the dependence on the number of 

coefficients K for BPSK with a size 7 frame. From the curves in Figure 3.7, we can 

see that the improvement beyond five to ten coefficients is very slight. Therefore, we 

choose the interpolator size to be K = 11 in our research. 

3.4 Numerical Results 

In this section, we present the numerical results for the pilot symbol assisted mod- 

ulation discussed in above sections. The frequency-selective Rayleigh fading channel 

is a 3-ray model and the spreaded bandwidth is fixed at 380 (assuming the input 

information rate is 1). At the transmitter, the pilot symbol is inserted every 6 data 

symbols and the data frame size is M = 7. At the receiver, the number of pilot 

symbols used in the interpolator for channel estimation is K = 11. These values of 

M and K have been shown above to provide a good compromise among accuracy 
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Figure 3.6: Effect of frame size on BPSK (SNR=20dB, K= 11 : (0, 0, 0)dB delay power 
profile and Processing Gain is 380). 





in the channel estimates, the decoding delay, as well as the decoding complexity for 

all the fade rates of interest. For BPSK modulation, error performance of rate 112 

and 1/3 convolutional codes (with contraint length 3 and 5) are compared under 

different channel conditions. Then the results for rate 112 convolutional code with 

QPSK modulation are illustrated, as well as the results for rate 113 convolutional 

code with 8PSK modulation. The comparison of different modulation schemes are 

presented with the unchanged information throughput. In all illustrations, the results 

of coherent detection and differential detection are plotted for comparison. 

3.4.1 Pilot Symbol Assisted BPSK 

The calculation of the upper bound of BPSK is obtained through equation (3.45). 

The transmitted information bits are random binary sequence with probability 0.5 of 

f 1. For coherent and differential detection, while the spreaded bandwidth is fixed 

at  380 and the information rate is 1, the spreading factor (processing gain G) for 

rate 112 code is 190 and 127 for rate 113 code respectively. In terms of PSAM, the 

insertion of pilot symbol increases the bandwidth of the transmitted signal, thus the 

spreading factor is reduced to 163 for rate 1/2 code and 109 for rate 113 code. 

Rate 112 Convolutional Code PSAM BPSK 

Figure 3.8 and Figure 3.9 show the error performance of rate 112 (constraint length 

3) BPSK under fade rate 0.05 and 0.005. The channel is frequency-selective and the 

delay power profiles are (0, 0, 0)dB and (0, -3, -6)dB. When the BER is we 

can see at fast fading ( fDT = 0.05), and the PSAM has only 0.3dB improvement 

compared with differential detection. But at  slow fading ( fDT = 0.005), the PSAM 
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Figure 3.8: Bit error performance of constraint length 3 rate 112 convolutional coding 
pilot symbol assisted BPSK. Delay power profile is (0, 0, 0)dB. 

has over 2dB improvement than differential detection. 

Figure 3.10 illustrates the error performance of rate 112 (constraint length 3) code 

at fade rates 0.05 and 0.005. Although the channel is still frequency-selective Rayleigh 

fading, the (0, -10, -10)dB delay power profile makes it more like a "flat" fading one. 

The error performance appears differently from Figure 3.8-3.9. 

Through Figure 3.10, we find that compared with differential detection, PSAM 
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Figure 3.9: Bit error performance of constraint length 3 rate 1/2 convolutional coding 
pilot symbol assisted BPSK. Delay power profile is (0, -3, -6)dB. 



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . .> . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  > ........................... i . . .  ... .-...= ..., . . . . . . . . . . . . . . . . . . . . . . . . . .  :. . . . . . . . . . . . . . . . . . . . . . . .  : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . -  
s. r g  . . . . . . . . . . .  . <: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - . . '..I. . ...>.<...........-!.=..:........... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . .  - . . . . . . . s . . . . . . . . . . . . . . ! . i . . . - L . . . . . . .  - . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  = 

r ?;;.'.c. .... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . < . . . . . . . . . . . z  . . . . . . _ . . . . . . . . .  -. . . . . . . . . . . . . . .  ' ..-' . . . . . . . . . . . .  ............... . . . - . .  ........ ". ",.' . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . .<.. h '  

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - ............................................... :::-.: . .  + .  ..... 
-sii.....................'....:.x.................5..-.s. . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  -. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . "  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . .%. . . .  . . .  . . . . .  % : : : : : : : : . : : : : : : : : : : : : : : : : : : : : : : . : < i i i ; ; i i ; ; ; i . i j i : : I s : : > : - : . : : : : : : : : : : : . : : : : : : : : : : : : : : : : : : : : : : : : :  h. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . .  . . . *  . . . . .  - : . . . . . . . . . . . .  : . . . . . . . . . . . . .  
. . . . . . . . . . . . . .  ..<. . . . . .  .;. . . . . . . . . . . . . . . . . .  .>., .:. . . . . . . . . . . .  , . .>  :,. .?.:.r,:. . . . . . . . . . . . . . . . . . . . . . .  

5 ..: - .  . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . .  % 2, . . . . . . . .  I :...a ,.... :: i1 . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .................................. : : : :  . . . . . . . . . . . . . . . .  5 :  . . . . . . . . . . . . . . . . . . . . .  K.. . . .?... . . . . . . . . .  . . . .  , . S  . . . . . . . . . .  7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  : : : :  . . . . . . . . . . .  :.:::: ...; . . . . . . . . . . . . . . . . . . . . . . . . . . .  .... :<:::::::: . .  "" " . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  h: ..... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  : .. . . .  x . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . .  ' ..............:.........% %...  . . . . . . . . . . . . . . . . . . . . .  ; . ; i 2 . . . : 5 : . . . .  . . . . . . . . . . .-  . 
\ ' '. .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .<. ........................... y.<....................-..... 

. \ \ .  X'." " -  - .  
. . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . .  -:::::::::::::::::::<::::::,::::::::::::::::::::::::.:::::::::::::::::::::::: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .<.... . . . . .  < . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  

~ - i ~ i i i i i : i i ~ i i i i i : i " ' : : : i ~ i i i i i i i i : i i ~ i i i i i : : : : : : : : : :  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  : : : :  : : : : : : : : ;  I : : : : : : : : : : : : . : : : : :  . . . . . . . . . . . . . . . . . .  . . . . . . . . .  . . . . . .  . . . . .  ...SiiCohki&iii&fedion : i f i i i i i i i i i i i i : i i : i i i i i i i i ; i i i i i i i : i i i i ~ ; i i i i  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

1 0-lo I 
I I I I I 

7 8 9 10 1 1  12 13 14 15 
SIR(dB) 

Figure 3.10: Bit error performance of constraint length 3 rate 112 convolutional coding 
pilot symbol assisted BPSK. Delay power profile is (0, -10, -10)dB. 



at fast fading (foT = 0.05)improves the performance by over 2dB at At slow 

fading (fDT = 0.005), the improvement is around 4dB at and the performance 

of PSAM is only 1.5dB poorer than ideal coherent BPSK. Comparing Figure 3.10 

to Figure 3.8 and 3.9, we can see that unlike a very selective fading channel where 

PSAM only works at slow fading, PSAM can also improve the performance of dif- 

ferential detection at a fast fading rate. In a less selective fading channel, while the 

signals' power of the 2nd and 3rd path are much less (-lOdB) than the main path (the 

1st path), the channel can be approximated as a "flat" fading channel. The received 

signal-to-interference ratio (SIR) at the RAKE receiver's 1st branch is larger because 

of a small self-interference power caused by weak paths. This gives the better per- 

formance of channel estimator and improves the PSAM performance than differential 

detection. On the other hand, the SIR at the other RAKE receiver taps are smaller 

due to the large interference from the strongest path. This reduces the diversity ef- 

fect after combining and causes a decrease in the overall performance. Although the 

performance in a "flat" fading channel is inferior to that in a more selective fading 

channel due to the loss of the diversity effect, we should say that PSAM works more 

effectively than differential detection in a "flat" fading channel than in a selective 

fading channel with the presence of self-interference. 

The performance of rate 112 (constraint length 5 )  and rate 113 (constraint length 

3 and 5) convolutional codes BPSK have the same behavior as above under similar 

channel conditions. We can say at a very selective fading channel such as (0, 0, 0)dB 

delay power profile, the self-interference caused by the multipath effect is large, and 

PSAM can improve the performance compared with differential detection only at a 



slow fading rate. When the channel presents flat fading properties, self-interference 

is smaller at certain taps of RAKE receiver, and PSAM can improve the performance 

better than differential detection at both fast and slow fading. 

Cornparision of Rate 1 /2  to Rate 1/3 PSAM BPSK 

We compare the error performances of rate 1/2 to 1/3 convolutional code in combi- 

nation with pilot symbol assisted BPSK modulation. Under different fade rates and 

delay power profiles, rate 1/2 and 1/3 codes with different constraint lengths and 

processing gains present different performances. First, we will be discussing the very 

selective fading channel, and the delay power profile is (0, 0, 0)dB. 

Figure 3.11 plotted the curves at fade rate 0.05. From (a) we can see that while 

the constraint length is 3 for both codes, the rate 112 PSAM outperforms rate 113 

PSAM by about 0.75dB at Rate 112 code also outperforms rate 113 code with 

coherent or differential detection. On the other hand, when the constraint length is 

5, Figure 3.11(b) shows that rate 113 PSAM outperforms rate 1/2 PSAM by 0.5dB 

at The rate 113 code outperforms rate 112 code at lower BER (< with 

coherent or differential detection. This phenomenon is caused by the properties of 

convolutional codes. The rate 1/2 code with constraint length 3 has free distance 5 ,  

and rate 112 code with constraint length 5 only has free distance 7. Whereas the 

rate 1/3 code with constraint length 3 has free distance 6, the rate 113 code with 

constraint length 5 has free distance up to 12. The rate 112 code and rate 1/3 code 

with constraint length 3 have similar error-correcting ability, but a larger processing 
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Figure 3.1 1: Comparison of error performance of rate 112 to rate 113 convolutional 
coding pilot symbol assisted BPSK. Delay power profile is (0, 0, 0)dB and fade rate 
is 0.05. (a) Constraint length is 3. (b) Constraint length is 5 .  



gain with rate 112 code reduces the self-interference caused by selective fading chan- 

nel and the performance of rate 112 BPSK is getting better. For constraint length 5 

codes, although the processing gain for rate 112 BPSK is larger than that of rate 113 

BPSK, the error-correcting power of rate 112 code is much less compared to rate 113 

code, and the performance of rate 113 BPSK is better. Without increasing the de- 

coding complexity, the rate 113 code which has a larger constraint length and smaller 

processing gain, performs better than rate 112 code with the same constraint length 

and a larger processing gain. This shows the trade off between the coding rate and 

the processing gain while the information throughput and transmission bandwidth 

are fixed. 

At slow fading ( fDT = 0.005), Figure 3.12 shows that rate 112 BPSK and rate 113 

BPSK have similar behavior as above. However, the improvement of rate 113 code to 

rate 112 code is obvious when a larger constraint length code is adopted. 

Now we present the error performance at a less frequency-selective Rayleigh fading 

channel, and the delay power profile is (0, -10, -10)dB. 

Figure 3.13 shows the error performance of rate 112 and rate 113 BPSK modu- 

lation with constraint length 3 at both fast and slow fading channels. We can see 

that the error performance of rate 112 and 113 codes are quite similar. At a BER of 

there is less than 0.5dB difference between rate 112 BPSK and rate 113 BPSK. 

With constraint length 3, although the rate 112 code with a larger processing gain 

outperforms rate 113 code with a smaller processing gain, the error-correcting abilities 

of these two codes are similar, and we see that the difference is not big. Comparing 
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Figure 3.12: Comparison of error performance of rate 112 to rate 113 convolutional 
coding pilot symbol assisted BPSK. Delay power profile is (0, 0, 0)dB and fade rate 
is 0.005. (a) Constraint length is 3. (b) Constraint length is 5. 



Figure 3.13: Comparison of bit error performance of constraint length 3 rate 112 to 
rate 113 convolutional coding pilot symbol assisted BPSK. Delay power profile is (0, 
-10, -10)dB. 



Figure 3.11(a), Figure 3.12(a) and Figure 3.13, we see that no matter whether the 

channel is fast or slow fading, frequency-selective or "flat" fading, rate 112 convolu- 

tional code with short constraint length 3 only outperforms rate 113 code by about 

0.5dB. 

Figure 3.14 shows the error performance of rate 112 BPSK and rate 113 BPSK when 

the constraint length of convolutional code is 5. At both fast and slow fading chan- 

nels, rate 1 /3 BPSK has 1dB improvement at over rate 112 BPSK scheme due to 

the powerful error correcting ability of the rate 113 code. Comparing Figure 3.1 1 (b), 

Figure 3.12(b) and Figure 3.14, the rate 1 /3 BPSK has only 0.5dB improvement over 

the rate 112 BPSK in a very selective fading channel, but the improvement is up to 

IdB in a less selective fading channel due to less multipath interference. We can say 

that while the information throughput and transmission bandwidth are fixed, rate 

113 code with constraint length 5 outperforms rate 112 code in both fast and slow 

fading channels. The less selective the channel is, the more improvement the rate 113 

code achieves. 

3.4.2 Pilot Symbol Assisted QPSK and BPSK 

In this section, we will present the error performance of rate 112 convolutional code 

with PSAM QPSK, as well as the error performance of rate 113 convolutional code 

with PSAM 8PSK. The transmitted signal constellations are shown in Figure 3.5, 

and the signals have the value s k  = e z p ( j e k ) .  Ok is the transmitted signal phase and 

will take one of the M ( M  = 4 for QPSK and M = 8 for 8PSK) values from the 

set (2rm)lM; m = 0,1, ..., M - 1. We assume the pilot symbols to be real in both 



Figure 3.14: Comparison of bit error performance of constraint length 5 rate 1/2  to 
rate 1/3 convolutional coding pilot symbol assisted BPSK. Delay power profile is (0, 
-10, -10)dB. 



cases with the value S = 1. The BER calculation is much like that of BPSK. For 

QPSK, one input information bit is encoded to two bits and then mapped to a QPSK 

symbol with Gray code. For 8PSK, one input information bit is encoded to three bits 

and then mapped to a 8PSK symbol with Gray code. The insertion of pilot symbols 

will reduce the processing gain of QPSK and 8PSK. With a seven-symbol frame and 

spreaded bandwidth 380, the processing gain for PSAM QPSK and 8PSK is actually 

326. On the other hand, the spreading factor for coherent or differential QPSK and 

8PSK is still 380. 

First, we consider PSAM QPSK. Figure 3.15 shows the error performance of 

rate 112 PSAM QPSK with constraint length 3. The channel is frequency-selective 

Rayleigh fading and the delay power profile is (0, 0, 0)dB. The curves present sim- 

ilar performance with that of PSAM BPSK. Compared with differential detection, 

the improvement of PSAM is less than IdB at fast fading. On the other hand, the 

improvement of PSAM QPSK is nearly 2dB at slow fading. Rate 112 PSAM QPSK 

with constraint length 5 presents similar behavior. 

Figure 3.16 shows the error performance of PSAM QPSK at a less frequency- 

selective fading channel with a delay power profile of (0, -10, -10)dB. Compared with 

differential detection, the PSAM has around IdB improvement at fast fading while 

at slow fading, the improvement can be over 2dB. Comparing Figure 3.16 with Fig- 

ure 3.15, the improvement of PSAM over differential detection is quite similar at 

both slow and fast fading. Compared to DPSK, when the channel is less selective, 
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Figure 3.15: Bit error performance of rate 112 (constraint length 3) convolutional 
code PSAM QPSK. Delay power profile is (0, 0, 0)dB. 



the improvement shows that it is getting better, but at the same time, the diversity 

effect is also decreasing and the overall performance is reducing. This tells us that 

when the self-interference is getting stronger at a certain tap of RAKE receiver, the 

signal-to-interference ratio of the corresponding multipath is lower and it does not 

provide the diversity effect as expected. Rate 112 code PSAM QPSK with constraint 

length 5 presents similar behavior. 

For rate 113 PSAM 8PSK, the behavior is quite similar to rate 112 PSAM QPSK, 

and the curves of constraint length 3 are shown in Figure 3.17. Compared to differ- 

ential detection, we noted at fast fading, the improvement is less than IdB; however, 

at slow fading, the improvement is approximately 2dB. We also noticed that when 

the channel is getting less selective, the performance is getting poorer as the effect 

of multipath diversity is reduced. The 113 PSAM 8PSK with constraint length 5 

presents similar behavior. 

3.4.3 Comparision of Pilot Symbol Assisted BPSK, QPSK 

and 8PSK 

We have illustrated the error performance of the pilot symbol assisted BPSK, QPSK 

and 8PSK in various fading channels. In this section, we compare several pilot sym- 

bol assisted modulation schemes with the same net information throughput of 1 

bit/symbol and fixed spreading bandwidth 380: uncoded BPSK, rate 112 and 113 

coded BPSK, rate 112 coded QPSK and rate 113 coded 8PSK. In all cases, the length 

of each data block is M = 7, and the number of pilot symbols (interpolator size) 



Figure 3.16: Bit error performance of rate 112 (constraint length 3) convolutional 
code PSAM QPSK. Delay power profile is (0, -10, -10)dB. 
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Figure 3.17: Bit error performance of rate 113 (constraint length 3) convolutional 
code PSAM 8PSK. (a) Delay power profile is (0, 0, 0)dB. (b) Delay power profile is 
(0, -10, -10)dB. 



used for interpolation is K = 11. As mentioned above, different code rates and the 

insertion of pilot symbols make the processing gain of these modulations different. 

The processing gain is 326 for uncoded BPSK, rate 112 QPSK and rate 113 8PSK, 

163 for rate 112 BPSK and 109 for rate 113 BPSK respectively. 

Figure 3.18 and Figure 3.19 show the comparison of constraint length 3 code under 

fade rates of 0.05 and 0.005. The channel is frequency-selective fading with a delay 

power profile of (0, 0, 0)dB. Rate 112 QPSK always outperforms rate 113 8PSK at all 

fade rates. The improvement is about 1-1.2dB. Rate 113 BPSK performs better than 

rate 113 8PSK, and rate 112 BPSK also outperforms rate 112 QPSK. The advantage 

of BPSK is not obvious at  fast fade rate (fDT = 0.05) and at a higher BER (> lo-*) 

in Figure 3.18. At slow fade rate (fDT = 0.005) and all BER ranges considered, 

Figure 3.19 shows that both the rate 112 and 113 BPSK schemes outperform the rate 

112 QPSK and rate 113 8PSK schemes. 

Figure 3.20 shows the comparison of constraint length 5 code under a fade rates of 

0.05 and 0.005. We noticed that rate 112 QPSK still outperforms rate 113 8PSK at 

all fade rates, but the difference is becoming smaller. Rate 113 code with constraint 
I 

length 5 outperforms rate 112 code in BPSK. In Figure 3.20(a), at  lower SIR, rate 112 

QPSK and rate 113 8PSK with a larger processing gain have less self-interference from 

multipaths, and they outperform rate 112 and 113 BPSK with a smaller processing 

gain. When SIR increases, the self-interference also increases and the performance of 
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Figure 3.18: Bit error performance comparison of uncoded PSAM BPSK, rate 112 
and 113 coded PSAM BPSK, rate 112 coded PSAM QPSK and rate 113 coded PSAM 
8PSK. Constraint length of convolutional code is 3. Delay power profile is (0, 0, 0)dB 
and fade rate is 0.05. 
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Figure 3.19: Bit error performance comparison of uncoded PS.4M BPSK, rate 1 / 2  
and 113 coded PSAM BPSK, rate 112 coded PSAM QPSK and rate 113 coded PSAM 
8PSK. Constraint length of convolutional code is 3. Delay power profile is (0, 0, 0)dB 
and fade rate is 0.005. 
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Figure 3.20: Bit error performance comparison of uncoded PSAM BPSK, rate 112 
and 113 coded PSAM BPSK, rate 112 coded PSAM QPSK and rate 113 coded PSAM 
8PSK. Constraint length of convolutional code is 5. Delay power profile is (0, 0, 0)dB. 
(a) Fade rate is 0.05. (b) Fade rate is 0.005. 
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the dense constellation modulation becomes poor. BPSK modulation with a strong 

error-correcting code presents better performance. 

Now we consider the error performance at a less frequency-selective fading channel 

with a delay power profile of (0, -10, -10)dB. Figure 3.21 shows the error performance 

of constraint length 3 code, and Figure 3.22 shows the error performance of constraint 

length 5 code at fade rates 0.05 and 0.005. They have similar behavior as those of (0, 

0, 0)dB selective fading channel. 

3.5 Summary 

In this chapter, we presented the analysis and numerical results of different rate con- 

volutional coding schemes with PSAM and M-ary PSK modulation techniques in 

CDMA environment. The residue method is adopted in the analysis to calculate the 

upper bound of different modulation schemes. The parameters of pilot symbol inser- 

tion were decided from simulation results. A frame size M = 7 is selected as well as 

interpolation size K = 11. 

In the numerical calculations, the transmitted data rate and spreading bandwidth 

are assumed to be fixed. The trade off between code rate, modulation scheme and 

processing gain is then illustraded. First, we considered pilot symbol assisted BPSK. 

The performance of rate 112 and rate 113 codes (constraint length 3 and 5) present 
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Figure 3.21: Bit error performance comparison of uncoded PSAM BPSK, rate 112 
and 113 coded PSAM BPSK, rate 112 coded PSAM QPSK and rate 113 coded PSAM 
8PSK. Constraint length of convolutional code is 3. Delay power profile is (0, -10, 
-10)dB. (a) Fade rate is 0.05. (b) Fade rate is 0.005. 
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Figure 3.22: Bit error performance comparison of uncoded PSAM BPSK, rate 112 
and 113 coded PSAM BPSK, rate 112 coded PSAM QPSK and rate 113 coded PSAM 
8PSK. Constraint length of convolutional code is 5. Delay power profile is (0, -10, 
-10)dB. (a) Fade rate is 0.05. (b) Fade rate is 0.005. 
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similar behavior. In a very selective fading channel, the self-interference is larger 

and PSAM can improve the performance compared with differential detection only 

at a slower fading rate. When the channel is less selective and presents "flat fading" 

properties, PSAM can improve the performance better than differential detection at 

both fast and slow fading. Comparing rate 112 and rate 113 PSAM BPSK, different 

phenomena are observed. Constraint length 3 rate 1/2 code and rate 113 code have 

similar error correcting capabilities. The smaller self-interference due to a larger pro- 

cessing gain makes rate 112 BPSK outperform rate 113 BPSK slightly. Constraint 5 

rate 113 code has a much better error-correcting capability than rate 112 code, and it 

outperforms rate 112 code in both fast and slower fading channels. The less selective 

the channel is, the more improvement the rate 1 /3 code achieves. 

Afterwards, the performance of pilot symbol assisted rate 112 QPSK and rate 

113 8PSK are investigated. The PSAM QPSK and 8PSK present similar behavior 

in both more and less selective fading channels. At fast fading ( fDT = 0.05), the 

PSAM has about IdB improvement over differential detection. On the other hand, 

the improvement can be over 2dB at slower fading ( f D T  = 0.005). When the channel is 

getting less selective, the overall performance is decreasing due to the reduced diversity 

effect. Finally, with fixed data throughput and spreading bandwidth, comparisons 

have been made between uncoded BPSK, rate 112 and 113 coded BPSK, rate 112 

coded QPSK and rate 113 coded 8PSK. They present similar behavior in both more 

and less selective fading channels. When constraint length is 3, rate 112 QPSK 

always outperforms rate 1/3 8PSK at all fade rates considered. At a slower fade rate, 

both the rate 112 and 113 BPSK outperforms rate 112 QPSK and rate 113 8PSK 



schemes. When the constraint length is 5 ,  rate 1/2 QPSK still outperforms rate 1/3 

8PSK. Rate 112 QPSK and 113 8PSK outperform BPSK at lower SIR due to less 

self-interferences. When the self-interference increases and the performance of dense 

constellation modulation becomes poorer, BPSK with a strong error-correcting code 

presents better performance. 



Chapter 4 

Error Performance Simulation of 

Cellular CDMA 

In this chapter, we consider the bit-error-rate (BER) performance and frame-error- 

rate (FER) performance on the uplink (portable-to-base) of a cellular CDMA system. 

The CDMA system uses convolutional code, orthogonal signaling, symbol interleaving, 

multipath diversity with noncoherent combining and fast closed-loop power control. 

The transmitted information data rate is 64kb/s and the processing gain is 128. The 

exact analytical expression for the required signal-to-noise ratio (SNR) at a given 

decoded BER and FER is quite difficult to derive because of its dependence on the 

fading rate, the interleaving size, and the detection scheme at the receiver. Instead of 

deriving these performance bounds analytically, computer simulation is used to obtain 

the channel performance. The organization of this chapter is as follows: Section 4.1 

introduces the system model of combined orthogonal/convolutional coding scheme for 

CDMA communication. Section 4.2 illustrates the simulation results and the influ- 

ence of parameter selection. Section 4.3 presents a simple performance comparison 

of this combined orthogonal/convolutional coding scheme to Pilot Symbol Assisted 
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Figure 4.1: Block diagram of the transmitter structure of DS/CDMA system. 

Modulation. 

4.1 System Model of Combined Orthogonal and 

Convolutional Coding Scheme 

A combined orthogonal/convolutional coding scheme, which is adequate for nonco- 

herent reception over the uplink, is suggested in [13]. The information bits to be 

transmitted are organized in groups of k  information bits, which are coded by a rate 

k l n  convolutional encoder to generate n coded bits. These groups of n  coded bits are 

further encoded into M-ary Walsh symbols, or, in general, M-orthogonal waveforms; 

M = 2". Then the M-ary symbols within a block are symbol interleaved to combat 

fading. Such a scheme achieves a spreading factor of k M / n .  Further spreading using 

PN sequences is usually needed to provide spectrum spreading and user separation. 

The resulting spread spectrum sequence is then modulated and transmitted. In this 
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case, the code optimality and the definition of distance in orthogonal/convolutional 

code are different from the binary convolutional coding. We must measure the dis- 

tance in units of Hadamard symbols. For instance, the optimal binary constraint 

length 9, rate 113 convolutional code has a minimum binary distance of 18. The same 

code used in the 2/6/64 coding yields a minimum distance of 5 (of 64-ary Hadamard 

words). The transmitter structure is depicted in Figure 4.1. 

4.1.1 Convolutional Code Encoder and Hadamard Mapping 

This approach is called the orthogonal/convolutional coding scheme and k / n / M  code. 

In this thesis, we use 2/6/64 code, which has promising performance at  the cost of 

complexity. The rate 216 encoder can be implementedin the same way, using the same 

3 generators as a rate 113 encoder. Theoretically, a rate 216 code may be designed 

to use six different generators and has a better distance property than using the rate 

1 /3  code generators twice. However, there is no systematic way to  design an optimal 

code, and computer searching will be very time consuming when the constraint length 

is long. Practically, people find that running a rate 1/3 encoder twice as a rate 2/6 

encoder is a quite satisfactory solution, and this is how our simulations are realized. 

A rate 113, constraint length 9 convolutional code is used in simulation, and the 

three generator polynomials are gl = 557, 9 2  = 663, and g3 = 711. The structure of 

the encoder is depicted in Figure 4.2. 
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Figure 4.2: Structure of L = 9, k = 1, n = 3 convolutional encoder. 

The output of the encoder is comprised of 6 coded bits per 2 input information bits. 

The 6 coded bits are further mapped into one of the 64 Hadamard codewords (Walsh 

symbols) using a 64x64 Hadamard matrix (i.e., each Hadamard code word consists of 

64 binary bits). This process produces 64 orthogonal signals. The Hadamard matrix 

consists of 1s and -Is, with the property that every row of the matrix is orthogonal 

to any other row of the matrix. The formation of the Hadamard matrix is as follows 

With the use of the Hadamard signals (rows from the Hadamard matrix Hs)  in 

the uplink of this CDMA system, the word- by-word interleaving technique implies 

interleaving based on a Hadamard word. 



Figure 4.3: A block interleaver with n rows and m columns. 

4.1.2 Symbol Interleaving 

The successive received code symbols are correlated, and interleaving is usually ap- 

plied to achieve time diversity to mitigate fading. An interleaver shown in Figure 4.3 

is a device which can rearrange the ordering of the encoded symbols so that two 

consecutive symbols are separated by certain spaces (interleaving depth) after inter- 

leaving. The interleaver is able to break up the burst errors caused by multipath 

fading, and the individual symbols received will have independent fading gains. Since 

data are organized in blocked bits, a block interleaver is usually used. There are 

two types of block interleaving available: bit interleaving, where the encoded bits are 

first interleaved and then mapped into Hadamard orthogonal symbols; and symbol 

interleaving, where interleaving follows orthogonal mapping. It has been shown that 

symbol interleaving results in at least IdB improvement in the required SNR [43], so 

we adopted symbol interleaving in this simulation. 



We performed our simulation on two interleaving sizes: 6 by 16 and 16 by 16 

symbol interleaving. At the transmitter, the symbols are written into the interleaver 

row by row and transmitted out column by column. At the receiver, the demodulated 

symbols are written into the deinterleaver column by column and read out row by 

row. Because we have two input information bits mapped into a Walsh symbol, the 

overall interleaving delay is 192Tb for 6 by 16 symbol interleaving, and 512Tb for 16 

by 16 symbol interleaving respectively, where Tb is the time duration of information 

bit. The frame size considered for FER calculation is the same as the interleaver size. 

4.1.3 Modulation and Demodulation 

In our simulation, we consider quaternary direct-sequence systems where the same 

data is modulated onto the in-phase and quadrature channels using different PN 

cocks, It is also called balanced quadriphase modulation. The receiver structure of 

such a system is shown in Figure 4.4(a), and it is basically a RAKE receiver as intro- 

duced in Section 2.4.3. 

Although the modulation is done by QPSK, the data modulation may be regarded 

as a binary PSK. It's suggested that PN codes with long periods should be applied 

in this system. Because of the large period of the PN codes considered, it can be 

assumed to be a random sequence. 

The received signal is demodulated and despreaded, and its in-phase (I) and 
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Figure 4.4: Receiver structure of DSICDMA system. (a) Block diagram of L branch 
RAKE receiver and decoder. (b) The receiver model for the l th RAKE branch. 



quadrature (Q) components are separated. The resulting I and Q samples are corre- 

lated with each of the 64 orthogonal waveforms independently (Hadamard correlator). 

The corresponding outputs of the I and Q correlators are squared and added together. 

The outputs of the corresponding Hadamard correlators from other diversity branches 

are square-law combined, weighed with equal gain as well. 

The channel is frequency-selective Rayleigh fading with a delay power profile of 

(0, -3, -6)dB or (0, -10, -10)dB. Slow fading is considered in our simulation. The nor- 

malized Doppler frequency fdT is 0.0002 and 0.002, which is based on 2GHz carrier 

frequency and vehicle speed 7 - 70krnlhr. 

4.1.4 Power Control 

Due to  the delay by deinterleaving, information to  be used for feedback power control 

must be extracted before deinterleaving. The output of the square-law combiner con- 

sists of 64 values, which will be used for power control and for the Viterbi decoder. 

These 64 metrics cor~espond to one of the 64-ary orthogonal signals. Because of the 

orthogonality of the 64-ary signals, on the average at relative high SIR, the maximum 

metric value should indicate the signal power. The rest of the metrics correspond to 

noise and interference power. Therefore, a hard decision is performed to select the 

maximum value of the 64 output values from the square-law combiner. Therefore, the 

quantity 



represents the estimated short-term average SIR, where wj,; = 1, ..., 64 are the outputs 

from the square-law combiner for the jth information bit period Tb; and m is the power 

control updating rate. The numerator represents the signal power over an informa- 

tion bit period, and the denominator represents the noise and interference over an 

information bit period. Because interferences are noise-like and have constant power 

level, the signal-to-interference ratio (SIR) and signal-to-noise (SNR) are treated the 

same in our simulation. 

The unique mapping f ( A )  between a given SIR (in dB) and the corresponding 

value presented in Equation 4.3 can be found by simulation. The estimated SIR 

A = f ( A )  is then compared to the set power control threshold I?. If A > r, the 

portable is requested to reduce its power by S d B ;  otherwise, it increases its power by 

S d B .  If the criterion for the uplink performance is a low3 decoded bit error rate, the 

SIR should be around 7dB. The error rate suffered by the unprotected power control 

bits is assumed to be 10%. 

4.1.5 Viterbi Decoder 

The outputs of the square-law combiner wj ,~,  ..., wj,e4 are used as metric values in the 

Viterbi decoding process. It advances two nodes for each received signal, and the 

metric value between the received signal and 6-bit coded symbol (a5, a4, ..., ao) is wk, 

where k = 25a5 + ... + 2al + ao. The maximum value w,,, and its corresponding 

index k are then used in the Viterbi decoding process. For example, if w,,, = wls, 



then the binary representation of the value 18 (i.e., 010010) will be treated as the 

estimated transmitted coded signal. The value of w18 is used as the weight for each 

of the corresponding binary coded bits. The decoding depth is chosen to  be 6 times 

of the constraint length. The use of w,,, as the soft metric does not degrade the 

system performance compared to the use of the optimum soft metric in the decoding 

process (i.e., the log-likelihood function of w,,,). 

4.2 Simulation Results 

The transmitted data rate is 64kb/s with a carrier frequency 2GHz. The processing 

gain is 128 and the channel is a three-ray frequency-selective fading channel. We are 

interested in the performance for a slowly fading channel with normalized fading rate 

fDT = 0.0002. Results of fDT = 0.002 has also been studied for comparison. Two 

delay power profiles have been simulated for the fading channel, (0, -3, -6)dB and (0, 

-10, -10)dB. 

The block diagram has been shown in Figure 4.1 and 4.4. Some assumptions on 

power control were applied to  the simulation results. The power control command 

bits are generated every Tp = 1.25msec, and the present SIR is estimated through 

8-bit short term estimation. The power control processing and transmission delays 

are 2Tp and the power control step size is set at  0.5 dB. The power control bits do not 

go through coding and interleaving, and they suffer a 10% random error rate. Two 

symbol interleaving sizes of 6x16 and 16x16 have been adopted for simulation. The 

data frame size is also the same as the interleaving size, i.e., 192 and 512 information 



bits for 6x16 and 16x16 interleaving respectively. At the receiving end, the RAKE 

receiver captures signal power from all three paths. 

4.2.1 At fading rate 0.0002 

Figure 4.5 and Figure 4.6 illustrate the BER and FER with a delay power profile of 

(0, -3, -6)dB. The interleaving size in Figure 4.5 is 6x16. From the curves we can see 

the power control technique can reduce the BER and FER dramatically. A frame is 

counted as an error frame as long as there is one single error bit within it. 

While reading the simulation results of power control, the BER and FER perfor- 

mances should not be related to the SNR, since the power control scheme maintains 

a constant level of receiving SIR at  the receiver end. This applies to all the power 

control simulation results within this chapter. 

Figure 4.6 illustrates the BER and FER with interleaving size 16x16. The effect of 

power control is obvious. Comparing Figure 4.5 to Figure 4.6, the BER and FER are 

almost the same for both interleaving sizes without power control. With the power 

control technique, the larger interleaving size 16x16 presents a similar performance 

as interleaving size 6x16 does. This indicates that for a very slow fading channel, the 

interleaving size should be large enough to randomize the channel so that the use of 

a powerful error-correcting code would be effective. 

Figure 4.7 - Figure 4.8 illustrate the BER and FER with a delay power profile of (0, 
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Figure 4.5: The performance of BER and FER. Interleaving size is 6x16, delay power 
profile is (0, -3, -6)dB and fdT=0.0002. 
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Figure 4.6: The performances of BER and FER. Interleaving size is 16x16, delay 
power profile is (0, -3, -6)dB and fdT=0.0002. 
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Figure 4.7: The performances of BER and FER. Interleaving size is 6x16, delay power 
profile is (0, -10, -10)dB and fdT=0.0002. 

-10, -10)dB and different interleaving size. The weak multipaths make the frequency 

selective channel look like a flat fading one. The interleaving size in Figure 4.7 is 6x16 

and although power control technique reduces the BER and FER, its performance is 

not as good as that of (0, -3, -6)dB. This is because the channel is more like a flat 

fading channel and has a less diversity effect. 

The interleaving size in Figure 4.8 is 16x16 and the results are similar to  Figure 4.6. 

This also confirms that at a very slow fading rate, the interleaving size 6x16 and 16x16 

randomize the burst error similarly. Comparing Figure 4.6 to Figure 4.8, we find that 



Figure 4.8: The performances of BER and FER. Interleaving size is 16x16, delay 
power profile is (0, -10, -10)dB and fdT=0.0002. 

under the same interleaving size, the performance of (0, -3, -6)dB is better than that 

of (0, -10, -10)dB with or without power control. This indicates that when the chan- 

nel is getting less frequency selective, the diversity effect of the spread spectrum also 

decreases. 



Figure 4.9: The performances of BER and FER. Interleaving size is 6x16, delay power 
profile is (0, -3, -6)dB and fdT=0.002. 

4.2.2 At fading rate 0.002 

Figure 4.9 - Figure 4.12 illustrate the BER and FER performances of different in- 

terleaving sizes and delay power profiles with the considered fading rate to be 0.002. 

Compared to fading rate 0.0002, we call this the fast fading case. While the interleav- 

ing size is 6x16 and the delay power profile is (0, -3, -6)dB, the results are depicted 

in Figure 4.9. From the curves we can tell that although power control still reduces 

the BER and FER, the performance does not improve as much as for theslow fading 

channel. 



The results of a 16x16 interleaving size are shown in Figure 4.10 and compared with 

Figure 4.9, we find that a larger interleaving size performs better than a smaller inter- 

leaving size at a fast fading rate. This indicates that unlike in a very slow fading rate, 

a 16x16 interleaving size can randomize the burst error much better than the 6x16 

interleaving, so the use of an error-correcting code is effective. However, the same 

power control technique used in slow fading does not work well in the fast fading 

environment. The adjustment in transmitting power could not follow the variation 

of a fast fading channel. Although increasing the interleaving size can reduce the 

BER, the increased data packet contains more information bits, and the FER does 

not improve or even drops down. 

Figure 4.11 - Figure 4.12 show the results of a delay power profile of (0, -10, -10)dB. 

The behaviors of BER and FER are similar to those with a delay power profile (0, 

-3, -6)dB. The BER performance is improved with a larger interleaving size but the 

FER performance drops down due to the larger packet size. The power control tech- 

nique improves the performance but does not work as well as in slow fading channels. 

Comparing the curves in Figure 4.11 and Figure 4.12 to those in Figure 4.9 and Fig- 

ure 4.10, we find that when the channel is getting less selective, the diversity effect 

decreases as well. 



Figure 4.10: The performances of BER and FER. Interleaving size is 16x16, delay 
power profile is (0, -3, -6)dB and fdT=0.002. 
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Figure 4.11: The performances of BER and FER. Interleaving size is 6x16, the delay 
power profile is (0, -10, -10)dB and fdT=0.002. 



Figure 4.12: The performances of BER and FER. Interleaving size is 16x16, the delay 
power profile is (0, -10, -10)dB and fdT=0.002. 



4.3 Comparison of Pilot Symbol Assisted Modu- 

lat ion and Combined Ort hogonal/Convolut ional 

Coding Scheme 

In Chapter 3, we gave the error bound analysis of Pilot Symbol Assisted Modulation. 

The performances of diffferent rate convolutional coding schemes with PSAM and 

MPSK modulation techniques were presented. In this section, we are going to present 

a simulation performance comparison between PSAM and non-coherent detection. 

The channel is frequency-selective Rayleigh fading and the delay power profile is (0, 

-3, -6)dB. Fading rate FDT=0.005 and 0.0005 are simulated. 

For the PSAM, a rate 113 convolutional code with contraint length 9 and BPSK 

modulation are considered. The pilot symbol insertion scheme is the same one intro- 

duced in Chapter 3. The transmitted data frame length is 7 and the interpolator size 

at the receiver end is 11. The bandwidth spreading factor is 128. After pilot symbol 

insertion, the actual processing gain decreases to 109. A 12 by 16 bit interleaving 

scheme is adopted to break up the burst errors caused by multipath fading. The 

interleaving delay is 192Tb, where Tb is the time duration of the information bit. 

The pilot symbols used in BPSK have the value +1, and the data symbols are 

zt1. The receiver makes decisions by phase correcting the RAKE receiver output with 

the channel estimate and comparing the result to zero. Referring to equation (3.19, 

3.25), Re[rr(k)gl(k)] is the output of the I t h  branch. The outputs from all branches 

are combined together to form the decision variable, which will be deinterleaved and 



decoded. If the real part of the decision variable is positive, a +1 is sent to Viterbi 

decoder, otherwise a -1 is sent. In our simulation, the Viterbi decoder performs hard- 

decision decoding to  recover the transmitted data. 

The orthogonal/convolutional coding scheme is the same one introduced in Section 

4.1 except that there is no power control implemented, and the constraint length of 

the convolutional code is 9. A 6 by 16 symbol interleaving is adopted with interleaving 

delay 192Tb. 

Figure 4.13 shows the performances of PSAM and non-coherent detection at  a fade 

rate of 0.005. The delay power profile is (0, -3, -6)dB. We can see that the PSAM per- 

forms better than non-coherent detection. At BER PSAM has approximately 

3dB advantage over non-coherent detection. Figure 4.14 shows the performances of 

PSAM and non-coherent detection at  a slower fade rate of 0.0005. The curves indi- 

cate that  PSAM has more of an advantage over non-coherent detection. Even though 

the simulation is not very accurate at  lower BER, the PSAM seems to outperform 

non-coherent detection at a slower fading rate. 

4.4 Summary 

We presented in this chapter the simulation results of a combined orthogonal/convolutional 

coding scheme in cellular CDMA system. The 2/6/64 code and the Walsh symbol 
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Figure 4.13: The BER performances of PSAM and Non-coherent detection. Inter- 
leaving delay is 192Tb, the delay power profile is (0, -3, -6)dB and fdT=0.005. 
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Figure 4.14: The BER performances of PSAM and Non-coherent detection. Inter- 
leaving delay is 192Tb, the delay power profile is (0, -3, -6)dB and fdT=0.0005. 



interleaving are adopted in the transmitter. Balanced quadriphase modulation, where 

the same data is modulated onto the in-phase and quadrature channels using different 

P N  sequences, is also considered. The power control, RAKE receiver and Viterbi de- 

coder are implented at the receiver. When the power control update step can follow 

the variation of the channel, the effect is obvious. The more selective the channel 

is, the better the performance is achieved due to the diversity effect. At a faster 

fading rate ( fDT = 0.002), 16x16 interleaving size provides better performance than 

6x16 interleaving size. On the other hand, at a slower fading rate ( f D T  = 0.0002), 

16x16 and 6x16 interleaving present similar results, which indicate that a larger in- 

terleaving size is needed at slower fading to randomize the burst error. Finally, the 

simple simulation comparison illustrates that PSAM has better performance than the 

non-coherent without power control technique. 



Chapter 5 

Conclusions 

5.1 Conclusions 

In this thesis, we studied the error performance of Pilot Symbol Assisted Modula- 

tion (PSAM) of M-ary PSK signals in a cellular CDMA system. A three-ray channel 

model is adopted to represent the frequency-selective Rayleigh fading encountered in 

cellular CDMA environment. One characteristic of cellular CDMA is the presence 

of self-interference and multiple access interference. The error performance of pilot 

symbol assisted modulation is affected by these interferences. 

For BPSK modulation, the coding rate is Icln for convolutional encoder. We 

wanted to keep the transmission bandwidth B = Gnlk constant, where G is the 

processing gain. Apparently, there is a trade off between the coding rate kln and 

processing gain G. Furthermore, the insertion of pilot symbols also reduces the actual 

processing gain of the system. If the pilot symbols are inserted into the data stream 



with frame size M ,  the transmission bandwidth will be 

where the effect of frame size M is obvious. For rate 112 QPSK and rate 113 8PSK 

modulation, the actual processing gain is only affected by the insertion of pilot sym- 

bols. 

Pilot symbol assisted BPSK modulation is analyzed first. The transmission band- 

width is fixed at 380, and we considered rate 112 PSAM BPSK with processing gain 

163 and rate 113 PSAM BPSK with processing gain 109 respectively. PSAM always 

outperforms differential detection at both fast and slow fading. The slower the channel 

fading is, the better performance PSAM achieves. When the channel is less frequency- 

selective, the received SIR at the 1st branch of the RAKE receiver is larger because 

of the less amount of self-interference caused by the weaker paths. The improvement 

of PSAM over differential detection is getting larger. But the overall performance 

decreases due to less diversity effect. 

At a channel with a delay power profile of (0, 0, O)dB, we can see that when the 

constraint length is 3 for both codes, the rate 112 PSAM outperforms rate 113 PSAM. 

On the other hand, when the constraint length is 5, rate 113 PSAM outperforms rate 

112 PSAM. This phenomenon is caused by the properties of the convolutional codes. 

The rate 112 and 113 codes with constraint length 3 have similar error-correcting 

abilities. However, rate 113 code with constraint length 5 has much stronger error- 

correcting ability than constraint length 5 rate 112 code. The larger processing gain 

with rate 112 code reduces the self-interference caused by the selective fading channel 



and improves the performance. As for the constraint length 5 codes, although the 

processing gain for rate 112 BPSK is larger than that of rate 113 BPSK, the error- 

correcting power of rate 112 code is comparatively less than rate 1/3 code, and the 

performance of rate 113 BPSK is better. 

Rate 113 PSAM 8PSK has a similar performance as rate 112 PSAM QPSK. We 

have illustrated the comparison of several PSAM schemes with the same net informa- 

tion throughput of 1 bit/symbol and fixed spreading bandwidth 380: uncoded BPSK, 

rate 112 and 1/3 coded BPSK, rate 112 coded QPSK and rate 113 coded 8PSK. 

When the constraint length is 3, rate 1/2 BPSK has the best performance among 

those schemes. However, when the constraint length is 5, rate 113 code outperforms 

the other schemes. When SIR increases, the self-interference also increases and the 

performance of dense constellation modulation becomes poorer. BPSK modulation 

with strong error-correcting code presents better performance. 
' 

Uplink error performance simulation has been made on a combined orthogo- 

nal/convolutional coding scheme for a cellular CDM A system. Balanced quadriphase 

modulation and Hadamard signals are adopted for modulation, and the closed loop 

power control and RAKE receiver were implemented at t,he receiver. Simulations were 

run through frequency-selective fading channels with delay power profiles of (0, -3, 

-6)dB and (0, -10, -10)dB. Bit error rate (BER) and frame error rate (FER) were sim- 

ulated, where the frame size was the same as the interleaving size. The power control 

techniques can reduce the BER dramatically while the upgrade speed follows the vari- 

ation of the fading channel. The result also indicates that a larger interleaving size is 



needed to randomize the burst error in a slow fading channel. When the channel gets 

less selective, the overall performance decreases as well due to the less diversity effect. 

Finally, a simulation performance comparison of PSAM and non-coherent detection 

was presented. The coding scheme, interleaving size and spreading bandwidth are 

the same. Without the power control technique, the PSAM shows a consistant better 

performance than that of non-coherent detection. 

5.2 Suggestions for Further Research 

Some suggestions for further work are given below: 

When the multipath number is increasing and the coding scheme is getting 

complicated, the calculation of error bound with residue method becomes very 

difficult and time consuming. Some more effective methods should be found to 

make the calculation of bit error bound easier. 

More analysis and simulation results of the performance of the PSAM and non- 

coherent detection on the reverse link should be approached. Although including 

a pilot signal for each user will reduce the power efficiency, the better perfor- 

mance of PSAM might compensate it. 

Different pilot symbol insertion schemes could be considered for cellular CDMA 

environment to improve the performance. 
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