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Abstract 

The objective of this thesis Is speech coding for packet networks. A common aspect of 

speech transmission through pxketised networks is the need to consider the discarded 

(missing) packets as a result of error detection or network overload. The rnissing pack- 

ets and the possible mistracking that results in the speech decoder !cad to significant 

quality degradation. In this thesis, we introduce a packet recovery technique for code 

excited linear prediction [CELP) based speech coders. 

The proposed technique independently extrapolates the excitation signal and the 

short-term syuthesis filter. A recovery strategy based on speech classification (voic,ed, 

unvoiced, transition, silence) is discussed. The extrapolation of the short-term filter 

uses a- least-squares fading memory poly~lomial filter applied to reflection coefficients. 

In network environment, we have many possible sources of delay, hence low-delay 

coders may be required. In this research, two approaches towards achieving a high 

quality low-delay speech coder at 8 kb/s have been developed: a backward 8 kb/s 

coder and a partially-forward 8 kb/s coder. The effect of coefficient adaptation on 

speech quality under clean and noisy channel conditions is also investigated, using 

various driving signals. 

The quality of the low-delay codecs develaped are comparable to the 8 kb/s VSELP 

codec in clean conditions. Atbit error rates of 10-" both systems achieve NOS sc.ores 

which were within 0.2 on the MOS scale from the scores obtained in clean conditions. 

The backward system, by making use of a different driving signal, results in a robust 

codec which achieves good subjective quality, even at BER as high as lo-'. 

Objective and subjective quality evaluations of the missing packet recovery model 

applied to the low-delay CELP (LD-CELP) (2.728 standard and a variable-rate CELP 

(VR-CELP) system for random and burst block erasures are presented. The results 

indicate that the packet recovery system is robust up to a block erasure rate of 10%. 

Very little degradation in quality was observed at erasure rates up to 3%. 
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Chapter 1 

Introduction 

Speech coding has recently seen a renewed explosion of i~teres t  and activity. This is 

primarily attributed to the rapid development of very large scaled integrated circuit 

technology that has enabled cost effective implementation of new technology. Wire- 

less personal communications offers a significant role for speech coding technology to 

mature, as a result of the tremendous increase in demand for personal communication 

services (PCS), which is expected to continue well into the next millennium. 

Part of the challenge in planning future wireless systems is to determine the ser- 

vices they will be required to support. This has been the major thrust of the Interna- 

tional Telecommunications Union (ITU), which is defining future public land mobile 

telecommunications systems (FPLMTS). 

Fast packet switching systems for T1 transmission and asynchronous transfer rnode 

(ATM) for broadband integrated services digital network (BI SDN) systems have moti- 

vated interest in packetized speech transmission in wired networks. Next generation 

personal comnunication networks will be required to so-exist with fibre-optic based 

broadband communication networks (such as B-ISDN/ATM) in a transparent and effi- 

cient manner. 

1.1 Speech Coding 

Speech coding involves the transformation of a continuous time and continuous am- 

plitude speech signal into a discrete time and discrete amplitude signal. This is a 

lossy transformation, whereby the signal samples are never recovered exactly after 



decoding. The objective of the speech coding system is to reduce the bandwidth re- 

quired to transmit a speech signal in digital form, and this is achieved by decreasing 

the bit-rate whilst attempting to preserve speech quality. 

There are various criteria involved in the desigu of a speech coding system. Some 

of the most important criteria include: 

0 perceptual speech quality 

transmission bit rate 

computational complexity 

0 communications delay 

robustness to channel impairments 

The aim of the speech coding researcher is to design a system, suitably trading-off 

these criteria depending on the desired application of the speech coding system. In this 

thesis, we pay particular attention to codec robustness and delay whilst attempting 

to preserve speech quality. 

Co~nmunication delay has become an important performance criterion for speech 

coclers, as efforts are being intensified to achieve toll quality at rates as low as 4 kb/s, 

to replace existing higher rate systems. Delay may necessitate the use of echo cancel- 

lation, and in some applications it remains an i~npairnlent even after echo cancellation 

is performed. For example, in a network environment there are many possible sources 

of delay (i.e. transmission, propagation, queuing etc), hence low-delay coders may be 

required. A crit.ica1 consideration in low-delay coding has been codec robustness in 

noisy charnels. 

In this research, two approaches towards achieving a. high quality low-delay speech 

coder at 8 kb/s have been developed: a backward 8 kb/s coder, which makes use of 

a 13-tap hybrid backward ada-ptive open-loop pitch predictor and a partially-forward 

scheme, which uses a 3-tap forward adapted long-term adaptive codebook. Also 

investigated, is the effect of coefficient adaptation on speech quality under clean a.nd 

noisy channel collditions using various synthesis driving signals. 

The development of a low-rate high quality low-delay speech coder is a precursor to 

the primary motivation of this thesis: the study of packet recovery techniques in code 
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excit.ed linear prediction (CELP) based sy eech coders. After having examined the effect 

encoder modifications have on codec robustness under noisy a ~ i d  clean conditions, the 

thesis addresses the issue of: how can the decoder be better designed to handle errors, 

both random as well as bursts, for blocks of speech information, 

1.2 Packetized Speech Coding 

Packet techniques offer significant benefits for voice as well as for data communica- 

tions. The integration of digital voice with data in a common packet-switched system 

offers p~tent~ial  cost savings through sharing of switching and transmission resources, 

as well as enhanced services for users who require access to both voice and data 

co~nmunications. Packet networks also provide a system environment for effective ex- 

ploit at ion of variable bit-rate voice transmission techniques, either to reduce average 

end-to-end bit-rate or to dynamically adapt voice bit-rate to network conditions. 

Block erasures may appear in packetized systems due to network overload con- 

ditions. Speech blocks may be lost due to buffer overflow or they may be dropped 

in the network nodes by the congestion control mechanism. The congestion control 

operates as follows: newly arriving packets are blocked if the number already present 

at an input queue exceed some threshold. A distinction being made between input 

packets (packets newly arriving at a node) and transmit packets (those already in  

the network and arriving from another node). Another source of block erasures could 

be fixed delays due to transmission and propagation, as well as statistically varying 

delays, such as long queuing delay in nodes, which result in packets not arriving at 

their destination within a prescribed time and being considered as lost. Additional 

varying delays components are caused by packet retransmissions to compensate for 

errors in delivery. For real-time voice communication with a low-delay constraint (i. c. 

packet retransmissions being minimized), some reliability needs to be sacrificed by 

tolerating a small percent of lost packets [102]. 

Portable radio channels experience signal fluctuations (fades) caused by multi-path 

signal additions from different propagation paths. The effect cf fading is to produce 

errors in bursts when the received signal envelope fades below some noise related 

tbeshold, resulting in a channel that is either very good (no errors) or very bad 

(error bursts). Fading leads to a situation where error detection may be preferable to 
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forward error correction (FEC) and the corresponding channel may be characterized 

by block erasures. 

The teleco~nmunication standardization sector of the Internatio~lal Telecommuni- 

cation Union (ITU-T) has recently standardized a 16 kb/s speech coding algorithnl. 

The system chosen was low-delay code excited linear prediction (LD-CELP). The ITU-T 

is currently in the process of standardizing an 8 kb/s speech coding algorithm. Per- 

sonal comnlunications services (PCS) is a major application envisioned for the 8 kb/s 

standard. The 16 kb/s LD-CELP algorithm is likely to be employed in the early phase 

of PCS, imtil lower rate standards are fully established. 

Codecs can be evaluated using a random errors channel model which is an a(:- 

ceptable method for wired networks. However, speech coders operating in a personal 

com~nunications environment also need to address bursty errors in order to ac.hieve 

accept able p erformance in app!ications [21]. The random error assumption can still 

be applied if burst errors can be ranclomized by using techniques such as bit interleav- 

ing. In the vehicular mobile environment, bit interleaving to randomize bursty errors 

may be achieved within acceptable delay due to short fade and inter-fade durations. 

On the other hand, in PCS systems, clue to the slow fading nature of the channel, a 

substantial amount of bit intdeaving would be required to randomize errors and this 

results in unacceptable delay. 

In this thesis, Illissing packet recovery techniyixs based on speech classification 

and spectral extrapolation are examined. The recovery system extrapolates indepen- 

clently the excitation signal and the short-term synthesis filter using an extrapolation 

strategy based on speech classification (voiced, unvoiced, transition, silence). The 

extrapolation of the short-term filter uses a least-squares fading memory polynomial 

filter applied to reflection coefticients. 

Thesis Objectives 

The objective of this thesis was speech coding for packet networks. The main objective 

was to examine codec robustness under block erasures on speech quality in CELP-based 

speech coders as well as to develop a high-quality low-delay coder that is robust under 

bit errors. 

The main contributions of the research are: 



* Recovery techniques Eased on speech classification and spectral extrapolation 

are developed for CELP-baed speech coders [41,40,42,43]. A recovery strategy 

b a e d  on speech classification (voiced, unvoiced, transition, silence) was devel- 

oped. Recovery techniques which extrapolated independently the excitation 

signal and the short-term synthesis filter were developed. Transition recovery 

was i~nproqed by developing a model to recalculate the extrapolated excitation, 

which due to packet errors was corrupted as a result of absent or misplaced 

pitch pulses. 

Two approaches towards achieving a high quality speech coder at 8 kb/s have 

been developed, trading off conxnunication delay and speech quality. Also the 

effect of coescient adaptation on speech quality under clean and noisy chamel 

conditions is investigated [38; 391. 

1.4 Thesis Outline 

This thesi~ is organized into six chapters. Chapter 2 provides a brief overview of 

speech coding fundamentals which are considered important concepts necessary to 

facilitate a better understanding of the thesis. In Chapter :3, low-delay coding is 

discussed in detail with particular emphasis being placed on 8 kb/s lattice low-delay 

vector excitation coding (LLD-VXC) studies undertaken and a review of the 16 kb/s 

LD-CELP speech coder and earlier work on low-delay vector excitation coding (LD-VXC) 

and LLD-VXC at 16 kb/s. 

Chapter 4 discusses some critical issues in packet based speech coders. Also pre- 

sented is an overview of variable-rate speech coding together with a brief description of 

a variable-rate CELP (VR-cELP) c ~ d e r  tested under the packet recovery model. Packet 

recovery techniques in CELP based speech coders are presented in Chapter 5. Finally, 

conclusions are presented in Chapter 6. 



Chapter 2 

Speech Coding Fundamentals 

This c h q t e r  provides a brief overview of speech coding fundamentals which are con- 

sidered important concepts necessary to facilitate a better understanding of the thesis. 

The chapter is organized into six sections. Sect io~ 2.1 provides a concise introduction 

to rate clistortion theory. In Section 2.2. a stmmlary of scalar and vector quantization 

is provided. Section 2.3 presents the linear prediction model for speech. In Section 

2.4, quality measures useful for measuring the subjective quality of speech are clis- 

cussed. Speech coding systems are reviewed briefly in Section 2.5, with an'overview 

of the state of the art coding techniques being presented for completeness to give the 

reader a feel for the latest coding strategies being actively s t ~ d i z d .  Finally, the CELP 

coding technique is presented in Section 2.6. 

2.1 Rate Distortion 

By applying the sa~npling theorem, the output of an analog source is converted to 

a11 equivalent discrete-time sequence of samples. The samples are then quantized 

and encoded. Quantization of the amplitudes of the sampled signal results in  data 

compression but also introduces some distortion of the waveform or loss in fidelity. 

By the term "distortion" we mean some measure of the difference between the actual 

source 5 k  and the corresponding quantized values Zk, which we denote by cl{zk, ik). 

For example a commonly used distortion measure is the squared-error distortion, 
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defined as 

Once a distortion measure has been chosen and if d{xk, Zk) is the distortion mea- 

sure per ietter, the distortion between a sequence of n samples xn and the correspond- 

ing n quantized values % is the average over the n source output samples 

The source output is a random prccess, and, hence, the n samples in xn are random 

variables. Therefore, djx,,&) is a random variable. Its expected value is defined as 

the average distortion 

where the last step follows from the assumption that the source output process is 

stationary. 

Suppose we have a ~nemoryless source with a continuous-amplitude output x that 

has a probability density fxnction (ydf) p(z), a quantized amplitude output alphabet 

2: and a per letter distortion measure d(z,Z), where x E x and E E 2. Then, the 

minimum rate in bits per source output that is required to represent the output x of 

the memoryless source with a distortion less than or equal to D is called the rate- 

distortion function R(D) and is defined as 

R(D)  = min 
p ( 2 ,  Ix):E[d(x,%)]<D 

I(x, 2) 

where I(x, 2) is the average mutual intor~nation between x and 2 and is given by 

L here determines the number of outcomes of the output 2, and p(2;lx) is the prob- 

ability of x being reproduced as 2;. I(x,%) is a function of pf3;lx). In general, the 

rate R{Dj decreases as D increases ort conversely, R ( D )  increases as D decreases. 

The rate distortion function R(D)  of a source is associated with the following basic 

source coding theorem in information theory attributed to Shannon. 



G There exists an encoding scheme that maps the source output into code- 

words such that for any given distortion D, the ~niniinum rate R(D)  bits 

per sample is suacient to reconstruct the source outpt~t with a11 average 

distortion that is arbitrarily close to Dr 

It is clear that the rate distort.ion function R ( D )  for any source represents a lower 

bound on the source rate that is possible for a given level of distortion. In deriving 

a rate-distortion function. sources are assumed stnationany and to haw a given pclJ'. 

speech is a non-stationary process. its rate-distortion function for a general fidelity 

criteriorr is still an rinsoli-etl prot1t.r-n. Perceptual-based (.riteria whic11 are iniportar~t 

in low-rate speecll coding are diffirult to apply to the ~iiathematical workfra~ne of tllr 

rate-distortion theory. The implications of which are an inabilitt~ to accurately obtain 

a h e r  bound on the source rate to achieve a given level of distortion . For more 

information on rate-distortion theory and entropy. the reader can refer to [49, 83, 51. 

2.2 Quantization 

As cfiscusseci earlier. rpantization is a mapping procedure which results in  a loss of 

iuformatio~i. In this section. scalar and vector qua~itization will be briefly reviewed. 

For more detailed information Jayant and No11 provide an excellent review of earlier 

work on quantization [49f and Gersho a ~ i d  Gray gives a comprehensive overview of 

the state of the art in vector ~~i~antizat ion I:%]. 

2.2.1 Scalar Quantization 

A scalar quantizer is a illan\--to-olle mapping of the real axis into a finite set of real 

numbers yr,. k = 1.2. ..+ L .  If the input signal is x, the quantizer mapping Q, and the 

qttantizer output points gk, the quantizer ecjuatiorl becomes 

The choice of output. points are done so as to minimize a distortion criteria d(:ri y). 

The quantizer equation now becomes 



where. ,4RGIWI,Vj returns the ~ a l u e  of the argument j for which a ~nininluzn is 

obtained. 

The design of optimal scalar quantizers is performed using the Lloyd-Mas algo- 

rithm @6. 711. which is discussed in detail in most texts on quantization [49, 281. 

Scalar qualttizers can be optimized in such a way that for a giveu input probability 

~irarsity function and a given ~iurnber of iewls, they gil-e a minimal qixmtization error 

variance. These quantizers are called optimal quantizers. The quantization error is 

give11 by 

with the variance of the quantization error as 

The necessary conditions for the nlini~murn are obtained by straightforward differ- 

entiation with respect t o  ~ l k  and the interval boundary values. The necessary condi- 

tions for optimality can he shu\vn to  be 

1 
rk = ,(% + yk+l) for k = 1.2, ... L - I (2.  lo)  

i 

Equation 2.10 states that the interval boundaries must lie halfway between the recon- 

struction values. Xote that equation 2.10 is a particular case of equation 2.7 in  tlw 

general case. Equation 2.11 means that the quantization level is the centroid of the 

quantization interval. Equation 2.1 1 can be written as 

JZdl V Y W X  
Yk = for k =  1:2. . .7L 

Jzk =%-I p,fz)d.r 

Anabtical solutions far equations 2.10 and 2.11 can only be found for L = 2,3.  

Uuq-d proposed an iterative algorithm that can be used to  obtain a numerical solution. 

The key steps involwd are: 

1. For a given centroids set, obtain the optimal decision boundaries that satisfy 

equation 2.10- 
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2. For a given set of decision fegions. obtain the optimal centroids satisfying equa- 

tion 2.12. 

Lloyd's technique as described above is not suitable for speech signals as the ydf used 

in computing equation 2.12 is not known. Max, however, introduced a technique 

for signals represented by training sequences, based on computi~lg the conditional 

expectation as a simple average, clustering all input points that lay in any given 

interval7 thus not requiring knowledge of the pdf. 

2.2.2 Vector Quantization 

The vector quantization (VQ j problem is part of the general pattern-recognition prob- 

Iern of classification of data into a number of categories that optimize some fidelity 

criterion. Indeed, in the design of vector quantizers, one often employs well known 

techniques from pattern recognition. The theoretical fountlation of vector quanti- 

zation comes from Shannon's theory on rate-distortion, which suggests that better 

co~nyression can be achieved by coding vectors instead of scalars. 

Vector quantization involves the joint quantization of a block of signal parameters 

or samples. If the input signal is an n-dimensional vector x = [.rIx 2 . . . . ~ , , ]  with real- 

valued. continuous amplitude components {x, , 1  5 i 5 n )  that are described by a joint 

ycZf p(x). the quantizer mapping is Q and the quantizer output is an n-dimensional 

vector y with components (9,. 1 5 i < 72) .  the cluantizer equation becomes 

The n-dimensional space is partitioned into L cells Ck, 1 5 k 5 L- All input vectors 

that fall in cell Clk are qi~antized to the vector y k .  

Quantization introduces a distortion d(x, y). The average distortion over the set 

of input vectors x is 

where P(x E Ck) is the probability that the vector x falls in the cell Ck and p(x) is 

the joint ydf of the n random variables. As in scalar quantization, D is minimized by 
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selecting the L cells {Ck7 I 5 k < L) a.nd corresponding centroids y k  for a given pd' 

p(x). There are two conditions for optimality. The first is that the optimal quantizer 

employ a nearest neighbour selection rule, which can be expressed as 

Ck = {x : d(x, yk) 5 d(x, yj) for 1 < j 5 L )  (2.16) 

This condition states that d l  input vectors that lie in the k-th cell are as close to yk 

as to any other- codevector. Note that when the distortion between an input vector 

and two or more codevectors is equal, t~he input vector is on a cell boundary and 

must be assigned to a unique codevector (tie breaking rule). The second condition for 

optimality is that each output vector yk be chosen to nlinimize the average distortion 

in cell Ck. So y k  is that vector y which minimizes 

where y k  is the centroid of the cell C;;, and can be written as yk = Cent(Ck). These two 

conditions are generalizations of the optinla1 scalar quantization solution presented 

earlier? to solve for the n-dimensional problem. 

The analysis above is predicated on the assumption that the joint pdf p(x)  of the 

data vector is known. However, the pdf p(x) is not known in practice. One method 

of codebook design is the K-means algorithm (attributed to Forgey), an iterative 

clustering technique used widely in pattern recognition [67]. Lloyd, in an unpublished 

paper in 1957, had cieveloped the same a'lgorit hm but for the scalar yuan tization 

problem and a known distribution [66]. The application of this algorithm to a training 

sequence and the VQ case is termed as the generalized Lloyd algorith~n (GLA) [34]. The 

algorithm is also known as the LBG algorithm based on the work of Linde, Buzo and 

Gray 1651. 

The algorithm divides the set of iM training vectors x into L cluc,t.ers, where K = L 

in the design problem a.nd :%I i> L. q is the iteration index and Ck(q) is the k-th 

cluster at iteration q .  The GLA algorithm is as follows: 

Step 1 Initialization: Set q = 0. Choose a set of output vectors yk(0), 1 5 k < - L 

Step 2 Glassificatio?r: Classify the set of training vectors {x(nz), 1 5 7n 5 M )  into 

clusters Ck using the nearest neighbour rule 



Step 3 Code k c t o r  tYpdating: set q to y + 1. Update the code vector of every ciustes 

by computing the centroid of the training vectors in each cluster. 

For the mean-square error (MSE) distortion measure y k ( q )  is given by 

Also, compute the resulting distortion D(q)  at the y-th iteration. 

Step 4 Termination Test: If tlie decrease in the overall distortion D jq) at iteration 

q relative to Dfu - 1 j is below a certain threshold, stop; otherwise go to step 2. 

A reasonable choice of threshold is 0.001 1291. 

The algorithm above has keen shown to converge to a local optimum [65]. Note, 

however, that any such solution is not unique. Global optimization can be obtained by 

reinitializing the codevectors t.o all possible initializations and repeating the algorithm, 

atid then selecting the coclebc-,ok that results in a minimum overall distortion. 

The choice of a distort.ion measure is an important consideration in the vector 

quantizer desigp yrulilem. Some measures used, include the MSE (Euclidean distance 

between vectors) and the weighted MSE. 111 weighted MSE, unecjual weights are intro- 

duced to render certain contributions to the distortion more important than others. 

A weighted measure, \%-here W is a positive-definite weighting matrix. can be clefinecl 

as 

2.2.3 Vector vs Scalar Quantization 

Vector quantization is a process of redundancy removal that makes effective use of four 

inter-reiateci properties of vector parameters in proper placement of the code vectors 

[67]. The four parameters are: linear dependency, nonlinear dependency: ydf shape 

and vector dimensionality. How a vector quantizer chooses code vector placements 

aud cell shapes is the critical aspect in VQ design. 
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Redundancy in compression implies dependence amongst parameters. There are 

two types of dependence: linear and nonlinear. Linear dependency can also be consid- 

ered as correlation. Two random variables that are correlated are linearly dependent. 

If they are uncorrelated then they are linearly independent even though they may be 

statistically dependent. The dependency that remains after the linear dependence is 

re~noved is called nonlinear dependence. 

Consider random variables xl and xz that have a two-dimensional joint pclf as 

shown in Figure 2.1. It is trivial to show that xl and z2 are dependent. If scalar 

quantizers are used to quantize sl and 22 independently: the resulting scheme is 

eqiivalent to a vector quantization code that is the product of the scalar cpantization 

codes for x1 and z2- Such VQ codes are known as product codes and from the example 

are clearly wasteful of bits as there are regions of zero probability that have been 

assigned some bits (unshaded region in Q) .  By a simple rotation of 45 degrees, the 

random variables can be transfor~ned so as to be uncorrelated and therefore save bits 

in quantization. 

Figure 2.1: 2-d joint probability density function showing linear dependence 
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Figure 2.2: 2-d joint probability density fullction showing nonlinear dependence 

In the example presentecl above. the rauclom variables are also independent after 

rotation. Ifj  howevert the random variables were uncosrelated but statistically de- 

pendent. by modif~ing t.he joint ydf to that of Figure 2.2, savings in bits could he 

attained by ensuring that partitions excludecl the area inside the smaller rectangle, 

where the probability was zero. 

Dimensionality is a~lother parameter that decides judicious choice of code placs- 

ment. The vector quantizer examples shown ill Figure's 2.1 and 2.2 assume as a 

scjnare the shape of all their cells. One nice feature of vector quantizers for higher 

clin~ensions is the freeclorn to  choose different cell shapes a,s opposed to being lim- 

ited to the natural extension of the square in higher dimensions as required in scalar 

quantization. 

In discussing the vector cjuantizer example, the cells are assumed to have the same 

shape and size in a quantization region. For non-uniform pcu shapes, one would 

expect that not only would there be unequal sizes of quantization regions to take 

full actvantage of the imequal pdf ciistribution, but also that different cells shall have 

different shapes for optimal performa~lce. 



2.2.4 Sub-Optimal Vector Quantization 

Having designed a codebook, one can then use it to quantize the input vector of 

dimension n by computing the distortion between the input vector and each of the 

code vectors, then choosing the code vector with the minimum distortion as the 

quantized value. This is a full search procedure since all code vectors are tested in 

obtaining the quantized vector. For an L-level quantizer, the number of distortion 

computations needed to quantize a single input vector is L,. The computational cost 

for qua.ntizing each input vector is proportional to nL.  If the average ~nlmber of bits 

per dimension is R, then log, L = Rn, where log2 L is the total number of bits llsed 

in quantizing the input vector. The co~llputational cost is therefore proportional to 
nzR7~ , so complexity grows exponentially with vector dimension. Storage costs also 

@row exponentially with vector dimension. 0 

Reducing the vector dimension often sacrifices the possibility of effectively exploit- 

ing the statistical dependency that exists in a set of samples. The solution to this 

complexity limitation is obtained through applying constraints in the structure of 

the vector quantizer so as to tradeoff cornplexity with quality juciiciously. It is often 

possible to reduce the complexity by orders of magnitude while payiug only a slight 

penalty in average distortion. 

Some'of the contrained VQs are: 

0 Lattice VQ: A lattice quantizer is a quantizer whose codewords form a subset of 

~ollway a lattice. Extensive papers on these forms of Vqs developed by Ckrsho, ( I  

et al. are presented in a good reference source by Abut [I]. 

r Tree-Structured VQ: The coclebook search is performed in stages. In each stage 

a substantial subset of candidate code vectors is eliminated from the search 

procedure. The procedure is attributed to Buzo et  al. [6, 671. 

r Product code VQ (Split VQ): Reduces the quantization proc,edure by splitting the 

codevector into subvectors, each to  be quantized by a separate codebook. This 

technique is attributed to Sabin al -*ray [88]. 

0 Shape-Gain VQ: A product code technique that decomposes the prohlem into 

that of coding a scalar and a vector based 011 extrac.ting the root mean-square 
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value of the vector components. This quantity is called the gain and acts as 

a normalizing factor. The normalized input vector is hence called the shape. 

Technique was first developed by Sabin and Gray [88]. 

Multi-Stage VQ: The basic idea is to divide the quantization proble~ I into snc:- 

cessive stages, where the first stage performs a crude approximation of the input 

vector. Then: a second stage quantizer operates 011 the error difference t>etwwn 

the original input vector and the first stage quantized output. Subsequent sta,ges 

are used for refining the quantization procedure [51]. 

2.3 Linear Prediction 

The most common use of is to estimate a sample of a stationary ranclorn 

process from observations of several past samples. Linear predictio~l was first in- 

troduced in speech processing by Atal and Schroeder. This section presents a brief 

overview of linear prediction theory and the cornputation and cjuantization of linear 

prediction coefficients. For more detailed information, the reader is referred to the 

following references [fig, 49. 28, 24. 9:3]. 

2.3.1 Linear Prediction for Stationary Signals 

(lonsicler a stat.ionary r anhrn  process ( ~ ( 7 1 ) )  with zero mean a11d ail auto~orrelatim 

fiulction rk = E{.r(n)x(n - k ) } .  The linear prediction of the current sample rc(n), is 

obtained as a linear combination of past samples 

where n k  are the linear prediction coefficients and 7 - r ~  is the order of the 1i11ear predictor. 

The minus sign is i~cludecl for conrwlience in expressing the error. The predic.tion 

error is defined as 

The coefficients nr; are chosen to minimize the variance of the prediction error 



C/'HA PTER 2. SPEECH CODf'NG FUhTDAMENTALS 1 ? 

Taking the derivative of equation 2.24 with respect to ak, the following condition for 

optimality is found 

E(e(n)x(n - k)) = 0 k = 1,2, .. , m (2.25) 

which states that a linear predictor is optimal (in the MSE sense) if and only if the 

resulting errors e(n) are orthogonal to the observations x(n). This is referred to as 

the orthogonality principle. By replacing e(n) in equation 2.25 by 2.23 and 2.22, the 

following system of equations can be obtained 

This is a system of m linear equations with m unknowns aj, which are called the 

Yule-Walker equations or Weiner-Hopf equations. Equation 2.26 can be written in 

vector form as 

where a = [al, ap, .., a,JT is the linear prediction coefficient vector, r, = [rl, 7'2, .., r,,JT 

and R,, is the autocorrelation matrix given by 

Assuming R,, is positive definite and therefore nonsingular, the following solution 

can be obtained for the optimal linear prediction coefficients 

kZ is Toeplitz and sylm.net rical, hence comput ationally efficient techniques can be. 

used for performing the matrix inversion such as the Levinson-Durbin algorithm [69, 

241. 

The linear prediction model can be obtained by considering equation 2.23 as a 

filtering operation where the filter system function is A ( z )  with input x ( n )  and output 

e(n). From equation 2.23 it follows immediately that 
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,4(2) is known as the prediction filter. It can also be referred to as the whitening filter, 

based on the property that an infinite order optimal linear predictor can transform 

a stationary signal into a white noise process. The proolC is as follow: From the 

orthogonality condition, e(n) is uncorrelated with all past values x ( n  - j) for j > 1 

of the input sequence ~ ( n ) .  But e(n - i )  is fully determined by a linear combination 

of past input values z(n  - i - j )  for j > 0. Hence, e(n) is uncorrelated with e(n - 7 )  

for i > 0. Since e(n) is stationary, it is therefore white. 

The filter l/A(z) is known as the synthesis filter, because given the residual error 

signal e(n), it can reconstruct the original signal x ( n ) .  The filter A ( z )  is com~nonly 

referred to as the inverse filter in speech coding systems. 

Pitch Prediction 

The discussion has so far been limited to short-term prediction. Pitch prediction (long- 

term prediction) plays a crucial role in predictive systems for voice by attempting to 

predict the periodicity in voiced speech. In pitch predictors, the current sample is 

predicted from a combination of past samples, k, samples in the past, where k p  is the 

pitch period. Generally, any lag value that has significant correlation is appropriate. 

The pitch predictor equation is given by 

where 7 n  relates to  the pitch predictor order, kp  is the pitch period, and bk are the 

predictor coefficients. A one-tap predictor corresponds to nL = 1, while a three- 

tap predictor corresponds to 7 n  = 3. A three-tap predictor proves to be desirable, 

as the use of a one-tap predictor results in a loss in performance due to a lower 

prediction gain. Also, since the pitch period may not be an exact integer number 

of samples, by making use of multiple taps, non-integer pitch values can be allowed 

for b~ adjusting the tap gains to ensure the autocorrelation peaks lie at  these non- 

iuteger points. Fractional pitch filters are an alternative way of achieving the same 

effect (Kroon et al. [Sf), while overcoming the bit constraints imposed by higher 

order predictors. Studies undertaken by Veeneman showed that multi-tap predictors 

outperformed fractional pitch filters [98]. 



The transfer function of the pitch prediction filter is given by 

2.3.2 Adaptive Prediction: Block vs Recursive 

In reality, speech is not a stationary process, so using a fixed predictor based on long 

time estimates for the autocorrelation function results in significant degradation. A 

substantial improvement in performance can be obtained by using an adaptive linear 

prediction coefficient set according to the time-varying speech statistics. 

The adaptation can be classified into two different categories. First, the predictor 

coefficients can be computed using the original signal (forward adaptation) or can 

be derived from the past reconstructed signal (backward adaptation). Second, the 

adaptation can be done on a block-by-block basis (block adaptation) or on a sample- 

by-sample basis (recursive adaptation). 

In speech coders which utilize forward adapt ation, block adaptation is preferred, 

which results in buffering delays. Since the linear prediction coefficients need to be 

sent to the receiver as side information, block adaptation reduces the coding rate of 

the parameters. In backward adaptive systems, as the filter coefficients need not be 

transmitted, they can be updated more frequently, lending themselves to recursive 

adaptation. However, the performance of the linear predictor is degraded somewhat 

as a result of the adaptation on a signal that contains quantization noise. Both 

recursive and block adaptation are used in backward adaptive systems. More details 

are presented in Subsections 2.3.3 and 2.3.4. 

To enable a better understanding of the signals that can possibly be used in 

adaptsation, block diagrams of the input-output relationship for a, typical encoder and 

decoder configuration are presented in Figures 2.3 and 2.4 respectively. 

2.3.3 Block Adaptation 

Suppose we give up now on the stationarity assumption. This leads to two alternative 

formulations of linear predictor design: the autocorrelation method and the covarin~ece 

method. 
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Figure 2.3: E~lcocler configuration of short- and long-t erm predictor 
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Figure 2.4: Decoder configuration of short- and l~ng- ter i i~  predictor 
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If the analysis presented in Section 2.3.1 was performed with a window function 

introduced to differentiate between the part of the original process x ( n )  that is ob- 

servable and that which is not, s(n) will be a truncated version of the original random 

process, with s(n)  = win(n)z(n) and n E M - { O , l :  ..? A4). win(n) is nollzero in a 

finite interval M of observable events. By minimizing the prediction error in a yet 

unspecified finite interval ,bf, equction 2.26 can be writt!en as 

where 

In the autocorrelation method, the error e(n) though minimized over a finite in- 

t e r d  ,'I/ given by the set, of d l  integers, is eyvivalent to minimizing over the interval 

jO: il4 + m] as e ( n )  is zero outside this region because s(n) is zero outside the regio~i 

72- E M. Equation 2.34 can now be written as 

Hence, equation 233  can be rewritten to be nothing but equation 2.26, with the 

notation 'x' being replaced by 's' to siguifi; the windowed signal in the autocorrelation 

computation. 

The autocorrelation method lends itself towarcls a.11 efficient way of solving for the 
% 

linear prediction coefficients using the Levinson-Durbin recursion, wh~ch is presented 

in Markel and Gray [69]. Also, it. always results in s stable inverse filter, which is 

necessary in analysis-by-synthesis coders. However, the prediction error is going to 

be very large in predicting the first few and last few samples of the process .s(n), i.t,, 

for n = ( [ O ,  nz - I] and [A$ + 1. r V  + m])- A tapered window will help reduce the 

effect of these meaningless componeuts on the cjuant:ty to be minimized. Of course, 

for rn << M, the end effects will be relatively small and meaningfir1 results will still 

be achieved. The autozorreIatim method has a alight drop in performance over the 

covariance approach. 

The covariaace method on the other hand performs the error minimization over 

an interval 72 E Af - fm,M], this way minimization is not performed over meaning- 

less components and dl 2 9  - m + 1 sampies used in the covariance calculation are 





the assumption that the parameters are varying slowly euough that the parameters ob- 

tained from the previous reconstructed signal are close to those for the current block, 

thus suggesting smaller sized blocks for better performance. Howeyer, the analysis 

frame has to be large enough to be able to compute the predictor coefficients accu- 

rately- These conflicting requirements results in a complicated system (overlappect 

frame structure) to solve for the frame size tradeoff. 

2.3 -4 Recursive Adaptation 

An alternative to block adaptation is recursive adaptation, which is used in back- 

ward adaptive systems. The recursive adaptation is of lower complexity, e~~abling the 

adaptation to be done 0x3 a sample by sample basis. 

Recursive aigorithrns attempt to minimize the mean squared prediction error 

e2 = E[ez(n)]  as a function cf the predictor coefficients a. This is done using the 

gradient algorithm as a starting point for solving the prediction error minimization 

problem f3?]. 

Let the j-ah iteration of the coefficient vector be aj. The gradient of the error 

VEfe2(n)j is a vector in the dirertiou d maximum increase of the error. Thus. by 

subtracting off a term that is the proportional to the gradient, the resulting vector. 

should be closer to the optimal predictor coefficient. Denoting by 1-1 the adaptation 

stepsize, the gradient algorithm is written as 

Taking the partial derivative, quation 2-39 can be written as 

The gradient algorithm will converge ta the optimal set of coefficients provided the 

stepsize p satisfies the constraint 

where A,,, is the maximum eigenvalue of the autocorrelation matrix RZ,. 

The sf&dmstic g r d i e d  d g ~ r i t ~  or the l a s t  mean squaws (LMS) algorithm over- 

comes the problem of computing the expectation, which requires knowledge of the 
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ensenihle statistics. The problem is circumvented by replacing the e~~semble average 

by a time average. Equation 2.40, ignoring the expectation term, can be written 

as [3?] 

where x(n) = [x(n - ~ n j ,  x f n  - rn + I ) ,  .., x(7~ - 1)IT is the original speech vector. 

Another issue is that the signals x(n) and e(n), which are the original speech and 

error signal respect'ively, are cot available at the receiver. To circumvent this problem, 

they are replaced by the signals ~(71.) and ~ ( n ) ,  which are the reconstructed speech 

and quantized error signal respectively. The signal replacement is not a problem as 

long as the quantization is relatively accurate. The adaptation equation now becomes 

This can be written in scalar form as 

where k corresponds to the filter coefficient index. 

Pitch Prediction 

Long-term predictors can also be adapted in a recursive fashion i82, 16). The output 

of the long-term predictor is given by 

By making use of the LMS algorithm for recursive adaptation of the long-term predic- 

tor, an adaptation equation can be obtained to be as follows 

The analysis is done for a backward adaptive system, hence the use of the decoder 

signal wf 3 1 )  isstead of a corresponding signal at the encoder. 

A s  a result of constraints in stability checks for both long- and short-term pre- 

dictors in the transversal filter form, an alternative (equivalent) filter known as the 

lattice filter offers si,4ficzmt advantages in implementation. The lattice structure is 

introduced in the next subsection and an adaptation algorithm for the lattice filter is 

also presented. 
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2.3.5 Lattice Filters 

Linear prediction was seen to be an effective estimation procedure in  nodel ling the ac- 

coustical tube of the vocal tract 1691. The reflection coefficients which uniquely define 

the area ratios of the accoustic tube model of the vocal tract can be obtained directly 

from linear prediction anaiysis of the speech waveform. The reflection coefficients k,,, 

are also called partial correlation or PARCOR coefficients. For a detailed insight into 

the accoustic tube and speech production models, the reader is referred to Markel 

and Gray 1691. A detailed presentation of lattice filters is given in [69, 37, 241. 

The prediction error equations giving the j-th order forward and backward pre- 

diction errors, e j ( n )  and r j ( n )  respectively, are 

Due to the symmetry of the autocorrelation function (i .e.  rr, = rTk),  the optimal 

backward predictor coefficients are the mirror image of the optimal forward predictor 

coefficients [37]. The different orders of the prediction errors are ~nutually orthogonal. 

The proof of which makes use of the projection theore~n and is presented in 1371. 

The order update equations that relate the higher order prediction errors to lower 

order prediction errors are given by 

where, kp) is the j-th order lattice filter ccefficient at time 12. Equations 2.49 and 2.50 

define the structure of a lattice filter. k y )  can also be known as the partial correlation 

coefficient, which is given by 

This equation means that the partial correlation coefficient is the correlation between 

the forward and backward prediction errors. The proof of equations 2.49 to 2.51 is 

presented in [37]. 
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Equations 2.49 and 2.50 are the recursion equations for the all-zero lattice filter. 

From equations 2.49 and 2.50 it follows that 

Aj+-l(~) = Aj(z) - kj+ ,  z-' Bj (z) 
- 1 + I  (2 )  = z Bj (2) - k;+l Aj(z) (2.52) 

where Aj(z) and Bj(z) are the transfer functions of the lattice filter from the input to 

the j-th order forward and backward prediction errors respectively. B,-(z) here should 

not be confused with the notation to denote a pitch predictor used elsewhere in the 

thesis. It is possible to implement a11 all-pole filter as a lattice filter by reversing the 

signal propagation direction of e j ( n ) ,  as illustrated in Figure 2.6. The all-zero lattice 

filter and the corresponding all-pole 1att.ice filters are shown in Figures 2.5 and 2.6. 

Figure 2.5: All-zero lattice filter representation 

Conversion between Lattice and Transversal forms 

Given a transversal representation, one 11eeds to be able to obtain a lattice equiva- 

lent. This is a by-product of the Levinson-Durbin recursion, which computes both 

transversal and lat%t.ice filter coe-fficients give11 the autocorrelation coefficients. Let k j  

be the j-th reflection coefficient and aj(rra) be the j-th transversal coefficient of the 

m-th order filter. Given the set of transversal filter cdefficients the lattice coefficients 

are now obtairied as follows, the proof of which is presented in 169, 371: 

Start with the m-th order predictor and work backwards to obtain the correspond- 

ing lower order predictors. 
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Figure 2.6: All-pole lattice filter representation 

1. Set j  = m, then compute 

k j a j - k ( j )  + a k ( j )  
u k ( j  - 1) = for k = 1,2, . . , j  - 1 1 - k? 

3 

2. decrement j to j - 1 and repeat procedure 1. till j  = 1. 

The lattice filter coefficients are independent of the order of the filter as a result 

of the orthogonality of the prediction errors at each stage in the lattice filter. The 

orthogonalization of the lattice filter stages speeds up the adaptation of subsequent 

stages. Finally, the all-pole lattice filter is stable provided that the reflection coeffi- 

cients 141 5 1 for j = 1,2, .., m where m is the filter order. 

Lattice Adaptation 

Lattice filter adaptation can be done in either block or recursive fashion. In block 

adaptation, the lattice coefficients are simply obtained as a by-product of the Levinson- 

Durbin algozithm for solving the Weiner-Hopf equations, resulting in a computation- 

ally efficient implementation. 

The lsttice filters have been found to converge more rapidly then their correspond- 

ing transversal realization 1371. Adaptation algorithms for lattice filters are generally 

more complex, so the discussion is limited to the simpler gradient based lattice adap- 

tation algorithms. Recursive adaptation of the lattice filter is presented in Reininger 



CHAPTER 2. SPEECH CODING FUNDAMENTALS' 

and Gibson [87]. 

The reflection coefficients are updated according to the LMS algorithm as [87] 

where the term X is a damping factor introduced to improve performance in noisy 

channel conditions and v is the exponential fading memory term. 

Quantization 

Quantization of the short-term predictor coefficients is a critical aspect of speech 

coding systems. The transversal coefficients have a very wide dynamic range and 

do not guarantee synthesis filter stability, making them unsuita.ble for quantization. 

This in turn leads to the conversion to lattice coefficients. These coefficients have a 

much s~naller dynamic range and have been suitably quantized using both scalar and 

vector quantization procedures. An alternative way to represent short-term predictor 

coefficients is by using the line spectral pairs (LsP) approach. A good reference source 

for early work in short-term predictor quantization is [24]. 

2.3.6 Line Spectral Pairs 

LSPs have become the most widely studied procedure for representing and quantizing 

the linear prediction coefficients. A good reference source on LSP quantization is the 

paper by Gersho 1271 which cites most. recent research efforts in spectral quantization. 

The conversion of linear prediction coefficients (transversal form) to line spectral 

fiequencies (LSF) or LSPs is presented using the Chebyshev polynomials in [52]. A 

good description of the LSP model is presented in Furui [24]. 

Given the inverse prediction filter ,4(z), a symmetrical polynomial Ap(z)  and an 

anti-symmetrical polynomial A,(z)  can be obtained as 



CHAPTER 2. SPEECH CODING FlTNDAMENTALS 

Using equation 2.52, the polynomials ,4,(z) and A,(z) can be considered as being 

obtained from A(z) by adding an additional stage with reflection coefficients equal 

to -1 and +1 respectively [24]. The roots of these polynoniials determine the LSPs. 

These polynomials have roots at z = 1 and/or z = -1, which can be renmved by 

polynomial division to give the polynomials Gl(z) and G2(z) which are symmetric 

polynomials of even order. These polynomials have roots that are complex-conjugate 

pairs. The LSFs are the angular positions of these roots. 

A4(z )  
Gl(2) = G2(2) = even m 

(2.59) 

GI (2) = A,(z) Gz(z) = 1-Z-2 odd m 

The lowest frequency LSF corresponds to a root of Gl(z). An interesting property 

of the LSPs is the interlacing of the roots. The successive roots of GI (2) and G2(z) are 

interlaced between each other. This is known as the alternating roots property and 

allows for simple stability control. 

LSPs have good quantization properties as well as a strong link to formant fre- 

quencies of the accoustic tube model in speech production. They also lend themselves 

well to smoother interpolation as a result of the interlacing of the roots. 

2.4 Quality Measures 

A critical aspect of speech coding systems is the need for a fidelity criterion that ade- 

quately reflects the subjective speech quality of the reconstructed speech in compar- 

ison to the original speech signal. A useful reference on objective quality assessmefit 

is [60]. 

Distortion or 'idistance'~aranleters directly measure the amount and type of 

distortion between the input and output speech signals. The distortion is calculated as 

a difference or ratio of input and output speech parameters. Traditionally, distortion 

measures have been the focus of most research regarding objective parameters for 

evaluating speech quality, 
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2.4.1 Signal-to-Noise Ratio 

Signal-to-noise ratio (SNR) was one of the first measures examined for use as an objec- 

tive parameter for measuring voice quality. Denoting x ( n )  as the input sy eech signal 

and y ( n )  as the reconstructed speech signal, the SNR is given by 

A better assessment of subjective speech quality can be obtained by using the 

segmental SNR (SegSNR). This criterio~l compensates for the low weight given to the 

low-level signal performance in the SNR evaluation. SegSNR is calculated by computing 

the SNR over a block of, say, 256 samples, eliminating silence intervals by excluding 

frames whose average signal power is below a certain threshold with respect to the 

average power level of the entire sp eech file. The SegSNR is obtalned as an arithmetic 

average of block SNR values over the entire speech file. 

Though the SegSNR is a very common ~neasvlrement of system performance, it has 

a few drawbacks such as sensitivity to delay estimation error and phase distortion. If 

the delay error is of the order of one half of the do~ninant period, lower than expected 

SNR estimates could result even though the actual SNR is quite high. This is because 

the output and input signals are nearly 180 degrees out of phase [GO]. 

2.4.2 Mean Opinion Score 

An alternative approach to evaluating quality is to use a subjective criterion such as 

the mean opinion score (NOS), which is the most used subjective measure today. 

The HOS is obtained by averaging the scores given by a panel of untrained listeners. 

Untrained listeners are used to  avoid any inherent bias introduced in scoring by "ex- 

pert listeners". given Each listener chara.cterizes the speech signal by a score on a scale 

of 1 (for poor quality) to 5 (for excellent quality). Typically, the average is done over 

30-60 Iisteners. Though MOS scores may vary from test to test for the same system, 

they are reproducible when compared to a co~lmlo~-s reference. The speech quality 

required in co~mnercial telephony is called toll quality. Toll quality is characterized as 

a MOS score better than 4.0. Pulse code modulation (PCM) standard (C.711) achieves a 

NOS of about 4.2 a d  the adaptive differential pulse code modulation (ADPcM) standard 

at 32 kbfs (G.721) achieves a MDS of 4.U. The LD-CELP G.728 stancIarc1 also achieves 
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a MOS score of 4.0. A MOS score above 3.5 corresponds to "communications speech 

quality" [14]. 

The MOS tests performed in this research use 4 to 8 sentences for scoring purposes 

and typically 20 listeners, which results in 80 to 160 samples points in the MOS aver- 

aging computation. The mean and variance of the samples points are computed. The 

variance is used to compute 95% confidence intervals around the mean value of the 

MOS. The average MOS scored by each listener is checked to see if it falls within the 95% 

confidence interval around the mean. The MOS averaging process is satisfactory if at 

least 95% of the individual listener averaged NOS scores are within the 95% confide~lce 

interval. 

2.5 Speech Coding Systems 

Speech coding systems have been traditionally classified into waveform coders and 

vocoders. In waveform coders, the reconstructed signal at tempts to match the wave- 

form of the original signal. Vocoders by contrast, do not attempt to approximate 

the waveform shape but rather extract parameter information that characterize the 

speech signal and transmit these parameters to be used at the decoder in  recon- 

structing a similarly sounding waveform. Vocoders operate at milch lower rates than 

waveform coders but suffer from a perceptual drop in performance. However, in the 

last 10-15 years this classification is no longer appropriate as there has been significant 

research effort in hybrid types of coders. These coders are more popularly known as 

analysis-by-synthesis (A-by-S) coders. 

A detailed history of waveform coders are presented in various references [49, 141. 

Gersho provides an excellent review of the state of the art in speech coding, citing 

extensive research efforts in all aspects of speech coding [27]. 

2.5-1 Waveform Coders 

The earliest developed coding system was based on PCM and still remains widely used. 

!t has the advantage of low complexity, zero buffering delay and toll quality speech 

in the strictest telecommuaication sense. The concept of toll quality was discussed in 

Section 2.4. PCM was the basis of the earliest standard for speech coding at 64 kb/s 
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adopted by the ITU, this standard is more commonly referred to as (2.711, and uses 

8-bit log-PCM. 

In PCM coders, the speech signal is sampled and then quantized directly. In order 

to reduce the rate while preserving the quality, differential coders were introduced 

whereby the energy of the signal before quantization is reduced by making use of a 

predictive model to remove redundancy. This prediction residual is then quantized. 

This idea resulted in the 32 kb/s ADPCM standard, known as G.721. ADPCM still proves 

to be very useful due to its low computational complexity. Differential coders which 

utilize both short- and long-term predictors, i.e ones which attempt to remove both 

the short- and long-term redundancies that exist in speech are referred to as adaptive 

predictive coders (APC). 

Interest in waveform coders has given way to focus in the area of hybrid coders 

and vocoders as speech researchers attempt to attain high quality speech under the 

constxaints of much lower bit rates. 

2.5.2 Vocoders 

Speech quality obtained by waveform coding methods is found to degrade rapidly 

as the bit-rate drops below 4 kb/s. This is as a result of very few bits available to 

ac!equately approximate the original waveform in both classical waveform coders or 

A-by-S coders. Vocoders have a greater potent;al to reproduce a signal at lower rates 

in a perceptual sense, as they do not attempt to reproduce the waveform shape. 

A commonly used vocoder model was the linear predictio~l coding (LPC) vocoder as 

shown in Figure 2.7. A similar scheme resulted in a U.S government standard more 

widely known as LPC-10. The encoder co~nputes and quantizes the optimal linear 

prediction coefficients, a gain factor and the pitch value for each speech frame. The 

decoder synthesizes speech by pa,ssing an excitation signal through the LPC synthesis 

filter. The decoder generates a random noise excitation for unvoiced frames and a 

train of impulses, pitch period apart, for voiced frames [69]. The reproduced speech 

quality has a "buzzy" sound to it and is of poor quality. 

Recently though, several ef fec tk  techniques have been developed which enable 

vocoder based systems to achieve performance close to A-by-S coders at rates of 

about 4 kb/s and improved performance over existing A-by-S coders at 2.4 kb/s 
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Figure 2.7: Linear prediction coding vocoder 
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and below. An important class of vocoders is the sinusoidal coder. These coders 

use a sum of sinusoids model for voiced speech generation. Some of the main types 

of sinusoidal coders are: the sinusoidal transform coder (STC) [72], the multi-band 

excitation (MBE) coder [35], and the time-frequency interpolation (TFI) coder [Sl]. 

,41so, prototype waveform interpolation (PWI) 1561 provides a merging of the ideas of 

CELP (Section 2.6) and sinusoidal coding. 

Generator 

2.5.3 Analysis-by-Synt hesis 

The analysis-by-synthesis (A-by-S) approach to sp eech coding has seen the most 

interest recently. The idea of A-by-S comes about from the merging of some features 

of vocoders into a coder based on the wavefor~n coding model. In A-by-S coders, a 

set of parameters that characterize the signal are obtained and adapted in such a way 

as to obtain the best match by comparing the original signal with a reconstructed 

approximation at the encoder. The A-by-S approach is a closed-loop procedure, as 

the choice of optimal parameter set is governed by a comparison of the original and 

reconstructed signal at the encoder. In the vocoder approach, on the other hand, 

parameters are estimated in open-loop. 

- LPC 
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Figure 2.8 shows a confi,yation of a general A-by-S speech coder. The excitation 

signal u(n): is obtained by a table lookup from an excitation codebook. The spectral 

codebook contains set of possible pa.rameters for the synthesis filter. The excitation 

signal u(n),  is gain scaled by g and passed through the synthesis filter to generate 

the synthesized speech. All possible indices of both codebooks are tried and the 

resulting signal is compared with the original signal. The error signal e ( n )  is weighted 

perceptually by a weighting filter W .  and the indices which achieve the best match 

are selected for transmission. 

An exhaustive search of the excitation and spectral codebooks proves to be pso- 

hibitive due to the excessive computational complexity associated with it. To reduce 

the complexity, typical A-by-S systems use forward or backward adaptation to find 

the best set of synthesis filter parameters using the approaches cliscussed in Section 

2.3.3 and 2.3.4. This is an open-loop procedure designed to avoid searching a spectral 

codebook, with the spectral codebook used for open-loop quantization of the synthesis 

parameters. The synthesis filter normally consists of both a long-term and a sliort- 

term filter, which attempt to model the short- and long-term periodicity in speech. 

Figure 2.9 gives the block diagram of the transformed A-by-S 

The first effective form of A-by-S ccjcier was the multi-pulse LPC (MP-LPC) cocler, 

where each hame of excitation is coinputecl as a combination of pulses whose position 

and a~nplitucles are optimized in close-loop. CELP, however, was based on using vector 

quantization in the A-by-S excitation model. The rest of the thesis will now solely 

be based on the CELP speech coding model (Section 2.6). 

Perceptual Weighting 

The use of perceptual weighting of the error signal in t.he excitation codebook search 

is a key aspect of A-by-S coders. The spectral envelope of the speech signal is char- 

acterized by several peaks called formants. The human ear is more sensitive to noise 

frequency components that lie in the valleys between these peaks, than to  components 

in c!ose proximity to the peaks. The goal of perceptual weighting is to attenuate the 

frequency components of the quantization noise in these valleys, thus giving better 

perceptual quality. The error is passed through a time-varying filter, which has a 

shape that is normally a scaled approximation of the synthesis filter, thus it tends to 
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shape the noise hr an approximation of the speech spectral shape. As the weighting is 

performed only at the  encoder, the coefficients of the weighting filter are derived from 

the original signal with no requirement to transmit its parameters to the decoder. 

Adaptive Postfiltering 

The perceived speech quality may be improved in A-by-S coders by using a11 adaptive 

postfilter at the output of the speech decoder. X yostfilter is essentially shaping the 

quantization noise that exists in the reconstructed signal to perceptually improve 

the reconstructed speech. This is done by passing the signal through a filter which 

has a shape that is derived from the transfer function of the short-term predictor, 

enabling tlle quantization noise to be attexluated in the valleys and amplified aromd 

the spectral peaks. -4 tramfer function of a postfilter F ( z ~  ca~l  thus be given by 

where 0 < 72 < 1. Tbe effect of 7 2  is to dampen the spectral peaks by moving 

the  poles towards the origin (smoothing the spectra). This in turn has the effect of 

increasing the spectral peaks band\d th  and so is known as bandwidth expansion. 

The postfilter described above. though resulting in  an im provenlent based on per- 

ceptual criteria. suffers from an effect known as ndfling of the spvech signal. This is 

due to the fact that t he  frecluenc_v response of the all-pole postfilter generally has a 

Iowpass spectral tilt. This c m  mostly be removed by using a postfilter of the form [ l l ]  

The frequency response of the pole-zero filter can be considered as the difference 

of tcV.o ail-pole filters with lesser amount of noise shaping for the xlumerator in the 

y&-zero filter. The first order filter section provides highpass spectral tilt to furtl~er 

rrtiuce the muffling effect- 

Code Excited Linear Prediction 

h d e  excited linear prediction [CELP) has probably had the greatest impact on speech 

coding in the last two decades. Significant national and international standards are 
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based on the CELP coding algorithm. CELP was initially introduced by Atal and 

Schroeder t2j. Most of the techniques developed under the framework of A-by-S 

coders were applied to  CELP. The amount of research done under CELP based coding 

schemes is too numerous to cite. Some of the critical aspects have been complex- 

it~y reduction, robustness to channel errors, efficient representation of excitation and 

spectral information. A good source of reference is [27]. 

Figure 2.10 gives the block diagram of a general CELP coder with some essential 

features in place such as perceptual weighting and complexity reduction which will 

be discussed in the next subsection. The. synthesis filter is considered as consisti~lg of 

a short- and long-term predictor. 

2.6.1 Excitation Codebook Search 

Let the input signal x consist of blocks of N samples each. Let the vectors in the 

following analysis be column vectors. The synthesis filter operation on the excitation 

u is given by 

wl~ere g is the excitatiozl gain and i is the excitation codebook index. H is an operation 

that gives the resulting synthesis filter output y;. The excitation coclebool< index is 

then selected by minimizing 

where fV  is the weighting filter operation. This search proceclures involves significant 

computational complexity. One very useful technique k11~:iii as ZIR-ZSR clecomposi- 

tion attributecl to Davidson and Gersho [17] can be used to reduce complexity. The 

complexity can also be reclucecl by dividing each frame of speech into a number of 

subframes to be then individually encoded. 

The output. of the synthesis filter ca.n be written as the sum of the zero state 

,respo.rr.se (ZSR) and the zero iqmt response (ZIR)  b y  using the linearity property of 

the synthesis filter. The Z I R  is the output of the filter with zero input, hence does 

not clepend on the choice of the vector in the excitation codebook. The ZSR is the 

output of the filter with the memory set to zero, so therefore does not depend on 
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past vectors. For the long-term predictor, if the pit,cli period is greater tflaii the block 

size, the ZSR is unaffected. However if the pitc.h period is smaller, the effec.t of the 

long-tSerm predictor has to be taken into account in the computation of the ZSR. 

The weighting filt-er c,an he moved to be placed before the sulnmation. The cum- 

b i d  filter is now called the weighted synthesis filter and using the ZIR-ZSR decom- 

position, the weighted reconstructecl signal y,; can be written ass 

where Hw is the i~npulse response matrix of the weighted synthesis filter H ( z )  = 

W ( z ) / A ( z )  and is given as 

Defining a target vector t in the codebook search by 

where ywzir is the Z I R  of the weighted combined synthesis filter. The minimization 

problem is now redi~cecl to findi~ig the indes i which minimizes the norrrl of the 

weighted error 

{.?sing variationaI techniques, t.he optimal excitation gain ij can be found as 

By replacing the gain in erjuat.ion 2.68 with the opti~nal gain, the ~nini~nizatio~i rec1uc.e~ 

to 

The first term in equation 2.70 does not depend on the index i, so the optimization 

problem reduces to maximizing the second term. This can be considered as maximiz- 

ing the normalized crosscorrelation between the target vector t and the ZSR codebook 
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entry y,,,,;. The crosscorrelation tTyWZsTi can be more efficiently computed by fil- 

tering the target vector t by the filter H, and then obtaining the cross product with 

the vector u;, instead of obtaining each filtered ZSR entry and then performing the 

crosscorrelation. The equivalence of these computational procedures is based on the 

equality 

The code vector autocorrelation term can be precomputed and stored for fixed code- 

books, resulting in computational savings in the energy co~nputation fluwZsTi 1 1  2 .  

2.6.2 Closed Loop Pitch Prediction: Adaptive Codebook 

Significant improvements in CELP coder performances were achieved by using an adap- 

tive codebook [57] to replace the pitch filter in modeling the periodicity of voiced 

speech. The adaptive codebook is a closed-loop pitch predictor. The codebook con- 

sists of past excitation vectors with a pitch related delay kp as an index in the codebook 

that determines the past excitation to use as a component of the current excitation. 

w(n) is the combined excitation signal with p ( n )  representing the pitch periodicity, 

while u jn) is the stochastic part of the excitation signal ~ ( n ) .  Figure 2.11 is a block 

diagram of a CELP encoder and decoder with an adaptive codebook replacing the 

long-term predictor. 

Replacing the long-term filter 

is given by 

by an adaptive codebook; the excitation equation 

where, g, is the vector of tap-gains of the adaptive codebook and p ( n )  is the adaptive 

codebook contribution of the excitation. It must be stressed that k;, here is not the 

pitch period but rather an index that minimizes the norm of the error 

where, t is the target vector in the adaptive codebook search and is given by equa- 

tion 2.67 and wg+k is a vedor obtained from the excitation signal with a delay of 

k, -1- k samples. 
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For the case of a 3-tap (m = 3) adaptive codebook, equation 2.73 can be written 

as 

replacing HWwkp by z k p ,  to denote the vector w k p  filtered by the weighted short-term 

synthesis filter, equation 2.74 can be rewritten as 

IJsing variational techniques, it can be shown that the optimal set of tap-gain coeffi- 

cients gp can be obtained by solving the system of equations given by 

Once the optimal gain vector gp is obtained, the index kp is selected which mini- 

mizes equation 2.74. The target vector for the excitation codebook search 2 can then 

be obtained by subtracting from the original target vector t, the adaptive codebook 

contribution of the weighted reconstructed speech signal as follows 

This target vector is then used for the stochastic excitation codebook search pre- 

viously discussed. This procedure is obviously suboptimal over a joint optimization of 

the stochastic excitation and adaptive codebook. However, joint optimization requires 

very high computational complexity. The joint search would attempt to minimize 

Rather than performing just a sequential search as described above, a simple 

improvement can be obtained by reoptimizing the gains after the codevectors have 

been selected from the adaptive and excitation codebooks. Joint optimization can be 

performed efficiently using constrained orthogonal codebooks such as those used in 

VSELP 1301. The adaptive codebook and stoc'nastic codebook idea can be considered as 

a special case of a multi-stage YQ. Multi-stage VQs were first used in CELP based systems 

by Davidson and Gersho [18]. Some further recent work on multi-stage codebook 

design is the work of LeBfanc [627. 
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2.6.3 State of the Art in Speech Coding 

The state of the art in speech coding has been signifcantly motivated by past and 

present standardization activity. In this section, a brief history of current standards 

will be presented together with a look into the evolving standards of the future. 

Currently, CELP based systems have provided a basis for most speech coding stan- 

dardization activity, although recently, voc.oder type models are playing an increasing 

role in future evolving standards. Standarclizatio~l activity can be classified into two 

categories: wireline a.nd wireless. 

Wireline activity is further broken into low, medium and high delay standards. 

Low delay coding standardization activity has been the prime motivation of the ITU. 

ADPCM at 32 kb/s (G.721) was adopted as an ITU standard in 1984. At 16 kb/s, 

LD-CELP was chosen as the ITU standard (G.728) [%, 121. The ITU 8 kb/s standard 

((2.729) based on conjugate structure algebraic CELP (cS-ACELP) was in its final ap- 

proval stage by the ITU in November 1995 1891. Gi.729 is actually a medium delay 

coder as the low-delay requirements were relaxed somewhat during the coder selectio~l 

competition. 

Higher delay coders have also been recently selected for various applications. The 

U.S Department of Defence (DoD) selected a 4.8 kb/s CELP coder as federal standard 

(FS-1016) for secure voice co~mnunications 1501. At 2.4 kb/s, LPC-10 is used as a 1J.S 

government federal standard (FS-1015) for low-rate secure voice communications. 

Wireless standzrctization activity has revolved around the time division multi- 

ple access (TDMA) and code division nlultiple access (CDMA) digital cellular telephony 

schemes. The global system for mobile telecorn~llu~lications (GsM) subcom~nittee of 

the European Telecon~~~~unications Standards Tnstitute (ETsI) chose 1 3  kb/s residual 

pulse excited LPC (RPE-LPC) as the European TDMA digit a1 cellular standard [XI. ETS I 

bas recently adopted a half-rate TDMA digital cellular standard at 6.5 kb/s based on 

CELP [104]. Currently ETSI is looking towards standarclizi~lg an enhanced full-rate 

cudec. The likely candidate is based on multi-pulse and transformed binary pulse 

(MT-CELP) at 13 kb/s. which has already been selected in North America as 

the basis for a GSX based PCS1900 system [74]. Vector sum excited linear prediction 

(VSELP) at 8 kb/s was select.ed by the Telecommunications Industry Associati011 (TIA) 

for use as the North American TDMA digital cellular standard (IS-54) [SO]. A modified 
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form of VSELP at 6.7 kb/s was chosen as the Japanese TDMA digital cellular standard. 

Recently, pitch synchronous innovation CELP (PSI-CELP) at 3.6 kb/s has been chosen 

as the half-rate Japanese TDMA digital cellular standard [73]. A variable-rate coding 

algorithm known as Qualcomm CELP (QCELP) was chosen as the CDMA digital cellular 

telephony standard IS-95 by the TIA [25]. Improved MBE (IMBE) at 6.4 kb/s was 

adopted by Inmarsat as a standard for land mobile satellite voice co~n~nunications to 

provide one of few non CELP based standards [45]. 

In Figure 2.12, MOS values are plotted for various current coding standards in clean 

conditions, to give a qualitative idea of current technology. Currently, standardization 

is being actively pursued at rates of 2.4 to 4 kb/s. A good reference source for the state 

of the art in speech coding can be obtained from proceedings of the IEEE international 

workshc.ps on speech coding [44]. 
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a 

FS-1016 
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2 4 8 16 32 64 
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F i p r e  2.12: MOS for current speech coding standards 

Wireline standardization activity currently include the ITU-T competition for a 

future 4 kbfs speech coding standard with a quality requirement not worse than 

G.721 [21]. Also the U.S Do11 is c~xrently looking to replace the LPC-10 standard with 

a new coding standard a t  2.4 kb/s that will achieve the quality of the existing FS-1016 

standard [96]. 

Wireless activity is primarily centered on replacing existing cellular standards. 
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The TIA is currently evaluating candidate algorithms for a North- American half-rate 

TDMA digital cellular standard at 4 kb/s [MI. The IS-54 TBMA digital cellular standard 

is possibly being replaced by the ITU-T standard G.729, while the IS-95 CDMA digital 

cellular standard is dso  possibly being replaced by a coder under development. 
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Low-Delay Speech Coding 

Recently, communication delay has become an import ant y erforma11c.e criterion for 

speech encoders used in the public switched telephone network (PSTN), as efforts 

are being intensified to achieve toll quality at rates as low as 8 kb/s, to replace 

existing higher rate systems. In a complex network, the delays of many encoders add 

together, transforming the delay into a significant impairment of the system. Delay 

may necessitate the use of echo cancellatio~~ and in some applications it ren~ains a n  

impairment even after echo ca~lcellation has been performed. For these reasons, the 

proposed 8 kb/s ITU-T standard specifies low delay as a major requirement. The 

ITU-T was formerly known as the Consultative Committee International Telephone 

and Telegraph (CCITT) . 

The delay performance of a speech coder is characterized by the algorithmic delay 

and processing delay. Algorithmic delay (also known as buffering delay) is the one-way 

delay of the encoder and the decoder assuming infinite processing power for the coder 

implementation. Processing delay is the additional delay due to i~nplementation wit  li 

a finite processing power. The total codec delay is the sum of algoritlmlic delay and 

processing delay. The transmission channel delay (time required f x  a bit presented 

to the transmitter to appear at the output of the receiver) caused by transmitting 

over a finite bandwidth serial charnel adds to the total codec delay to give the delay 

encountered in practical applications. The requirements of the new 8 kb/s ITU-T 

standard specified an objective buffering delay lower than 5 ms and a total codec 

delay of 10 ms. The ITU-T later revised the buffering delay requirement to 16 ms, 

with the selected coder based on CS-ACELP having a delay of 10 ms [89]. The 16 kb/s 
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standard has a total delay lower than 2 ms. 

Conventional CELP [2] , or vector excitation coding (VXC) 11 91 , both achieve good 

speech quality; however tthese coders introduce a substantial delay due to the forward 

adaptation of the short-term predictor. The input buffering delay, typically 20 111s at 

8 kHz, and other processing delays, typically result in a total codec delay of 50 to 60 

ms. Although a total delay of 32 ms may be obtained by redesigning the standard 

CELP configuration for a different delay/c~uality tradeoff, lower delays (which can meet 

or exceed the objective of 10 ms total codec delay) and good quality can be obtained 

by using a backward adaptive configuration. 

A possible approach to low-delay speech coding is based on tree/trellis search 

techniques applied to a backward adaptive configuration [47, 68, 311. An alternative 

approach is based on a backward adaptive A-by-S model. In a backward adaptive 

A-by-S configuration, the parameters of the syntllesis filter are not derived from 

the original speech signal, hut instead computed by backward adaptation, extracting 

inforrnatio11 only from the reconstructed signal based on the transmitted excitation 

i~lformation. Since both the encoder and clecoder have access to  the past rec.onstructed 

signal; side illformatio~l is no longer neecled for the synthesis filter, and the low-delay 

requirement can be met with a suitable choice of frame size. 

Backward adaptive A-by-S configurations are used for speech coding at 16 kb/s 

in [101, 15, 80, 81. The G.728 16 kb/s ITU-T speech coding standard is based on 

LD-CELP and acbieves toll quality with a. delay lower than 2 111s using a block Gack- 

ward adaptive configuration without pitch prediction [8]. The lattice low-delay VXC 

(LLD-VXC) achieves similar performance using backward adaptive lattice adaptation 

and backward adaptive pitch prediction [SO]. 

Recently, several low-dela)~ 8 kb/s coders have been proposed which achieve close 

to toll quality. These include versio~ls of LD-CELP and LD-VXC [109, 13, 54, 38, 391, 

and a tree encoder based on backward adaptive prediction [103]. All the coders 

achieve similar cluali tative performance but these coders clo not attain the performance 

of the (2.728 LD-CELP coder at 16 kb 1s. Progress in improving backward adaptive 

configvration robustness on noisy channels wis recently a.chieved by making use of 

shaping filters [10:3, 391. 'Toll quality has recently been achieved at 8 kb/s by making 

use of medium delay coders [S9]. The delay requirements were relaxed in order to 

achieve the stringent quality requirements. 
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Section 3.1, presents a review of the G.728 standard (LD-CELP). In Section 3.2, 

the LD-YXC and LLD-YXC coding systems at 16 kb/s are reviewed. Finally in Section 

3.3, two versions of the 8 kb/s LLD-VXC codec are presented: a backward 8 kb/s 

coder: which niakes use of a %tap hybrid backward adaptive open-loop pitch pre- 

dictor [82, 141 and a partially-forward scheme, which uses a %tap forwa-rd adapted 

long-term adaptive codebook. These two codecs are compared in clean and noisy 

channel conditions. 

3.1 LD-CELP 

The LD-CELP (2.728 standard is briefly presented here. The LD-CELP coding algorithm 

is based on an alternative backward adaptive coding configuration when compared to 

the LD-VXC approach (to be discussed in Section 3.2). Some of the critical differences 

are the removal of a pitch predictor and the use of a block adaptive short-term pre- 

dictor with the adaptation done using tlie autocorrelation method with a recursively 

updated hybrid windowing technique. For a detailed description of the standarcl, 

the reader can refer to the G.728 draft recornmendation [46] or papers by Chen on 

LD-CELP [8, 9, 121. 

3.1.1 System Overview 

The block diagram of the LD-CELP system is show11 in Figure 3.1. At tlie encoder side, 

a-11 A-by-S technique is used for selecting the o$imum excitation codevector from a 

codebook. The excitation codebook st~ructure consists of a gain-shape codebook. A 

gain-shape codebook generates the excitation vectors by ~nultiplying vectors in a shape 

sub-codebook by gain values stored in a gain sub-codebook. In LD-CELP the speech 

s i g d  is partitioned into blocks of 5 consecutive input speech samples. The excitation 

codebook has 1.0 bits available for coding each block (referred to as a vector). The 

codebook excitation consists of 7-bit shape and 2-bit signed gain codebooks. Four 

consecutive vectors form a frame, hence the frame size is 20 samples. 

In the block diagram of the LD-CELP system shown in Figure 3.1, each candidate 

excitation codevector c; is multiplied by a gain, and the resulting vector, u, is fed 

into a 50-th order short-term synthesis filter. The gain is the product of the predicted 
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main obtained from the backward adaptive gain predictor and the gain value obt ailled Q 

bum the gain codelook. The output of the synthesis filter, y, is then compared to 

the actual speech signal. x- and the best candidate codevector is selected using a 

yerceytuaHy weighted minima111 MSE criterion. 

The pitch predictor was eliminated to obtain greater robustness to bit errors at 

rates as high as 10-5 The justificatioa being that it was mllikely that hackward 

adaptive pitch predictors could be robust at high error rates. However, eliinillating 

the p itch predictor significantly affected female speech quality, although the effect on 

male speech was much jess ~toticeahle. To campensate for the loss In quality, the LPC 

predictor order was set at 50. as the prediction gain was found to saturate at predictor 

orders around 50 [8. 461. The short-term predictor is attempting to ~nocfel some of 

the pit_& periodicit- in t h ~  speech signa!. The excitation codebook then models any 

remaining in the residual signal u. It was found that for certairl speech 

s ipals  with a very larqe pitch period. the lack of pitch prediction in  the LD-CELP 

coder results in an impulsive shape of the residual error signal. 

3.1.2 Hybrid Windowing 

The synthesis a d  perceptual weighting filters are adapted every frame (4 vectors). 

The weighting filter adaptation Is based ou IO-th order linear predictio~l analysis 

of the unquantized speech, kvhile the synthesis filter adaptation makes use of the 

reconst ructed speech. 

The filter adaptation can be considered to be broken up into three modules: h j -  

brid windowing; Levinson-Durbin recursion; and filter coefficient calculation. The 

hybrid windowing module places a recursive window on previous speech vectors and 

caf culates the appropriate order autocarrelation coefficients of the windowed signal. 

This is a modified version of the recursive windowing method developed hy Barnwell 

[3f. The idea behind using a recursive window is to reduce computational roinplt.xit,y 

in performing the wittdo~ving operation iu the calculation of the estimates of the ail- 

~ocorreiatiou functions. This is achk-ed b ~ -  ~ ~ i ~ ~ ~ ~ i i t i n g  the auto~ii~relatioii ftiiirtion 

estimates recursively The hybrid window consists of a recursive and 11on-recursive 

part, which results in a recursive and non-recursive part of the autocorrelation func- 

tion. The recursive part of the autocarrelation estimate can be used in the next 
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adapta.tion block calcdation, Levinson-Durbin recursion is then performed, followed 

by bandwidth expansion on the computed linear prediction coefficients to ensure a 

more robust predictor in the event of channel errors. 

3.1.3 Backward Vector Gain Adapter 

Low delay speech coders nse backward adaptive linear prediction for excitd,ion p i 1 1  

evali~at.ion. The g a b  is given by the backward aclaptive gain predictor, whitrli is 

Ijased on the teclmicjue developed By (fhe1-1 and Gersho [lo] obtained by generalizing 

the  .Jayant robust cluantizer citejayaS4. A further ge11era;ization may be obtained by 

making use of an adapt.ive predictor in the logarithmic domain. The advantage of 

the log-gain predictor is that better performance can be achieved in clean chailnel 

conrlitions. 

The goal of the loggain predictor is to predict the log of the root-mean-square 

value of ~ ( n ) ,  log o,(n), h s e d  on the previous 10 values log a,(r~-- l), ..., log a,(n-- 10). 

Denoting by a(n)  the gain at the vector t inv  i d e x  ?a.  the corresponding adaptation 

eyr~ation can be written in logarithmic scale as 

10 

logo(n) = C a,,; log lujn - i)] 
i=l 

The coefficients of the log-sain predictor. a,,!. are olstainecl by using a hq-brid window- 

irrg technique as is done for the perceptual weighti~lg and short-term synthesis filters. 

The coefficients are co~nputed ever\- 4 vectors as is done for the other two filters. To 

improve robustness. banclwictth expansion is performed on the poles. 

3.2 LD-VXC at 16 kb/s 

In this section- LD-VXC at 16 lib Js a d  its sul~sequent sur-r essor, LLD-VXC at 16 kl)/s? 

tvi-Itf be brieflv discussed. Both of these techniques are based on a backward adaptive 

A-hv-S confi,gmz&t,ion. For more detailed infmmatiolr on the LD-VXC and LLD-VXC -* - J 
coders at 16 kb/s the reader can refer to 11 5.81. 141 and 1801 respectively. The LD-VXC 

coder was it,self derived from the vector ADPCM technique developed by IY-dtt and 

Cupeman jlOl] whish tias the first appScation of backward adaptation to excitation 

coding. 
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3.2.1 System Overview 

The block diagram of an LD-VXC system is shown in Figure 3.2. At the encoder side, 

an A-by-S technique is used for sele~t~ing the optimum excitation codevector from a 

codebook. The excitation codebook structure consists of a shape-only codebook. 

In the diagra~n shown in Figure 3.2, each candidate excitation codevector c; is 

rnultiplied by a gain, and the resulting p i n  scaled vector, u, is fed into the synt'riesis 

filter. The gain is given by the backward adaptive gain predictor which is similar. 

to the gain predictor used in LD-CELP. with the primary difference being that the 

coefticients are fixed in LD-VXC. The components of the vector u will be denoted by 

+j.  The output of the synt.hesis filter, y, is then compared to the actual speech 

signal. x, and the best candidate codevector is selected using a perceptually weightrcl 

rni~linlum MSE criterion based on the weighting filter, LV(zj. 

The index of the optimal excitation sequence is then transmitted to the tlel.r:oclw. 

,4t the clecoder side, the received indices are used to  generate the proper excitation 

sequence. The excita.t.io~~ codevector is then ga,in scaled using the gain conlputecl 

in the same way as it is done in the encoder, and fed into the cascade of the pitch 

and formant synthesis filters. The output of the cascade of synthesis filters is the 

reconstzvcted speech which may he postfiltered to reduce the perceived quantization 

noise. 

LD-VXC at 16 kb/s has available 2 bits per sample for represe~~ting the excitation 

shape. To achieve the low-delay requirement with low imylementatios~ complexity, 

LD-VXC uses a codebook of di~nension 4 samples, which translates to a codelwok of 

size 256 I S  bits per vector). 

3.2.2 Synthesis Filters 

The output of the short-term predictor, y(n) ,  is coi~lputed ilsil~g tlle relationship: 

where. nPz are the coefficients of the all-pole section and nz i  

all-zero sectioa. The output of the long-term predictor is 

are the coefficients of the 

likewise obtained lrty the 
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A comparison between block and recursive adaptation in the backward adaptive 

A-by-S configuration has shown that recursive adaptation results in a performmce 

that is comparable to  that of block adaptation, but with lower complexity [El. In 

block adaptation of the short- and long-term predictors in backward adaptive sys- 

tems, t . 1 ~  prediction parameters are computed from a previous block of rec-.onstri.~c.ted 

speech? under the assumption that the parameters are varying slowly enough that 

the parameters obtained from the previous reconstructed signal are close to those for 

the current block, thus suggesting smaller block sizes for better performance. How- 

ever, the analysis frame has to  be large enough to be able to compute the coefficients 

accurately. This results in conflicting requirements in turn resulting in a complex 

system. 

In block adaptive systems, which traditionally use an all-pole short-term predictor, 

the autocorrelation method can be applied to adapt the short-term predictor coeffi- 

cients by solving the Weiner-Hopf equations, and the resulting filter is always stable. 

In backward block adaptation of the long-term predictor, equation 2.38 is ~noclifiecl 

to include a 1 + v term in t.he leading diagonal - aud is writtell as 

The term v is known as a softening factor and has a typical value of 0.03. This is 

analogous to t.he addition of white noise to the pitch predictor output signal. Such a 

factor would degrade performance in a forward adaptive system, where the predictor 

is optimized for the current block of data. However, in a backward adaptive system, 

the  softening of the predictor is known to improve prediction gain. 

Recursive adaptation on the other hand. ~nakes use of the gradient algorithm for 

solving the  prediction error minimization problem. From the theory discussed in 

Section 2.3.4. the adaptation equations can be written as [l5] 
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The adaptation of the filter based on the equations above is not robust in the 

presence of transmission errors. Three modifications were found to improve signifi- 

ca~itlv the robustness uncter bit errors at the expense of a slight degradation in the 

performance in clean channel conditions [15]. First, the use of leakage factors for all 

adapted coefficients improves the robustness. Second, the robustness was iniproved 

by using u(n - b)  in place of w(n - k )  in the equation for adapting the aZk This can 

be considered as pardlel aclaptation, si~lce adaptation no Lo~ger needs to be done iu 

cascade a.s a result of generating the intermediate signal w ( n ) .  Third, by making use 

of an all-zero reconstructecl signal $ 0 2  - k )  for adapting nPkl  robustness was improved 

by elimirrating the lofig error response of t h e  all-pole component. The adaptation 

equations are now given by 

where X is the appropriate leakage factor. Further robust~less can be achieved by 

using the sign algorithrra [15]. 

3.2.3 Hybrid Pitch Predictor Adaptation 

The LD-VXC system makes use of hybrid backward adaptation of the pitch predictor 

[82, 14, 811. As the name implies. this is a tiybrid combiuation of backward bloc-k 

adaptation and Lack~varcl recursive aclaptation. Backward block or recursive adapta- 

tion both sr~ffer in performance clue to limiting trackoffs. The use of hybrid adaptation 

allwvs a mucb larger update interval for the block adaptation algorithm, resulting in 

lower complexity. Hybrid backward adaptation also results in improved performance 

over backward block adaptation. due to the ability to track changing s i g d  statistics 

over the chat ion of a block. This hybrid scheme is used in the LLD-VXC system at  16 

kL/s and the subsequent LLD-VXC schemes at 8 kbfs cleveloped in this thesis. 

The hybrid adaptation operates in the following manner: the block adaptation 

method is used to compute the pitch period and the filter coefficients at the start of 
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each frame using data -from the previous frame. These values are used to initialize 

the pitch tracker and the filter coefficients, that are then adapted recursively for the 

duration of the frame 182, 811. When the pitch period is computed at the beginning of 

each frame, a voiced/unvoiced decision is made. If the previous frame of data contains 

unvoiced speech then the pitch period and filter coefficients are not initialized. This 

is done to prevent the pitch tracker from being initialized with an inaccurate pitch 

value. The frame size for block updating used in the 16 kb/s LD-VXC scheme was 

typically 256 samples. 

The filter coescient adaptation has already been discussed in Section 3.2.2. The 

LD-VXC scheme uses the adaptive step-size gradient algorithm, based on estimates 

of the variance of the ~redictor  input and output. The adaptation equation for the 

long-term predictor coefficients now becomes 

where pb is the step-size constant and a's are the signal variances, which are estimated 

using the runningaverage algorithm: 

where S = 0.1 cl~termines the running-average - memory. 

The pitch period is estimated by making use of the autocorrelation ~nethocl [84], 

with the output of the pitch prediction filter as the input signal. Several alternative 

methods are presented in 1841. The predictor output w(n)  is centre clipped to obtain 

a clipped signal. The autocorrelation function for the clipped signal is co~nputed for 

all lags in the range 20 - 125. The pitch period kp is determined by finding the 

lag that maximizes the autocorrelation function. A decisi~n is rnade on whether the 

speech is voiced or unvoicecl by applying a threshold to the peak of the normalized 

autocorrelation function. 

The pitch period is tracked recursively using the autocorrelation pitch tracker [82, 

81j. The autocorrelation pit.& tracker uses a running average computation of the 

autocorrelation functiont evaluated at  the three lags kp - I,  I%, and kp + i to track 

the pitch period. The autocorrelation tracker utilizes the fact that the pitch period 

should correspond to  the lag - at which the autocorrelation fumtion is a maximum. 
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The estimate of the normalized autocorrelation function &, can be obtained from 

the following recursion: 

where 6 = 0.9 is the parameter that decides the running average meInory. After each 

update, a decision is made to increment or decrement the pitch period by one. if &,, 
where k = kp + 1 or k = kp - 1 respectively, is the maximum value of the three 

autocorrelation values and is greater than a minimcm threshold p,,;,,. The constant 

pm;,, is to avoid tracking in mvoiced regions and a value of p,,,;, = 0.2 is used. 

If the pitch period is modified, then the values of the estimate of the autoco~.re- 

lati011 function and the predictor coefficients are shifted by one in the appropriate 

direction, and the new ailtocorrelation function and filter coefficient are computed to 

be a consta~lt fraction of &, (constant typically 0.3) and bo (constant typically 0.67) 

respectiv tly. 

3.2.4 Lattice LD-VXC at 16 kb/s 

The LLD-VXC system was introducecl as a possible tradeoff between the requirements 

for accurate spectral modeling and the resulting computational complexity. The 

LD-VXC system proposed in 1151 used a two-pole six-zero short-term predictor, which 

led to low computational complexity; however, it 11a.d the disadvantage of poor spec- 

tral modeling of the speech signal. On the other hand, the LD-CELP algorithm [46] 

used a ;SO-th order short-term predictor, which achieved good spectral modeling but 

at the expense of added comput ational complexity. 

The lattice structure is a possible tradeoff of these co~rflicting requirements. For 

recursive adaptat ion configurations. the use of a lattice filter as the short-term predic- 

tor has significant advantages such as, faster tracking of coefficients, simple stability 

checks, and uniform distril>ntion of coniputational load. 

LLD-VXC at- 16 kL/s with a pitch predictor combined with a 20-th order short- 

term predictor; achieved prxticd-y the same subjective perfurmazre as the LD-CELP 

algorithm, but at. a lower complexity [80]. It was found that ihe LLD-VXC coder 

performance at 16 kbJs saturates for short-term predictor orders in the range 20-30 

Wl- 
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3.3 Lattice Low-Delay Vector Excitation Coding 

In this thesis, two versions of the 8 kb/s LLD-VXC codec are presented: a backward 

8 kb/s coder, which makes use of a 3-tap hybrid backward adaptive open-loop pitch 

predictor [82, 143 and a partially-forward scheme, which uses a 3-tap forwa.rd adapted 

long-term adaptive codebook. Also, the effect of coefficient adaptation on speech 

qudity under clean and noisy channel conditions is investigated. The aim was to 

develop and present two alternative approaches towards achieving a high quality, low- 

delay coder which i n s  robust to channel errors. The key contributions of this research 

were to present a comparison of the performance of backward adaptatiou with the 

perforn~ance of a partially-forward adaptation system for low-delay speech coding 

under clean and noisy conditions. A bit-allocation strategy wa.s developed towards 

designing these coders to achieve greater performance. A delta pitch encoder was 

developed to encode pitch with fewer bits in voiced frames for the partially-forward 

system. Also, as part of this effort, robustness to channel errors was examined with 

a view to designing a speech coder that was more robust to channel errors with the 

adapta t io~ system being usecl. This was achieved hy making use of a adaptatior~ 

signal in filter adaptation, 

3.3.1 System Overview 

The block diagram of the fully backward 8 kb/s LLD-VXC system is shown in Figure 3.3. 

Two different excitation codebook structures are usecl in the 8 kb/s LLD-VXC: gain- 

shape or shape-only codebooks. A gain-shape codebook generates the excitation 

vectors by n~ultiplying vectors in a shape sub-codebook by gain values stored in a 

gain sub-codebook. In a shape-only codebook, the gain sub-codebook has only one 

entry. This approach differs from the approach used in the 16 kb/s LD-VXC and 

LLD-VXC systems, which use a shape-only codebook. The system overview of the 

encoder and decoder in the f d g  backward 8 kb/s system is the same as that for the 

16 kb js LD-VrlC system, 

The block diagram of the partially-forward LLD-VXC system is shown in Figure 3.4. 

h the partially-forward system an additional gain codebook is used, which consists 
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of the tap gains of the 3-tap adaptive codebook. 

In the diagram shown in Figure 3.4, each candidate excitation codevector ci is 

multiplied by a gain. The resulting vector, u? is then added to the outpilt vector of 

the adaptive codebook, p, to give the excitation vector, w, which is fed into both 

the short-term synthesis filter and the adaptive codebook memory. The adaptive 

codebook output, p7 is obtained by a closed-loop codebook search procedure which 

selects the best delay and tap gains. The adaptive codebook search is disc.ussed later 

in this section. The output of the synthesis filter, y, is then compared to the actual 

syemh signal, x, and the best candidate codevector is selected using a perceptually 

weighted minimum MSE criterion based on the weighting filter, W ( z ) .  

The optimal excitation shape and gain indices as well as the adaptive codebook 

delay and tap gains indices are then transmitted to the decoder. At the decoder side, 

the received indices are used to generate the proper excitation sequence. The gain 

scaled excitation codevector is then added to the output of the adaptive codebook, 

the resultant being fed into both the short-term synthesis filter and the adaptive 

codebook memory. 

The 8 kb/s LLD-VXC system makes use of a 10-th order perceptual weighting 

filter iclentical to t11a.f used in the 16 kb/s LLD-VXC system 1801. The excita,tion gain 

adaptation nakes use of a 10-th order backward adaptive h e a r  predictor. 

3.3.2 Short-Term Predictor 

The output of the short-term predictor, yln,), is computed using the relationship: 

where a; are the coefficients of the all-pole section. 

A comparison between block and recursive adaptation in the backward adaptive 

A-by-S configuration has shown that recursive adaptation results in a performance 

that is comparable to  that of block adaptation, but with lower complexity 1151. 111 

block adaptive systems, which traditionally use an all-pole short-term predictor, the 

autocorrelation method can Be applied to adapt the short-term predictor coefficients 

by solving the Weiner-Hopf equatious, and the resulting filter is always stable. Re- 

c-~wsive adaptation 0x1 the other hand makes use ef the gradient algorithm for solving 
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the prediction error minimization problem. It now beco~nes necessary to check the 

stability of the all-pole filter at every stage in the adaptation. Simple analytical sta- 

bility checks do not exist for filter orders greater than 3. However, by malting use of 

a lattice i~nplementation of the short-term predictor, it is easy to ensure the stability 

of the predictor by confining the magnitude of the reflec.tion coefficients to be strictly 

less than unity. 

In the LLD-VXC system, an all-zero lattice filter is used to obtain the coefficients 

of the perceptual weighting filter, and an all-pole lattice is used as the short-term 

synthesis filter. The lattice structures are shown in Figures 2.5 and 2.6 respectively. 

In an all-zero lattice filter? the prediction error is updated by the recursions 

e j ( n )  = e j - l (n )  - kj(n.)rj-l(n - 1 )  

r j ( n )  = rj-1 ( n  - 1 )  - J G ~ ( T L ) ~ ~ - ~  ( n )  

where k j ( n )  are the jth-order reflection coefficients, ej and rj are the forward and 

the backward prediction errors. The input to the all-zero filter is the actual speech 

signal. The all-pole filter is just the inverse of the all-zero filter so the corresponding 

prediction error recursion equations are given by [87] 

The input to the all-pole lattice filter is just the output of t-he pitch predictor. 

The lattice reflection coefficients IZj(n) are updated by nlalcing use of the least mean 

squares (LMS) algorithm with a leakage factor X introduced to i~llprove performance 

in noisy channel conditions. The adaptation equations are given by 

aj(n + 1 )  = V C Y ~ ( T L )  + Xl'j(n)ej(n) 

3 Y + 1) = up j  ( r r )  + e:(n) 

The automatic gain control term, pj(n) is nothing more than an exponentially weighted 

sum of the squared prediction errors of the input process. 

A significant reduction in the computational complexity can be obtained by using 

the so-called sign. algorithm. which avoids the division operations required by the 
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standard LMS algorithm flO8f : 

h(n i I f  = rtikJ(~if -/- X s ~ I ~ ( T ~ ( T ~ ) )  sgii(ijfii)) 

A good choice for the comtants is X = 1 - c = P. 

3.3.3 Gain Predictor 

The excitation gain adaptation scheme is essentially the same as the 16 kb/s LLD-VXC 

algorithm [80]. The fixed prediction coefficients a,,t have been optimized on a large 

training set for each vector di~ne~lsioil investigatecl [38]. The fixed predictors are more 

robust in the presence of tra~lslnissiol~ errors. but have slightly lo\ver pt.rforn~m(*e 

than the adaptive predictors for clean channel conditions. 

3.3.4 Weighting Filter 

The choice of the best excitation codeivorrl is based on a perceptually weighted min- 

imum MSE criterion clefined k the iveigl~ting filter, I&'(:). Perceptual weighticg of 

the error signal is used to shape the noise spectrum in order to redlice the level of 

perceived ~loise. 

To derive the weighting filter yarame:t.rs. the  input speech signal is fed into a 10- tll 

order all-zero lattice filter and the coefficients are adapted by t lle algorithm ciesc-ri hecl 

iu Section 3.i3.2. The reflection coefficiex~ts of the lattice predirtor are tllt.11 converted 

to their direct form transversal representation. i+> (a). The transfer fiir~ction of the 

weighting filter is given in terms of the optimal linear predictor for  clear^ speech as 

Suitable 1-dues for 2: and -Q are 0.9 nnd 0.4 reslm-tively [SO]. Thr use of tlw original 

speech in deriving the wighting filter curfficients is a(-ceptal~le Iw-ausr the clecoder 

does not lwed anj- information about the weighting filter used in the encoder. 

3.3.5 Long-Term Prediction 

The pitch predictor equation for a three-tap predictor is given hy 



where 5,- are the filter cc&r,t_euts a.nd kp Is the current pitch period estimate. Block 

or recursive adaptation may be used to obtain the predictor coefficients b;. 

In backward block adaptation, the pitch prediction coefficients, b;, are calculated 

from the previous frame of reconstructed speech. However, in forward block adaptive 

systems, the coefficients, bi7 are ~btained in closed-loop b37 comparing the synthesized 

speech with the original. 

Backward recursive adaptation. which adapts the filter coefficients on a sample. by 

sample basis, can be used in place of backward block adaptation and may result in 

better tracking of the changing signai statistics [15, 82, 141. 

Backward Pitch Predictor 

The fully backward LLD-VXC 8 kb/s system makes use of the hybrid backward adaptive 

pitch predictor [82> 141 which has already been presented in Section 3.2.S. The b1oc.k 

adaptation is done every 160 samples. i . f  . 20 111s for a saivpling rate of 8 kHz. 

Adaptive Codebook Search and Parameter Encoding 

The previous pitch predictor adaptation algorithm fall into the category of opcn-loop 

algmithas. The pzrtiz!!y-forwad LLD-VXC system m&es use of a forward closerl- 

loop pitch predictor to improve the codec prediction gain. Closed loop iinplies here 

that instead of using a pre-determined pitch filter as in an open-loop scheme, the 

pitch parameters are included in the wawforn: matching process. The ctrawback of 

forward adaptation, is the necessity to increase the vector dimension of the coder to 

accomodate the extra bits required for pitch information in order to ensure that the 

bit rate of the resulting s+em remains unchangecl. 

A &bit delta pitch eucod~r can be used thereby saving :3 bits per ~ e r t o r  cvhe~i  

ampared to a conventional 7-bit pitch cpantizer 1109. Id .  381. This savi~tg could 

t_rmslattte to a. reduction of the vector slimension by 13 samples since at a Lit-rate of 8 

khfs there is available one coding bit per sample. However. the delta pitch encoder 

needs to  have highly correlated pitch values in adjacent frames to 1 x  effective. This 

is difficult to achieve in a closed-loop search environment, as pitch doubling and 

trigling are very caman. To solve t k s  problem, an open-loop estimafe of the ?itch 

is obtained. This tagether with the yrerious irame's pitch is used in making the 
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decision whether to use a delta pitch encoder (locked mode) or the conventional pitch 

yuantizer (unlocked mode) for the current frame [I Og,l3.38]. The savings of 3 bits per 

vector for the locked mode translates to having 3 extra bits to be used in quantizing 

the excitatf m signal. 

The 3 taps of the adaptive codebook were close-loop vector quantized using a 

tapgain VQ (bit allocation is discl~ssed in Section :3.:3.7). The first step in the V q  

search procedure is selecting a set of possible candidate pitch va1ut.s. .A search is 

tIren yerformecI for obtaining tire best possible entry in the tap-gain VQ fc~r each pi trh 

candidate previousl_v selected. Finally. the hest pitch caudidate and tap-gain VQ index 

that minimize the distortion measure are selected. For the locked mode. the clelta 

pitch encoder is used. and the pitch candidates are selected from 16 possible pitch 

vali~es by performing a cIosrd-loop search using the optimal gains. However, for the 

unlocked mode. the cont-entional 7-kit pitch cluantizer is used and the pitch candiclates 

are selected from 1% possible pitch d u e s .  The dela\- of the adaptive coclel)ool< is 

referred to as the pitch fbr simplicity though it may ~ io t  necessarily be an estimate of 

the pitch. The design of the ?itch predictor gain codebook is discussect in Section 3.3.6. 

If a vector was classified as unvoiced. the mode flag was set to unlocked and a 

closed-loop search was performed owr all possible pitch values. Firhen a vector was 

first classified as voiced in a unvoiced to voiced transition. a locked/unlocl<ecl rnocle 

cierkiorr is made. Fi,gpre 3.3 illustrates the decision flowhaz t for the locked/unluc-ked 

mode. If the mode flas stays set at sznlucked ~notle. fhr rhrk  is repeated for subst.- 

quent voiceti wc-turs unril the mode fiag is set to locked mode. 

3.3.6 Codebook Design 

The optimization of the gain-shape codebook is an important runsideration in cocter 

design. The design prokdenr may lw defined as follows [SO!: given the training secpe~~ce 

t d  Input spec% vectors (x,: zc = ! - .... -\;I J and the y-th shape a d  gaia crjc!ebctoks of 

size I< and L respectit+-find the ( q i  1 1-th (-xrew-) shape anrl gain codebooks which 

wiillt minimize the  q-th average distortion 
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where {ywzsr,(q): n = 1, ...: N) is the q-th reconstruction vector and t,, is the target 

vector sequence. 

The LLD-VXC syst.em makes use of a ZSR-ZIR approach to reduce the complexity of 
- 

the coclebook search. Tn the fully-backward approach, the target vector t,, is defined 

as t.he difference between the weighted input speech vector and the Z I R  response of the 

weighted short- and long-term predictors. For the pa.rtially-forward LLD-VXC system, 

the target vector is defined as the weighted input speech ~ninus the Z I R  of the weighted 

short-term filter minns the weighted ZSR response of the adaptive codebook excitation. 

The block diagram of the complexity reduced encoder for the fully-hackwarcl system 

is as in Figure 3.3. The block diagram of the complexity reduced encoder for the 

partially-forward system can be oht ained from Figure 3.4 hy conside:.ing seperatel y 

the adaptive cor'ietook and s~iichastir rorfebrtiik excitation co~:trikutions cihrough thv 

twighted short-term filter. For simplification, iteration index, q ,  will be suppressecl in 

t h e  following derivation. 

The reconstruction vector. y,,,,,l is clefinecf. as 

C<& is the prec1ictecI p i n  obtained from the backward adaptive gain predictor, H,,, 

represents the zero state impulse response matrix, gr is the 1-th entry of the gain 

rodebook, and u k  is the  k-rlr elltry of the shape codebook. where 1 a d  k are the 

indices found in the coclehook search procedure. For simplification. index 71 has been 

suppressed for gi and uk.  

By making use of variational techiques the centroids of the shape and gain cocle- 

books cau be obtained b5- so l~ing the following eyuatio~ls 

.cFi is the i-th cluster of the target verror. defined by nlakins use of the nearest neigh- 

bour condition with the correspouding centroids given by u~"". Similarly G3 is the 

j-th cluster of the target vector. with y y  as the corresponding gain centroid. 
- 
-l'fie design problem of the long-term predictor gain codebook is similar to that 

sf the excitdtion shapegain codebook cli;cussed above I%], and can be defined as 



CrHAPTER 3. LSW-DELAY SPEECH CODING 6 9 

follows: given the training sequence of input speech vectors {xn; n = 1, ... , N )  and 

the q-th long-term predictor gain codebook of size P find the (q + 1)-th "new" gain 

codebook which will minimize the q-th average distortion 

where gp is the p t h  entry of the long-term predictor gain coclebooli, t,, is the target 

vector for the 1o11g-term predictor gain codebook search and matrix Z,, is the unscaled 

adaptive excitation passed through the ZSR of the weighted short-term filter. For 

simplification, index n has been suppressed for g,. The matrix Z,, is given by 

For simplification, index n has been suppressed for the {zk,+k; k = - 1, 0 , l )  vector 

termsS wh:ch are the adaptive codebook contributions at lag kp + k ,  passed through 

the ZSR of the weighted short-term filter, and are given by 

By making use of variaticnal techuicjuesi the centroid of the long-term predictor 

(adaptive codebook) gain codebook can be obtained by solviug 

where G'T is the y-th clustzer of the target vector, with gjfeW as the corresponding gain 

centroid of the long-term predictor. 

3 - 3 3  Initial Comparison of Systems 

At 16 kb/s, in the presence of a pitch predictor, the short-term prediction gain satu- 

rates for a 20-th order predictor for male and female speakers [15, 801. At 8 kb/s, there 

is no perf~rmance improvement for predictors of order larger than 10 [80]. The poor 

performance of high-order predictors at 3 kb/s may be caused by the quantization 

noise present in the adaptation loop. 

In the backwad adaptation coder, the short and long-term predictor parameters 

;are obtained from the reconstructed signal. Hence, the only bits transmitted are those 
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representing the stochastic excitation. At a sampling rate of 8 kHz and a. desired cod- 

ing rate of 8 kb/s, we have amilable 1 bit per sample for qua.ntizatiou. It is desirable 

to have smaller vector dimensions as this will result in better quality if infinite bits 

are available. However, the actual number of bits available is equivalent to the vec- 

tor dimension. Hence, the more bits available, the better will be the quantization of 

the stochastic excitation. This leads to a tradeoff between smaller vector dimensions 

and the number of bits required for effective quantization. It was found that vector 

dimensions of length 8 to 10 samples gave us the best qualitative tradeoff. 

In the partially-forward coder, an adaptive codebook is used in place of the long- 

term predic,tor to obtain a larger prediction gain aild subsequently better speech 

quality. In order for the adaptive codebook to give an inlproveci yerfornlance, the 

adaptive codebook information is forward transmitted. This results in a larger vector 

dirnexlsion requirement to accoimt for the extra bits needed to represent the adaptive 

excitation. One bit is needed to differentiate between the locked and unlocked mode. 

lu locked mode, since a delta pitch encoder is used, 4 bits are sufficient to represent 

the pitch information, For the tap-gain quantization, it was found that 7 bits were 

required to obtain a satisfactory perceptual performance. For the unlorked mode, 7 

bits are recjuirecl to represent the pitch index information (pitch period is 20 to 147 

samples). The tap-gains C O U ! ~  be effectively quantized with less than 7 bits. The 

choice of the number of bits allocated to the adaptive codebook tap-gains and the 

stochastic excitation gainlshape codebook is based on achieving the best cjuantitative 

performance. 

In order to compare the fully backward system with the partially-forward system? 

the following LLD-VXC systems were tested: 

System 1 - open-loop pitch predictor, vector climensio~l 8, 8-bit shape codebook 

System 2 - open-1o.s~ pitch predictor, vector dimension 10: 8-bit shape and 2-bit 

~ a i n  coclebooks 
0 

r System 3 - forward adaptive codebook, vector dimension 22, bit allocation as 

shown in Table 3.1 

Systen; 4 - forward adapti%-e codebook, vector dimension 24, bit allocation as 

shown in Table 3.2 
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/ bit allocation I flag / shape cbk i gain cdbk 1 pitch 1 tap gains ' 
/ locked i l !  8 I * D l  7 
1 unlocked 1 1  1 8 1 1 1 7 1  5 1 

Table 3.1: Bit allocation for partially-forward system 3 

bit allocation / flag / shape cbk 
/ locked i 1 i S 

Table 3.2: Bit allocation for partially-forward system 4 

gain cdbk 1  itch I tap gains I 
4 1 4 1  7 

1 unlocked 
1 I I I 

All the above systems operate at S kbjs and use a 10-th order lattice sllort-term 

1 1  i 8 

predictor and a fixed 10-th order gain predictor optimized for each vector dimension. 

2 1 7 1  6 

It found that, even though the coefficient optimization of the gain predictor did 

not provide any objective performance improvement, it did offer marginal percept~al 

improvement. The results of simidation tests are shown in Table 3.:3 below. 

Table 3.3: 1nitia.i System Comparison Performance Results 

1 System SNR / Seg SNR ' Mos Score 1 

The system employing open-loop pitch prediction has an informal MOS score around 

3.6, while the closed-loop pit.cl1 prediction system has an informal MOS score of about 

3-75. The results show that the partially-forward system has a performaxice similar 

to that of VSELP, while the backward system is slightly inferior. In comparison, 

LLD-VXC at 16 kb f s  achieves a SegSItTR of about 19 dB and a informal MOS close to 4.0. 

Systems 2 and 4 were chosen for some further studies on robust~less under channel 

errors because they gave better objective and subjective quality evaluations in clean 

channel conditions when compared to systems 1 and 3 respectively. 

! 1 1 2 =  12.48 

3.3.8 Short-Term Predictor Adaptation 

3.55 1 

The 8 kb/s system makes use of a lattice structure for short-term prediction hence 

it is referred to as Lattice LD-VXC (LLD-VXC). For the 8 kb/s LLD-VXC sygtern, the 
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short-term predictor adaptation is essentially the same as for the 16 1.1 \ J / s LLD-VXC 

algorithm [80: 38). The adaptation is based on the LMS algorithm, with a leakage fac- 

tor introdwed to improve performance in noisy channel conditiom [ST]. The leakage 

and exponential weighting factors are optimized so as to achieve robustness in noisy 

channel conditions without a noticeable degradation in qualit? for clean channel con- 

ditions. 

In the 16 kbf s  LLD-VXC system. the driving signal for coefficient adaptatiou is 

the reco~~structed speech signal. In the 8 kb/s system, various driving signals were 

investigated to examine the effect of coefficient aclaptation on system performance i r ~  

clean and noisy clia~inel conditions. The signals used are defined below (Figure 3.6).  

( n  j t, reconstructed speech signal. 

u ( n )  u re(mistru~ted ewitat-ion signal. 

0 u,(nj ti u ( n )  passed throi~gh a short-term shaping filter. 

urs(rz)  ti u ( n )  passed through long and short-term shaping filters. 

The short-term shaping hitel- is an firrite jm puise response (FIR)  approximatiorl 

of the short-term synthesis filter and is similar to the o w  described 1~y \voo arid 

C;iI>son in f IW]. The long-term shapinq filter. Bj,,(s). is obtained as a truncatrcl FIR 

approximation of the long-term predictor. \\P rlenote by B(r)  tht. ecjui\-dent transfvr 

function for the long-term preclictor. Then, Bj,,js) is given by 

where 

\\*here m denotes the uumber of taps of the predictor B ( z )  and ~ r ~ f ; ,  is the order of the 
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adaptation 

long-term short-term 
synthesis filter synthesis filter 

Figure 3.6: Lattice filter adaptation sigaals 
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for an rn-tap predictor. Equation 3.34 can be obtained easily for a three-tap case 

( m  = 3) as 

Simulation results are shown in Table 3.4 for the backward system using various 

adapt-ation driving signals shown in Figure 3.6. 

Table 3.4: SegSXK results for the  Gackward system for various adaptation signals 

The results in T&:e 3.4 slwx that  using FIR approximatio~is of the short- and loug- 

term synthesis filters in the adaptation loop improves performance on nois? channels 

wit Lout any significant degradation in clean rhaunel conditions, Particularly, the 

adaptatiou signal, ui,(rz-1. acfiieses co~nparahlr yerformanct. to y ( i t )  in cleau conditions 

and out-performs all other adapt ation signals in nois>- roncli tions. The backivarcl 

system uses ul,(n) for adaptation of the short-term synthesis filter. 

In the partrally-forward s-stem, U { , ( T L  j provides a s~nall yerforrnance improvement 

in noisy chamlei conditions. However. this improvement comes at the expenst. of 

a degradation in clean conditions which is roughly equivalent to the i~nyrovement 

in rioisy conditions. -1s a rrsuft, ihr pariially-forward system ernploj-s y ( n )  for the 

aclaytatiun of the short-tvrm synthesis filtpr. 

3.3.9 Robustness Results 

A comparison of the fully hack~ard upen-loop system fnow referred to as system 1) 

with the yartiallj--forward closed-loop system (now referred to as svstem 2 j  leads to 

tbe results shown in Table z3.5 below. 

Table X.7 shows that the partiall--forward system has better perfor~nanre in clean 

channel conditions, while the backward system has better performance ou a noisy 

channe!. However: informal subjective listening tests show that the forward sys- 

tem performance at; a bit error rate (BER) of can be significantly improved by 
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1 System I BER=O I BER=lO-3 ] 
1 I 1 12.94 1 10.66 

Table 3.5: SegSNR results for the backward and partially-forward systems under ?;it 
errors 

post-filtering. With post-filtering: the subjective performance of the partially-forward 

system is roughly equivalent to the performance of the backward system. 

Informal subjective tests indicate that the partially-forward 8 kb/s system has 

quality comparable to the 8 kb/s VSELP standard in clean conditions, while the back- 

ward system is just slightly inferior. For noisy channels, at bit error rates of 

both systems achieve MOS scores which are within 0.2 on the MOS scale from the scores 

obtained in clean conditions. In the backward system, the use of the short-term adap- 

tation signal ur,jnj results in a robust coctec, which achieves good sulijective quality 

even at  BBE as high as 1W2. The partially-forward system degrades significantly at 

10-"mainly due to  the errors oc the forward transmitted tap gains. 



Chapter 4 

Packetized Speech Coding 

This chapter is organized into five sections. A n  introtfuctiorl into packetizecl speed1 

coding is presented in Section 4.1. Some current and future system approaches in 

wireless/wired networks are presented while considering the need for a unifying net- 

work for the future. Section -2.2 provides an overview of packet networks with issues 

such as fast packet switching and a comparison of circuit ancl packet switching bring 

presented briefly. In Section 4.3, some critical issues such as packet losses in tlet\t.o~.lis 

aacl appropriate choice of packet ch~ration are discussed with regards to possible ap- 

plications and systems under which a pa(-ket recover? nlodel may op~ra te .  Sec-tion 

4.4 presents various system 2~spects of ~ariaL1~-rate ( d i n g  with particular emphasis 

on fiexibility of variable-ratt. codiug in wired packet nrtworks and existing and fu- 

ture wireless zletworks systems. The variable-rate CELP coder lisecl in the chapter on 

packet recovery is briefly reviewed. Sectim 4.5 presents a literature review of earlier 

(ancl current) investigations into possible solutions to  packet losses in speech codlng 

systems. 

4.1 Introduction 

C_lurrently there is great interest towards achieving a flexible, efficient and service inde- 

pendent iietwork. The as>-richonoils transfer mode (Arn) approach provides a flexible 

means for dynamic bandwidth allocation and multi-media com11:unications to support 

a wide range of broaclband intesated services digital network (BISDM) services. Fast 

packet switching systems for Tl  transmission and ATN for broadband fiber systems 
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have ~notivated interest in packetized speech transmission in wired networks. ATM 

based wireless networking systems are now also being actively considered to provide 

an untethered expansion to ATM based BISDN systems under development. 

Third generation wireless networking will provide a wide range of wireless ac- 

cess applications. These systems in harmony with ATM based BISDN will use shared 

resources to convey many information types. Future public land mobile telecommu- 

nications systems (FPLMTS) is envisioned as such a wireless system. Service quality 

of wireless personal communication services (Pcs) is expected to be the same as the 

wireline PSTN. However the applicability of current wired speech coding standards 

such as G.728 for wireless access remains questionable. Among the potential prob- 

lems are system capacity, robustness to bit errors, a.nd frame erasures due to bursty 

errors and packet losses. 

An ATM approach for wireless  letw works has a few advantages such as: flexible band- 

width allocation; end-to-mci provision of broadband services over wireless and wired 

networlis; improved service reliability with packet switching techniques to name but a 

few. The wireless segment of the network requires additional medium access control 

(MAC) layers for channel sharing on radio links. Within the wireless segment, wireless 

specific protocol layers can be added to the ATM payload as required. To achieve a 

suflicient degree of transparency, two possible approaches have been investigated re- 

cently. Packet CDMA was developed for spread spectrum modulation and a packetized 

speech scheme called packet reservation multiple access (PRMA) was proposed for TDMA 

systems. 

In the emerging communication networks, packet loss may result from: 

0 Discarding/loss of packets in a packetized network ( i. e. ATM/BISDN or packetizecl 

FPLMTS) 

Loss of information as a result of bursty errors in non-packetized systems ( i .e .  

second gemrat ion wireless and non-p acket ized third generation systems) 

Although these two information loss sources are basically different, loss of infor- 

mation in bursty error channels has the same effect as loss of pacl;ets, and recovery 

techniques are very similar. With that in mind, a packet here could refer to an actual 

packet as in packet based systems or a- block of samples in non-packet based systems. 



4.2 Packet Networks 

In this section, circuit and packet switching are briefly presented followed by a de- 

scription into the esolution of fast packet switching with particrllar reference to asyn- 

chronous transfer mode [ATM). 

4.2.1 Circuit vs Packet Switching 

Prior to circuit switching, the first transfer mode used in the telecomnlu~iic~atio~l 

world was some sort of .'packet switching" such as in telegraphy. 111 telegraphy, a 

"packet" which was: defined as a telegram, contained the address of the source m d  

destination and the coutent of t,he message. The messages were coded more or less in 

a "digital" fashion using short and long pulses. Circuit switched networks were first 

i~~troduced for use in telephone networks. I11 these networks which generally transnlit 

voice, a private transmission path is established between any pair or group of users 

attempting to com~~~unica te  and is held operative as: long as transmission is required. 

The existence of a telephone set did not require any longer the coding of the signal in 

a "digital way": but the signal coulcl be directly transmitted in an analog way. 

Frequency division multiplexing (FDM) was cleveloped to improve the efficiency of 

the telephone network by carrying ~nuIt,iple voice channels over the available band- 

width b y  dividing the baud into a number of narrower bands. The introcluc.tion of 

digital technology into the telephone network was motivated by t.he need to improve 

the quality? add uew features, aucl r d u c e  the cost of couventio11a.l voice ser\;ices. Time 

division multiplexing (TDM) was introducecl to provide for greater efficiency in digital 

networks. In TDM me ran assign time slots which are then time nmltiplexecl by 

ensuring that a circuit will use the same time slot fur the cumplete duration of a voice 

trans~nission. 

In some applications which inroIve long distance connections: circuit switching 

may not be efficient enough due to periods of silence in voic-9 transmission. Time 

assignment speech interpolation (TASI) was introcluced to increase the capacity in 

i ~ d t i p l e i i d  eairier systems by making use of voice activity detection. Fiegradations 

occurred due to  clipping in moments of heavy talk spurt activity. TASI was sub- 

sequently replaced with digital transmission of voice using the same general idea of 

increasing capacity by exploiting the silent intervals in speech. Such schemes are 



commonly ~~~~~~n a digital speech interpolatio~i ( D s I )  sxstems. 11-1 order t o  ~~rctvitle 

graceful degradation in moments of heavy talk spurts actkit?, emkecldecl r ; m d  c-od- 

ing (see Sec-tiou 4-41 is also employed to reduce the bit-rate, eli~llixlatir~g clipping 

illherei~t in analog TASI systems. Two multiplt.xing formats are usecl \\ror!ci\vicle. The 

Sorth h ~ e r i c a n  standard combines 24 wi re  channels into one time stream opera t iq  

at  1.544 Mb/s. This system is also knowu as TI .  The i~ltercatio~lal standard used 

elsewhere multiplexes SO voice chzmels for an aggregate t i t  rate of 2.048 ,2lh/s [go]. 

In packet switched terhnology. blocks of data called packets are transmitted from 

a source to a destiuation. hcIuded in each packet is a header containing address 

ancl mher control information. Each packet is transmitted as soon as the appropriate 

link is available with no hotding of the Iink ~vhen a source has nothing to trarismit. 

As the traffic load ixicreases in a packet switched network, so also cbes t l ~ e  average 

transmission delay. In contrast. in circuit switched networks there is no graceful 

degradation in service, with a network either granting or rejecting service. 

There are two  nodes of packet switched transmission: co~inertio~i oriented and 

connectio11-less transmission. In conrlection oriented tra11smissio11, a path is first set 

up end-to-end through the xletwork. I'ser packets then traverse the uetwork following 

the path chosen a n t 1  arrive at the clestination in the sequence in which they were 

tra~lsmittecl. On the other hand. in connec-tiw-less transnlission no initial cunnec-tion 

is set up, with the routing information contained within the packet. Good sources 

of references on packet, ancl circuit switching are 190, 4, 201. A good clescription of 

routing within packet networks is presented in [if]. 

The time division nlultiplexing terhnicpe as desc r i ld  above is also li11ow11 as 

synchronous TDM (sTDM), since for the d u r a t i o ~ ~  of a "call" a particular time slot is 

dedicated to a respective connectio~~. Circuit switched telephone net~vorks use STDM. 

Another form of multiples~ng known as aspchronous TDM (ATDM) yeriod;cally changes 

the number of time slots 15-ithin a frame. This is as a result of capacity being assigned 

ouly when it is needed. A time slot is eliminated (the frame shortened) when the 

respective source becrornes inactive. This technique is similar to a packet switching 

system but usually transmits smaller blocks oi data and does not include a header. 

In sununary. a basic ATDM is strictly a multiplexer. X packet switcfii~lg node however 

not only provides multiplexi~~g-like functious. but also provides network level contrd 

functions as well flj. 
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Packet switching was introduced as a result of a need to utilize inore efficiently a 

data commuoications circ=&t \.hen compared to the existing circuit switched tram- 

~nission techniques which were largely ineffective due to the burst characteristics of 

data traffic. 

4.2.2 Evolution towards Fast Packet Switching 

Toda~ ' s  telecounmmication networks are characterized by specialization. This means 

that for every individual teleconl~~lunicatio~ service at least one net,work exists that 

t~ransyorts this service. A few examples are: telex network, plain olcl telephone service 

(POTS): computer data transported through X.25 or X.21 protocols in the public 

domain and co~nputer data transported through local area networks (LAN) iu the 

private domain. 

The networks of today suffer from disadvantages such as: 

Service dependence: Each network is only capable of transmitting a specific 

service for which it was designed. Even with the introduction of narrowband 

integrated services digital network (NISDN) in which voice and data are trans- 

ported over a single medium, there will exist a limited serviw for sorne ti111e, 

as packet switched networks and circuit switched networks will be dimensioned 

only for data or voice service. 

Inflexibility: Advances in audio, video and speech coding algorithms and progress 

in very large scale integration (VLSI) tecilnology influence the hit-rate generated 

by a certain service and thus change the service requirements for the network. A 

specialized network has great difficulties in adapting to cha,~~ging or new service 

requirements. As an example one can consider the evolution of speech cod- 

ing standards from 64 kb/s PCM to rates as low a . ~  ts tb /s  in the ITU-T G.729 

standard. 

Inefficiency: The internal available resources are used Inefficiently. Resources 

which are avaiiabie in one network cannot be made available to other networks. 

It is consequently very important that the network of the future be service inde- 

pendent, Be~ible and eacient. The most flexible network in terms of bandwidth 



requirements, and the most efficient in t.erms of resource usage: appears to be a net- 

work based on the concepts of packet switching. Recently, BISDN was introduced with 

the objective of solving the problems summarized above. This network \-rill have the 

advantages of being flexible and efficient. 

The definition of a service independent network has been influenced by an evolutiorl 

in two key areas: technology and sj\:stem concepts t21)j. In recent years, a large. 

teclmological progress has ovccured in semico~lductor and optical techxloiogies. This 

progress will allow new telecommunicatio~ networks to operate at much higher speeds. 

System concepts are introduced as a need to avoid repeating functions in the network if 

the required service can still be guaranteed when these functions are only iinyleme~iteci 

once at the boundary of the network. 

Progress in System Concept 

There are two key issue.; in system concepts: semantic transparency and timv trans- 

yarencj. Semantic transparency is t h e  function which guarantees the correct delivery 

at the destination of the bits which were transmitted by the source. Time trans- 

parency is the timely delivery of the bits that were transmitted. In the initial packet 

switched networks the qual ie  of the transmission media was rather poor. In order to 

guarantee 2.1: acceptable aid-tei-er~d quality, error control was performed on every link. 

This error control is supported by the high-level data link control (HDLC) protocol, 

x-hich includes functions such as frame delimiting, bit transparency; error checking, 

and error recover)- (see [90] for more information on the HDLC protocol). 

Figure 4.1 shows the cfifferent packet switched networks and the basis by which 

error control is clone in the network. T h e  layers correspond to the ope11 systems 

iaterconnection (OSI) niodt-1 as defined 13: the International Standarcis Organization 

(IS0 j. Figure 4.1 (a) shows the error control in initial packet s~vitched networks. 

With the advent of ISDN for narroxdxmcl services: the quality of the transmission 

and switching systems increased, thus reduciug t-he errors within the net>work. In such 

high-quality networkst i t  is proposed to ilnplenlent only the core functions of the HDLC 

protocol on a link-by-link basis, and other functions such as error recovery on an end- 

b e n d  basis. In Fi,sure 4.1 (b), the OSI layer 2 is subdivided into two sub!qers: layer 

2a supporting the core f=mc:ions and layer 2b supporting additional functions. Layer 
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2a operates on a link-by-link basis, . laver - 2b on an end-to-end basis- This concept is 

known as  frame relaying. 

This idea is further extended iu BISDN. In this case, packets are still nsecl, but 

the core functions of laxer 2.3 have also been ~noved to the edge of the network (see 

Figure 4.1 (c)). This concept is used in Am. In this case, error handling functions are 

no longer supported in the switching nodes inside the network. Due to a reduction 

in functions performed. there is a substautial decrease in switching node complexity 

which allows for higher speeds. 

Some services such as voice aud video require that the bit-stream arrive after a 

short delay at the other end. These services are called real time services. Packet 

switching and frame relaying to a lesser ext~ent, ba.ve difficulties in supporting real 

time service. Because they recjuire medium to large - complexity at the switching 

nodes, they can only operate at medium-to-low speeds. This means that the delay 

wiIl be quite large. Am, on the other hand, needs minimal functionality and hence 

has a much srnaller delay through the network, possibly msuring time transparency. 

Fast packet technology is characterized by: low end-to-end delay; high capacity 

switches; and wider bandwidth. The wider bandwidth gives rise to  the term wideband 

packet technology. kkTith t.he advent of fast packet technology, voice applications are 

now playiug a more viable role in packet networks. Packetized voice has been achieved 

witilin fast packet technology (details are presented in [Ti]). 

Issues and Applications of Packet ized Speech 

Before presenting packet recovery techniques, it is necessary to address some of the 

issues that exist. in packet net~vorks or inter-networks and bursty error channels in 

wireless communications. Although these two informa.tion loss sources are basically 

different, loss of information in bursty error channels has the same effect as loss of 

packets a.nd recovery techniques are very similar. With that in mind, a pxke t  here 

could refer to an a-ctual packet as in packet based systems or a block'of samples in 

non-packet based systems. In this section, some of the methods by which packets 

are lost in a network are presented. The choice of packet size needs to be addressed 

keeping in mind some of the applications and systems under which the packet recovery 

n:odel could possibly operate. 



4.3.1 Packet Losses in Coding Systems 

Block erasures may appear in packetized systems clue to network overload conditions. 

Speech blocks may be lost due to buffer overflow or the!. may be dropped in the 

network nodes by the congestion control mechanism. The congestion control operates 

as follows: newly arriving packets are blocked if the number a.1read-y present at an 

input queue exceed some threshold. A distinction being made between in put packets 

(packets newly arriving at a node) and transmit packets (those already in the network 

and arriving from mother node). Another source of block erasures could be fixed 

delays due to transmission and propagation7 as well as statistically varying delays such 

as cjueuing delay in nodes which result in packets not arriving at their destination in  

time and being considered as lost. Additional varying delays components are caused 

by packet retransmissions to compensate for errors in delivery. Alternatively, packets 

actually could be lost in traversing the network. For real-time voice co~nmunication, 

some reliability needs to be sacrificed by tolerating a small percent of lost packets [102]. 

In wireless networks: channel impairments can cause bursty errors. A portable 

radio channel exhibits very complex and variable behaviour. In such an environment, 

the direct path between anjF;,air of transmitter and receiver is usually blocked by walls, 

ceilings and other objects. Different propagation paths are produced by reflections 

from various objects. Each path may have a different time delay aucl a different 

attenuation. Therefore, the portable radio channel experiences signal fluctuatious 

caused by multi-path signal additions froill different propagation paths. The fade and 

inter-fade durations depend on the velocity of the user, the carrier f~%qutxcy, and t21e 

fade threshold. The effect* of fading is to produce errors in bursts when the received 

signal envelope fa.des below some noise related threshold. Therefore, fading producss 

a channel that is either very good or very bad. For such channels, unless errors 

can be randomized by some means, forward error correction (FEC) is not worth while^ 
since the channel is either very good and hence FEC is not required, or the cha1111e1 is 

so bad that it cannot benefit from FEC. These error bursts directly result in packet 

losses if the speech information is packetized in wireless networks. Even in wireless 

systems which are not packetized. these error bursts directly result in loss of speech 

information. An excellent source of reference on the mobile communication channel 

is the text by Lee [63]. 



CHAPTER 4. PAMETIZED SPEECH CODING' 

Codecs can be evaluated using a ra.ndom errors channel model which is an ac- 

ceptabk model for wired networks. However? speech coders operating in a, personal 

co~mnuuica.t-ions environment also need to address burst:- errors in order to achieve 

accept-able performance in applications 1211. The random error assumption can still 

be applied if burst- errors can be randomized by using techniques such as hit inter- 

leaving. The feasibility of bit interleaving depends on the fade duration and the 

tolerance of the-sxstem to the associated delay. For a given carrier frequerrcy, fxle 

threshold, and other system parameters, the fade and inter-fade durations, on the 

averaget are inversely proportional to the velocity of the user. Therefore, the faster 

a user moves. the shorter the fade ancl inter-fade durations experienced by the user 

will he. Hence in the vehicular mobile environment, bit interleaving to randomize 

bursty errors may be achieved within acceptable delay. The random error assumption 

may also be n~eanin~gful to 11iode1 spread spectrum systems { e.g., CDMA). as the inher- 

ent f req~~e~lcy  diversit? helps in rectucins the long-time autocorrelation properties of 

the signal envelope. On the other band, a PCS channel, especially when using TDMA, 

does not experience rauclom errors. Such channels, where the user terminal is movirlg 

slo\t.ly or not at allt experience slow facling. The fade duration coulcl be as rnuch as 

several hundred milliseconds long. Fur instance at 850 MHz and a speed of 12 mph. 

the signal goes into a -1-5 dB fade at the rate of approxi~nately 6 times a second. The 

probability that the dnratiou of this fade is 8 Ins or more is about 0.2 [5:3]. Because of 

the slow fading uatnre of the channel? a substant.ia1 amount of bit interleaving would 

be required to randomize errors and this results in unacceptable delay. 

4.3.2 Packet Size Considerations 

Packet size is an important design criteria for the packet recovey tests. An interesting 

tradeoff is packet size s-ith respect to the average int.erfade interval. The average 

interfade interval is t.he duration between fades. If a packet size is too large and is 

comparable to t.he average interfade interval; it is quite likely that- the packet will be 

corrupted by a fade. On &e other hand. if the packet size is too small, multiple packets 

may be embedded in the fade. Ln either case, a number of retransmissions would be 

needed which will cause delays. hi order to minimize both the pacftetization delay 

at the transmitter and the perceptual effect of lost packet anomalies at the receiver, 
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packets should be as short as possible. On the other hand, in order to nlaintain high 

cframef uti!izatioo, tli-e wodd like to keep the number of speech bits per packet as high 

as possible relative to the overhead which must accompany each packet. This tradeoff 

becomes more difficult for lower rate speech. For higher speech rates, relative packet 

overhead is less of a problem. The choice of packet size is also influenced by limitations 

on netwark throughput in packets/s. For the same user-data rate, processing loads 

on network nodes will generally increase as packet size is decreased. This warrants 

use of larger size packets. 

Experiments performed on PC% systems by Goodman et al. showed that the choice 

of packet size had an effect on perceived quality of the reconstructed speech [%I. With 

small packets of the order of 1-2 ms: with 10% packets missing, there is a constant7 

annoying crackle. For very large packets (32 ms or more), the speech quality degrades 

significantly. A system with a packet size of 8-16 1x1s was found to be most tolerant 

to packet losses. Jayant. et al. had earlier reported packet sizes of the order of 16-32 

ms for greatest tolerance to packet losses [48]. As speech can be assumed stationary 

for atmost 30 ms, ~ a c k e t  sizes are upper limited by this figure to enable effective 

performance under packet losses. Therefore, suitable packet size durations of the 

order of 10-20 ms were chosen for the packet recovery experiments in this thesis. 

4.3.3 Packetized speech in ATM/BISDN 

The ATM approach provides a flexible means for dynamic bandwidth and multi-media 

co~mnunications to support a wide range of BISDN services. Fast packet switching 

systems for T1 transmission and ATM for broadband fiber systems have motivated in- 

terest in packetized speech transmission in wired networks. ATM, which is sirnilar to 

packet multiplexing, is implemented by dividing the information flow into short snti- 

ties and by sending independently these entities to their destination. One drawback 

in packet transmission is the possibility that some packets are not received within the 

maximum allowed delay or are lost due to network overload. When this condition 

occurs, one or more packets are discarded, yielding the received speech signal to be 

degraded because of the missing information. Minzer presented a good review paper 

on BISDN/ATM as an all purpose digital network with a discussion into technical issues 

that Impacted ATM specifications [Xi]. 
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The ATM cell size is 53 bytes (5 bytes header, 48 bytes payload). Therefore, the 

information part of the cell is 1384 bits. Since ATM can support many diEerent traffic 

types, voice can be transported over the broadband net.worli in a variety of ways. 

Three methods by which voice can be transported in an Am-based broadband network 

are: 

1. PCM voice serviced via constant bit rate at 64 kb/s. 

2. Compressed voice using reduced coding rate and possibly variable-rate features 

and cell discarding to reduce congestion. 

3. Compressed voice already packetized using an existing protocol such as packe- 

tized voice protocol (PVP) could be used. However, some inefficiency can result 

as PVP voice packets are transformed into ATM cells. 

The facility of operating at variable bit-rates is particularly attractive considering the 

scenario of future teieco~n~nunication ilettvorks based on ATM [78]. 

Packetized Voice Protocol 

Reco~llnlendation (2.764 defines a packetizecl voice protocol (PVP) for speech packeti- 

zation iu permanent virtual circuit applications 171. The principal application of the 

PVP is at the primary rate (1.544 Mb/s or 2.045 Mbls) and in fractional primary rate 

applications. 

The stream of coded speech is transformed into packets by collecting samples over 

a period of 16 ms and dividing into blocks of 125 bits each. For exa~nple, in ADPCM 

at 32 kb/s, a packet wodd consist of 512 bits ( i .e .  4 blocks). A block consists of 

bits of the same significance collected from all speech samples that are packetized. 

The blocks are arranged accorciing to the significance of the bits. A feature of the 

PVP is the ability to drop blocks from a packet as a congestion control mechanism. 

'This differs from cell discarding, which may be iused in ATM networks, where cells are 

categorized as more si,a;nificant and less significant, ~vith less significant -J!: being 

discarded during congestion. 

The G.7'64 assumes use of PCW, ADPCM and embedded ADPCM for encoding of speech. 

It has a provision through reserved coding types, as other voice coding algorithms are 

standardized. 



4.3.4 Wireless Personal Communication Service 

Mobile networks pro%-ide communicat.ions between moving vehicles and PSTN cus- 

t.omners. With these networks possibly being partially replaced by ATM networks, cus- 

tomers will probably accept a variety of quality grades for services such as mobile 

communications. Next generation wireless networks will be required to co-exist with 

wired broaclbaod commuaication networks such as  BISDN. In order to avoid mismatch 

betxeen future wireline and wireless networks, timely consideration of broadband 

wireiess systems with similar service capabilities has begun 186. :32]. Third generation 

wireless networking will provide a wide ra.nge of wireless access applications, These 

systems in har~nony with Am based BISDN will use shared resources to convey many 

information types. Future public land mobile telecommunications systems (FPLMTS) 

is envisioned as such a system. 

An ATM approach for wireless networks has a few advantages such as: flexible 

bandwidth allocatiou; end-to-end pro~isioning for broadband services over wireless 

and wired networks: and improved service reliability with packet switching techniques. 

The wireless segment of the network requires additional medium access control (MAC) 

layers for channel sharing on radio links. Within the wireless segment. wireless specific 

protocol layers can be added to the Am payload as required. 

Variable-rate coding techniques provided a viable role in seco2d generation mobile 

systems. The CDMA approach proposed by Qualcomm was chosen as the basis for a 

new digital cellular standard which provided for an increased system capacity over 

the IS-:% standard f99]. Variable-rate coding allows the CDMA system to have a "soft 

capacity". DSI has been applied to TDMa systelm in enhanced TDKA p9]. Both these 

HAC approaches in the forms above. are insufficient to meet a good ciegree of trans- 

parency with wired ATM systems. To achieve a sufficient degree of transparency, t w o  

possible approaches have been investigated recently. 

Packet CDMA was de~eloped for spread spectrum modulation (some detail is pre- 

sented in f861). When narrow band nlodulation is used at the physical level, some 

form of TDMA based MAC is typical for PCS systems. A packetized speech scheme called 

packet. reservation multiple access (PW) was proposed for TDMA systems by Goocl- 

man [:32]. PRMA was originaily conceived for local wireless networks, which dynamically 

assigns a sequence of fixed-length packets corresponding to one talk spurt to a TDMA 



slot. At the start of the talk spurt: the terminal contends for an avaihble slot,. Once 

assigned: the slot is reserved for the duration of a talk spurt. $The11 the talk spurt 

has ended, the slot is released. The contention in PRHA is similar to that of slotted 

ALOHA. PRMA can lie viewed as a co~nbirlation of TDMA and slotted ALOHA. 

Service cjualit"y of wireless PCS is expected to be the same as the wireline PSTN. 

However the applicability of current wired standards such as G.728 for wireless access 

remains questionable. Among the potential problems are system capacity. rotsustnrss 

to bit errors and frame erasures/ packet losses. A review of ITU-T liaison statements 
" -  - (see 1105, 106, 10 r ] )  1s presented now to give a clearer perspective on issues such as 

packet size and loss models that need to be co~lsidereci in FPLMTS. 

At the November 1391 meeting of ITU-T working party (WP) XV/2 and the Ad 

Hoc meeting on Y kb/s speech coding, - an agreement to consider the use of 8 kbfs 

speech coding for the FPLHTS was introduced. WP XV/2 requested the ITU-R (radio 

communications sector of the ITU, formerly known as CCIR) to provide a model of 

radio-channel characteristics to be used in examining cotlec performance under burst 

errors 11051. BellCore provided ITU-R with such a model which employed a 16 rns 

block le~lgth based on the frame specifications as originally required for 8 kb/s speech 

cocling [97]. 

At the Sovember 11992 meeting of ITU-T WP XVI'L. it was noted that ITU-R had 

requested WP XV/Z to consider the use of 16 kb/s LD-CELP in place of the future 8 

kb/s coder in FPLMTS as a ~na.tter of the highest importance [106]. This was brought 

upon by a need t.o consicler using the 16 kb/s LD-CELP algorithm in the early phase of 

PCS. The burst error model would need to  acco~n~nodate the 16 kb/s LD-CELP frame 

length of 2.5 ms as well as the modified 1C 111s frame length requirement of the 8 kb/s 

coder [106]. 

The most critical modification t.hat was considered for the LD-CELP algorithm was 

to enhance the performance under block erasure conditions. The objectives as set 

out by the ITU-T/R were, less than 0.5 MOS degradation for block erasurc rates of 3% 

when compared to  G.718 under clean channel co~lditions j lO?j .  
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Variable Rate Coding 

For digital transmission over a fixed-rate channel. a constant bit-rate data stream at 

the output of a speech encoder is usuall_t- needed. However. for some applications in 

telecor~lmunicatio~~s such as ATM based BISDM sy sterns and wireless networks, a vari- 

able bit-rate output is particrdarly advantageous. Variable bit-rate speech coders can 

exploit the pause!: and silent intervals which occur in conversational speech and may 

also he designed to take advantage of the fact that different speech seg~nents may 

be eucocled at differer~t rates while maintairring a given reproduction quality. C'onse- 

quently. the average bit-rate for a given reproduced speech quality can be substantially 

reduced if the rate is allowed to vary with time [27]. 

Recent applications that have motivated the study of variable-rate coding include 

packetized voice operating in an ATH based BISDfti system as well as A T N  based future 

wireless networks. Multiple access schemes for wireless communication, particularly 

CDKA systems have been an important application for variable bit-rate cuclirig. Re- 

cently. PRMA and packet CDMA have become an important applicat,ion for variable-rate 

coding w i t h i ~  wireless networks. 

4.4.1 Overview 

Variable-rate coders can he divided into two main categories [29]: 

1. source-controlled variable-rate coders: where the coding algorithm responds to 

the t~me-varying local character of the speech signal to determine the data rate. 

2. network-controlled variablerate coders: where the coder responds to an external 

co~lt,rol signal to switch the data ra.te to one of a ?redetermined set of alternative 

rates. The external control signal is generated typically in response to traffic 

levels in the network rather than the short-term character of the speech. 

3etwork contro!led coders can be f~ r the r  subdivided into two categories: 

- 1 1  jaj muiti-mode var~abie-rate coder?: where a different mode of encoding or 

perhaps an entirely distinct cocling algorithm is performed for each bit- 

rate option 



(b j  ernbeclflerf roders: where a single coding algorithm generates a fixed-rate 

clata stream  fro^^ which one of several reduced rate ,iata siqal.; ( an  I ) ?  

extracted by a simple bit-dropping proceclure. Thus. each lower- rate clata 

signal is enrbedded i1-1 the full-rate bit-stream. ErnLedrlerl roders can be 

c-onsiclered as a special rase of 1r1ulti-111ode wders. 

ikneraliy. it is much simpler to desigx a 1-ariable-rate coder wi-hose rate is externally 

controlled rather than source controlled. The simplest way is to design a family of 

fixed-rate coders each with a different rate and simpl_v switrh to the appropriate cotlrr 

to produce the currently needed rate {~nulti-mode cocler). A 1 1  important co~~sicleration 

is the frequency with which the rate is to  he switched. For frequent switcl~ir~g, a 

smooth transition ma? require j~rc,serving the context or state of the aid roder for 

use in initializing the new coder. In such rases. each cocler is likely to use the sanlc-. 

alqorithm but with modified bit ailocations. Fcx infreque~lt switching it is possil~le to 

h a w  entirely differerlt corkrs. 

Variable-Rate 3 kb/s CELP 

Speech Classification and VL4D 

-411 important compment in source runt rolled variable-rate speed1 t:&ng is voice 

activity cletection (VADI which is ueec1t.d tu distinguish active speed1 wgments from 

pauses- when the speaker is silent and only backgrouncl acoustical noise is present. 

An effective VAD algorithm is critical for achieving low average rate without cleqrading 

syeec21 cjualjty in variable-rate coders [li]. Il'hen silence i~ detected as speech due to 

VAD errors. the cayacit_v is reduced: on the other hand, ir-hen speech is detected as 

silence. degradations in the recowred speech quality are introduced. For the mol~ile 

mrironment. the design of a VAD is conlylicatetf the high level of acoustic noise 

coming to  the niicrophone. To amid ckgracling the speech quality, the YAD algorithm 

may be desigpd consen-ativel5- so that a lot of barkground noise will be clstssifieci as 

active speech rather thtn -ileare. reducing the potential capacity gain. 

Although voice activity patterns offer an important and essential component for 

source-co~ltrolled variable-rate coding, even during active talk spurts the speecll signal 

has a time varying short-term entropy. h other words7 variable-rate coding of active 
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speech segments is a natural way to achieve further reductions in average bit-rate for 

a given reproduction qualit?. Some of &fie uariable-rate coding techniques are briefly 

reviewed here, )lowevert Gersho and Paksoy provide a more complete overview of 

sariable-rate coding f29]. 

A speech coder based on variable-rate phonetic segmentation which makes use of a 

good technique for VAD to better identify speech in low SNR environment is presented 

in 1791. The VAD scheme is similar to t?he VAD introduced in the GSM TDMA fidl-rate. 

standard, with some added features such as energy level comparisons in indiviclual 

frequency sub-bands, measurement of the spectral flatness of the signal at the output 

of t~he noise suppression filter. and a variable liangover time. 

QCELP which was chosen as part of the CDMA system proposal to the TIA for a 

mideband digitztl cellular standard makes use of a form of variable-rate coding, where 

the coder selects one of fair rates for each frame by corrrpari-iig the energy level of the 

frame with a set of three adaptive threshold levels [25]. 

The variable-rate coder which is used in  this thesis will be briefly reviewed in 

the next subsectiotl arid is an alternative to variable-rate techniques discussed in this 

subsection. 

System Overview 

The variable-rate coder used in the packet recovery experiments in Chapter 5 is based 

on a coder presented in (1 10). The variable-rate coder has a peak rate of 8.8 kb/s. The 

system switches between thee distinct codec configurations: 8.8 kb/s for voiced and 

transition frames. 3.9 kb/s for unvoiced frames and 7-50 b/s for silence frames, with 

an overall average bit-rate of about 4-5 kb f s. Tlie appropriate coder ronfiguration is 

seiected by specifying the aliowed ranges for the shape and adaptive rodebook indices 

[iudicated by control signals). 

The block diagram of the variable-rate CELP (VR-CELPJ coder is shown in Fig- 

ure 4.2. The bit alIocation of the variable-rate system is shown in Table 4.1. The 

details of the VR-CELP coder are presented in [110]. 
TL 1 ue s rfaffie &~Gfiei is based rtn th&d&ng. The thr&old qqxoac,!i a-iialyzrs the 

speech on a fixed frame basis. One or more parameters are detived from the speech 

source and a class decision is then made. 
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Parameter 

Frame Size 
Sub-frames 
short-term 
RMS gain 
ACB index 
ACB gain 
SCB index 
SCB gain 
classification 
Total Bits 
Bit-rate 

Ta.ble 4.1: Bit allocation for VR-CELP coder 

The synthesis filter is a tenth order LPC all-pole filter. The LPC coefficients are 

co~nputed once per frame and convertecl to LSPs for quantization and interpolation. 

The LSPs are linearly interpolated every subframe and converted back to LPCs to 

update the synthesis filter. A vector quantization technique is used to code the LSPs. 

For the voiced and transition cla.sses, the excitation is obtained from an adaptive: 

codebook and a stochastic codebook. The pitch index is directly coded using a 7-bit 

quantizer. (invoiced speech has little periodicity, hence the adaptive codekook can 

be omitted, resulting in a. substantial reduction in bit-rate at  the. expense of a slight 

reduction in quality. The variable-rate system makes use of multi-stage excitation 

codebooks. klulti-stage VQs were mentioned in Chapter 2. 

Even though a frame classified as silence may not contain active speech, it is 

still necessary to  reproduce the l>ackground noise to  preserve the naturalness of the 

reconstructed speech. The LPC coefEcients are still computed, but are quantized using 

only 6 bits. Both the adaptive and stochastic codebooks are omitted resulting in a 

substantial reduction in the bit-rate. 

4.5 Literature Review 

The study of packet losses in speech coding can be traced back to  the work of Jayant 

et al. [$8] who studied odd-even sample interpolation in 12-bit (uniform ~~uantization) 

pulse coded modulation (PCM) and 4 b i t  differential pulse coded modulation (DPcM) 



systems. Results of these studies were compared with a system in which missing 

samples were replaced by zero amplitude values. Jayant et al. reported packet sizes 

of the order of 16-32 ms for greatest tolerance to  packet losses. With these packet 

lengths, acceptable quality can be obtained with loss probabilities as high as 2 to 5 

percent without interpohtion and 5 to 10 percent witli interpolation [48]. 

Weinstein presented a good review of the possible use of speech coilimunications 

in packet networks, including a series of experiments conducted under the spunsorshiy 

of the United States Defence Advanced Research Projects Agency (DARPA) [102]. A 

generic packet. speech system is described as a point of reference. The experimental 

system configuration and key results for packet speech on the ARPANET: SATNET 

and wideband system are then presented. The reconstitution procedures used to 

decide what tu gla3- cut when a packet is not received. include filling with silence, 

filling by repeating the last segment of speech data and filling with repeated frarnes 

of speech data which are made voiceless and have energy values which decay with 

time. Because of limited network bit rates, the speech coding algorithms i~secl in 

these tests were mostly ba.sed on the LPC vocoder at  2.4 kbfs. However, for the 

wideband tests, PCM at 64 kb/s was also accomodated to  allow for inter-operation 

with digital circuit switched systems. Such inter-operation would be essential in 

introducing packet speech into an environment dominated by circuit switched voice 

users. 

C:oodman et  al. re\-iewed XI-aveform substit.ution teclmiques such as pat tern mat ch- 

ing and pitch detection in PCM systems [:33]. Pattern matching is based on scanning a 

search window to find the sa~nples of the missing packet. This is done by selecting a 

template of speech sarnpIes that came just before the nlissing packet and then search- 

ing for a best match from the sa.mpIes in the search winclow. It the11 uses the samples 

that follow the best match in reconstituting t,he missing samples. In the pitch de- 

twtio11 approach, a missing packet can be reconstructed by repeating samples at the 

pitch period. Experiments performed by Goodman et nl. showed that the choice of 

packet size had an effect on perceived quality of the reconstructed speech [S]. With 

small packets of the order of 1-2 Inst with 10% packets missing, there is a 

annoying cmckle. For very large packets (32 Ins or more), the speech quality degrades 

significantly. A system with a packet size of 8-16 ms was found to be most tolerant 

to  packet losses. 



Erdol et al. [22] presented more recent work in waveform substitution based on 

interpolative techniques on short-time energy parameters in PCM systems, whereby the 

short-time energy parameters and zero crossing information is transmitted in the pre- 

ceding packet. Hence, when a packet is lost, its envelope and frequency characteristics 

are obtained from a previous packet and used to synthesize a subst-itute waveform. 

Experiments showed that intelligible speech can be obtained with packet loss rates 

of up to 40%. They reported excellent speech quality at a loss rate of 10% and fair 

speech quality at 40%. This corresponds to an MOS of 4.5 and 3.0 respectively. The 

perfor~nance of this method is not significantly affected by the characteristics of the 

segment missing. The overhead in bits was quite significant however. The method 

requires the allocation of one bit per sample to the zero crossing information, in ad- 

dition; significant number of bits are needed to represent the energy information. In 

the event of two or more consecutive lost packets, zero stuffing is used in place of the 

procedure described above. 

Erhart and Gibson presented results on making use of a tree searching technique 

in i~terpolative recovery for DPCM coders under frame losses p:3]. Marvasti reviewed 

various interpolation techniques to be used in voice packets to irnprove the SNR under 

packet losses [70]. 

Embedded coding provided a strong basis for significant work on packet recovery 

techniques by providing a fail-safe mechanism for packet losses at the expense of a 

slight degradation under clean c-onditions. However, embedded coders imply signifi- 

cant change in encoder design, resulting in inter-operabili ty constraints for coders al- 

ready deployed. Embedded coders can have supple~nentary and essential bits placed in 

different packets with supplementary packets being discarded in overload conditions. 

Suzuki and Taka presented a theoretical analysis of the performance expected for PCM 

systems for different recovery schemes which include sample interpolation techniques 

and least significant bits dropping. Suzuki and Taka also presented a detailed study of 

embedded coding with least significant bit dropping in 32 kb/s ADPCM [95]. Embedded 

coding applied to ADPm ensures that there is no mistracking between the encoder and 

the decoder when least significant bit packets are lost. Also, the performance of the 

system with embedded coding and least significant bit dropping is superior to the 

system with just least significant bit dropplng uncler packet losses. 

Work on packet-based embedded coding of 32 kb/s ADPCM also includes the work 



of Lara-Barron and Lockhart [61]. 111 their scheme, whole packets deemed less sig- 

uificaat to speech quality: a-re simply discarded to achieve a reductiou in bit-rate in 

the network. At the transmitter, a packet predictor attempts to preclict the cilrrent 

packet on the basis of previously encoded speech. If the prediction is deemed success- 

ful, the packet is labelled as supplementary ( i e .  less significant to speech quality), 

but otherwise it is la.bel1ed as essential. At the receiver, when packets are missing, 

the predicted packets are used in place of the missing packet. Predicted packets are 

used to update both the encoder and decoder parameters for supplementary packets 

to ensure no mistracking of parameters. 

Extensive literature on networks abound but there are relatively very few 

papers that discuss the specific issues of speech coding and missing packets. An 

attempt has bee11 made in this thesis to review some of the papers specific. to  research 

into packet losses in the speech coding environment. Nlinzer presented a review paper 

on BISDN/ATM as an all pinpose digital network with a discussion into technical issues 

that impacted ATM specifications [75]. Kitawaki et  aE. presented feasible applications 

of ATM technology in teleconmiunication networks such as I S D N ,  P S T N  and mobile 

mtworks. Kitawaki t;t al. also examined the effect of packet losses on performance 

of 64 kb/s PCM and 3'2 kb/s ADPCM (both embedded and standard) [%I. A speech 

coiling t.echnique for ATM networks was presented by Nakada and Sato ['XI. A block 

coding scheme is employed, which is based on a variable-rate coding algorith~n that 

makes use of pitch prediction. A variable-rate coding mechanism exists to give a 

rate independent capability in ATM networks. The proposed algorithm exhibits better 

quality than that of 32 kb/s ADPCM at a mean bit-rate of less than 1 3  kb/s. 

Variable-rate embedded ADPCM for ATM networks is presented in [%I. In ATM net- 

works, as speech is packetizeti into fixed-length cells, the contents of a cell cannot 

be discarded selectively as is the case for variable-length cells. This means that the 

essential anil supplementary bits are packed into seperate cells with discarding of the 

supplementary cells primarily being considered. Embedded ADPCM does not maintain 

suiiicient quality when directly applied to Am. The performance is enlianced by mak- 

ing use of a variablerate embedded coder to achieve superior performance in high 

supp lement ary cell loss conditions. 

A good review paper on voice co~npression and cell discarding in ATi4 networks 

is the paper by Sriram et al. 1921. The advantages of voice compression and cell 



CHAPTER 4. PACKETIZED SPEECH CODING 

2 . , d ing  in broadband ATM networks are demonstrated in terms of trans~nission 

bandwidth savings and resiliency of the network during' congestion. Compression is 

achieved by a 32 kb/s embedded ADPCM coder with DSI, while congestion control 

is achieved by celi discarding, where cells containing low-prioriby voice samples are 

discarded during congestion. 

Leung et al. considered vector linear prediction in voiced frame reconstruction 

in an embedded 16 kb/s CELPlmulti-pulse coder over frame relay networlts. The 

16 kb/s coder is based on an embedded 8 kb/s CELP coder with the supplementary 

information being specified by a multi-pulse alg~rit~hm. The embedded CELP coder 

has minor degradation in quality at a. loss rate of 2% [64]. 

Su and Mermelstein presented error detection and speech regeneration techniques 

that were compatible with VSELP and improve subjective quality. Error detection is 

enhanced by detecting frames that are beyond the error correction capability of the 

correction code used. Rejected frames are generated using the most recent correctly 

receilled speech coding parameters 1341. Gerlach combined error detection and speech 

extra,polation in a probabilistic framework ,by computing a posteriori probability 

of coder parameters if the previous parameters were received correctly, and then 

developing optimum estimators adapted to human perception [26]. 

Goodman presented work on cellular packet voice co~nmunications for possible 

use in third generation wireless networks by combining cellular packet switching wit'h 

PRMA and investigating system capacity as a result of dropped packets [32]. In cel- 

lular packet switching, base stations and public network trunks are placed on a high 

speed metropolitan area network, enabling better management of functions currently 

performed by a single mobile telephone switch. Infor~nation enters and leaves the 

MAN through cellular interface units. The packet switching capability of a MAN works 

fittingly with the PRMA protocol for information tramfer between base stations and 

wireless terminals. As PRMA is a mobile-to-base tra~xmlission protocol, there is now a 

need for a wireless interface unit that delivers packets to the radio transmitter. 

Raychauclhuri and Wilson proposed an ATM based approach, as the basis for the 

next generation wireless network that would ease interfacing with proposed ATM based 

wired BISDN systems [86]. Issues related to the physical, MAC and data iink layers of 

the ATM-based radio linli are discussed. Several factors tend to favour the use of 

A ~ S  in wireless networks such as: end-to-end provisions for broadband services over 
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wireline and wireless networks; and improved service reliability with packet switching 

techniques. A 48-byte ATM cell (or a suitable integer subrnu1;iple) would be the basic 

unit for data transmissioc in the wireless network. In the wireless network: wireless 

channel specific- Iayers ~vi:ould be added to the ATM payload as reqxired and replaced 

by AlfluI headers before entering the wireline network. 

Karim presented a yacketized voice technique for mobile radio applications, mak- 

ing use of error detection to handle for error bursts 1531. If the receiver detects 

an error, it throws away the packet and requests the transmitter to retransmit the 

same packet. If the reyt~ested packet has not arrived in a given time period, the 

nlissing packet is replaced with zero amplitude samples, resulting in a noticeable SNR 

improvement. 

Watkins and Chen developed some frame erasure concealnle~lt techniques spe- 

cific to the G.728 standard as part of the standardization effort carried out by the 

ITU-T to  meet the demands for future PCS and FPLMTS systems [loo]. Their tech- 

niques were also based on escitatiou extrapolation and maintained compatibility with 

Ci.728. Their system achieved an MOS of 3.59 with 3% bursty errors a 1 ~ 1  an MOS of 

3.79 in clean conditions. This is cosnpa.rable to the performance a.chieved by the 

packet recovery model developed in this thesis. At 10% bursty errors, their system 

obtained significantly lower MOS. MTatkins and Chen also presented techniques to im- 

prove robustness by sacrificing compatability with (2.728 and allowing for changes 

in the encoder. These systems achieved noticeable improven~ents in speech quality 

when the frame erasure rate was as high as 10%. The research presented in this thesis 

was performed independently of Watkins and Chen's encleavour within the same time 

frame. 



Chapter 5 

Packet Recovery 

The speech coding systems considered in the research of missing packet recovery were 

the LD-CELP system (described in Chapter 3) and the VR-CELP system (described in 

Chapter 4). The need to consider the LD-CELP system under block erasures is justified 

by the possible application of LD-CELP for FPLMTS as well as the consideration for 

future possible application in broadband networks. 

In future networks employing ATM with a statistical bandwidth allocation strat- 

egy, physical channel structures that are prevalent in fixed rate coding will become 

less common, and a virtually continuous range of bit-rates will be available within 

physical network limits. This will make variable-rate codecs an effective choice and 

justifies the selection of VR-CELP in this research. 

In this chapter the concept of pcket  recovery is presented. The chapter is orga- 

nized into six sections. In Section 5.1, the packet loss model is described. Section 5.2 

provides a brief overview of the packet recovery model (PRM). The block classification 

and pitch estimation algorithms that are a critical feature of the PRM are presented 

in Section 5.3. In Section 5.4, the speech residual excitation reconstruction model 

is presented. Section 5.5 presents the short-term spectral extrapolation procedure. 

Simulation results are given in Section 5.6 which also includes a discussion of the 

results. 
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Packet Loss/Block Erasure Model 

In order to eva1uat.e a speech codec design under packet losses it is necessary to 

characterize the channel over which speech is transmitted. The speech coder should 

then be subjected to error patterns and packet losses typical of the channel in order 

to evaluate its performance. The speech segment corresponding to a packet will be 

called a block hereafter. 

5.1.1 BellCore Model 

The packet loss model was developed by BellCore: as requested by the ITU-R, to 

evaluate the ITU 8 kb/s coder under burst errors typically encountered in FPLMTS 

applications [105]. The BellCore channel model was defined to simulate the error 

patterns typical of the portable radio environment. Though the actual error sequence 

will depend upon the carrier frequency, user speed, detection scheme, type of diversity 

employed, mean signal-to-noise ratio and the mechanism for providing hand-off, for 

the sake of convenience, the error statistics can be generated using a few para~neters. 

The parameters are the block duration and burst block lengths. The block duration 

is obtained as a suitable multiple of the frame size used in the speech codec. The 

burst duration is then achieved by a suitable choice of burst block length, which can 

be defined as the number of consecutive blocks in error. The number of consecutive 

missing blocks is actually defined by a statistical model. A bursty channel model 

characterized by block erasures of length 1-6 was introduced izl [97]. This mc,-. ..; -las 

developed for testing speech codecs in the FPLMTS environment. 

The BellCore model is based on a Markov process for generating the error pattern. 

The states in the model denote the burst length dura.tion ( i .e  nurnber of consecutive 

blocks in error). The choice of state transition probabilities is governed by the block 

erasure rate that is desired. Figure 5.1 shows the BellCore loss model which was 

designed to satisfy a block erasure rate of 3%. The block erasure (or loss) rate will 

be referred to as BLR hereafter to prevent it being confused with the notation for bit 

error rate. 

Given the model in Figure 5.1, the state transition matrix can be easily obtained. 

Having obtained the transition matrix, the steady state probabilities of being in each 
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individual state can be derived using probability theory. 

Figure 5.1: BellCore packet loss model 

5.1.2 Thesis Model 

The packet loss model used in this thesis was cbtained by si~nplifying the BellCore loss 

model as described in Section 5.1.1. A simple realization of a bursty channel model 

can be obtained by introducing short, medium, and long bursts. To achieve an error 

pattern with a desired burst length duration, the model used in this thesis operates 

as described below. The packet loss rnodel used in this thesis does not better model a 

typical portable radio environment. However, what it does provide is a greater degree 

of flexibility in testing for different burst durations. 

The states in the model denote the burst length duration. The probability of going 

from state 0 to state 1 is p and the probability of staying in state 0 is 1 - p. Once in 

state 1, the probability of going to the desired state is set at 1.0 and the probability 

of returning to state 0 horn the desired state is also set to 1.0. Figure 5.2 shows the 
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loss model used in the thesis (for a desired burst length of 6 blocks), which can be 

designed to satisfy varying BLR by suitably changing the probability p. 

Figure 5.2: Thesis packet loss model 

The thesis 111odel as described above is better able to generate long bursts as the 

probability of being in a long burst state can be easily adjusted without h~v ing  to 

recompute the state transition probabilities, unlike in the BellCore   nod el. Also, the 

probability of being in a long burst state is quite small for the BellCore model. The 

thesis mociel, however, is more flexible in setting larger probabilities of being in a long 

burst state. As a result of which, there wasn't a need to test the system on very large 

databases to test the performance under long burst c1urat.ions. 

5.2 Packet Recovery Model Overview 

In this thesis, the environment in which packet recovery techniques are tested is 

based on the CELP coding technique. Both forward and ba&vard adaptation coders 

were considered for the packet recovery tests. The forward adaptation cader was 

based on a variable-rate CELP (VR-CELP)  code^ [ l l O f .  In backward adaptation, we 



CHAPTER $5. PACKET RECOVERY 104 

considered three systems: the LD-CELP 16 kb/s standard (Ci.728) [9] and two non- 

standard systems at 8 kb/s which were developed in Chapter 3. The packet recovery 

experiments were performed on the standard syste~n only, as it was considered being of 

greater interest as the ITU-T was considering the use of the LD-CELP coder in FPLMTS. 

The packet recovery model (PRM) presented is general in nature and can be applied 

to other CELP codmg mechanisms at ra.tes of 4-16 kb/s. 

The VR-CELP codec uses a modular approach whereby the general structure and the 

coding algorithm for all rates is based on the structure of the highest bit-rate system. 

Lower bit rates are obtained by disabling codec components. Each speech frame is 

analyzed by a frame classifier and classified as either voiced, unvoicecl~ transition, or 

silence in order to determine the coding rate. The system switches between three 

distinct codec configurations: 8.8 li;bit/s for voiced and transition frames, :3.9 kbit/s 

for unvoiced frames; and 750 bit/s for silence frames, with an o-~erall average bit rate 

of 4.5 I<bit/s based on averaging of typical male/fe~nale speech files with 40% silence. 

An advantage of the Vfi-CELP codec is the use of fixed excitation sequences for silence, 

which allows the receiver to resynchronize after a packet loss. 

The problem of frame losses is more acute in codecs using backward adaptation of 

the synthesis filter (e-g. LD-CELP) because the choice of filter parameters is dependent 

on past (possibly incorrect) synthesized speech, resulting in error propagation and 

inaccuracies in tracking the correct speech signal. 

A number of existing recovery techniques are based on extrapolating the synths- 

sized speech waveform. In a codec which uses backward prediction. this would imply 

ada.ptation on a signal which repeats itself in some deterministic fashion. Our experi- 

ments show that such an approach may lead to artifacts in the reconstructed speech. 

To avoid this situation we introduce a recovery procedure in which the excitation and 

the synthesis filter are extrapolated independently based on class information. The 

recovery of the missing speech packets is then achieved by pssing the extrapolated 

excitation through the updated (extrapolated) short-term synthesis filter. 

The LD-CELP standard is already deployed, hence any proposed changes have to 

address the issue of inter-operability. Best performance in packetized networks would 

be obtained by changes in both encoder and decoder; however, this would lead to 

complete lack of inter-operability with already deployed codecs. On the other hand, 
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changes in the decoder only. ensure inter-operability but limit the 1x1-formance im- 

provement under packet losses. 'r,.t.-e chose a con~promise approach in which thv only 

change in the encoder is the addition of class information. This information ~voultl 

be discarded by the decoder using the original standard. The proposed drc-orler has 

a default mode in which it can operate without class information at the expense of a 

performance degradation in packet loss situations. 

The recovery models used for both the LD-CELP and the VR-CELP codecs are ba- 

sically the same, Xlthoiugh tbe effect of packet losses is significantly different mainly 

due to forw.ircl versus t~ackward adaptatio~~ and the presence tA the adaptive coctetoctii 

iildex (pitch lag) for Wt-CELP. we were able to achieve good recovery r~sults  for both 

coders using the same recovery modei, 

A block diagran; of the packet recos-ery model (PRM) is given in Figure 5 .3 .  \Itk 

assume that the coder's output bit-stream is packetized by grouping the informatiou 

generated by a fixed nurnlter of frames into a packet. For example. in LD-CELP, 6 

frames of 20 samples each result in a 240-bits packet. wliile in VR-CELP, one framv of 

160 samples results in a variable-size packet. The speech begmeut corresponding to ;t. 

packet will be called a block hereafter. .A classifier is introduced at the trans~nitter and 

each block is classified as either silence. ~lnvoicerl. voiced. or tra~lsition. LVe assume 

that the current packet class infor~nation is available at t h e  receiver eveu if the packet 

is lost. 

Class information could be transmitted with the previous packet bit-stream, albeit 

at the expense of additional delay. Alternatively, the class information kits codti be 

protected using a low-rate forward error correction code. In the former case. i n  the 

ewnt of the prex-ious packet also being considered lost. the system makes use only of 

class information derived at the receiver. However, for the first lost block, the system 

makes use of class information received from the vncoder. In the later case. if the class 

inforn~ation bits are received in error. the system can revert back to using only class 

information derived at the receiver since it had detected that the class infor~nation 

bits tvere erroneous. 
x x -  we experimented also with a system using only class information derived at the 

receiver: for missing packet; length eqtlal to one and a burst erasure rate of 3%. this sys- 

tem has a slight qua& ty degradation ~vhen compared with the system which transmits 

dms information. However. for longer bursts, the degradation may he noticeable. 
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hi the case of packet(s) loss* the decoder uses a number of different recto\-rry 

techniques selected as a function of the past and curre~it tiecoded class. Voiceti class 

excitation reconstruction is based on periodical extension of the past reconstructed 

sl~eech and filteriug k_t- the iu~e r se  of the synthesis filter. T.'nwicc-.d (:lass excitation 

reconstructio~~ is Lased ou C;aussian ~nocieling. Finall?. the past residual excita.tion 

memory is reconlputed for l~locks folluwing lost packets in order to improve the yua,lity 

at tra~isitims. Details of the excitation recomtruction model are given in Srction 5.4. 

5 -3 Classification 

The classification of syeerh is a n  integral part of the packet recovery model. Thy 

use of a r!assificaticxi h i e d  mockl is justified 1,y thr need to make use of tfifferent 

procedures to reconstruct speech +pals xith varying characteristics, resulting in 

a class dependent recover? moriel. A good classifier should be able to accurately 

determine voii-ed. ur~voicerl. silence arid tra~lsitiou hlocks. Transition hloc-ks c-oultl 

represel~t a soicecl o~lset 01- offset as well as cl~a~iges fr-om Olir voiced phoueme to 

another. Ineffective classificatiun resl~lts in an incorrect choice in the recovery model, 

which r~siritc it]  rrc-onstrtlcit.d sp~ri- l~  ~igt~i t i  wl~it-11 is percrptual1~- annoj-ing. 

A c-rific-a1 asprc-t of c-iassiticatioi~ is pitch est imation. which proviclrs a very effec- 

t i \ - r  rlisr-ritnimtoly nlc3aslu-e iu classifyi11.q voicrtl 1)ioclts. For a \,lock classifier to Iw 

etfrrtivr. tllerr sllolilrl ltr sipificant irlterartioii hetween the pit(-11 rstirnator ancl bloc-k 

riassifier. This section shall provide a brief overview of the block classifier an(l pitch 

~stinratiou st rate^^- chvsrii fur the parliet recover. model. 

5.3.1 Pitch Estimation 

111 this chapter, the pitch estimatiou pro(-edure is based on the simplified inverse 

tiltrri~is tec-hnicpe cle\-doped li>- lIarkt.1, which is compared with other tecliniques in 

the payer b5- Rabiner ~f al. [%]. The salient features of the pitch estirliator are as 

ciesc-ribec'r beiou-. 

The pitch estimator uses a set of caicfilidates in selecting the best possible pitch 

using the autocorrelation colnyutatiou on the low-pass 4:l decimated residual exci- 

tation sequence. The best pitch index X;, is then selected by searching around these 
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pitch candidates for the maximum autocorrelation peak on the undeci~nated residual 

excitation signal. The number of candidates selected is obtained by making use of 

previous class and zero crossing infor~nation in determining voiced onsets, and thereby 

allocating more candidates for such onsets (for onsets use 4 candidates, otherwise use 

1 candidate). 

The normalized autocorrelation measures computed a t  the resulting pitch value, 

kpt are compared with the normalized autocorrelation measures at  the pitch index of 

the previous block, pk,, and a choice of pitch index kP1 is made which maximizes the 

normalized autocorrelation measures. To ensure smoother pitch variation, a heuristic 

approach was developed which makes use of class information in determini~ig the level 

of priority given to pkp in selecting the larger normalized autocorrelation . A provision 

is made in the algorithm to track momentary abrupt changes in the pitch trajectory, 

enabling it to return to  its steady state value and thereby preventing the estimator 

f ro~n  locking-in on an incorrect (sub-) illultiple pitch. 

5.3.2 Block Classification 

The blocli classifier is based on thresholding. The threshold approach analyzes the 

speech on a fixed block basis. One or more parameters are derived from the speech 

source and a class decision is then made. For the classifier to be effective, the following 

parameters are used in the classification procedure in a concurrent manner: 

a Zero crossing information: the number of zero crossings is larger for unvoiced 

sounds thereby providing a means of effective discrimination. 

a Nor~nalized autocorrelation measures at the pitch lag: voiced blocks have larger 

normalized autocorrelation a t  the appropriate pitch lag. 

Previous class information: provides for a greater degree of control in the clas- 

sification procedure as a result of inherent biases due to class dependency. 

Block energy: provides for an effective silence discrimination. 
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5.4 Speech Residual Excitation Generat ion Model 

The voiced excitation reconstruction rnodel makes use of the previous block pitch 

estimate, kyl , as an initial estimate for the current packet. This initial pitch estimate 

is computed at  the receiver based on previous reconstructed speech. The estimate 

is then refined using a pattern matching procedure to  select the best lag, kp2? in a 

window around the initial estimate [41, 401. The best lag is selected by minimizing 

the prediction error criterion 

where y ( n )  is a buffer containing the past reconstructed speech signal and gk,, is a 

pain value. The value of the gain which nlini~nizes the prediction error criterion is 3 

given by 

An extrapolation of voicecl excitation is obtained by pss ing  through the inverse 

short-term synthesis filter a scaled replica of previously synthesized speech with a lag 

of kp2. The scaling coefficient is obtained hy an empirical procedure which c.o~nbiiles 

the gains obtained in the pattern matching procedure together with an estimate ob- 

tailled from the trajectory of the main pitch-pulse peak. Figure 5.3 shows the voicxcl 

excitation model as part of the more general PRM. 

Figure 5.4 shows a typical probability density function of an unvoiced residual 

signal and compares it to  the Gaussian a-nci Laplacian probability density functions. 

-4s a result of this analysis. a C;aussia11 generated signal was chosen as an appropriate 

11rude1 to approximate actual unvoiced residua1 signals. The parameters of the Gaus- 

sian process for unvoiced excitation extrapolation are estimated from the previous 

excitation s i p a l  [4!, 403. 

For offset blocks, a transition from voiced excitation to  u~lvoiced excitation is 

positioned in the middle of the missing block. Randomization is used in the excita- 

tion estrapolation for offset transitions in order to avoid excessive periodicity in the 

resiclual during offsets. 
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Figure 5.4: Unvoiced Residual Excitation Probability Density Function 
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Transition excitation generation is very critical towards achieving satisfxtory per- 

formance under packet losses. For voicecl transitions, which could correspond to uu- 

voiced to voiced onset transitions as well as voiced to  voiced transitions, we make 

use of the voiced excitation model. Just modeling the lost excitation using a voicecl 

recovery   nod el is not sufficient as there is not enough accurate voicecl history for ef- 

fective replication. This leads to inadequate voicing in the voicecl blocks following as 

a result of absent or misplaced pitch pulses in the excitation memory, which result in 

the excitt~tion memory being corrupted. This results in error propagation and hence 

poor reco~lst.ructed speech quality. 

Solution to this problem is, before synthesizing the next correctly receivecl block, 

recalculate the lost block by making use of information from the next correctly re- 

ceived block. The recalculation of the excitation reduces error ptopagatiorl effects 

dramatically. Offcourse one can resynthesize the speech in the lost packet at the ex- 

pense of an extra block of delay but the experiments here avoided that. The stochastic 

excitation and aclaptive codebook information in the first correctly receivecl block are 

used to improve the past residual excitation memory before synthesizing the cor- 

rectly receivecl block. This is clone by computing an initial residual excitation for the 

correctly receivecl block and then extrapolating it backwards to  recalculate the past 

residual excitation memory. This procedure was only performed for the PRM applied 

to the VR-CELP coder. 

111 an u~lvoicecl to voiced transition, mistracking can occur due to absent pitch 

puises. The adaptive codebook information in the next correctly received block can 

be i~sed to obt,ain an estimate of the pitch period at the start of the current block 

ifollowing a lost block). Having obtained a11 estinlate of the pitch period at the end of 

the lost blocli, the resiclual excitation of the lost block is recalculated by estrapolati~ig 

t~ackwarcls at  the appropriate pitch lag, the stochastic contribution of the residual 

excitation in the nest correctly received block. 

In a voicecl to  voiced transition: mistracking can occur due to misplaced pitch 

pulses caused by significant changes in the pitch period across the lost block. The 

adaptive codebook inforrna,tion in the next correctly received block togetker with the 

pitch period yk2 prior to  the lost block can be used to  obtain an estimate of the pitch 

period at  the start of the current block (following a lost block). Having obtainecl an 

estimate of the pitch period a t  the end of the lost block, the residual excitation of the 
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lost block is recalculated by replicating the past excitation from a. buffer containing 

the last correctly received block. The pitch period is selected to ensure a smcoth pitch 

evoiution from the pitch period pkz prior to the lost block, to one subsequent to it. 

Figure 5.5 shows a plot of the residual excitation signal and the reconstructed 

speech signal (with (blue plot) and without (red plot) excitation recalculation) for 

an unvoiced to voiced tra.nsition to  better illustrate the performance improvement 

obtained by making use of some form of excitation recalculation. The pIots are com- 

pared with similar plots obtained when the syste~n operates under no errors (green 

plot): Z . E .  the codec system with BLR = 0%. In the plots shown in Figures 5.5 and 5.6, 

the last 160 samples correspond to the first correctly received block after the packet 

loss. 

Figure 5.6 shows a plot of the residual excitation signal and the reconstructed 

speech signal (with (blue plot) and without (red plot) excitation recalculation) for 

a voiced to voiced transitiou with a fast evolving pitch period. The system with- 

out excitation recalculation is unable to adapt to the varying pitch, which in turn 

leads to misalignme~lt in the residual signal and hence reconstructed sy eech , which is 

perceptually annoying. The excitation recalculation case, on the other hand, is able 

to ensure a smoother pitch variation which results in the pitch peaks being aligned 

closer to the reference signal (green plotj, i.e. codec with BLR = 0%. Some portions of 

the residua.1 excitation and reconstructed signal plots for the system with excitation 

I-ecalculation overlap with the corresponding plots of the reference signals. 

Short-term Spectral Extrapolation 

A number of existing recovery techniques are based on extrapolating the synthesized 

speech waveform. In a codec which uses backward adaptation of the short-term 

synthesis filter, this woulcl imply adaptation on a. signal which repeats itself in some 

deterministic fashion. Our experiments show that such an approach may lead to 

artifacts in the reconstructed speech due to the short-term filter following a forced 

trajectory path, which diifers from the actual trajectory under clean conditions. To 

avoid this situation we introduce a recovery procedui which the excitation and 

the synthesis filter are extrapolated independently based on class information. The 

recovery of the missing speech packets is then achieved by passing the extrapolated 
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Figure 5.3: Unvoiced to voiced transition with and without excitation recalculation 
a) residual excitation and b) speech signal 
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Figure 5.6: Voiced to voiced transition with and without excitation recalculation a) 
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excitation through the updated (extrapolated) short-term synthesis filter. 

The spectral extrapolation of the short-term filter is based on the least-squares 

fading memory polynomial filter, which makes use of the discrete Laguerre polynomi- 

als [76]. The extrapolation is applied to  the reflection coefficient trajectories r ~ , !  

where rc, is a vector of the current reflection coefficients at time n, with din~ension 

m less than or equal to  the order of the short-tmn fiiter. 

The spectral information rc,, is extrapolated by a polynomial in k of degree (1, 

/$(k)] , , ,  where k is an index pointing back on the time scale and n is the current time 

instant and is included to show that the polynomial is found on data up to re,,. The 

objective is to minimize 

where Ok is a discount factor, whose \:slue decreases as k increases, provided 0 < 1. 

The value of &used is close to 1.0 and is based on the following trackoff: if 0 is small 

the transient errors are small but the smoothing is bad, on the other hand mal<ing 8 

close to unity results in good smoothing but bad transients. tp"(k)],, mtty be expressed 

as a linear cornbi~latiun of the cliscrete Laguerre polynor~~ials v j (k) ,  

Replacing bX(k)],, in equation 5.4 by equation 5.5 and solving for minimum e,, 

with respect to (,Ljj)t,, results in the best choice of the coefficients (illj),, 

which nlinirnize the error e,. Substituting, (/Ij),, back into equation 5.5 results in 

[y"(k)],, can now be considered as an estimate of rc, based 011 observations till rc,. 

As r ~ ,  can be estimated by [ ~ ( k ) ] , , ,  so also can derivatives of rc, be estimated by 
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time-derivatives of [p*(t)]n. The 1-step prediction state-vectors (to be defined shortly) 

can be obtained by first solving for derivatives of the process rc,, and setting k = -1. 

The above analysis is unsatisfactory as it is conlputationally inefficient. A convenient 

recursive forrn can however be derived. A compact recursive form for the state-vectors 

using a degree 1 (d = 1) polynomial is then obtained as follows (the proof is lengthy 

and is presented in [76]): 

where and ( ~ c T ) ~ , ~ - ~  are the 1-step prediction state vectors with (reg),,,,,-1 

denoting the position state vector and denoting the velocity state vector 

(i. e. rate of change of position). I11 equatiou 5.8, (TT~),+~,,, and (?*c;)7L+l,7, are the 

1-step position and velocity predictions respectively, which ininitnize equation 5.4, 

and en = r ~ ,  - ('I'C~),,,-~ is the prediction error. We now use (r~;),,+~,, as'the choice 

of reflection coefficients a t  time n + 1. 

Figure 5.7 shows a sketch of the short-term information timing diagram that better 

illustrates what is involved in short-term information extrapolation and/or interpo- 

lation in both the LD-CELP and VR-CELP systems. In VR-CELP a block consists of 1 

frarne which in turn consists of 4 subframes and in LD-CELP a block contains a num- 

ber of frames (depending on the choice of block size) which in tun1 co~lsist of only 

one subframe each. The short-term information is computed every frame for both 

LD-CELP and VR-CELP. In VR-CELP the short-term information is also required at each 

subframe. The subframe values are computed by linearly interpolating between the 

short-term information obtained for the current and preceding frames. 

In LD-CELP when a block is lost the short-term information for each subfranle 

witlin the lost block is obtained by extrapolating the short-term information from 

subframes of preceding blocks. 111 VR-CELP as the short-term information is trans- 

mitted to the receiver, once a block is correctly receiwd, short-term information 

mistracking is corrected for, resulting in a lack of urgency to perform short-term ex- 

trapolation. However, since the last block was lost, the previous frame short-term 

information in unavailable for the interpolation necessary to obtain the short- term 

information at each subframe. This is corrected by interpolating between the current 

correctly received block and the last correctly received block to obtain the necessary 
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Figure -5.7: Short term information extrapolation/interpolation timing sketch for (a) 
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frame short-term information. 

Figure -5.8 shows a plot of the !st and 2nd order reflection coefficient trajectories 

with (blue plot) and without (red plot) extrapolation. These plots are compared with 

reference plots obtained by considering the system under BLR=O% (green plot). The 

system with extrapolation is better able to adapt to the varying coefficient trajectories, 

which in turn leads to a perceptually improved reconstructed signal. 

5 -6 Sirnulat ion Results and Discussion 

Our objective was to develop a recovery algorithm which when used in a CELP codec 

over a noisy channel mit.h packet losses, would result in a performance as close as 

possible to that of the system under error free conditions. Ideally, a difference of 

the order of less than 0.5 MOS (mean opinion score) would be desirable. The speech 

decoder should attempt to estimate speech cluring short and medium length pacltet, 

losses. During longer bursts of missing packets. the reconstructed speech output 

should decay progressively and recover as quickly as possible after a burst to its error 

free state. A burst length of one packet correspo~~ds to a loss of 120 samples of speech 

information in LD-CELP and 160 samples in VR-CELP. Burst lengths of 1, 3 and 6 

packets approximately correspond to short. medium and long bursts respectively. 

Table 5.1 shows the SegSNR Performance of the system under various block erasure 

rates (BLR) as well as different burst lengths. It must be stressed that SegSNR is 

not a very effective measure of quality for bursts, especially long ones, since there 

can be significant quantitative differences in the signals which are not reflected in  

results on perceptual qunlity. The results of a NOS test are preseuted in Table 5.2. 

The performance of the prcyosed PRM system is compared with a system in which 

recovery is based on simple repetition of the indices from the last correctly received 

packet. Tf$is simple recovery system is referred to as the reference system (REF) in 

Tables 5.1- 3.2. It should be noted that the reference system based on the simple 

recovery techaique described above. performs much bet.ter thari n system in which 

the. lost packet idomlation is replaced by a random choice of indices Note that 

random index substikution may occur in applications if packets affected by fading are 

transferred to the d e e E  when bbck erasures are not detected. 

At block erasure rages of 3% and a burst k n e h  of one. packet; MOS evaluation tests 
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Table -5.1: Segmental SSK values for BLR=3%? 10%; burst length=l, 3; 6: for A )  
LU-C'ELP and H I  'C-K-(.'ELP 

Tdde 5.2: MOS for BLR=3%, 10%: burst length=l, 3: for systems A )  LD-CELF' aucl 
B) VK-C:ELP 

ha\-e s11ow11 onlx a reiativel~ minor perceptual degradation of the PRM systenls over 

the error free ~ysfe;lls. For h g e r  imrsts some performance degratlatiotl ot.t,il.s rltai 111 y 

are still much lwtter t h m  that of the reference systen~s. Sote that at BLR = :3% a 1 1 c 1  

burst lerigtli fbf = 1 )  for LD-CELP, the ?M system acEiel-es an improvemei~t of 0.45 

on the MOS scale and 1.19 dB in SegSRlR. On t!le other lia~lcl for the VR-CELP, t h e  

PRK system achieves all imyrowment. of 0.15 on the MOS scale and 0.44 dB in SegSNR. 

11% h a BLR = 10% and burst length (bl = 1) for LD-CELP. t h e  PRPl system achieves au 

inrprow~nent of 0.51 on the MOS srale and 2.76 dB in SegSNR. On the other baud for 

ttw WR-CELP. the PRH s ~ s t e m  achieves an i~nprove~nent of 0.21 o11 the MOS scale anti 

Iuauce for short burst lengths - at block erasure rates as high as 10% (MOS is applwxi- 

nlately 3.2 at 10% Em). The proposed PRM system achieves results better hy 11.45-0.6 

ou the MQS scale when compared to the reference system. 
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MOS test results show that the VR-CELP-PRM system achieves good rec,overy perfor- 

mance for short. burst lengths at  block erasure rates as high as 10%. The difference 

between the recovered and reference system is not as much as in the case of the re- 

covery model tested on the LD-CELP system. A possible reason is the better pitch 

tracking possible in VR-CELP due to adaptive codebook information still preserved 

from the preceding frame in the reference system. 

I t  should be noted that the reference system based on the simple recovery tech- 

nique described above, performs 1nucl1 better than a system in which the lost packet 

information is replaced By a random choice of indices. The LD-CELP system with a 

burst length (bl = 1) and BLR = 3% gives a SegSNR of 8.17 dB. The LD-CELP with 

rando~n choices for missing indices has a subjective quality which was found to be too 

!ow for formal MOS testing. Similar MOS quality evaluation findings were made for thy 

VR-CELP system with random choices for missing indices. 

The packet recover? technicjues cleveloped in this thesis can be extended to work 

with coding technicpes other than CELP, such as MBE and STC. These coders char- 

acterize the evolving short-term spectra of the speech by extracting and ciuantizi~lg 

certain parameters which specify the spectra, giving particular attention to the pitch 

harmonics in voiced speech. The key feature of sinusoidal coders is that voiced speech 

is stmthesized in the decoder by gemratiilg a sum of sinusoicls whose frequencies and 

phases are carefullv modified in successive frames to represerlt and track the evolving 

cllort-term spectral character of the original signal. The recovery model cieveloped in  

this thesis is based on speech classification with excitat,ion and spectral extrapolation. 

Based on this idea, the spect-ral information in sinusoidal coders can be extrapolated. 

The missing speech segmeut can also be obtained by extrapolat,ing the past speech 

segnerrts making use of pattern matching technicji~es together with speec-h classifica- 

h ~ t .  I t  is expected that t h e  performance of such a sj7stem under packet. losses would 

be somewlmt equivalent to the performance of recovery rnociels based on CELP coders. 

Offrourse, w e  could also adapt the recovery mcxiel to fit the specifics of the sinusoiclal 

c:ercfing tecl~nic~ue. Sinusoidal coders can be made more robust by making use of an 

embedded coding design formulation. The recover? model then makes use of this 

embedded principle in packet recovery. However; these techniques are very specific to 

the coding mode! used and can not be easily generalized to work with other coding 

techniques. 
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Conclusions and Future Work 

The objective of this thesis was the study of speech coding for packet networks. I11 

network environment, we have many possible sources of delay, hence low-delay coders 

are required. In this research, two approaches towards achieving a high quality low- 

delay speech coder at 8 kb/s were developed: a backward 8 kb/s coder, which made 

use of a 3-tap hybrid backward adaptive open-loop pitch predictor and a partially- 

forward scheme, which used a 3-tap forward adapted long-term adaptive mde book. 

Also, this research investigated the effect of coefficient adaptation on speech quality 

under clean and noisy charnel conditions using various synthesis driving signals. 

Informal subjective t,ests indicated that the partially-forward 8 kb/s system had 

quality coxnparable to the 8 kb/s VSELP standard in clean conditions, while the back- 

ward system was just slightly inferior. For noisy channels. at bit error rates of lov3, 

both systems achieve MOS scores which were within 0.2 on the MOS scale from the scores 

obtained in clean conditions. In the backward system, the use of the short-term adap- 

tation signal ui,(n) in short-term coefficient adaptation, resulted in a robust codec, 

which achieved good subjective quality even at BER as high as 

The development of a low-rate high quality low-delay speech coder was a precursor 

to the primary motivation of this thesis: the study of packet recovery techniques in 

code excited linear predictioa (CELP) based speech coders. The recovery techniques 

were based on speech classification and spectral extrapolation. The recovery system 

extrapolates independently the excitation signal and the short-term synthesis filter 

using an extrapolation strategy based on speech classification (voiced? nnvoiced, tran- 

sition, silence). The extrapolation of the short-term filter uses a least-squares fading 
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memory polynomial filter applied to reflect ion coefficients. 

Quality evaluations of the recovery system applied to the LD-CELP (2.728 standard 

and a VAR-CELP system for random and burst block erasures indicated that the system 

was robust up to a block erasure rate of 10%. Very little degradation in quality was 

observed at. erasure rates up to 3%. The performance of the proposed PRM system is 

compared with a system in which recovery is based on simple repetition of the indices 

from the last correctly received packet. This simple recovery system is referred to as 

the reference system. The proposed LD-CELP-PRM system acheved results better by 

0.45-0.6 on the MOS scale when compared to the reference system. In the VR-CELP-PRM 

system? the difference between the recovered and reference system was not as mi~ch 

as was the case for the recovery model tested 011 the LD-CELP coder. 

Future Work 

Some suggestions for possible fut-ure work are: 

improvements in residual excitation computation for transitions need to \x ad- 

dressed. Transition excitation modeling is yet an unsolved problem. The issue 

of incorrect modeling of transitions, represents a hurdle towards achieving excel- 

lent robustness to packet losses unless transition information is protected from 

such losses. 

Imp roving predicted gain and short-term filter misalignments due to pitch errors 

in the recovery system applied to the LD-CELP codec. This is still a source of 

quality degradation in the LD-CELP-PRM system as a result of misalignments in 

the residual excitation signal. The misalignments can be reduced by making use 

of the future correctly received excitation to realign the residual excitation. 

Adaptive coclebook misalignments in the recovery system used in the VR-CELP 

codec can be further improved. 

Looking at ahernatitre extrapolation procedures for short-term spectral extrap- 

olation. However. it must be stressed that correct computation of residual ex- 

citation is perceytudp more important. In low-delay cudecs. the ability to 

track accuratd_v the short-term information relates directly to having obtained 
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an accurate residual excitation signal. Therefore, the focus of any packet re- 

covery model should be towards excitation modeling, particularly in forward 

adapt ation coders. 

5. A preliminary test was performed to examine the effect on speech quality of 

varying the block size to 80 samples for the LD-CELP-PRM. There was a ~legligible 

change in quality. However, this has to be further studied to better understand 

the effect of block size on speech quality. 
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