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ABSTRACT 

In this diesis, wc repon an exrensive investigarion on tjle sanrraring hot-eiecnon 

d e ~ ~ t i o n  effees in snb-micron figbdydoped-&ain (LZ)a) n-channel metal oxide 

semiconduaor field &ea msistor (MMOSFET) devices. We have developed ;z new 

phenomenological device degradation model based on propagation of hot-electron defects 

from the sub-spacer silicon-silicon dioxide interface region to the sub-gate interface 

region, The main implication of this model is that the defects do not accumulate at one 

point in the device smctm-e, as previoftsly thought, but the defwts profile extends into the 

device with increasing hot--ele~tron stress. 

Based on vxkms expefimenial featrnes of these devices under hot-eimaon 

degradation, we have wed troth analytical modeling and 2-D device simulation within an 

in-house developed virtnal factory environment to delineate the special features of the hot- 

electron degradation in LDD devices. These features include a sharp rate of early mode 

degradation, followed by a much lower rate of late mode degradation. The initial 

degradation is shown m increase the parasitic drain series resistance in the gate-edge 

subspacer LBD region, thus making the device asymmetric. We therefore developed a 

simple and general metfiod to extract the asymmetric parasitic source and drain resistances 

using a single MOSFET and its small signal transconductance and drain conductance data. 

Using the floating gare measurement technique, we extracted an interesting evolution 

in the hot-electron gate emrats in the early phase of the degradation which correlated 

very well with &e conespunding evolution in drain parasitic resistances. These 

m~!.Uz~~, CO-;F~& ~ i &  convag evokitiozs ir: so5s?nte currents, linear and 

sztxudun drain cxmats lead to a 2-I) sirl?dation riamework inyolying negative trapped 

charges in the gate-edge intarface region in the earlymode degradation situation. 



F d e r  experiments of rhe various MOSFET currents during the late mode 

degradation situation are s e a  to match very well with simuMon results after placement 

of trapped charges above rhe sub-gale LflD region, These comlations help us develop an 

analiqRicd p h e n o n e n o w d  model f a  defects propagation len@ vers~s stress time. It is 

seen &at the propagarion length satmates with increasing stress time. We then couple this 

m a i d  with defects propagation simulation to acaially demonstrate rhe two-stage 

transcorrductance degradation o m d  in practice, 

Fhdy,  we 3-qrufi a s;mP1e =hiqzie lxsd on evolving saturation drain ~mnents in a 

progressively stressed MOSFET, ?o esrimare the evolutions in three main parameters of 

the device, naff~eIy, mobility, Series resistance, and threshold voltage. This simple 

technique can be used to update the circuit sirnulation model parameters for circuit 

reliabfity simWofls- We expect .that the results of this thesis will be useful for 

developing new hot-eIectron Hetime prediction methods, better device design, and 

pametric esimation dgorithm. 
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Chapter 1 

- introduction 

1 .l htroductioa 

Microchips represent the workhorse of modem information technoltogy. From 

computers to digital watches, from electronic dashboard of cars to hand-held video games, 

microchips are everywhere. These integrated circuits control the production of ships and 

aircrafts. The technology of satellites and spacecrafts are heavily dependent on their 

widespread use in these vehicles as well as in the ground-based control stations. If we 

removed the microchips from al l  these applications, the world as we see it today could 

come to a grinding halt. 

With a continuous push to perform more and more functions on a single chip, the 

complexity of the integrated circuits, invented in 1959, has grown exponentially over the 

years [l-11. At the same time the chip size has grown only modestly. This enormous 

increase in packing density was possible only by reducing the size of the basic component 

of the integrated circuit, namely, the transistor. In spite of its popularity as the candidate 

for integrated circuits, the bipolar transistors f1.21 have given way to their more modern 

counterparts, namely, the Metal-Oxide-Semiconductor Field-Effect Transistors 

(MOSFETs) [1.3]. The MOS technologies can achieve a higher packing density at a lower 

cost. Even the inherent superiority of the bipolar transistors in terms of higher speeds has 

k e n  largely overzoim 5y con~~ous iy .  shinking the size of tfie MOSFET, in a aysmaeic 

effort known as s c h g  [1.4]. 

But scaling of MOSFETs gives rise to two problems, namely, the short channel 

effects [IS] and the hot-canier effects [1.6]. The short channel effects are responsible for 



some unexpected and undesirable modifications of the electrical characteristics of the 

device, that affez'c its functionality- On the other hand, the hot-carrier effects degrade the 

e l d d  performance of the device over time, reducing the acceptable life span of the 

device. This is, therefore, a reliability problem. 

The hot-carrier effects represent one of the most important reliability issues for the 

scaled MOSFETs. In fact, it has been shown through a systematic performance 

optimization procedure that for submicron MOSFETs, in either digital or analog 

environment, both channel length reduction and supply voltage are limited mainly by hot 

carrier induced degradation among a host of important performance and reliability 

constraints [1.7]. Therefore, it was only natural that this subject should receive as much 

research attention as it has received and continues to do so. 

1.2 Aim of this thesis 

In this thesis, we study some of the aspects of hot-carrier effects as they affect the 

sub-micrometer lightly doped drain (LDD) MOSFETs [1.8] 11.91 that represent a 

frequently used version of the conventional MOSFET. The LDD MOSFETs were 

introduced to overcome the hotcarrier effects to some extent. However, they have their 

own features of current degradation behavior. These features are listed below. 

(1) The hot carrier degradation increases the drain parasitic resistance in a significant way, 

making the transistor progressively asymmetric, that is, the source and drain parasitic 

resistances (Rs and RD) become increasingly unequal aver time. 

(2) There is a very sharp early phase of the degradation of the transistor current, followed 

by a much slower late phase of the degradarion. This is unlike the constant rate (on a 

logarithmic safe) of degradation in the case of conventional transistors. 



f3j The net degradation in MOSFET current is a result of the shift in m e  parameters, 

namelyt drain parasitic resistance (&), ca,?ier mobility @). and threshold voltage (tPT), 

In this work we sill address these issues for the submicron LDD Nh40SFET We 

developed a phenoflfenofogicdt model for the hot-carrier degradation in the LDD 

MOSFET; a model that attempts to understand the detailed experimental features of the 

degradation through a d e f m  propagation scheme [ 1.1 01. 

For the first dme, we report a parameter extraction procedure [I .  l i] f 1.121 that 

decouples the parasitic resistances Rs and RD from measurements of  transc conductances 

and drain conductances on a single LDD MOSFET. We then use this mAmique to study 

the early mode degradation of the MOSEET that mainly effects an evolution in RD, a 

corresponding evolution Sn the channel hotcarrier induced gate cment (h), and impact 

ionization induced f n b ~ t e  cmretlt (b). Corre1ation of the shifts in these three 

parameters (RD, IG, and lg) leads to a 2-D device simulation framework that helps us 

locate and quantify the early mode defects in drain side gate edge region / 1.131 [I. 1 41. We 

&so use spatial pro& cfrarge pumping -=men& [I. 151, and show that &ese defects 

cannot be detected by the charge pumping measurement. Hence, the use of 2-D device 

skdation is necesq.  Udng the simulation hmework, and various experimental 

features of de&r&oq we model the two-stage current degradation in the MOSFET with 

a propagadng d e f m  scheme C1.161, and provide an anajyticd model for the defects 

propagation with hotcarrier stress dme. We finally provide a simple procedure to 

separately extract three rnain quantities A&, & and AVT that &ermine the evolving 

degradation of the tE,D NBAOSf.';ET. This simple parameter extraction mdmd will be 

nseM in nprdatcing the SPICE paramew of a c i e ~ ~ g  M05:ETT h most previous 

=-#.A,- w m d  fia*sie &'hg, * i  h 2 ~  s@iin of -&oii of t k  h4,OSrn ww & 

for hot-CaTIj:ex degradation @ysis. In this thesis, we establish tkte fact dnat the S a ~ d o n  





e x t r a  the difference between RS and RD, and on linear currents to extract their sum. We 

also discuss in detail the accuracy of this new technique. 

In chapter 4, we investigate the sharp early mode of hot-carrier degradation in the 

LDD NMOSFET using the Aoating gate technique and the transconductance technique 

developed in chapter 3. We show an interesting correlation between the evolution of 

-- . -=- chgnnel hot electron induced gate currents, and the drain parasitic resistances in the early 
*- . 

R17-- 

phase of the degradation- We also use the spatial profiling charge pumping technique to 

sack the h t e ~ a c e  traps in the near-drain channel region that may be produced during the 

early phase of the degradation, md show that the interface traps actually decrease towards 

the &din, in contrast to previous results. Afso, little trapped-charge-induced shift in the 

raw charge pump profile indicates that the early mode degradation occurs outside the 

channel region of the transistor. 

In chapter 5, the most important chapter of this thesis, we develop a 

phenomenological model for defect propagation under progressive hot-carrier 

degradation, starting with the early mode defects. Defects are assumed to be trapped 

negative charges in the interfacial oxide arising out of electron-filled oxide traps and 

interface traps. Their location and quantity has been determined using a 2-D device 

simulation framework built up using the experimental results of chapter 4, and further 

measurements and simulation under early mode and late mode degradation. The 

simulation results and the corresponding experimental features of early mode and late 

mode degradation help us b d d  up a simple analytical model for defects propagation with 

time- We verify the model through defects propagation simulation, and matching with the 

eqmimmtal two-stage transconductance degradation for our MOSFET. 

In chapter 6, we demonstrate a simple technique for extracting the degradation 

parameters ARD, & and AVT under progressive hot-carrier degradation of an LDD 

PSMOSFET from degrading saturation a m m t  measurements on a single transistor. These 



parameters are then used to update the SPICE parameters of the transistor, and it is shown 

that the updated SPICE paameters model the degraded I-V characteristics (measured) of 

the transistor very well. The same parameters extracted from an indirect method using 

degrading linear characteristics of the transistor show a good match with those obtained 

from the direct method. 

In chapter 7, we conclude the thesis. This chapter highlights the originality and 

usefulnes; of this work. 

Each chapter is self-contained with its own set of bibliographicdl references and 

embedded figures. But references are made to previous chapter(s) whenever appropriate. 

Two appendices have been added at the end of the thesis, The b s t  appendix discusses the 

virtual factory scheme used to control 2-D process and device simulations. The simulated 

MOSFETs were generated using this scheme. The second appendix gives some model 

details for the MEDIC1 2-D device simulator [1.19] that are relevant to our work. 
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Chapter 2 

Background 

2.1 Introduction 

In this chapter we will provide a brief background to the hot-carrier problem, starting 

with a discussion of the structure and operation of the MOSFET which is the main device 

of our study. As discussed in the introductory chapter, the hot-carrier problem is an effect 

of transistor scaling or down-sizing. In order to appreciate the effects of scaling, the brief 

discussion of the structure and operation of the conyentiond MOSFET (with heavily 

doped source and drain) in the next section is very relevant. Only first order theory of the 

MOSFET is considered for simplicity. 

What are hot caniers? How are they generated? What is their effect on the ~ansistor 

operation? How can they be modelled? These are some of the questions that we will try to 

answer in ihe succeding sections of the thesis. We will discuss the physical basis for hot- 

carrier generation, and show how the hot-carrier problem is aggravated due to dimensional 

down-scaling. We then go on to discuss the hot-carrier induced currents and performance 

degradation in the MOSFET. Three approaches have been txied to model the hot-carrier 

effects. Of them, the analytical "lucky electron" model is the most commonly used 

engineering model for life-the prediction purposes. We will briefly discuss this model 

and its implications for the analysis of the conventional MOSET. Finally, we will 

introduce the reader to the basic LDD structure and the special features of hot carrier 

degradation of the LDD device. The importance of the parasitic source and drain 

resistances (RS and RD) for the LDD transistor will be discussed as well. We will also 

discuss why, due to the lack of adequate direct experimental techniques, device simulation 



is necessary to probe at the hot-carrier induced defects in the LDD MOSFETs, and 

e~eno~slly mode1 their growth. An example wiV be given to shew the circuit effect of hot- 

electron degradation using a ring oscillator circuit that employs the LDD MOSEETs. The 

purpose of providing this example is to indicate a motivation for development of a simple, 

yet robust technique for parameter extraction in the course of hot carrier degradation 

process, so that circuit simulation parameters can be easily upgraded. 

2.2 The MOSFET structure and operation 

MOSFETs are of two types, namely, n-channel MOSFETs (NAOSFETs in short) and 

p-channel MOSFETs (PMOSFETs) depending on whether the current is carried by 

electrons or holes, respectively. They are unipolar field-effect transistors usually 

fabricated on moderately doped silicon wafers through such technological steps as 

oxidation, selective etching, selective ion implantation, and materials deposition. 

Selection of regions for etching and ion implantation is achieved through 

photolithographic techniques. Fig. 2.1 shows the typical structure of an NMOSFET. 

Oxidation is used to produce silicon-dioxide layers that serve 1) to separate the deposited 

polysilicon gate from the underlying silicon in the form of a thin (100-1000A) gate oxide, 

and 2) to create isolation regions between two transistors on the same wafer in the form of 

a thick field oxide (5000-10000A). Selective etching is used to delineate the gate region, 

to open holes for making contacts to the source, the drain, and the gate regions, and to 

define the poly and metal interconnections between devices. The contact to the gate region 

is not shown in fig. 2.l(a) since this contact is normally made away from the channel 

region which is the region of silicon between source and drain. Ion implantation is done to 

create the heavily doped source, drain, and bulk contact regions. The bulk contact and the 

source contact is shown to be shorted in fig. 2.l(a). While this is often the case in many 

circuit situations where the combined contact is at the ground potential, this is not always 



the case. For this reason, we show the bulk terminal as a separate terminal in the schematic 

of fig. 2.l(b). The deposited materials in the structure shown in fig. 2.l(a) include the n+ 

gate poly layer, the meal layer, and the CVD (chemical vapor deposited) oxide layer that 

separates the poly and metal layers. The processing sequence used to generate the 

structure is known as a planar LOCOS (local oxidation of silicon) E2.13 process. More 

detailed description of the process sequence can be found in ref. [2.2]. 

METAL CONTACTS 
/ 

CVD OXIDE CVD OXIDE 

FIELD OXIDE FIELD OXIDE 

BULK CONTACT SOURCE \ "- 
GATE OXIDE 

p-BULK SILICON 

Fig. 2.1. (a) The structure of a typical conventioMl NMOSFET. (b) The corresponding 
schematic diagram. In general, VBS can be at a potential other than ground. 

It is appropriate to mention at this point that, structurllly, a PMOSFET differs from an 

NMOSFET in that the polarity of all the doping types are opposite, i.e., the source and the 



lrain are implanted P+, and the bulk contact region is implanted n+ on an n-type silicon 

wafer. However, the gate poly is often of the same doping type (n') as with NMOSFETs. 

When a gate voltage VGS higher than the threshold voltage VT is applied to the gate of 

the NMBSFET shown schematically in fig. 2.l(b), the minority carriers (electrons) from 

the p-type substrate accumulate below the gate oxide to form a channel between the 

source and the drain. This "strong inversion" of the polarity of the sub-surface silicon 

- region takes place due to the capacitive induction of charge across the gate oxide layer. 

Now, an applied VDS can drive current through the MOSFET. Also, the channel resistance, 

and hence the drain current IDS can be modulated by changing the gate bias VGS. This is 

the basic field-effect transistor action. It should be mentioned here that a small 

subthreshold current exists even for VGS<VF the "weak inversion" situation. But, most 

operations of the MOSFET depend on its above-threshold characteristics. We will 

therefore concentrate on this region of operation. 

The application of the drain bias VDS makes the charmel non-uniform as shown in fig. 

2.l(b) due to the potential drop along the channel. The induced mobile electronic charge 

density Q,(y) at any point y in the channel is given, to a first-order approximation, by 

where C,, is the gate oxide capacitance per unit area, and Vdy) is the channel potential at 

y. Also, if W is the width of the channel (direction perpendicular to the surface of paper), 

and p the effective mobility of the channel electrons, then the drain current IDS is given by, 

Combining, eqns. (2.1) and (2.2), it is easy to eliminate Qn(y). We can then integrate both 

sides of the resulting expression between source and drain, and express the drain current 



in terms of the applied biases ITGs and VDS as well as the physical parameters of the 

device, namely, p, Cox, W, and Le the effective channel length between the source and 

drain junctions. It is obvious that the effective charnel length is less hi2 lens\ L of 

the gate due to side diffusion of the implanted source and drain regions. The resulting 

equation for IDS is given by 

The above equation (2.3) is known as the linear drain current equation and it is valid when 

VDS<VGS-VF The reason why it is called a linear drain current equation is that when VDS 

is small, the VDS/2 term in the bracket on the right side of (2.3) is negligible compared to 

the norinally high gate drive (VGS-VT) term, and the current is seen to vary linearly with 

VDs. As VDS grows, and ultimately equals VGS-VF the channel pinches off at the edge of 

the drain junction as shown in fig. 2.l(b). Further, increase of VDS fails to increase the 

current, which essentially levels off at 

The above equation (2.4) represents the saturated drain current of the NMOSFET, and is 

valid when VDs > (VGS-VT). When VDS equals (VGSVT), we call this the saturation drain 

bias VDSJat corresponding to a particular VGS. The equations (2.3) and (2.4) represent the 

first order approximation of the electrical behavior of an NMOSFET. The same set of 

equations are also valid for the PMOSFET with a l l  voltage and current polarities reversed. 

When a MOSFET is scaled to sub-micron channel lengths, several second order 

effects need to be properly accounted for in order to accurately model its electrical 

behavior. Such effects as VT lowering due to source-drain proximity, vertical field 

dependent mobility, inversion layer capacitance, channel length shortening in the 



saturation region, velocity saturation of the channel electrons, and increasing role of 

so-ace md &&I pzlpasitic resistaces cause the I-V characteristics deviate from the simple 

model given above. An excellent description of these effects in relation to device scaling 

is given in [2.3], and the detailed analysis of the theory of the MOSFET is given in [2.4]. 

However, most of these short channel effects except the last two of the mentioned 

above are nox directly relevant to the hot-carrier problem, and therefore will not be 

discussed here. We wiU explain the relevance of the velocity saturation effect, and that of 

the issue of the source and drain parasitic resistances to the hot-carrier problem later. It 

must be mentioned here that the hot-carrier effect which arises due to high electric fields 

(>lo4 V/m)  in short channel MOSFETs is, by itself, a short channel effect because, it 

enhances the drain current for higher VDS biases in the MOSFET's IDS-VDs 

characteristics. This additional role of the hot-carrier effect on top of its reliability 

implications will become clear in the succeeding discussion. 

2.3 Hot carrier generation 

When a drain bias VDS is applied to a MOSEET, the carriers (electrons in the case of 

NMOSFET) gain energy from the resulting longitudinal electric field, and lose it through 

collisions with the themally excited vibrations of the crystal lattice, popularly known as 

phonons. While collision with low frequency acoustic phonons, mainly redirects a moving 

electron, the latter principally loses energy through collisions with higher frequency 

optical phonons. The redirection process of the electron is known as elastic scattering, and 

the energy-loss process is called inelastic scattering. Both of these scattering processes are 

chara~te~ized bj respective mean free pths, h, md h. W~de1.y used values of these 

quantities for room temperatme silicon ;are 61.6 nm and 9.2 nm respectively 12.51. When 

the MOSFET works in the linear region, the channel electric field (derivative of the 

channel potential V&) with respect toy as in fig. 2.2) is n-ly constant and small. But, as 

the MOSFET approaches saturation, the electric field increases rapidly near the drain. 



This situation can be easily demonstrated by plotting V&) vs. y using the linear region 

expression for VC@) as derived using equations (2.1) and (2.2) above, 

The above equation is plotted below for two values of drain current IDS, 0.4 mA and 

1.9 rnA for a typical transistor. The 0.4 mA curve represents the linear curve for an L~ of 

just above 1 pm, while the 1.9 mA curve corresponds to a situation when the transistor 

approaches saturation with the field near drain exceeding lo4 V/m. 

2 * 0 ~ " - ' s " ~ s = ' i " ' i ~ ' = ~ ' = '  
NMOSFET, W= 10 pm 

p=500 cm2,'v-s, C OX =ZOO n ~ / c r n ~  

Vs-VT=2v 

- 
- 
. 
. 

0.0 
0-0 0.2 0.4 0.6 0.8 1 .0 1.2 

Distance from Source, y (pm) 

Fig. 2 2 .  Cham1 potential V d y )  vmsus distance y from source for two cases, linear oper- 
ation of the IWOSFET fzDs=0.4 mi), and nem saturation operaticln fIDc=I.9 C d f .  



as they traverse tfic channel ;tnd suffer successive collisions with phonons is shown 



Tn rhe k i t  case, shown in fig- 2.3(a), the field is sm& The electrons have to travel 

mwh longer rn gain sdEcien~ hetic e n q y  gain from the electric field. However, the 

probability of a long travel is cut short by an energy loss due to collision with an optical 

phonm. It should be mentioned here mi the redirection of an electron through acoustic 

phonon scattering does not n e c e y  take place only in the direction shorn (for 

convenience, we have assumed in fig. 23 that the vertical direction is the energy axis, and 

the horizontal direcdon is the space: axis)- fn general, the redirection can be in any space 

direction. h effect, r-his type of m g  also serves to thwart the energy gain process of 

the electron. As a r d t  of troth types of s c a e g ,  tfie additional kinetic energy gained 

horn the field is fmalf cornpaTed to the tfiennal energy of the free carriers ( 3 k f l 2 ,  kB 

fieing the Boltzmann"~ cmstant]. Hence, the electrons remain in near thermodynamic 

cqd3xbn with the Ma, and &eir velocity distribution follows the nsual MaxwefLian 

distribution. Howetrex, tfre efecmns maimin a m a n  drift velocity (vd) in the direction of 

tire e k a k  field and prcqwat id  to it &rough the mob'rlity t am p, limited mainly by the 

acmhc phonon scatmhg. 

However, since we <lo not deal with single eie~truns in MOSEET c h e 1 s Y  but rather 

~-ibteasembleofd~tbee1ec~ontemqreraftneT,makesbe#ersenseasthewidthof 

an~distnW~n(aftanassmrredtabeaMsuswenian~ian)ofthee~ms. A 



higher value of electron temperature indicates a wider distribution, i.e., more electrons 

with higher energies, or more hot electrons. From the above discussion, it is clear that the 

hot carrier generation is directly related to the electric field near the drain. 

Therefore, one of the ways to appreciate why the hot-camer generation gets enhanced 

when the device is scaled would be to show that the maximum channel electric field near 

the drain in a saturated MOSFET increases with device scaling. This requires us to first 

note that the velocity of the hot carriers is mainly limited by optical phonon scattering, as 

opposed to acoustic phonon scattering in the case of "colder" caniers. Their velocity 

increases sub-linearly with the field and approaches a saturation velocity of about lo7 crnf 

s beyond a certain high field (Em, = lo5 V/cm). This leads to saturation of the drain 

current even before the channel pinch-off discussed in section 2.2 for short channel 

devices. The corresponding VDsJat has been modelled [2.3][2.6] as 

&so, the maximum channel electric field Em near the drain has been modelled [2.3] as 

where TOx and Xi are respectively the oxide thickness and source-drain junction depth of 

the MOSFET in centimeters. fn a constant voltage scaling scheme 12.71 pursued widely 

for the MOSFET, Tox and Xi values are scaled in the same proportion as the channel 

length, tart the snpply voltage VDs and the threshold voltage VT remain fixed. Under this 

scfi_- therefme, me cm plot Em versus progessi~e1y demeasing efftxtive c h m d  

len-tb Leas shown below in fig. 2.4- The rapid rise in Em for shorter channel lengths is 

evident The d y  mitigating factor is the decrease in the number of scattering events for 

c-1 bgths  sham than 0.15 pn [2-81. This decrease in the number of scattering 



events reduces the spread of the electron energy distribution, and hence slightly reduces 

the electron temperature T,. Also, the constant voltage scaling scheme used for plotting 

fig. 2.4 gives a worst-case estimate of the impact of scaling on Em, since the supply 

voltage VDS is actually reduced somewhat with scaling. Nevertheless, hot carrier 

generation remains a major issue in the sub-micron NMOSFET devices. In contrast, the 

6 l x l o ~ " ' " ' " " ' " " " " ~  

0.0 0.5 1.0 1.5 2.0 
Effective Channel Length (pm) 

Fig. 2.4. Impact of constant-voltage scaling on the mamammum channel electric field Em 

carriers in PMOSFET devices are much cooler due to a much smaller value of h (-1 nm) 

for holes in these devices. 

2.4 Effects of hot carrier generation 

These hot electrons cause two important phenomena. First, electrons that acquire an 

energy (-1.3 eV) 12-51 can create an electton-hole pair by impact ionization. The 

generated holes are mostly collected at the substrate as a measmable substrate current, IB, 

and the generated electrons move on to be collected at the drain. Secondly, if the electrons 



get sufficiently energetic to surmount the silicon-silicon dioxide band offset (-3.2 eV) 

they will tend to do so, giving rise to an injection current IE. However, they will actually 

succeed in reaching the gate only if the injected electrons are not scattered back by a 

repelling gate bias. This current of electrons can actually be measured in a MOSFET as 

the gate current IG and it reaches its maximum value for biases VG@VDS. On the other 

hand, both IB and IE tend to maximize near VGeVDSf2. If VGS is too low, there are very 

few electrons in the channel to cause impact ionizations, or to get injected into the oxide. 

Again, if VGS is close to V', the transistor tends towards the linear operation and the 

lateral electric field in the pinchoff region decreases, leading to "colder" electrons. While 

IB and IG can be directly measured, IE can be simulated [2.9] or measured with a special 

split gate structure [2.10], where an additional gate biased at a potential much higher than 

VDS is interposed between the regular gate and the drain to collect the injection c m n t  

The nature of the currents IE and IG [2.9] is schematically shown in fig. 2.5 below. Some 

of the holes generated by impact ionization may be sufficiently energetic to get injected 

into the oxide. But they are far less efficient than electrons because they face a much 

higher S-Si02 band offset (-4.8 eV). That is the reason they have been neglected jn the 

above diagram. 

Figure 2.5 dso shows the normal measurement modes for IB and IG, the two 

frequently monitored hot-carrier currents. That is, the drain bias is held constant and the 

gate bias is swept. The similarity in the shapes of I' and IE suggests that if we monitor IB 

we can get a fair estimate of the electron injection (IE) which is mainly responsible for 

long term device degradation. On the other hand, IG is a direct indicator of the electron 

injection process. Some of the injecfi elwt~ons rernaisl trapped in ?he oxide to predw~ 

negative oxide charge, and others bie& inte&tcial Si-8 bonds to produse intdace traps. 

Both types of defects accumulate over time and give rise to the degradation of the 

MOSFET's I-V characteristics, and hence the performance of circuits in which the 

MOSFETs are used. 
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Fig. 2.5. Schematic diagram ofthe electron injection current IE, and the actual gate cur- 
rent IG. 

Time dependent degradation effects of hot carrier generation is the main concern of 

this thesis. However, it should be mentioned here that the hot carrier induced substrate 

current IB itself can cause an undesirable effect in CMOS (Complementary MOS, where 

NMOSFET and PMOSFET devices are used together) circuits, namely latchup [2.11]. In a 

latchup situation, a low resistance path between the supply voltage and ground is 

established, leading to circuit failure. Transistor parameters that are usually monitored 

over hot-carrier stress times in conventional MOSFETs are linear current (ID) at a specific 

gate bias, linear transconductance @A, threshold voltage (VT), and subthreshold slope (S) 

measured in mV/decade for the drain current that varies exponentially with gate bias 

below the threshold voltage VF It has been shown that the shifts in these parameters are 



directly correlated, and that they follow a t" dependence on stress h e ,  with n varying , 

between 0.5 and 0.75 for a conventional MOSFET. In figure 2.6, the effects of hot carrier 

generation have been schematically summarized. 

Time 7 

Immediate effects: Longterm effects: 

Oxide degradation Hot carrier generation 

Fig. 2.6. Schematic diagram of the effects of hot carrier generation. 
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2.5 Modeling of hot carrier currents and degradation 

Three Merent approaches have been tked to model the hot camer currents in 

MOSFETs. They are 

(1) an analytical approach [2.12] [2.13] [2.5] based on an approximate formulation of the 

local electric field near the drain such as the eqn. (2.8), 

(2) a numerical approach [2.14] that uses either electric fields or electron temperatures 

obtained fiom numerically soiving the drift diffusion equations E2.141 done or drift 

diffusion plus energy balance equations C2.151 on a MOSFET structure, and 



(3) a Monte-Carlo approach [2.16] that traces the electrons individually during their 

motion in the MOSFET, and take into account their interactions with the electric 

field and phonons. 

The Monte-Carlo approach is the most accurate method to look at the hot carrier 

currents. However, it is also the most computer-time intensive. It has been suggested 

[2.17] that this method is most appropriate for very short channel lengths (below -0.15 

pm). Since the geometries used in our work are much larger (0.8 pm drawn gate length), 

we have used a combination of the first and the second approaches for our work. While the 

numerical approach (as used in the 2-D device simulator MEDIC1 [2.18] in our case) 

serves as the most important tool in our work, and as a benchmark in many situations, the 

simplified analytical approach, popularly known as the lucky electron model, is more 

instructive for a physical picture. We therefore defer the discussion of the models used in 

our 2-D simulations to Appendix 1. 

The analytical approach based on the lucky electron model is a useful tool to broadly 

understand the physical processes involved in the production of the two major hot-carrier 

induced currents, namely, IB and lG, and the interface traps Nit which is the most 

important hot carrier degradation species. The interface traps, when filled with electrons 

give rise to negative interface charge that cause the measurable changes in linear current 

(ID) at a specific gate bias, linear transconductance (gd, threshold voltage (V'), and 

subthreshold slope (S), as mentioned before. The interface traps can be directly measured 

as charge pumping current ICp [2.19], and is often a recommended parameter [2.20] to 

study in hot carrier life time experiments. 

In the lucky electron approach, a hot electron (or hole), in order to produce an impact 

ionization event, or get injected over the oxide-silicon barrier, it must acquire 

characteristic energies ai and Qb respectively. In order to acquire an energy of mi eV, for 

example, an electron must travel a distance of <Pi /qE, in the electric field Em given by 



eqn. (2.8) without a lossy collision. Considering the mean free path h for a lossy collision, 

the probability that the electron does not suffer an energy losing collision before acquiring 

an energy of Qj eV is exp(-Qi/qhE&. Since, IDS is the rate of supply of cold electrons. 

the substrate md gate currents are modelled using the following equations (2.9) and 

(2.10). In following equations ai =1.3 eV [2.21], and Bb which is, strictly speaking, a 

function of the vertical electric field E,, that induces some image force barrier lowering, 

can be approximated by 3.2 eV. 

In the above two equations, Cl e 2, and e 2 x 1 0 ~ ~  for VGS 2 VDs. For Vcs < VDs, C2 is set 

equal to 0, because the electrons are scattered back to silicon by an opposhg electric field 

in the oxide. The growth rate of interface traps (Nit) has been modelled [2.21] as, 

where, cpi, is the characteristic energy (-3.7 eV) for interface trap creation. The above 

eqn. (2.11) is an important relation in the engineering analysis of the hot carrier lifetimes. 

Essentially, it states that the current degradation is proportional to for conventional 

MOSFET devices. The value of n (normally between 0.5 and 0.75) can be easily 

determined by plotting Alcp vs. hot carrier stress time on a log-log graph and computing 

the slope of the resulting straight line. Such parameters as hS/IDs,  AgJgm, AVF and AS 

can also be plotted in place of dlcp because they all have the same dependence on stress 

time. Stressing is normally performed at the maximum I*-biasing situation for a particular 

drain bias (see fig. 2.5). The lifetime (Z) of a device is often defined as the time at which 



the Ncp=30 PA, or MDS/IDs=lO% under d.c. stress. This corresponds to a particular 

constant value of ANit. Hence, by combining (2.9) and (2.11), we get for a constant ANit, 

that 

or, more explicitly, 

where m=(mi,/mi) can be obtained from plotting Z versus iB on a log-log graph at a 

constant IDS for a particular value of AICP (e.g., 30 PA) or AIDs/IDS (e.g., 10%). The 

constant IDS situation is achieved by varying VDS in the flat saturation region of the drain 

current. In this situation, only IB changes, but IDS remains fixed. The value of rn is also 

obtained by plotting (QslW) versus (IB/IDS) as in eqn. (2.12). In this case, one can vary 

VDs and VGs more freely while choosing a bias combination for stressing till Mcp for a 

particular 2. The value of C in eqn. (2.13) can be obtained easily by solving for a known 

combination of 2, IB, and IDS. Knowing C, n, and rn as above, eqn. (2.13) can be regarded 

as a master expression for lifetime estimation under any d.c. stressing situations, that is, 

any combination of IB and IDS. In the case of dynamic stressing (real circuit situation), it 

has been shown [2.22] that the total degradation is roughly equal to the integrated sum of 

the bits of degradation under individual pulses of stress. Thus, knowing the time varying 

IB and IDS for a single pulse cycle, one can integrate the denominator of (2.13) over the 

pulse time period and divide by the pulse time period to normalize. 



2.6 The LDD structure and the associated problem 

MOSFET structure. However, in order to improve the long term reliability of the device, 

the lightly doped drain (LDD) device structure [2.23] (see fig. 2.7) has been widely used 

in the industry for submicron devices. The great advantage of the LDD structure has been 

in reducing the peak lateral electric field ( E d  near the drain by introducing a lighter doped 

(n-) extension region between the heavily doped drdsource  and the channel as shown in 

fig. 2.7. The n- regions are first implanted, followed by the implantation of the n+ regions 

that are spaced with the help of the spacer oxide mask. Now, the peak lateral electric field 

CONVENTIONAL 

aAm Nit +Not 

SOURCE D M I N  

LDD Nit + ?ht 

SOURCE DRAIN 
Fig. 2.7. Comparison between the conventional and the LDD structures, corresponding 
lateral electric fields, and degradation modes. 

not only decreases in magnitude, but also shifts in position - it moves outwards, shifting 

the position of the hot carrier defects, i.e., the charged interface traps (Nit) and oxide traps 



(N,,). While the LDD structure serves to reduce the substrate and the gate currents due to 

the reduction in Em, the degradation mode changes considerably, with respect to a 

conventional structure. This is due to two reasons. 

(1) The degradation species are produced in the weak gate edge region and the spacer 

oxide region which is normally a poorer quality deposited oxide than the thermally grown 

gate oxide, and 

(2) the LDD region has lower doping concentration than the heavily doped n+ region, and, 

therefore, can be easily depleted by the negative trapped charges, giving rise to a fast 

increase in the drain parasitic resistance. This gives rise to a fast early mode of the current 

degradation, followed by a slower saturating degxadation 12.24-2.281. This is unlike the 

single type degradation behavior exhibited by conventional devices, and as modelled by 

eqn. (2.1 1). 

In spite of the above-mentioned effort in this direction, there was no strong physical basis 

for the saturating nature of the hot-carrier degradation in the case of LDD NMOSFETs. 

One of the main problems has been the lack of simple experimental methods to study the 

degradation species (interface traps and oxide traps) in the gate edge region and their 

growth with time. Recently, some efforts [2.29] [2.30] [2.3 11 have been directed towards 

extracting oxide trapped charge and interface trap information in the gate overlapped drain 

region through measurements of gated-drain-diode tunnel currents or charge pumping 

currents. But there is no technique to extract this information in the sub-spacer region near 

the gate-edge. Therefore, 2-D device simulation needs to be used to obtain information 

about defects in this region. 

Another important feature of the LDD structure is the increased importance of the 

source and drain parasitic resistances (RS and RD) due to the lightly doped n- regions. 

They not only reduce the current drive capability of the transistor, but they tend to become 



asymmetric due to processing (e.g., implant shadowing effect) or hot canier stressing that 

affects the drain side only. Therefore, it is important to extract them separately in order to 

study the effect of hot-carrier degradation on them. 

We therefore recognized that these resistances, once extracted separately, offer us a 

means to study the effects of charges generated in the sub-spacer region. If we could 

couple the evolution of RD with other measurements and 2-D device simulations, we 

would be able to build up a physical basis for the saturating nature of the degradation in 

the case of LDD NMOSFETs. This was the main motivation for the work to be discussed 

in the following chapters. 

We had mother concern that arose from the circuit effect of the hot-carrier 

degradation as evident from the following fig. 2.8. The frequency degradation of an 

experimental 59-stage CMOS ring oscillator using our transistors is shown here. In order 

59-Stage Ring Oscillator 

Operating Bias 6V 

0 I O Q O  2000 3900 4000 5090 

Operating Time (s) 
Fig. 2.8. Early mode hot-carrier degradation fleeting thefiequency of oscillation in u 
59-stage ring oscillator built with 0.8 mm LDD NMOSFETs. 



to predict the pexfo~~lliince of a circuit such as above we need to simulate the circuit with 

'c?pched SPICE pam,-dsrs. We &erefore ned a simple but acoxate method to exrn? the 

"degraded" parmeters of a transistor under hot-carrier stress. This motivated the work 

reported later in chapter 6 of this thesis. 

2.7 Conclusion 

In this chapter, we have attempted to provide a brief background of the particular 

aspect of hot-canier problem that this thesis proposes to tackle. It must be mentioned here 

that the volume of work that has been published on the issue of hot-carrier effects is 

enormous. Therefore, we had to be selective in choosing the references. The main purpose 

of this chapter was to present a motivation and introductory framework for the research to 

be discussed in the chapters that follow. 
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Chapter 3 

Finding the asymmetric parasitic source and drain resistances 
from the small-signal conductances of a single MOS transistor 

3.1 Introduction 

For submicron MOSFETs, the source and drain parasitic resistances (RS and RB 

respectively) can be comparable with the intrinsic device resistances. As such, they start 

playing a more important role in degrading the current drive capabilities of the device. 

Also, any asymmetry in their values arising out of layout, process, or electrical stressing 

shows up more clearly in their asymmetric performance when the roles of the source and 

the drain are interchanged. It is therefore important to accurately extract the source and 

drain parasitic resistances separately. However, the conventional method discussed in 

[3.1] and the methods reviewed in [3.2] are unsuitable for this purpose for two reasons. 

First, they all extract only the sum of the source and drain resistances assuming them to be 

equal; and second, they depend on measurements on more than one transistor with 

different geometries [3.3], each of which is assumed to have exactly similar situation in 

terms of layout, processing, arid electrical stressing. While it is often possible to ensure 

uniformity in layout, it is difficult to ensure zero asymmetry in source and drain 

resistances due to processing; and it is impossible to control file evolution of these 

resistances under situations where devices are electrically stressed. We therefore need a 

method that extracts these resistances using a single transistor only. 

Earlier efforts [3.43,!3.5! in this diredon suffer fkom questiombk extrapohtion of 

the analysis to either high gate biases 13-41 or zero drain bias 13.51, and the undesirable 

requirement of prior knowledge of threshold voltage. Also, the authors of the more recent 



paper f3.41 found their extrapolation inappropriate for very short transistors. In this 

chapter, we will discuss a simple and robust method to extract these resistances separately 

3shg a single short channel transistor. Rather than using the static resistances of 

MOSFETs like most authors, we will use the dynamic trans- (gd and drain-conductances 

(gd) as the measwed parameters for the MOSFET. The choice of these parameters makes 

our method more direct and straight forward without requirhg any extrapolation, human 

judgement, or prior knowledge of threshold voltage. In fact the threshold voltage is 

obtained as a by-product. In this chapter, we fist derive the generalized trans- and drain- 

conductance relations used for the extraction. We then describe our method to extract the 

difference of the parasitic resistances (RD-RS) from the saturation region [3.9] and then 

their sum fRS+RD) from the linear region 13.121, so that each resistance can be found 

separately. We finally discuss the accuracy of the method [3.12], [3.13]. We will alsc 

show, how this extraction techriique allows us to predict and show a logarithmic 

dependence of Rs and RD on gate bias VGs. 

3.2 Derivation for g, and gd 

Referring to fig. 3.1 below we first note that 

We also note that 



Fig. 3.1. The MOSFET (n-channel) with source (Rs) and drain (RD) series resistances. Tht 
applied voltages (VGs and VDS) and the intrinsic voltage drops (VGs9. VDS1, and VsB1) an 
also indicated. 

We then define the conductances with respect to gate (m), drain (4, and substrate (b). 

First, the intrinsic (0) conductances are given by, 

a d ,  then the measured ones by, 



Now, using calculus on (3- I), we may equate the incremental change in IDS to those in 

VGS', VDS', and VSB', given by (3.2) as follows, 

We now find g, and gd from (3.5). In order to find g,, we simply divide both sides of 

(3.5) by AVGS and making AVDs equal to zero everywhere. Thus, using the definition of 

g, given in (3.4) and letting AVGS become infinitesimally small, we evaluate, after 

transpositions, 

where Rsm and RDm are given as, 

As Tos is normally small, a few milliamperes or less, and also if we neglect the gate bias 

dependence of RS and RD, we can approximate (3.6) as C3.141, 



Since, gb0 is a small fraction (-0.1) of g,o, and g d  is negligible with respect to g,d in  

saturation, the equation (3.8) above is a very accurate approximation in saturation. 

Originally, the authors of [3.6] had not considered the effect of gbo at all in deriving the 

relation for g,. 

However, in the h e a r  region, since gddgmO can be large, the third term in the 

numerator of (3.6) may not be negligible if RSm and Rdm are not very small. We will come 

to this discussion later in the chapter. 

In a similar way, we can derive the expression for gd from (3.5) by simply dividing 

both sides of (3.5) by AVDS and putting AVGS to zero everywhere. In this case, if we 

neglect the drain bias dependence of Rs and RD. We thus get gd as [3.14] 

The above expression for gd (3.9) is an accurate approximation in all regions of operation 

since the drain bias dependence of RS and RD is nominally negligible. 

3.3 Methodology of extraction: RDBs from saturation 

In saturation, as g a  is normally negligible compared to (gmO+gbO) the sum of RS and 

RD as it ocms  in sle &id tern of the dmtwlifl;itor of q n .  (3.8) has little effect on the 

masme0 g,. As such the maswd value of g, is sensitive to only WS. Now, if the sauce 

and drain are interchanged, the measured value of g, is sensitive to only RD. Hence any 

asymmetry in RS and RD is most likely to show up in the measured g, values. Therefore, 

the IDS vs. VGs chaacteristics in saturation is measured normally, and again with the 



source and drain interchanged. In fig. 4.2, we show these saturation IDS vs. V,, 

characteristics for an LDD NMOSFET of channel length 0.8 pm (as drawn) and channel 

width 24 pm. 

This MOSFET had asymmetric layout with the source side interconnection to the pad 

much longer than that on the drain side. The oxide thickness of the MOSFET measured 

was 175 A, the LDD phosphorus implant dose was 2x10'~ at 40 key followed by a 

drive cycle at 900 "C in a combination of dry O2 and N2 ambients for about 70 minutes. 

The MOSFET had salicided arsenic-implanted source/drain regions. 

10 

8 
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Fig. 32 .  Saturation transconductance characteristics ofthe MOSFET with VDs=5K The 
asymmetry in RS andRD translates directly into these characteristics with sourcefdrain as 
laid out and as interchanged. In this case RS is greater than RD. 

Now, one of the ways 13-51 to find ItD-& from these two characteristics is to place 

external resistances in series with the soutce or the drain (whichever side has lower 

resistance) and try to equate the two characteristics. The value of the external resistance 



for which the two characteristics become equal gives (RD-Rs). However, while this 

method is easy, the results largely depend on the judgement of the observer, and as such 

they are prone to errors. We have therefore worked out a more direct and robust method to 

find out RD-RS from equation (3.8) above, and use the above-discussed technique of 

equating the two characteristics as a verification of the method. Our method to find R D - 4  

from the saturation IDS vs. VGS characteristics is as follows 

Fig. 3.3. (a) Add Rx to Source, measure g, , call it gd.  (b) Add Rx to Drain, nmsure g,, 
call it g d .  Both g d  and gd are riasured in forward mode at constant IDs. 

As shown in fig. 3.3, if we intentionally add external resistances (Rx) to the source side 

and measure the trmxonduc+,itnce g d  (measured straight, is. souice and &&ii not 

i B ~ ~ g e d ) ,  it should be given (using eqn. (3.8) above) by 



On the other hand, if we intentionally add external resistances (Rx) to the drain side and 

measure the eransconductzlnce g m  (measured straight, i-e. source and drain not 

interchanged), it should be given (using eqn.(3.8) above) by, 

If for different values of Rx, g d  and gm are measured in saturation for a constant current 

IDS, we can assume g d ,  ga, and gbo to be roughly constant because, 

where lfi is the Early voltage. Also 

where IhF represents the Ferrni potential corresponding to the substrate doping 

concentration. For small IDS, g ~ )  represents a very slowly varying function of Rx for low 

Rx (<I00 Q). The above assumptions are justified when we plot l/gd and l/gm 

(measured at a constant satmation IDS of 3 mA in our case) as in eqns. (3.10) and (3.11) 

versus Rx, and obtain two straight lines with the same intercept (-480 Ohms) as in figure 

3.4. 



Fig. 3.4. llgd and llgd measured at saturation IDS of 3mA versus Rx. The straight 1in.e~ 
through the points are least-squares fitted. g d  is g, measured with RX on source side anti 
gd is gm measured with Rx on drain side. 

The slopes of these least-squares-fitted lines obtained from fig. 3.4 are given by 

gbO gdO (1 + - + -) = 1.167 and - = 0.055. 
gmo gmo gm0 

Therefore, we get on taking the difference of the slopes in (3.14) that 

If we now remove the external resistances (Rx) and measure at the same constant cunent 

(3 rnA in om we)  thc forward (g@) and reverse (g,) saturation transconductances, i.e. 



g~ with source and drain as connected, and g, with source and drain interchanged, we 

can show using eqn. (3.8) that 

Substituting the value for i+gbdgd from eqn. (3.15) into the denominator of eqn. (3.16), 

we obtained (&-&)= -39 D In fact all 24 pm x 0.8 pn devices with similar layout 

asymmetry between source and drain showed (RD-Rs) between -30 and -40 !2 using the 

above method. When this difference resistance was placed in series with the drain, the 

forward and reverse saturation transconductance characteristics matched exactly, 

confirming the accuracy of the extraction method. To further verify this technique, we 

measured the linear characteristics of this asymmetric device, as well as that of a 

representative symmetric device on ancher wafer where no layout asymmetry was 

present. The difference in RS between the symmetric device and the asymmetric device of 

about 39 Q manifested in the simnlation of the hear  characteristics of the two devices 

using the MEDIC1 [3,1q program is shown in fig. 3.5. 

In this case, we first simulated and matched the hear  characteristic of the symmetric 

device, and then placed 39 SZ in series with the source and resimulated to find a very good 

match (as shown) with the linear characteristic of the asymmetric device. threshoid 

voImges of the two devices were adjusted in simulation by adjusting the electron &nity 

of &e p l y  ga** 
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NMOSFET, W=24pm, L=0,8pm 

Fig. 35. Measurement vs- MEDIC1 sirnuidion of linear characteristics. The asynynetric 
&ice was simulated with 39 SZ in series with the source of the syrrrmeb-ic MEDIC1 
device. Note that RD - RS=-39 Qfcr the asymmeiric device. 

3.4 Mdhodofogy of extraction: RD+G from linear region 

As & a s &  abve in the context of eqn. (3.81, transconductance characteristics are 

most sensitive to (RD-Rs) in saturation and so we extracted (RD-Ri) &om 

tmnsconbuctance meitSmeTILents in saturation- At the same h e  both qns. (3.8) and (3.9) 

suggest that both g, and gd are sensitive to (RS+RD) in linear region because of the much 

larger vdues of g a  with respect to g d  in the hear region. As such, for extracting 

(Rs+RD), the traditional ;md naanat choice has been the hear  region. However, unlike 



Using eqns- (3.8) a d  (3-9) given previously, neglecting mobility degradation with 

gate bias (we d the effect of this neglect later), and, fct~ a very small drain bias 

(50 mV) with re* to gate biases use& we r;an write 

Combining eqns, (3.171 anti (3.2) above we arrive at 

where Ity=(&-RSj, as discnssed dmve Eqn. (3.18) represents a straight line of the left 

hand side versus IDs(I-2gdg&, with slope RS and intercept VF The scheme as applied to 

om asymmetric device is shown in figure 3.6. Measurements of gd and g, in the linear 

region with YDF50 mV we-re taken at 22 @spaced bias points between 0.8 V and 5V. 

F r m  the dope of the ieast-squares-fiW straighr h e  we get R349.f Q and the intercept 

gives V74.608 V. The latter w h e s  well with the linearly extrapolated threshold voltage 

of -0-6 V. From the values of Rs and R', we obtain RD as 30.1 f2 This makes 

(&+RD)=99.2 Q that matches well wizh 95.3 Q fomd by applying a conventionat method 

[3-10] using more than one transistor of diffi"erent channel fenghs, bnt of the sarrre layout 

pattesn- 



-oSEWZ', w-24 pmy L=O.8 
Asymmetric Device 

Slope, Rs=69. 1 Q 

Intercept, V,-0.608 V 

Fig. 3.6. VGrgdg&VDrID ') versus loS(I-Zg&,,J for ow asymmefric &orrsistor with 
Rs>RD. R' & R ~ - R ~ .  gd dm wwe mwsund at 22 equispaced biar points between 0.8 
and5 V: The slope gives RS and the intercept VF 



Here, we obtain a value of Rf= RD= 30.8 B that makes (RS+RD)=61.6 Q For this 

device the method f3.103 gave (Rs+f?D)=55.9 SZ Also, the thresho1d voltage T/+.716 V 

matched the linearly extrapolated value of about 0.720 V for that device. The 

overestimation of (RS+RD) is due to the neglect of mobility degradation, and this is 

discussed in the next section. 

3.5 Discussion of accuracy 

As applied to real devices, our method appears to give a reasonably accurate estimate 

of tL\e individual source and drain series resistances based on measurements on a single 

transistor. The only errors in our method originate from: 

(a) The neglect of rncblIi~ k@atb in eqn. (3.17) above, and we denote this error term 

bf 4 1 .  

(b) The neglect of the variation of RS and RD with applied VGS in the linear region case of 

eqn. (3.8), we denote this error term by ARS2. 

However, we will show that these errors oppose one another. The first of these errors gives 

rise to an overestimation, while the second, to an underestimation. 

35.1 Derivation for ARsl 

If we do not neglect the gate tias dependence of p in equation (3.17), we rewrite 

(3.17) as 

IDS + Vos - IDS (23s  + R') 



In deriving the above equation (3.19), we have noted that d p / d b '  is negative. By 

transposing (3.19), it is easy to show that 

Since 2gJgm >> 1 in linear region, we can approximate (3.20) as 

Comparing equation (3.2 1) with (3.18) we readily obtain, 

We note that ARsl is an overestimation arm on RS. In eqn. (3.22) p and dlL/dVGS' 

represent average values of mobility and its degradation rate with gateto-source bias, and 

Cox and W/L' are respectively the oxide capacitance per unit area and the aspect ratio for 

the MOSFET, W being the channel widm, and L' the effective channel length. If we 

ass- the SPICE level 3 model [3.111 for p vasus VGS', given by 



where is the low-field mobility, and 8 is a constant, Msl can be shown to be given by, 

From our parametric data we use, W.073 v', &=535 crn2/v-s, C,,-- 203 nF/crn2, 

W=24 iun, L'= 0.65 pin for our 0.8 pm device. This gives us A&= 9-1 Q However, this 

is much higher than 2-3 fZ by which our value or" RS overestimates that obtained by the 

methob 13-10]. We &ink that part of Msl is counterbalanced by the second error term 

% that we derive next. 

3.5.2 DePixition lPor Ats2 

In th is case we do not neglect the gate bias dependence of RS and RD, as was done in 

simplifying eqn. (3-6) into eqn. (3-8). Since, g&gd is large in the finear region, a more 

accurate simplified expression fur g, is given by, 

In case, equation (3.1 7) is modified to 



Again, since 2 g h  >> 1, we can approximate (3.27) as 

Therefore, dRS2 is given by, 

MS;! represents an undefestimatlon term, since n o d y  d(RS+RD)/dV,  is negative 

[3.8f. Also, the voltage dependent namre of the first term on the right side of eqn. (3.29) 

mggests mat if the ma- of d(RS+RD)/dVGS were not of a form C/(VGSCS'-V7), 

where C is a constant, we! wudd not obtain good linearity in dte curves of figs. 3.6 and 3.7. 

ConverSeIy, g d  linearity (particnlarEy, Sor higher gate bkm, i-e., to the left of the 

abscissa) of the: curves of figs. 3.6 and 3.7 suggests that the magnitude of 

&RfiRD]fdVGr - is of €he form suggested above over most of the gate bias range measurd. 

Ttds observatim matches with the indications in [3.8] where the appearance of the gate 



bias dependent series resistance matches a logarithmic nature of the dependence l3.131, 

ie., 

where, K and C are constants. It should be noted that this empirical model is expected to 

describe the behavior of (RS+RD) versus VGSY for higher values of (vGs7-VT). 

In order to obtain values of K and C, The relation (3.30) was matched with the 

extracted dependence of (RS+RD) on VGS in fig. 3.8. The match is good for higher VGS, 

with K=?0, and C=14. The effect is a mutual cancellation of the two error terms to give 

rise to a net predicted overestimation in RS of about 2 R that matches well with the 

overestimation of 2-3 IR in our method when compared with the method in [3.10]. The 

extraction of the dependence of (Rs+RD) on VGs was made using four transistors of 

symmetrical layouts, and mask gate lengths (Ld  of 0.8, 1.2, 2.0, and 3.0 Fm. The 

technique used is discussed below. 

70 I 

Symmetrk NMOSFETs used for extraction: 

W=24pm,  Lz0.8, 1.2, 2.0, 3.0 pm 
65 Line : 70- 14.1n(VGS-V,) 

n 
C 
w 

Symbols : extracted data 

60 + 
rr" 

55 



For a MOSFET, it can be shown C3.161 that, 

where we have used the expression (3.23) for gate bias dependent p. W and COX represent 

the width and the oxide capacitance of the device respectively. The total parasitic 

resistance Rt (=Rs+RD) as well as the effective channel length shortening term AL, are 

functions of gate bias as well. Therefore, by plotting R, versus L, for fixed values of 

(VGs-VT) for all four transistors, we obtain straight lines with slopes S&(VGs) and 

intercepts Int(VGs). By inspecting the eqn. (3.3 l), we can recognize, that 

Therefore, howing AL(vGS) we can obtain Rt at each VGs as plotted in fig. 3.8 above. In 

order to find AL(VGS) we used a simulation technrque suggested in 13-81. Simulated 13.151 

electron concentdon under the gate was equated wi& the vertically integrated net 

impurity con~tration in the IDD region to find the demarcation between the channel 

d the som@drain regions- Tkportion between these dem~~fcation points was Lqgiven 

by &-AIL* 



3.6 Conclusion 

Xn this chapter, we have &aL:! the method of e?rQaction for the so-me and drain 

series resistances of a MOSFET, using a single transistor. This appears to be a very simple 

and practical method to estimate asymmetrical resistances due to source and drain 

diffusions. We do not need the aid of any other transistor for this extraction. The method is 

therefore well suited in situations where a transistor undergoes progressive degradation 

due to trapping of charges in the LDD spacer region, as with a floating gate measurement, 

or where transistors a e  differently affected by layout or processing variations. In our 

view, the unique feature of our approach is the use of the dynamic conductances of the 

MOSFET in appropriate regions of operation. We have provided a detailed error analysis 

for this technique and show that the overestimation error due to the neglect of mobility 

degradation with gate bias is largely compensated by the underestimation error due to the 

neglect of the dependence of the parasitic resistances on gate to source bias. 
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Chapter 4 

Experimental features of the early-mode hot-carrier 
degradation in LDD NMOSFETs 

4.1 Introduction 

In submicron LDD NMOSFETs, one of the most critical elements is the oxide above 

the LDD region, part of which is the gate oxide and the remaining part the spacer oxide, 

Hot-carrier-induced electron traps in this oxide can cause depletion of the underlying 

LDD region, This leads to kcrase  of the parasitic resistance due to the LDD regions 

f4.11, and therefore reduced current drive capability of the transistor. However, the amount 

of parasitic resistance increase is dependent on several factors. The most critical of these 

factors are the quality of the oxide above the LDD region, the doping concentration in the 

LDD region, and the length of gate overlap of the LDD region. 

As the quality of the oxide at the edge of the gate as well as the spacer o d e  is likely 

to be poorer than that of the gate oxide above the channel region, this oxide region at the 

gate edge is most likely to be degraded much earlier in any hot-carrier stressing situation. 

There has been little work to date concerning this early-mode of hot-carrier degradation. 

Most authors [4.2],[4.3] have concentrated on the long-term degradation in the channel 

region near the drain under maximum substrate current stressing situations, i-e. with VGS - 
V d -  

Methods to chazacterize &e long-term in-channel degmktion using shifts in 

thrd01d voltage, Linear transconductance or subthreshold slope, and the charge pumping 

technique are well established. However, m ins  long term degradation situation, under 

high electron injection, the early mode degradation gets coupled and masked by threshold 



voltage shifts. Therefore, in order to assist in optimizing and charadzing the LDD 

region+ &js early-m& of hot--er rir:@-a,tim of the LDD-regi~n oxide &01dd be 

observed and interpreted from measurements involving stressing in low injection 

situations; measurements that allow direct observation of this degradation without being 

masked by threshold voltage shifts. 

In our hotcasrier degradation measurements, we have observed a particularly sharp 

early-mode degradhon. Hence, our interest in studying this effect. We have studied this 

early degradation of the LflD-region oxide through a simple experiment that combines the 

floating gate measurement [4.4]-[4.6] with IDS versus VGS r,xzwrernents taken in the 

a d m  regior! [4,3,[4-8]- We bye dm n s d  a spatid profiling charge pumping method 

[4.7],[4.9]-[4.11] to study this phase of the degradation. In this chapter, we will discuss 

these experimental techniqaes and the results of their application on our devices, that 

delineate the features of the early-mode hot-canier degradation. 

Since there axe not enough techniques to probe deep into the LDD region close to the 

spacer oxide, 2-D sL?idatkms m be a vitd too! to i i ~ i d e r s ~ d  &e problem The 

observations of this chapter allow us to develop a simulation framework (to be discussed 

in chapter 5) involving interface mpped charges at the drain-tide gate edge. 

4.2 Device details and measurement instrumentaaion 

AH MOSFETs tesd/simnlated had drawn gate length of 0.8 pm, gate oxide 

%hicHness of 175 A, spacer wid& of 0.2 pm, LDD phosphom implant dose of 2x10'~ / 

cmL at 40 keV followed by a drive cycle at 900'C in a combination of O2 and Nz ambients 





a sharp rate In - 0-8, assoming an A.P dependence) of hear g, degradation. However, 

the rate of the late mode degradation is much lower (n4.25) and matches well with that 

(n4.221 reporred in f4.121. Also, the early mode degradation is accompanied by an 

initial fall in btk I*,, and IBiID at ' t u m  I*, as shown in fig. 4.2- While these 

measured in the reverse mode decreases 

tw 101 

Time (s) 
Fig. 42. Both lB,, rutd l&JD m max. IB measured in the fonvmd mode dmp in the initia. 
~Asse- h the immse mudentode f ib dl the way QS in cui~entronal degradation. 



ImmedimIy m a r & ,  the gae probe is lifted leaving tfie positive charge on the gate and 

ionization-induced hot-electron gate current, but a lower-&an-maximum electron 

injection situation for the initiaf biasing condition. In this situation the electrons injected 

into tire gate in tfie form of a gate current start neutralizing the positive charge on the gate 

pad, and, therefore, the gate-to-source 

voltage- Thus, k satrrraticm main nam monitored by the m x i t  meter stans dropping 

from ~ S S  initial biased value. W e  record this decaying drain cuf~ent over time. The wafer is 

placed mder dry nifmgemja m redm the possibility of any o&cr leakage mechanism By 



comparing the decaying drain currents with a saturation IDS versus Vm (VDfc7.SV and 

VGS swept 6-om 0 to 7V) characteristic of the virgin MOSFET, we can obtain the decaying 

VGS VS. time ch-stic. The latter yields IG(VGS) as  

where C represents the total capacitance associated with gate, i-e., the pad, 

inmm~~t:tions, ec-  FVe measure C with a high frequency C-V meter. As C is dominated 

by *thicker 3Gde capzitmces due to pad and interconnections, the use of high frequency 

leasmmnts is justitid. Also, for the same reason, the bias dependence of C is minimal. 

Fi.5t, a flozrizg g a e  wiezwmxment was ptzhrnzed with ftiases of f7'S=r,.lV and 

VC~?V.  There was negligible decay in the drain anent  that was monitored until 500s, 

after the gate probe was Hied at about 10s fiom the start of the measurement. This initial 

R o b g  gate cycle is shown in fig= 4.4. It indicates that there is negligible electron 

C - - - - - - - - - g - - ' - " - - - ' - - - - - - - - - ' - ~ - - - ~  J 

Gate floated at 10 s 

LIlD NPVLOSFET 

W = 2 4 p m  L ' 0 . 8 ~  
1 

1 i V D S = = 0 ~ 1 V  Vgg=OV 

Fig. 4-8. Fi&g gaze meamrement with the MOSFET biased in the linear regwn to 
check for kokagesjbm gme. 



injection across the gate oxide through either Fowler-Nordheim tunneling fb.131 or any 

other leakage mechanism. 

Another 5 cycles of floating gate measurements were performed with thc device 

biased in saturation with Ve7 .5V'and  starting VGp7V as shown in fig. 4.5. During 

these measurements, we observed a prominent evolution (see figure 4.5) of the floating 

gate drain current going &om one cycle to another, each lasting 500s. In each cycle, the 

gate was floated around 15s from the start. It must be mentioned here that lifting the 

gate probe before 15s did not make much 

14 

W=24pm L=O.EIpm 

7 for each cycle: - - - - FG cycle # 2 
- - - - - _  
- - - - - FG cycle # 4 start Va=7.0V 
- - - - -  

0 
0 100 200 300 400 500 

Time (s) 

Fig. 45 .  Evolution CrfpWIting gate drain current over several cycles. The biasing config- 
wciRciRion mclxlmCIXlmrmrzes hut-elemon gate w e n t .  

difference when tried on other devices. Interestingly, the value of the threshold voltage 

fefnained virtnatty unchanged ( V ' 2 3  mV after 5 floating gate cycles) with respect to its 

value for the virgin device (Vp522 mV). Also, the subthreshold slope remained virtually 



unchanged. SimiLar results were also obtained by the authors of 14-61, [4.14]. These results 

indicate g e n d o n  of negative charge due to trapped electrons, or electron filled acceptor- 

type interface traps outside the channel region, mostly assumed to be in the oxide in gate- 

drain overfap region or the spacer oxide at &e edge of the gate [4.15]. These trapped 

eiecbiom uTipede f m t k  injection by increasing the effective barrier height the hot 

electram need to ovexcome in order to be injected into the gate oxide. Nso, there appears 

m be a saturation in the number of electrons that can be trapped - so that the floating gate 

drain cmrent characteristics tend to converge after the third cycle as shown in fig. 4.5. 

Obviously, most ~f the early mode of degradation is complete within the first cycle of 

For each 500s Floating Gate (FO) cycle: 
Vns=7.5V, vm=ov, Start v,=7v 

Gate voltage (V) 

Fig. 4.6. Gat2 cumem e~fractedfi.om themating gate cycles offig. 45. The shifr in the 
geaks of the gate currents to lower gage biases is remmkuble. 



The corresponding IG vs- IfGS curves were extracted using eqn. (4.1) above with a 

pneasmed C of 2.75 pF and the h o d  described earlier, and the results are shown in fig. 

4-6. While the decfea~e in gale current over succeeding cycfes is expected [4l51 as 

explained above, an inmeding new feature of our observation is the shift of the gate 

nnrenf: peaks %o lower g- biases with each cycle (see fig, 4.6)- This is particularly me 

for ~e first thee cycles. We wil l  explain this observation in the discussion section. From 

h e  evolution of the gare currents, we extracted the corresponding evolution of qb, the 

bmier height to gate current injection The results are presented in fig. 4.7. Thi?; evolution 

was extracted using the foUowing equation derived from the Lucky-Electron Model 

[aq. 

where Oi=l -3 eV [4.1@ and IGg and IG, are the gate currents for the degraded and virgin 

transistor at v G ~ 7 V ,  and V a ~ 7 - 5 x  The ratio of the substrate c m n t  to drain current 

0 500 1000 1500 2000 2500 

Time (a) 

Fig. 4.7. Evolution ofthe bmrier height & to gate w e n t  injection during the early mode 
&graddon. 



(1811DSj for dris bias was *%&en ta be that for the virgin device. The value of QtB for the 

virgin dmice 6.2 eV) was assumed to be tfie difference bemeen electron affinities of 

silicon and silicon dioxide. 

The above e~ohtion of shows a saturating nature, suggesting a saturation of the 

electron trapping pcess  in the early mode of the degradation How this electron trapping 

leads to depletion of the underlying LI>f> region, and consequently results in a 

corresponding evolution in RD is studied by the transconductance technique we discuss 

next, 

For a MOSEET with parasitic resistances qS. and RD associated with source and drain 

respectively, it was show in chapter 4 that the measured transconductance (gJ is given by 

where g& g a  and gm are the magnitudes of the intrinsic conductances with respect to 

interad gate, dr-ain, and mbstrate biases respectively. In satmition, as g d  is normally 

negligible compared to (gdgbo),  the smn of RS and RD times ga as it occurs in the third 

otxm of the denomhator of e p  (53) has ]little effect on the measured g,. As such, the 

meas~ed valoc of g, wim normally connected somce and maih and denoted by g q  is 

sensitive to only Rs, becansq, from eqn. (4.3) above, 

Now, if dl(= source aud drain are intexchanged, the measured value of g, and denoted by 

g m  is sensitive to only RD, became, from eqa (4.3) above, 



Henee any variations in RS and RD will separately show up in the measured g~ and 

8 m  and hence in the IDS vs. VGS characteristics in s a d o n  measured n o d y >  and 

again with he  source and &ah interchanged. This situation is distinctly different from 

that with the linear transconciuctance (IDS vs. S f m )  characteristics where g a  is the 

dominant conductance, and hence the third term in the denominator of eqn. (4.3) above 

d o r n i m ~  over the second term. Therefore, both nonnal and reverse characteristics 

coincide even if RS and RD are different, In order to evaluate h e  effect of stress-induced 

charges on the parasitic 6 s  resistances Rs and RD of the MOSEET, one should therefore 

choose the transcondw:tance (fDs vs. VGs) characteristics in saturation- 

We morritored &ese pairs of saanation IDS vs. VGS characteristics (with VDS=5V) for 

our LDD NldOSFET More any floating gate cycle as well as after each of the cycles 

shown in fi-me 4.5.l[he pairs of these saturation vs. VGs characteristics taken for the 

virgin de?vice and taken after the first and the fifth Boating gate cycles are shown in figure 

4.8- 

The dispersion ktween the forward (Iower curve of each pair, with n o d  source/ 

eoanection) and reverse (upper curve of each pair, with reversed soufce/drain 

connection) IDS vs IfGs -cs for tfte virgin device is due to the fact that the 

sotme side intedconnecrlon resistance was larger than. that of the drain side (69 52 and 30 

Q aspective;Yf xneasmd asing a q o e  diseased in ~ ' l i a p * ~ ~  3)  rfw to hijjoui 

2SS-Wj- %lW%CS, dlk k @ S  tES V ~ ~ & ~ B S  Rs &Zid RD km. ?k p2k~ 

of IDS vs. IfGs characteristics taken after cycle # 2,3, and 4 lie between those after cycle 

8 f d 5 , ~ ~ t h e r e f o r e ~ # p d f r o m f i g . 4 . 8 . f t m u s t  be d o d f i e r e w t h e  



forward and revase dmrate mmerrts measured on the virgin device did not show any 

doubfe humps as in 14-173. This rules out the possibility of sotme or drain side non- 

overlap. Hence, the indication that the asymmetry in the IDS vs. VGS saturation 

chacte&ics aams dne to hymt dieFerence done is strong. We need to rnsntion here 

hat  t h e  was no speGiat reason for choosing the asymmenic devices, except that we 

srartRd expahmtirrrg v&b tkm for the wails ctiscussed in chapter 3. The coflcesponding 

molntion of RD and Rs is shown in fig. 4.9. These curves were generated from values of 

~ s ~ d R o t i n a n . t i f i e d ~ ~ g w ~ g ~  for the virgin device and after each 

ftoalting gate cycle-- Eor examplev wing eqn, (43) we can show that, 



Time (s) 

Fig. 4.9. Evolrrtion of& and RS &kg the early mode &gradation. 

where, d and v in the sofiscrigt of g, denote degraded and virgin devices respectively, 

measured at the same drain cmzent (3 mA in our case). A similar expression holds for dRs 

imrohring g~ in stead of g, in eqn. (4.6) above. As the channel region of ?he device 

rcm;dos &graded in this early mode degradation, the assumption of a constant 

cksominator in eqa (4.6) above is valid The value of the denominalor was found to be 

1.112 for om rising &e me&d discossed in chapter 3. '&e evolution of RD is s m  

to -B vay w d  arim rfiat of @b shown in fig. 4.7. The d evolution of RS is most 

filrdy doe to an increme in effective chamel length as discussed larer in cha~rer 6. 



4.63 Charge pumping technique 

'r"p r IG t,11=6e -L--- Y ~ ~ I ) I ; E 5  -*=--%- - set up k sf row^ in fig. 4-10 in die next page L? the chage pumping 

technique, periodic pdses are applied to the gate of the NMOSFET with the source and 

drain tenninds reverse biased as shown in fig. 4.10. The gate pulses periodically drive the 

MOSET between accumulation and inversion During the lo-hi transition of the gate 

pulse, a negative charge packet &, the depletion charge, is drawn from the substrate 

ck&t to the oxide-silicon interface. Also, another negative charge packet ( Q I ~ Q i t ) ,  

consishg of the &version charge QIW and the charge Qi, needed to fill up the: interface 

states between (roughly) the Fermi levef positions corresponding to accumulation and 

inversion is drawn from the source-drain circuit to the oxide-silicon interface. During the 

reverse transition of the gate pulse, only QIw is returned to the mmce-drain circuit, 

while (eB+Qjr) is now returned to the szbstrate circuit. This happens because the interface 

trapped charge Qi, cannot disappear as quickly as QIw into the source-drain circuit due to 

the former's much larger emission times compared to the gate pulse transition times, and 

are therefore, neutralized through recombination with the accMIlulathg majority carriers 

coming from the suminbstrate circuit. 'Tl~us, in each cycle of the gate pulse, a net negative 

charge 12i, is transferred or pmnped from the source-drain circuit to the substrate circuit. 

This gives lise to a net charge pumping current (Icp), measurable by a d.c. ammeter and 

typically given for a s p a  interface states distribution N&) 



DEPLETION 

BOUNDARY 

- 
Fig. 4JO. Spatial profiring chaqe pumping set up. 

Here, f is tfie gate pulse frequency, q is the electronic charge, and W is the MOSFET width. 

Xs, XD denoting the interfacial positions of the source and drain depletion widths for applied 

source (If') and drain (VD) biases respectively are given by 



In the above equations, a NSuB, NDD, 5 are respectively the effective channel length, 

substrate doping concenmtion, LDD doping concentration, and the silicon permittivity. 

Also, the Ferrni potential Qtl; is given by, 

Built-in voltage Vbi for the substrate-LnD junction is given by, 

In eqns. (4.10) and (4. If) above, ni represents the intrinsic carrier concentration in silicon. 

Thus, by varying the drain (VD) and source (Vs) biases independently as shown in fig. 

4.10, but keeping &eir difference AV=VD - Vs small (< 100 mV), Ni, near the drab and 

soufce regions can be determined. For example, keeping VS fixed while VD is varied 

bemeen VSMV r d t s  in changes in the depletion edge XD near the drain, from which Nit 

near the drain at VD or NagD)  can be determined from eqn. (4.11) below. In a similar 

manner, we can de&mz&e Ni@lS) from eqn (4.12). 





&After 500 s Stressing: 
V,, = 2.3 V, V,, = 5 V 

Base Voltage (V) 
Fig. 4.11. Charge pumping cwrents with I MHz square wave pulses qf 5V amplitude 
E;@ore and afser ear& mdk degradarion. 

We then performed the spatial profiling expeiment to further investigate the effect of 

mly mode hot-carrier deGgadatior, r?n t " ~  distribution of interface traps near &drain and 

sowce, wing the theory difcussed earLer. For proper application of the above mentioned 

technique, proper choice of AV is to be made. While theoreticdy At' should be as small as 

possible, too small a -due  of AV makes measurement of dlcp inaccurate. On the other 

hand, a bigger value of AV leads to a higher drain current and hence a larger impact 

ionization induced snbstrate CWfi:nt rhat wodd interfere with the measurement of AICp 

W e  the optimum value of dV should depend on the measurement setup and the devices 

mder test a ualue of 50 mV was found reasonable for our situation. This was ascertained 

by varying AV and finding Ni, at some points on the channel of a MOSFET. The minimum 

AT/' at which the extracted N, smilizes was chosen. 



The other imprUnt issue is that of gate-bias dependent NcuB due to source-drain 

junction reverse leakage king comparable to AIGP for higher drain-source biases- This 

limits &e dep& fiinto &e cfiannd &e above mentioned method cao penetrate. However, one 

must ensure &it even for higher drain-source bias combinations used in the experiment, 

the NPW is much kss compared to MCPFm for conefponding drain-source bias 

cornbinatdons. In our devices, we could go up to 3V for VD and '5;S without this problem 

affecting the results. 

Also, as we used a pulse amplirude of 5V, we needed to ascerrainihat we do fiot enter 

the non-usefrsl falling edge f4.181 of the charge pumping cwent  versus reverse bias on 

source and drain (tied together, for this case, i.e., YeVb=VR) up to 3V, for our 0.8 pm 

device. For this experiment, we used four transistors of varying channel lengths (3 pm, 2 

prn, 1.2 prn, and 0.8 pm) and channel width 24 p m  The same setup as shown in fig. 4.10 

was used, with V p V p V R .  We varied IfR and plotted the maximum charge pumping 

merit versus VR in fig. 4.12. 



It is dear from fig. 4.%2 thaf the knee voltage where the charge pumping c m n t  starts 

falling sIzarpIy against VR increases ~5th decreasing channel kngth. This is happening 

iiue $0 the s h o ~  chamel effect on the keshold voltage I f F  Also, for the shortest channel 

length of 0.8 pn &zit we are investigating for the early mode degradation, the knee voltage 

is definitely above 3 TL lhis makes rhe application of 15 and Vn up to 3 V in our 

differeritid spatid profiling technique valid. 

The extracted Na7s in the source and the drain side using the spatial profiling 

technique are plotted in fig- 4.13 below. Xt is clear that the Nif's near Brain increase only a 

le+007 ~ " " " * " ' " " " " ' " ' " i " ' " " ' " " " l  
-0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 
Saarce Drain 

x 
Fig. 4.13. Ni, distribiitiom near source and drair! extracted by spatial profiling charge 
~ u m p i w -  

Etde (ks than an order of magnitnde) after early mode hot-carrier stress. Also, the values 

roughly match the 5 ~ 1 0 ~ / m *  obtained from conventional charge pumping. At the same 

b e ,  the difference between the Ni,'s More and after stress tends to decrease towards the 

centre of the c h e f ,  This suggests that the early mode of hot-carrier degradation does 

not affect the channel region of the transistor in a significant way. On the source side, a 

little decrease in the Na7s is indicated. This is possibly due to some passivation effect on 



acconnt of the charge pumping experiment itself. Another interesting feature of the above 

o h a t i a n  is h t  the Nif decfeases to the substrate-LDD junctions, for the virgin as well 

as the s@essed device. This is in contrm with previous reports [4,B,[4,ll]. But, this is not 

unexpected because the Eenni level sweep of the bandgap near the sourceldrain edges is 

expected m be less than in the middle of the channel. 

In tRis chapter, we have discossed the measurement techniques, namely floating gate, 

amscodnctance, and spaiiaf profiling charge pumping, that we have used to study the 

effects of the early mode of hot-carrier degradation. The basic principles of these 

m-int mbdquues 'i;m &=sd, a i i  the i e d ~  obi&id &om usbag these 

mhniques in characl"Lerizing dte fatares of d y  mode hotcarrier degradation have been 

shown- A saturating nature of the early mode degradation was revealed through floating 

gate and transconductance measurements- The conventional and spatial charge pumping 

techniques reveal very little increase in the interface trap density in the channel region of 

the MOSET. In the next chapter we will correlate some of these results to 2-D simulation 

that will eventuaUy help us ImW a model for &e dynamics of hot-carrier degradation. At 

ihe end, we must mention that the combination of the techniques discussed in this chapter 

is meant for compfde characterization of the SifSiU2 interface, right from the source end 

rrptothehend.  
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Chapter 5 

Loeation -d quantification of defects using 2-I) device 
simulation and dynamics of defects propagation 

5.1 introduction 

The two-stage or sitmiitkg nature of hot-carrier degradation in LDD NMOSFETs has 

been a topic of considerable research f5.1-j-f5.61 in the last few years. In 15-11, the authors 

showed some salient features of this degradation through measurements and simulations. 

They dm piad ~ 3 %  the 125% -3f V&&QF of the convefitisnai tmethob t5.73 for lifetime 

prediction of these devices. It was nored that the saturating effect was caused by a 

reduction in the maxin~um electric field ( E d  due to accumulation of interface charges in 

the gate edge region. In another work E5.21, it was pointed out that the decrease in Em was 

not sufficient to explain the satrnatiun behavior. Rather, a shift in the location of the peak 

d d c  field towards tfie spacer region causes a slowing down of the degradation rate in 

the channel and gate-ovdapped LDD regions. The authors of t5.31 modelled the 

saturating behavior by considering an increasing barrier height (@&) to defect creation 

beyond a threshold defect level, Stming with a well-known degradation rate equation 

15-81, they could show that while the degradation follows the regular power-law 

dependence [5.8] on stress the below the threshold level, a logarithmic dependence on 

dme d&bes the degpadaion beyond the threshold. The antbors of t5.43 have suggested 

that a modified empirid mobility model [5.9] can be applied to the gate-overlapped LDD 
* 

region w k e  the defects (Pia) ammufate7 keeping @$EM constant, irrespective of the 

amount of Nip More recently? tfie authors of f5.51 have done some detailed investigation 

into the two-stage name of the degradation, and suggested that the early mode of the 

degradation is dosnhted by a i y h g  series resistance increase in the subspacer 



region, foltlowed by a reduction cf carrier mobility in the gate-overlapped LDD region and 

the channel re@on. This obsavation is also supported by the authors of fS.61 who have 

separated mobfie degradation from series resistance increase. 

The works described in f5.51, [MI, as well as our own work [5.10], [5.20], [5.21] 

suggest a movement of the degraded region from the sub-spacer LDD region towards the 

c h e f ,  region, In this chapter, we investigate this movement of the damage profile frorn 

the early mode of the degradation to the late mode through measurements and 2-43 device 

simulation. We will show how these simulations allow us to better understand the 

degradation process, and UltimateIy build a simple model for the growth of the degaded 

region with stress time. From this model, we conclude that the saturating nature of the 

degradation is due to the saturating chamzmistic of the growth of the damage profile, as 

opposed to decreasing Em 15-11 or inneasing +it [5.3]. 

We will first h a t e  and quantifjl the early mode defects by correlating h e  

measurement results of chapter 4 with 2-D device simulation. 

All devices simulated for, are the same as those described in section 4.2. Process 

fiTndation was perforrned using a virtual factory program [5,13] that uses a TSUPBEM-4 

[5.14] 2-D process simulator- Process simulation matched the fabrication details closely. 

Atso, the initial shdation grid was generated automatically using mask information. 

Device simufatiun was p e r f o d  using a MFDIC'I f5.153 2-0 device simulator. We 

used an analytic mobility modei 15-16] for calculation of drain currents. An energy 

balance solution f5.17f was perfomred to determine mean electron tanperatures. Also, a 

post processing tempaattm-dependent impact ionization analysis [5.15] was performed 

to d d a t e  substrate cmrents--The gate currents were calculated using a temperature- 



dependent Lucky-Electron Model f5.181 as implemented in MEDICI. The capability of 

MEDICi to place charges on oxide ndes  was used to place and study the effect of defects. 

5.3 The simuIatim framework 

The evdutim of the parasitic drain resistance R1, during early mode hot-carrier 

degradation was emacted using *e ~~msconductance technique discussed in chapter 4 

(see fig. 4.9). The comespnding evolution in the barrier height qh to paxire current injection 

was exh-acted using the Boating gate kchnique and also &sassed in chapter 4 (see fig. 

4.7). The cozehtion hm these two evolutions is remarkable, md is shown in fig. 5.1 

below. 

Time (s) 



The almost hear  conelation between the two evolutions is evident (see inset of fig. 

5.1). The correlation between RD and $I, points to a common cause, namely, trapped 

negative charges in the oxide. These charges, on the one hand, in~ease the potential 

barrier to electron injection into the oxide, and, on the other, depletes the underlying 

siticon - giving rise to an increment in the drain-side parasitic resistance, RD. We suspect 

the weaker oxide in the gate edge region f5.11, p&y under the gate and partly under the 

spacer oxide, to be the location of the trapped negative charges produced in the early- 

mude hot carrier degradation- Assuming that the charges are distributed over about iooA 

above the interface, we derive the eqn, (5.1) from Poisson's equation. We then caiculated 

h e  number of charges from the net change in Qtb of about 0.6 eV as seen in fig. 5.1. 

Here N, represents the magnitude of the trapped charge in numbers per crn3, d the vertical 

width of the charge disribution (100 A in our case), q the electronic charge (1.6~10''~ C), 

and CDSd the capacitance due to half the oxide (690 n ~ / c r n ~  for 50 A oxide in our case) 

thickness of the bounding box (assuming fhe charge to be uniformly distributed). For 6qb 

of 0.6 eV, we obtained N, z 2.5~10~~/crn~ from eqn. (5.1) above. This charge was placed 

in the gate edge region as indicated by the Region 1 in fig. 5.2 below. This Region 1 

extends from under the gate where the simulated electron temperatures peak in the virgin 

device into the spacer oxide over 400 A length. Of this length, 200 A is under the gate, and 

2043 A outside it. We arrived at this location of defects after repeated simulations involving 

placement of negatively charged defects at various locations in the spacer and sub-gate 

region oxides above the LDD regio_rl, and qxlalitdvely m ~ t c h ~ g  the simuIaM daXrical 

chaoraGteristics with the eqmimental ones as indicated in the next section. 

This pkcmmt of charges is seen to increase the electron temperature peaks in 

magnitude, and attract them ontwards g5.21 to the outer edge of the damage region. Also, 



the electron temperature magnitude corresponding to the peak electron ternperature for 

VG = ?V moves inwards with decreasing gate bias, This indicates that in the floating gate 

measurement, the damage profile moves inwards with decreasing gate bias. The vertical 

potential profile through the peak electron temperature in the damaged device vrith the 

Distance from Middle of Channel (ym) 

Fig. 5.2. Lateral electron temperature prufzles for virgin and damaged device (with dam- 
age in Region I ) .  

defects placed as above in the gate edge region (Region 1) was obtained from simulation. 

This is depicted in fig. 5.3, in contrast with the vertical potential profile for the virgin 

device, again drawn through the peak of l a m  electron temperature profiles in the virgin 

device. The potential barrier of about 0.6 eV going fiom silicon into oxide in the case of 

the damaged device supports the calculation in eqn. (5.1). Also, the simulated gate 

currents for the virgin as well as the damaged device (damage in Region 1) are shown in 

fig. 5.4. We observe the matching decade drop in simulated gate currents at VGs = 7V, as 

was observed experirnentaliy in fig. 4.6 of chapter 4. However, the experimentally 



Vertical Coordinate (pm) 
Fig. 53. Simlatiun ofthe ~erlr~eulpotential profiles or ttrt' peak of Itrteral electron temper- 
atme profiles (see fig- 52). 

Gate voltage 0 
Fig. 5.4, Gute currents simuLated fur the virgin device a well as fur the &ice wSrh 
defects in Region I offig, 52. I m t  shoHvs the step profile ofdefects used. 



observed shift in the ga% ctment peaks could not be obtained in simulation. We suspect 

that this is due to the non-dorm nature of the defect distribution in the real device, going 

from spacer into the device- ln contrast, we assumed a uniform defect distribution in the 

simulated device. To t;ea this hypothesis, we performed a simulation with a step profile in 

defects as shown in the inset of fig. 5.4- Indeed, a s W  peak in the gate current is 

obsemed with this mre realistic defects profile. The abscissa of the defects profile 

corresponds to the abscissa of fig. 5.2. 

The location of the defec~f in Region 1, however, raises the question as to how the 

defects initiate at a painr beyond the electron temperam peaks for the fresh device, as 

shown in fig. 5.2. We aZlink that this can hzlmpen in two ways. First, some weak interfacial 

region or existing naps can initiate the degradation at a point slightly removed •’rom the 

demon temperature peak; or second, a non-local effect as suggested in [27] can start the 

degradation beyond the elemon m p x a m e  peak, 

5.4 Region 1 versus Region 2 

As discussed earlier, in mder to c o n f h  that the location of the defects in the early 

mode hot carrier degradation is in&& the gate edge region (Region 1) as opposed to any 

other location, we performed a numtler of simulatio~~ aperhats .  In these experiments, 

defects were p M  afrernateIy in ctiffaenr: possible locations, and the simulation results 

were matched with rmzmmmmts. Of particular interest was the andeA~-gate LDD 

region indicated by Region 2 I2 fig.. 52. In rhis section we show how our simulation 

experkmtf help us iifentifj~ w o n  3 as the ~ ~ n m  of early-mode defects, as opposed to 

the Region 2, for example. 

5A.1 Substpate ~prrents 

Theresnlfsof thc: kstofthesesrperiments areshownia fig. 5.5. fnthis case the 

~ ~ ~ d m l n g t h e f l c w t i n g g a t r : e x p e r i m e a ~ a r e c ~ e d w i & t h e  



simulated IB7s. The meas~red is's after FG cycle #2 did not change much. and hence they 

have omi~ed the figure. It is clear &om simulation that defects placed in Region 

2 inmease the substrate clment This matches with the late mode degradation results as 

observed by os (fig. 4.2 of chapter 4), as well as by the authors of [5.5]. However, 

placement of defects in Region 1 produces qualitatively similar results as with the early 

mode measurements during the FG cycles (fig. 5.5) and normal stressing experiments (fig. 

4.2 of chapter I). Early mode experimental results obtained by the authors of [5.1], [5.5] 

are &so s-. It mast be mntioneb here that we were not able to match the peaks of 

simulated IB1s Wifh t\oose of measwed IB1s But, in this case we were mainly interested to 

check the increase or decrease in the peak value. The extension of the 

1 2 3 4 5 7 

Gate Voltage (V) 
Fig- 5 5 .  Decrease crfmeaswed Ig with the FG cycles. The current does not change much 
crfrer rhe FG cycle #2. Simuiared IB for virgin and damaged (both Regions I & 2 of jig. 
52) devices suggests thm the probable locarion of damage is Region 1 (gate edge). 



defect profile &om the sub-spacer LDD region to the gate-overlapped LDD region going 

from the early mode to the !ate mode can be inferred from this simulation experiment. 

5-42 Linear carrents 

In the second experiment, shown in fig. 5.6, the measured degradation in linear 

czrent was matched with the simulated ones with the defects placed alternately in Region 

1 and Region 2. The measured degradation was monitored for the linear I-V characteristic 

after the 5th FG cycle with respect to the virgin device for different VGS biases. It may be 

- Measured: 
Simulated: 

D ~ J  Damage in Region 1 
- 

H Damage 2s Region 2 
%* 

'-a 

v,, (V) 
Fig. 5.6. Measured linear current degradation vs. gate bias over the 5 FG cycles matches 
better with the simulated val~ies for damage in Region 1. 

mentioned here that similar degradation characteristic was also observed by the authors of 

[5S] in the early stages of the degradation prucess. Again, placement of defects in Region 

t quasli~ibfively matches the measured degdation behaylor during FG cycles that 

correspond to the early mode degradation. On the other hand, the placement of defects in 

Region 2 produces results similar to the case of late stages of degradation behavior shown 



in 15.3, as well as that in fig. 5.7 for our device. This latter device was from another wafer 

that had no layout asymmetry between source and drain. A combination of threshold 

Fig. 5.7. Linear current degradution versus measurement gate bias at various stress 
times. Measurement was dune in the forward mode. 

voltage (VT) shift and mobility degradation seems to be the cause of the late mode 

degradation behavior. Thus, the results shown in figs. 5.6 and 5.7, coupled with the nature 

of lateral electron temperature profiles of fig. 5.2 suggest that the defects, first created in 

the weaker spacer oxide region move inwards with time. 

5.4.3 Saturation currents 

In another experiment, shown in fig. 5.8, the voltage shifts in the degraded saturation 

IDS-VGS characteristics with respect to the virgin device were monitored at fixed 

saturation currents. The measurements and simulations were performed in the reverse 

mode. Again, placement of defects in Region 1 produces results that qualitatively match 

the measurements, On the other hand, defects in Region 2 yield much bigger and nearly 



constant shifts. This kdicaks VT shift for the case with defects in Region 2. To check the 

simulated late mode characteristic of the defects, we performed degradation 

measurements on saturation currents measured both in reverse and forward modes. These 

results are shown in figs. 5.9 and 5.10 respectively. For these measurements, the stressing 

was done in maximum substrate current situation on. The device used was the same as the 

one characterized in fig. 5.7. There is strong qualitative similarity between the early 

mode (100s) degradation of the reverse saturation current as shown in fig. 5.9 with the 

simulated voltage shifts when defects are placed in Region 1 as shown in fig. 5.8. This is 

the predominant effect of increasing RD in the early mode that manifests only on the 

reverse saturation current, but not on forward saturation currents as evident from fig. 5.10 

where the early mode voltage shifts are negligible. 

On the other hand, the late mode (1000s )  voltage shifts in the reverse mode 
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5 FG cycles matdws b a r  with the simulated values for damage in Region I (see fig. 
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(fig. 5.9) represent a combined effect of increasing RD, threshold voltage (VT) shift, and 

mobility degradation. Since, in simulation with defects in Region 1, we did not also place 

defects in Region 2, the effect of & is less prominent in that case. That is why, we see a 

satmating name of d.le voltage shifts in simulation, as opposed to a rising nature in the 

late m d e  voltage shifts in fig. 5.9. On the contrary, for the forward mode measurements 

(fig. 5. lo), we see a saturating nature in the late mode voltage shifts. This is due to the fact 

that RD no longer plays a role in these voltage shifts. On the whole, these simulations and 

measurements indicate that there is indeed a movement of the defects from the early mode 

to the late mode. 

5.4.4 RS increase? 

As suggested in fig. 4.9 of chapter 4, there is an apparent increase of RS after early 

mode degradation. As discussed earlier, this increase in Rs was extracted from the 

saturation transconductances measured in the forward mode, in course of the floating gate 
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Fig. 5.U. The simulated channel potential profrles near drain, for the virgin device, and 
the device with defects in Region I .  



measurements. We also observed a slight drop in the forward saturation currents in 

simulation with d e f m  in Region 1. In order to investigate this issue we looked at the 

simulated charmel potential profiles near drain, for the virgin device, as well as for the 

device with defects in Region 1. These profiles are drawn in fig. 5.11. As can be seen, 

there is a shift (about 0.01 pm at the LDD junction) in the potential profiles to the drain 

side after the early mode of degradation. This causes an increase in the channel length of 

the device, resulting in lower currents. Thus the apparent increase of RS is not real, it is an 

effect of the early mode degradation when the electrical activity near the drain gets pulled 

outwards due to defects generation on the gate edge. 

5.4.5 Behavior of substrate currents 

We have observed in fig. 5.5 that during the early mode of hot carrier degradation, the 

substrate current decreases, and that it corresponds to placement of defects in the 

Region 1. At the same time, placement of defects in Region 2 increases the substrate 

current. f To explain this behavior of substrate currents, we extracted the vertical electron 

&A Damage in Region 1 

Vertical Distance from Interface (pm) 
Fig. 5.12. Simulated vertical electron temperature profiles into silicon from the intevace 
through the lateral electron temperature peaks (as in fig. 5.2). Sharp fall for damage in 
Region 1 is notable. 



tempcramre (fig. 5.12) and vertical current density profiles (fig. 5.13) into silicon through 

the lateral electron temperature peaks. It is clear from these profiles that the electron 

ternperi!tures at the interface always increase irrespective of the position of the defects. 

This observation is contrary to earlier claims [5.1], [5.5] that channel electric field 

decreases with increasing series resistance on the drain side during the early mode 

degradation. However, we observe here that the electron temperature falls quickly below 

the surface in the case of defects in Region 1, and the currents are pushed down to the 

regions of lower electron temperatures in this case. The latter effect is more prominent in 

the case of defects in Region 1 rather than those in Region 2 due to stronger gate control of 

Region 2 defects. The reason for the sharp fall in electron temperatures in the case of 

Region 1 defp- is as follo.sls. As the current carriers are pushed down by the defects, 

n 
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Fig. 5.13. Simulated current &mi0 profrles into silicon fmm the interface through the 
lateral electron temperature peaks (as in fig. 52) .  The profile gets pushed inwards for 
dam~ge  in Region I .  

they are forced to traverse a longer path between two points at the interface (we verified 

this with our simulation results). This cools them down due to increased scattering. This 



observation cannot be N l y  explained by earlier reports t5.11, [5.5] that channel electric 

field decreases with increasing series resistance on the drain side during the early mode 

degradation. Because, a decreasing chmml electric field would give rise to unifomrly 

decreasing electron temperatures from interface downwards. That is clearly not the case as 

shown in fig. 5.12. The 2-0 nature of current flow in this region should be taken into 

account. In fact, we find that the more appropriate electric field term to consider is J.E/UI, 

where, J and E represent the local current density and electric field vectors respectively. 

The maxima of this electric field term at the interface when plotted along the channel is 

found (not shown here) to precede the electron temperature peak, and also increase in 

magnitude over that with the virgin device. It appears that the electrons are acquiring a 

vertical component of the electric field that forces them to travel sub-surface. 

5.5 Defects growth model 

The authors of [5.1], [5.5] have contended that the saturation of drain series resistance 

takes place due to inversion of the gate-edge LDD region. But, our experimental results 

shown in fig. 5.1 suggests that the saturation of RD correlates very well with the saturation 

of $b that is due to the filling up of all available defect sites which number about 2.5x1012/ 

cm2 in our case, as obtained from simulation. ms number matches well with 10 '~ /cm~ 

reported in [5.12], 1 .2x10~~/cm~ reported in [5.22] but somewhat higher than 4 ~ 1 0 ~ ~ k r n ~  

reported in [5.2]. In comparison, the charge pumping results of chapter 4 suggested an 

increase in interface charge of the order of -109/cm2 in the channel region near drain for 

the early mode degradation. Clearly, this region is ruled out from consideration of early 

mode degradation. 

Although we do not have any other experimental evidence to support the idea of 

saturation of defect sites of a particular area density, we would not obtain saturating eb in 

fig. 5.1 if this did not happen. Also, the presence of a finite number of chemical bonds 



available to break makes one expect a constant number of available defect sites at a 

particular location. This situation, coupled with the simulation experiments discussed in 

the previous section, and the damage-shifted lateral electron temperature profiles of fig52 

point to the following model for the saturating hot-carrier degradation for the LDD 

NEAOSFET. 

The defects are first created in the spacer-LDD interface region. These negatively 

charged defect sites pull the electron temperature maxima, T,, (see fig. 5.2), as well as 

the corresponding lateral electric field maxima ( E d  to the defect locatioa Defect sites 

saturate with electrons, but the electron temperature profile, as well as the corresponding 

lateral electric field profile gets stuck to that location. With further stress, the location next 

to the saturated location gets filled up with electrons. But, this takes longer due to the 

lower temperaturelelectric field below it, and so on. Thus the growth of the degraded 

cts Growth 

Fig. 5.14. The schematic picture of the growth of the &graded region. The electric field 
prof ire is inferred from fig. 52 .  



region proceeds at increasingly slower rates with time. Hence, we obtain a saturating 

growth of the degraded region with time. This situation is schematically shown in fig. 5.14 

With this scheme in mind, and assuming a constant density of defect sites Nit along 

the length of the degradation, and given by an empirically correct [5.4] unknown function 

F(t.(IDIW)-exp[+id(q?-E)]) K5.33, where h is electron mean free path, W is device width, q 

is electronic charge, and E is the local lateral electric field, w e  can conceive the extension 

of the defect profile with time as depicted in fig. 5.15. It must be mentioned here that Nit 

Level corresponding to interfacial 4 

1 

I/& IIE, _____) l / E ,  
Inverse Electric Field, I /E 

Fig. 5.15. An analytical scheme that corresponds to the picture presented in fig.  5.14. In 
this case we assume a constant value of the density (Nit) of interface traps along the 
length of degradation. 

represents the ktegrated oxide trap density N, (volume density, /crn3) used in our 

simulations earlier. It is, therefore, analogous to electron filled interface traps. While the 

a@ interface trap occupancy is dependent on the local electron quasi-Fenni level, is , ,  

the combination of gate and drain biases, our simplified analysis assumes them to be 

entirely filled witn electrons and distributed uniformly along the degraded region. Each of 

the advancing pafanel lines reprt%mts the function l n ( ~ l [ ~ i ~ )  at various increasing times 



to, t l ,  t2, etc., where to is the initial tirne instant when the region close to the injection peak 

gets saturated with defects. Based on this model, and assuming that the lateral electric 

field falls linearly into the channel from its maximum value Em at the outer edge of the 

damage profile with same slope s as do the electron temperatures in fig. 5.2, we can obtain 

an equation (5.2) for the length x of degradation versus time. 

In order to plot x vs. t using the above eqn. (5.2), we use, Em = T',, /8.5~10-~, k = 

7.3 ~m, and $idq = 3.7 V ikom [5.19]. The length E,ls  over which t'ie electric field/ 

electron temperature falls to 0, was cdcdated from fig. 5.2 for the case of VDsZ7.5V, and 

'VG+V, and was found to be 0.18 pm. This value appears to be independent of VGS, but 

higher than the length of the velocity-saturation region, I given E5.191 by 

I = 0 . 2 2 ( t ~ ~ ~ ' ~ ~ r i ) ' ~ ,  which, for our case, evaluates to 0.125 p. This is not unexpected, 

considering the fact that electric field does not vanish at the velocity saturation point (or 

pinch-off point). We can, therefore, simplify the equation (5.2) by using a constant I' in 

place of EJs. After doing this substitution, and using the values of the constants as noted 

above, we obtain 
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Fig. 5.16. The model f 5 ~  the growth qf degradation length, ar presented in eqt~ (5.3) if 
plofted here for the three gate biases sirmtfated in fig. 52. Also, the cwve fur VGs = 7 V  is 
reptotted with 1'--0.125 pm obtained wing the form& given in [5.19/. For other c u w a  
I'=O.f 8 pm obtm-ned fiom die tentperature profiles (q&r damage) offig. 5 2. 



spread of the degradation length is independent of Ni, if thz hmr remains constant along 

the length, as assumed irere, This sitmion is likely to be responsible for the nearly equal 

slopes in the fate mode  a ad on in o m  work, and in the work of the authors of [5.5]. 

In order to prove that the above phenomenological model for the growth of defects 

r d y  leads to the two stage degradation discussed earlier in section 5.2 (see fig. 5.1) we 

sirnufate the defects growth phenomenon in our 2-0 simulation framework, The results of 

these simulations are d i e d  in the next d o n .  

In these simulations we try to mimic the defects growth situation depicted in fig. 5.14. 

Bbi t? iiris case, we S E E  p f i g  die b~~ h m  deeper inside the spacer region. In fact, 

the first simdations were done placing &e defects between 0.54 and 0.52 pm from 

the c a n e  of the cfwrnes ic. over 200 A starting from 0.54 pa In the succeeding 

simulations another 200 A was added to the defects length corresponding to the previous 

SimWon, un@ the edge of the d e f m  length reached 0.34 gm from the centre of the 

channeL Due to lack of paper oxide grids near the interface, and deep in the spacer 

region, we used, as &fats, negative interfacial charge density of magnitude 2 . 5 ~ 1 0 ~ ~  / 

an2 in stead of - 2 5 x 1 0 ~  /em3 spread ova 100 A of interfacial oxide, as used in the 

previow SinuMms. This is m ensirre the same magnitude of &nr deasity due to defects. 

af ie f  each irtcremenw defects length, we monitored the simulated linear drain current 

VD+.OS V, and ttre sim- satmation cmrent with V D ~ 5  V. 

Faom tfK linear Lfitritin ummts, we hrSt e x t r d  tfre tkshoId voltage shifts (AVr's) 

-s%pea m *dm d the vkgb deYik m.Esf.,oM t'01tqeS em-& hm ifie s L i ~ W  

linear &xzmms r r m -  trr a 6x4  * -S C?f 1 The OV-'S I are p!=d sgat?st 

&e distance of the dedeas edge from r k  channel mtre in fig. 5.17 Wow. 
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Fig. 5.1 7. AVT versus a7ejiecfiprogression fiom under the spacer region towards the centre 
ofthe channel. 

Expectdy, the threshold voltages do not shift much until defects move well under 

the gate i e @ m  On the O&CZ fmd, lfie CtegaGalion of hear g,'s extracted ffom the 

degrading h e a r  currents with defects progression shows a distinctly different behavior 

when plotted in fig. 5.18 below. h this case, we find that the effect of defects to be 

negligible (less than 0.18 of Agm/g& when the defects lie deep inside the spacer region. 

In this region, where the doping concen.tration of the LDD is high, the rate of degradation 

of g,'s is linear. But, later, as asthe doping concentration starts faUing, closer to the gate 

edge region, the rate of degradation gets progressively steeper as the defects move 

inwards 

Thns we obmin, AgJgm vs. x from fig. 5.18 as a result of simulation. We had already 

mxkftted in the fast section x vs. t for several VGS's with vD~7.5 V conesponding to our 

floating gate experiment ldiscnssed in chapter 5. Combining AgJgm vs. x and x vs. t as 
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Fig. 5.18. Ag,/g, versus defects progression porn under the spacer region towards the 
centre qf the channel. 

obtained above we expect to obtain Agdg, vs. t, that should show the two stage nature of 

the degradation as depicted in fig. 4.1 of chapter 4. In order to demonstrate this effect, we 

choose the case with VDSZ7.5 V and VGS=5 V. We assume that the defects Start 

progressing from 0.43 pm fiom centre of the channel, i.e. about 100 A deeper than the 

defects edge of 0.42 pm found for the case with the early mode defects earlier (0.42 pm to 

0.38 pm). Since we are dealing with a different device here, the choice of this starting 

point for defects progression is arbitrary. The main purpose here is to demonstrate the two 

stage nature of the degradation through linear interpolation between Agdg, vs. x and x 

vs. t data. The result is shown in fig. 5.19. 

The two-stage nature of the degradation in linear gm7s is quite apparent. In fact the slope 

n = 0.22 of the late mode degradation matches quite closely with our experimentally 
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Fig. 5.19. Agm/gm versus time under defects progression from under the spacer region 
towards the centre of the channel. 

observed values of 0.24-0.26 (see fig. 4.1 of chapter 4) as well as the value reported by the 

authors of [5.5]. However, the early-mode slope is steeper than our experimental values. 

This could be due to a lower defect density actually present in the devices characterized 

experimentally in fig. 4.1 of chapter 4. However, the result depicted in fig. 5.19 serves to 

demonstrate the validity of our model for defects propagation under hot carrier 

degradation. To further illustrate the effect of defects migration, we plot in fig. 5.20 the 

normalized linear current decrease, MDS/IDS against measurement gate bias VGS for 

various positions of the progressing defects edge. Striking similarity between these curves 

of fig. 5-19 those of Eg. 5.7 as well as those shown in the work i5.51 (see fig. 5 of 

C5.3) gives strong basis for the defects migration scheme proposed by us. The behavior of 

AIDSfIDs against measurement gate bias VGs can be explained by considering that 
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Fig. 5.20. Linear NDS/IDS versus W e c t  progression from under the spacer region 
towards the centre of the channel. 

there are three parameters shifting during the course of hot-carrier degradation. These are 

drain series resistance RD, effective carrier mobility p, and the threshold voltage VF 

While, in the initial stages of degradation, p and RD are likely to change, VT changes only 

in the late mode of the degradation. The amount of change in each of these parameters will 

depend on where under the spacer region, the degradation starts, stressing biases under 

static or dynamic situations, and the defect density produced during the degradation 

process. However, fiom a practical point of view we need to extract these parameter s M s  

under hot-carrier degradation from measurements on a degraded transistor. This will 

enable us perform circuit simulations with a "degraded" set of parameters. In the next 

chapter we will therefore discuss a simple method that we have developed to extract ARD, 

Ap, AVTfrom measurements of a degraded transistor. 



5.7 Conclusion 

h this chapter, we have r e p r  the remits of wur investigations. on the propagation 

of the damage region in hot carrier degradation. We have shown how the correlation 

between increasing drain parasitic resistance and increasing barrier height to electron 

injection leads to a simulation framework involving negatively charged oxide traps in the 

gate-edgelspacer oxide region. Other measurements and corresponding simulation help us 

locate and quantify the defects in this region which is otherwise inaccessible to existing 

experimental techniques. Our results indicate that the defects are roughly of the magnitude 

of 2 . 5 ~ 1 0 ' ~  negative charges per m2 spread over a length of 400 A at the gate edge 

region, with 200 A under the gate, and 200 A in the spacer region. We also show that the 

defects attract the interfacial lateral electron temperature peaks outwards and increase 

their magnitude. Simulations indicate that the profile of defects, first produced in the 

spacer region proceed inwards with time. In the late mode degradation, they occupy the 

gate oxide region under the gate and above the LDD. The reason for substrate current 

reduction in the early mode and substrate current increase in the late mode is also 

explained with the help of simulation. It is seen that the substrate current reduction in the 

early mode is largely due to the efficiency of the early mode defects in pushing the surface 

electron currents to regions of lower electron temperatures occurring due to curved current 

paths. Finally, we derive an analytical model for the growth of the degraded region with 

stress time, based on our simulation results. The main implication of the model is that the 

saturation of hot-carrier degradation in LDD NMOSFETs is due to the saturation of the 

growth of the degradation length with stress time. We demonstrate the validity of this 

model through defects growth shdations that help us establish the two stage nature of the 

degradation process for LDD NMOSFETs. We believe that this phenomenologicaI model 

for defects growth will be useful in bemr device design, and location of defects in the sub- 

spacer region. 
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Chapter 6 

Extraction of degradation parameters, Ap, AVn and from 
a degraded NMOS transistor 

6.1 Introduction 

In the last chapter, we have noted that the long term degradation effect in a hot-carrier 

degraded NMOSFET is characterized by a migration of defects from the sub-spacer 

region to the sub-gate region. Also, that the degradation is accompanied by shifts in three 

r n h  device pzrameters, namely, mobility p, threshold voltage VT, and drain parasitic 

resistance RD. It will therefore be very useful to have a direct and simple method to extract 

the shifts in these parameters that take place in the course of a long term degradation 

experiment. This will enable us to upgrade the model parameters for circuit simulation of 

degraded devices with greater ease and confidence. Some authors have considered the 

shift in either p only [6.1], RD only [6.2], or all model parameters [6.3]. However, we will 

show that consideration of Ap, AVF and L\RD is appropriate and predicts the 

measurements well. There has been little effort to date to directly extract these shifts from 

a single degraded transistor. Recently, the authors of [6.4] have extracted Ap and AR5 

from a degraded MOSFET. They did not consider AVT at all in a self-consistent manner. 

Also, their method requires another MOSFET of different gate length, but same gate 

width for the extraction process. We have developed a technique that extracts these 

parameters without the assistance of any other device, and directly from the voltage shift 

data for reverse mode saturation cunent measurements as shown in fig. 5.9 of chapter 5. 

Using these extracted values of Ap, AVF and ARD, we will then upgrade the SPICE level 3 

h6.51 [6.6] parameters extracted for virgin NMOSKT devices using AURORA f6.71 

program for each stage of degradation, and match the measured degraded characteristics 



with the modelled characteristics. Two further show the accuracy of the extracted Ap, 

AVF and ARD, we will extract these parameters •’?om the linear currents, as well. 

However, this extraction is not a direct extraction, and will use the level 3 SPICE 

parameters extracted earlier. The purpose of this latter extraction is to show the accuracy 

of our direct extraction method from saturation currents mentioned earlier. 

6.2 Device, stressing, and parameter extractar details 

Devices used in this chapter were the same symmetrical LDD NMOSFETs reported 

in fig. 5.9 of chapter 5. They all have a drawn gate width of 5 pm, and gate length of 0.8 

pm. Their processing details were discussed in section 4.2 of chapter 4. 

These devices were hot carrier stressed at maximum substrate cunent situation with 

VDS=6V Various currents (saturation, linear, etc.) were monitored at 100s, 300s, 1000s, 

3000s, 10000s, 30000s, 100000s of stress. For example, the AgJg,,., vs. stress time was 

plotted in fig. 4.1 of chapter 4, and voltage shifts AVGS versus reverse and forward 

saturation drain currents at various stress times were shown in figs. 5.9 and 5.10 

respectively, and linear AIDS/IDs versus measurement VGS was shown in fig. 5.8 of 

chapter 5. 

The SPICE level 3 parameters were extracted with AURORA program which was 

used to control measurements on transistors of various geometries fabricated with .the 

same process. We then set an optimization routine that enables AURORA to extract the 

parameters. The measuring instrument controlled by AURORA from a SPARC station 

was a HP4145 Semiconductor Parameter Analyzer. The direct and indirect extraction of 

Ap, AVF and ARB from reverse satwittion and fornard hear currents respectively were 

accomplished with routines written by us in a PV-WAVE environment on the SPAWC 

station. 



6.3 Method of extraction from saturation currents 

We start with the &st order equation for saturation currents measured in the reverse 

I~~,sat,reverse- It is given by, 

- W 
IDS, sat, reverse - p C O x r  ('GS -IDS, sat, reverse . R~ - '. C6. l )  

In the above equation, we have mobility p, oxide capacitance per unit area C,, device 

gate width W, effective channel length L', drain parasitic resistance RD, applied gate bias 

VGS, and threshold voltage VF By taking the square root of both sides and transposing, we 

obtain 

- R D  + (JDs,  sat, reverse 1 
' G S  - IDS, sat, reverse + VT. 

Therefore, at a constant IDS,,t,,,, any small variation AVGS as a result of ARD, Ap, 

and AVF and can be given by, 

If we take the derivatives in (6.3), and consider the magnitude of mobility reduction as Ap, 

we obtain 

+ Ap . /IDS, sat, reverse 
"GS = b R ~  . IDS, sat, reverse + A v ~ *  (6.4) 

+-.- A' I J + A V ~ .  (6.5) 
A V ~ ~  = m~ . IDS, sat, reverse p IDS, sat, reverse 

where K is given by, 



w 
K = )"CoxC. (6.6) 

The above equation (6.5) represents a second order polynomial expression 

$*IDS, rot, reverse Hence, if we replot the AVGS7s of fig. 5.9 of chapter 5 versus the 

,,/= values at various stress times, and fit the data with second order 

polynomials, we should get good fit as shown in fig. 6.1 below. The coefficients of the 

polynomials aO, al,  and a2 for a curve corresponding to a particular stress time should be 

given by 

a0 = AVT 

W e  AVT and 4RD can be directly obtained from a0 and a2 respectively, the value of 

Ap/p requires the knowledge of K. 
0.4 1 

NMOSPET, W = 5 pm, L = 0.8 pm 

To, - 17.5 mu, Max. I, Stress 

Stress V,: 6V Meas. V,,: 5V 

Lines - 2nd degree 
teast squares fit / loOOOos 

Fig. 6.1. AVGs J E z z  at various stress times, 



We show later that we can get very good estimate of IlK fram the linear lnq vs. 

V,, chsracteridc ofthe virgin &ice2 by simply plotting \?D$fDS versus t$kp:S?'r) and 

taking the slope of &e cmespaading straight line as: JlK &ce we ahah 1 N  we am 
-t 

gasify cddate ANp from af given in eqn. (6-7) above. Assuming a tdue of 533 cm-3-s  

for p, as o W r l d  from WSCE level 3 rnsdel parameter extrac;tion ( & u d  W we can 
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Nearly negligible threshold shifts in the initial stress times match well (qualitatively) 

the VTsW results of defects growth simulations presented in fig. 5.17 of chapter 5. 

That is, the threshold vdrages start shifting only when the defects progress enough into 

the sub-gate LDD region. However, the VTshift magnitude for the deeper defects was 

higher than that extracted here for long strew times. 11 could be due to lower number of 

defects actually created than 2.5x10'~/cm* assumed for simulations. 

The most interesting evolution is observed in the case of extracted values of ARD 

here. % M e  there is increase of about 10 fZ at the initial stress point (100s), 

sibsequently, a decrease is noted here till about 1000s. Afterwards, RD increases again by 

about 55 fZ towards the longer stress times. This behavior of RD, particularly, the decrease 

after the initial increase, is not expected by our model of defects growth discussed in 

chapter 5. Because, we expected a saturation of the increase in RD, rather than decrease, 

during the early made of degradation. However, the extracted behavior may be possible 

due to a complex change in the current flow lines near the edge of the gate. The evidence 

of late mode increase of RD concurrent with the decrease of p has already been reported in 

t6.41. 

In the simple method discussed above, we have assumed that p and L' are 

independent of IDSmJeverse for the purpose of curve-fitting with a second order 

polynomial involving aO, al ,  and a2 given by eqn. (6.7). However, in reality, that is not 

me. Because, both p and L" are somewhat dependent on applied Vm for a particular 

applied VDS in sat ma ti ox^ Tfds must give rise to some error in our extraction. But, how 

severe is the enor? To answer this question, we first check the match of the experimental 

saamrated a d  h e m  I-V ch&stics taken at various stress times with the ones 

mcd&.ed with the SPICE level 3 modei parameters incremented by our extracted values 

of& AVF and 6 at the corresponding stress times. We will then extract the Ap, AVTI 



and dRD values from the stressed linear currents using an indirect method, and match 

them with the values obtained here. We will see that the error is not severe. 

6.4 Match with experimental curves 

In order to match the stressed saturation and linear currents with the modelled 

currents, we first extract the SPICE level 3 model parameters given below in Table 6.1. 

Table 6.1. SPICE level 3 parameters for virgin device. 

Name 1 Value I Description 

tYF I 1.0 I 1 for n-channel, -1 for p 

delta 1 2.00 I narow-channel effect on VT 

level 

theta 

eta 

3 model level (1,2, or 3) 

- zero-bias threshold voltage 

gate oxide thickness 

substrate doping 

short-channel effect on VT 

Leff = Lmask - 2*1d 

low-field mobility 

v to . 0.804 V 

7.3e-2 /V 

The above parameters were extracted using the AURORA program C6.71 and I-V data 

of 3 transistors of different geometries, namely, long & wide, short & wide, and short & 

narrow. Sets of model p~ziuneters were optimized using different portions of the I-V data 

~max I 1 . 4 5  4 s  I vdocity s a m a h n  

tox 

nsub 

xj 

mobility reduction 

rd 

1.7e-8 m 

2.12e 16 /crn3 

1.4le-7 m 
t 

ld 1 7.52e-8 m 

uo 1 5.35e2 cm2/V-s 

6.8e-2 

0.00 

2.23e-7 m 

125.0 Q 

125.0 S2 

DlBL output conductance 

output conductance factor 

Weff=Wmask-dw 

drain resistance 

source resistance 



set, while other parameters were kept consrant Finally, the whole extraction procedure 

was repeated until there was negligible variation between parameters extracted from 

succeeding extractions. Fig. 6.4 shows an example of the fit between the modelled curves 

and the experimental ones for the short & wide transistor. The fit appears to be quite good. 

1 NMOSFET 
1 W-5 p m  V,,=•˜V 

Fig. 65. Fit between modelled (SPICE level 3)  curves with the parameters of Table 6.1 
and measure data (symbols) for the short & wide transistor. 

We then updated the model parameters of Table 6.1 with the extracted values of Ap, 

AVF and ARD and generated model parameter sets for each stress time. We actually 

changed the three parameters uo, vto, and rd among the list of parameters given in Table 

6.1. Each of these "stressed" parameter sets was then used to model the IDS VS. VGS curves 

monitored after various stress times from thp, same device as was used fm the extrimion of 

Ap, AVF and ARD. We did this for both saturated vs. Vm curves with V p 5  V (see 

fig. 6.6), and linear IDS vs. VGs curves with VDs=0.05 V (see fig. 6.7). We chose the 

curves for the virgin device and the device after 1000s and 100000s of stress to show the 



two cases of early mode and late mode stress, and to avoid clutter. The fit appears to be 

A 1000s Stress 

a lOOOOOs Steress 

Lines - SPICE Level 3 fit 

Fig. 6.6. Fit between experimental "stressed curves and the ones modelled with updated 
level 3 

86 
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1 0  

0 

parameters. Measurement VDS was 5V: 

{~inss - SPICE Level 3 fit 

NMOSFET 

W - 5 pm, L - 0.8 p.m 

max I, Stress rat  V,,=6V 

Fig. 6.7. Fit between experimental "stressed curves and the ones modelled with updated 
SPICE level 3 parumeters. Measurement VDs was 0.0W 

quite good, particularly for the saturated curves. This shows accuracy of cur method. 



6.5 Match with extraction from linear region 

In this case we would like to obtain the values of Ap, AVT, and MD from the virgin - 
and stressed linear I-V curves of the MOSFET. The purpose is only to check the accuracy 

of the extracted parameters as obtained from the saturated curves. In the case of the linear 

currents, it can be shown that the d.c. resistance R (=VDS/IDS) of the MOSFET is given by, 

In the above equation (6.8), K' is given by 

where, is the low-field mobility. In this case, we are taking the mobility's degradation 

with gate bias into account in order to obtain accurate values of R,, which is equal to 

R&. The mobility p is given by the SPICE level 3 model, 

In this extraction procedure, we first extract the VT7s from the linear I-V curves of the 

virgin device and the same device after various stress times. The VT'S correspond to a 

fixed h e a r  current of 1pA. From these VT7s we easily compute the AVT7s versus stress 

time as shown in fig. 6.8 below. We then obtain the K' values by plotting R vs. l/(VmVT), 

and monitoring the slopes (l/K') of the straight lines thereby obtained for the virgin device 

as well as the stressed device after each stress time. From these values of K', we obtain 

W'S using eqn. (6.10). We use W=5 pm, and values of C,, and L' were calculated from 

the SPICE parameters of Table 6.1. These h ' s  were used to compute the Ap versus stress 

time curves of fig. 6.9 below. Also, from the intercepts of the R vs. l/(VGS-VT) straight 



lines (see eqn. (6.8))' we obtained R,'s using 8 (theta) value from Table 6.1. These R,'s are 

used to plot AR, vs. stress time in fig. 6.10 below. 

NMOSFET, W-5 ym, L=0.8 urn 
0 T,- 17.5 nm, M a x  I, Stress 

Stress V,,: 6V 

Meas. V,,: 0.05V 

m 
0 

e - m 
e 

I I I I l i i l t  I I i  I # # t s l  t I I & I  t t r i  I , 1  1 1  1 1 1 1  I I s I Z I I L  

Stress Time (s) 
Fig. 6.8. AVT versus stress time extractedfrom the linear currents. 

20 1 t- - NMOSFET, W=S pm, L-0.8 urn 
100 1~,=17.5 nm, Max I, Stress A 

[ Stress V,,: 6V 
- - 

? Meas. V,,: 0.05V 
s 

Stress Time (s) 
Fig. 6.9, & versus stress time extractedfrom the linear currents. 



NMOSFET, W-5 pm, ~ ~ 0 . 8  p m  

T,=17.5 nm, Max I, Stress 

Stress V,,: 6V I 

LMsas. V,,: 0.05V 

- 
1 O1 1B2 103 1 o4 I. O5 f 0 6  

Stress Time ( s )  
Fig. 6.10. AR, versus stress time extractedfrom the linear currents. 

If we compare fig. 6.10 with fig. 6.3, we see that the AVT7s extracted from the linear 

currents match quite well with those from the direct method using saturation currents. AVT 

is negligible at first, and then rises pretty rapidly. Comparing fig. 6.9 with fig. 6.2, we find 

the same qualitative trend of the saturation of Ap at higher stress times. Also, the saturated 

values match roughly (-100 cm2/V-s). However, at lower stress times, the Ap values 

obtained from the linear method are lower than those extracted from the saturation 

currents. Again, AR, versus stress time curve of fig. 6.10 matches quite well with the AUD 

versus stress time curve of fig. 6.4. Only difference is that we do not notice the fall in MI 

during the initial phase of the degradation. This is expected due to the saturation of ARD in 

the early phase of the degradation. Hence, we observe ihai ow: simple method for the 

extraction of Ap, AVF and OfiD from the saturation currents does yield reasonably 

accurate values of these parameters without the aid of any other transistor or extractions. 

These extracted values can then be used to update SPICE parameters for simulations. 



6.6 Conclusion 

In any hot-carrier degradation situation, three main parameters, namely mobility, 

drain series resistance, and threshold voltage of an NMQSFET shift with stress. In order to 

successfully carry out simulations, one needs to update the SPICE parameters with the 

values of these shifting pararneters. Therefore, one needs a simple technique to extract 

these three quantities from the measured I-V characteristics of a single NMOS transistor 

undergoing progressive stress. In this chapter, we have demonstrated a simple method to 

extract the values of Ap, AVF and ARD from the saturated IDS-VGS data measured 

reversely on a single NMOS transistor going from virgin state to the stressed states 

following various intervals of d.c. stress at maximum substrate current. We have then 

updated the SPICE level 3 parmeters of the virgin device and shown that the 

experimental "stressed" IDsVGs curves, both in linear region and saturation region, are 

well predicted by the "stressed" model parameters. We have also extracted Ap, AVF and 

ARD from the linear drain currents of the MOSFET at various points of stress with an 

indirect method that uses some of the extracted SPICE parameters. It is seen that Ap, AVF 

and ARD versus stress time as extracted from the linear currents match reasonably well 

with those extracted from the saturation currents. We thus conclude that the error in our 

direct technique in neglecting the dependence of mobility and effective channel length on 

saturated drain current is not severe, and that this technique will be useful in studying the 

effect of hot-carrier degradation on the three major parameters of the MOSFET. 
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Chapter 7 

Conelusions and recommendations 

In this thesis we have, for the first time, established a fum concept [1.10] [1.16] of 

defects migration under hot-electron degradation of LDD NMOSFET devices. We 

performed appropriate measurements and corresponding 2-D numerical device 

simulations to investigate this effect that gives rise to a saturating degradation 

characteristic in these devices, as opposed to conventional highly doped source/drain 

transistors. Specifically, the following were established. 

Extraction technique for Rs and RD 

A new and generalized technique [1.11] [1.12] [3.13] for the extraction of the 

parasitic source and drain resistances RS and RD of the MOSFET was established. The 

speciality of this technique as opposed to previous ones is two-fold. 

(1) It requires a single MOS transistor to accomplish the extraction, while most 

previous techniques required more than one device of varying physical dimensions on the 

same wafer. 

(2) It uses generalized expressions for device transconductance and drain 

conductance to accomplish the extraction. This was the first published technique of this 

nature. 

As the channel lengtln of the transistor is shrinking, the importance of the parasitic 

resistances is increasing. Hence, the demand for simple, yet reasonably accurate methods 

for their emaction. Also, due to hot-electron stress, processing effects, and layout 

situations, the transistor is liable to become asymmetric. In such situations it is necessary 

to extract these resistances separately, rather than getting just their sum as most existing 



methods do. The new method addresses this issue adequately. We have also provided an 

error analysis for the method. 

Characterization of the early mode of hot-electron degradation 

We have characterized [1.13] [1.14] f1.151 the sharp early mode of hot electron 

degradation using a novel application of the floating gate technique, and the saturation 

transconductance technique developed in connection with the Rs and RD extraction 

method mentioned above. We have also applied the spatial profiling charge pumping 

technique in this characterization. A remarkable evolution in the channel hot-electron gate 

cwrents was found to correlate with a corresponding evolution in the saturation 

trmsconductances in the early mode of the degradation. A carefully applied charge 

pumping method was used to eliminate the channel region from consideration for defects 

generation in the early phase of the degradation. We have not seen any previous reports 

that deal specifically with the sharp and important early mode of degradation seen ir LDD 

NMOSFETs due to the spacer region. In this context, the simple, yet insightful techniques 

used in our characterization are extremely relevant. The experimental characterization 

directly helped us to develop a 2-D device simulation framework, involving txapped 

negative charges in the gate-edge region. The location and quantification of these defects 

were established through careful matching of electrical features of the degraded transistor 

with corresponding simulated features. 

Defects migration model and validation 

The detailed 2-D device simulation clearly suggested that the early mode defects are 

created in the gate-edge region - partly above the sub-spacer LDD region, and partly 

above the sub-gate LDD region. At the same time, the late mode defects are created above 

the sub-gate LDD region. This led us to a new defects migration model [I. 161 11.101 that 

spans the early and the late modes of the degradation. This model is simple and it suggests 



a logarithmic dependence of the degradation length with hot-electron stress time in the 

initial phase of the degradation, while the degradation length saturates at long stress times. 

I. r ms model, in our view, is a significant deveiopment. 'This will not only help formulate 

new hot-electron Metime expressions for the LDD NMOSFEX device, it will also help 

design devices keeping the degradation length in mind. This model was validated using 

defects migration simulations and experimental long-term hot-electron degradation 

characteristics for the linear transconductance. 

Extraction technique for AVD and ARD 

Circuit effects of hot-electron reliability are best analyzed through simulation of 

circuits using updated SPICE parameters. Three main parameters, namely, mobility p, 

threshold voltage VT, and drain parasitic resistance RD are the ones most severely affected 

by hot-electron degradation. We have developed a new and simple method based on 

reverse saturation transconductances of the transistor to extract the progressive variations 

in these parameters over continued hot-electron stress. In spite of certain simplifying 

assumptions, this method is seen to yield reasonably accurate estimates of Ap, AVT, and 

ARD. The accuracy was checked out through corresponding extractions using linear drain 

cunents. This method has been submitted for publication. 

The "virtual factory" approach for simulations 

A ''virtual factorji" approach f 1.17) [1.18] for simulations was developed for efficient 

matrix process and device simulations. This approach is essential for proper optimization 

of performance and reliability characteristics of devices during CMOSlBiCMOS 

technology development phases. For this purpose, we have developed a software 

framework insraiied in our hhboratq, as wen as at an industrial establishment. This 

software framework enables a user to perform matrix simulations in a nser-friendly 

manner- 



~~paeknsim we have affernpted to corntrine substantial fun-ntal rcse~n:h work 

on hor-ebon (3egdatioa of 



A ~ ~ e n d i x  1: The Virtual Factorv Scheme 

In this appendix, we discuss tfie s o h a r e  framework that performs matrix process 

simulation on Canadian AMamlec~tnics Corporation's (CMC) 0.8 pm BiCMOS process 

recipes using TSUPREiS14 fAl.11, subsequent matrix device simulation using MEDIC1 

[A 1 -21, and SPICE parameter modeling using AURORA [A 1-31 in a user-friendly manner. 

In the couse of developmnt of a VLSI process technology, one needs to vary and adjust 

various geometrical and prwes p-m of the individual uansistots in order to design 

the optimal device witfr appropriare perfo-ce and r e k b 3 ~  c=hacte~$stics. This is 

achieved through ntnning the so called matrix process batches and subsequent device 

chiirackrization steps- Before conmining the wafers to these costly matrix experiments, it 

is necessary to go through a matrix simulation procedure to ascatain the minimal matrix 

batch size and its parameters. h is in rhis effort that our frarnewurk is htended to be 

M p N -  Time h e w &  mbimks user intervention in the tedious and timeconsuming 

steps of editing the recipe files, creating appropriate simulation input fifes, and organizing 

ahe sirnuhion results in appropriate su&directories. 

While the software fimmvcmk is in working condition for matrix process simulation 

and subsequent matrix device simulation, the parameter modeling part is yet to be 

intepred. Ah, at this point, we haw impiemmted M O S  and PMOS transistors for the 

simulations. Bipolar transisms are yet to be included. Apart from providing a general idea 

ofthe various components ofthe -work, this appendix i s  meant to be a guide to future 

&ve1opxs or users of the rechn01ogy CAD scarp of om lahatory. Tfie scheme of the 

entire framework is sbom in fig. Al.1 below- Most of the post processing work was done 

using the PV-WAVE fA1.41 pro- and some details about the W-WAVE scripts and 





their use are provided in a technical report CA1.51. Also, the UNDL and C programs that 

control the matrix process simulations are listed in [A1,6]. 

The basic idea of virtual factory for matrix process simulation is to enable us simulate 

transistors with varykg physical parameters such as channel le~gth, oxide thickness, LDD 

doping level, spacer width, etc. with the minimal effort. The user sirnply specifies the 

physical parameters for each transistor ((NMOS or PMOS) in a file (called device - form) 

and our software framework does the rest. The results (virtual devices) are stored in user- 

specified sub-directories, one unique subdirectory for every transistor. Thus the software 

framework working on the BiCMOS recipes act like a virtual factory. The function of the 

s o h u e  framework is to intelligently modify the appropriate recipe fifes according to the 

user's specifications of device physical parameters, and then run TSUPREM4 on 

the set of modified and unmodified recipe files, and ha l ly  store the results in appropriate 

sub-directories. Although, at the present moment, we have treated only MOS transistors 

for four user specified parameters mentioned above and one open parameter for which the 

user must supply an appropriate script, the framework can be easily extended to more 

parameters and/or transistors. 

In the following, some details of the software framework developed by us are given. 

We will also discuss some modifications that were necessary with the original recipe files 

to avoid a few problems we faced during our work. 

The Software Framework 

The software framework that controls the mami process simulation with 

TSUPREM4, consists of two UMDL C-shell scripts, namely5 

(i) make - devic&, and (5) matrix - suprm4*. 



as well as a few executable utilities (source codes written in C), namely, 

(0 b4P* 

(ii) maskchg* 

(iii) defchg* 

(iv) goxchg* 

(v) swchg * 

(vi) lddchg* 

(vii) gdchg* 

(viii) msS4chg*. 

The latter utilities are called by the UNIX scripts to perform specific tasks. All of the 

above routines should be placed in one single sub-directory in the user's environment, 

with the path to that sub-directory being set in the user's .cshrc file. Also, the path to the 

recipes sub-directory in the user's environment must be specified in the line "set 

recipe-&= ......" of the C-shell script mtrixtrixsuprem4*. These steps must be completed 

before the user starts using the framework. The matrix simulation is performed by simply 

issuing the command "matrixtnixsuprern4" after the user has specified the specs of the 

devices to be simulated in a me called device - form at her/his -fsuprem4/bicmos level. 

Brief descriptions of the constituents of the software framewmk are given below. 

The two UNlX script programs make - device* and matrix - suprem4* facilitate the 

user to specSy (make up the device - form file) and simulate the devices respectively. 



make - device* asks the user for the number of devices to be simulated, and the type of 

device (NMOS or PMOS), the name of sub-directory of storage (DN), the channel length 

(a), the gate oxide thickness (TO), the sidewall spacer width (SW), the LDD implant 

dose (LD), and the simulation grid density (GD) of each individual device. An extra user 

specified parameter (SP) is also available if the user provides the utilities to convert files 

associated with this parameter. The full path-name of the user-written script should be 

provided for SP. Then make device* stores the acquired information in a text file 

device - form in the user's -/suprem4/bicmos sub-directory. A typical device - form looks 

like the following: 

2 
hW0S 
DN=PaMOS-CL-0.7 
CL=0.7 
TO=175 
SWd.2 
LD=2.OE13 
GD=1.0 
SP= 
PMOS 
DN=PMOS-SW-0.1 
CL-0.8 
TO=175 
swa.1 
LD=2.OE 13 
GD=1.0 
SP= 

Right now, make-device* is a character-based program. A better user interface can be 

considered to make this utility easier to use. 

ma&ir - suprmd* is the r n h  program for genemhg devices by TSWWEM4. It 

reads device - form to obtain the infomation of the trm-sistors to be simdated. It creates 

the device sub- directories as specified by DN under user's -/suprem4/bicmos level, then 

it converts (if the physical parameters demand) appropriate definition files and process 



files, taken from the recipes sub-directory and places them in the specific device sub- 

directories. The following are the parameters to be altered, the affected files, and the 

respective utilities created to alter the files: 

CL: Channel Length 

Utilities: 

maskchg*As channel length is changed from the default value (0.8 pm), the two mask files 

MASKO and MASKl as well as the grid generation files NMOS(PMOS).MASK (these 

files are incorporated in addition to MASKO and MASKl of original recipes to solve 

some grid generation problems as discussed later) m s t  be changed. The corresponding 

source program rnaskchg.~ is a C-program which takes the device type and the new 

channel length as the input. It reads in the mask files, determines which dimensions on the 

masks have to be changed, and by how much, and writes the new dimensions to the new 

mask files, which are to be placed in the device subdirectory. 

d$chg* The device defiriition files N M O S . D E m  and PMCS.DEFPNE: inform 

TSUPREM4 the gate length, how the simulation region is defined, the well type, etc. 

dkj6dzg.c is a C-program written to update the device definition files. It takes the device 

type and the new channel length as the input. It reads in NMOS.DEFINE for an n-MQS 

device and PMOS.DEFINE for a p-MOS device, alters the following parameiers 

according to the new channel length: LGATE (gate length), XSTART (where the 

simulation region starts), XSTOP (where the simulation region stops), and XO (centre of 

the simulation region, and where the reflection of the region takes place), and writes the: 

new device definition file into the device sub-directory. 



TO: Gate Oxide Thickness 

Utility: 

goxchg*The recipe file GATE - OXIDE is modified when the required TO is not the 

default 175 A. g0xchg.c is a C program which takes the new gate oxide thickness as the 

input. The original recipe in GATE-OXIDE specifies two stages for growing oxide. The 

first stage is by diffusion with dry oxygen. A layer of 137 A thick oxide is grown. Then the 

second stage is by oxide deposition. Thus goxchg* has two cases: if the required thickness 

is more than 137 A, goxchg specifies an oxide deposition of (TO,,, - 137 A) thick; 

otherwise, it specifies an oxide etch of (137 A - TO,,,) thick. 

SW: Sidewall Spacer Width 

Utility: 

swchg*To change the sidewall spacer width, the device definition file BiCMOS.DEFINE, 

the recipe file NMOS - SIDEWALL - SPACER or PMOS - SIDEWALL - SPACER, and 

the plotting definition file NMOS - PLOT.DEFINE or PMOS - PLOT.DEFINE have to 

be changed. The C-program swchg.c takes the new sidewall spacer width, the device type, 

and optionidly the gate oxide thickness, as its inputs. In BiCMOS.DEFN3, the 

parameters WSWS (width of the sidewall spacer) and TSWS (thickness of the sidewall 

spacer oxide) are modified as specified by user. For the recipe files, two cases are possible, 

SWO and SW > 0. In the first case, S W 4 ,  all of the base oxide and gate oxide as well as 

the sidewall spacer due to it is removed by appropriate statements in the recipe files. For 

SWM, an additional TSWS is deposited after the above step (for SW=O), and finally an 

etch statement (THICKNESS=TSWS) produces the required sidewall spacer. For the 

platting definition files, the viewing window of the device is to be 0.3 pm beyond the 



sidewall spacer. These files are modified accordingly. The sidewall spacer issue required 

us to make some modifications in the original recipes as discussed later. 

LD: LDD Level 

Utility 

lddchg*:The recipe files NMOS - LDD-IMPLANT and PMOS - LDD - TMPLANT 

instruct TSUPREM4 to carry out LDD implantation. 1ddchg.c is a C-program which 

accepts the type of device and the new LDD implant dose as the input. It replaces the 

original dose values in the implant files with the user-specified dose values. 

GD: Grid Density 

Utility: 

gdchg*:The grid density is critical in achieving a balance between accuracy of numerical 

solutions a d  the computational time of the calculation. Tke definition file 

GRID - DENSITY informs TSUPREM4 the desired grid density. The default value is 1 .O. 

gdchg-c is a C-program which takes the desired grid density as the input and puts it in 

GRID - DENSITY Because TSUPREM4 cannot accept a grid density of 0, when the 

user defines GD=O, gdchg* informs the user of such an error, and leaves 

GRID - DENSITY unchanged. 

SP: Special Parameter 

To modify another parameter that is not fisted above, the user must provide the required 

script and related utilities if any to modify and transfer the appropriate recipe files, 



SOURCES file etc. ' h e  path name of the user-written script should be specified for SP in 

the device - form file. Only advanced users are expected to handle this pairmeter. 

Whenever the user has specified any of the above parhmeters whose values differ from the 

default values in the recipe files, matrix - suprem4* places the modified files into the device 

sub-directory TSUPREM4 must be informed that the new files are the ones to be used in 

the simulation. To that effect, the file SOURCES contains the named paths of the recipe 

and other files TSUPREM4 needs to "fabricate" a device. The UNM alias 

mod - SOURCES is defined in matrix - suprem4* to modify the file SOURCES. It takes 

the names of the paths to be redefined as the input. Then mod-SOURCES searches 

SOURCES for the pathname and changes the path from user's recipes sub-directory to 

the device sub-directory. 

To simulate the fabrication of a MOSFET, the four instruction input files WELL, 

DEVICE - WELL, DEVICE, and BACKEND are run in this sequence and the resultant 

STRUCTURE files as well as runtime listing files are placed in the device sub-directories 

along with the spec - form file containing the specs for the individual devices in the sub- 

directories. Also, the final (reflected) MEDICI input STRUCTURE files 

NMOS(PM0S) - STRUCTURE.MEDIC1 are also placed in the device sub-directories. 

The utility msS4chg* is used to modify the NMOS(PM0S) - SUPREM4,DEFINE files 

to be used by MEDICI. These files are first copied into the device sub-directories after the 

simulation and then modified according to the specs of individual devices. The utility 

mosS4chg* takes as input the device type and the physical parameters (CL, TO, SW) of 

the device to -be simulate. 



For the proper use of the virtual factory scheme, we had to make a few changes in the 

original recipes to remove some of the difficulties we faced while using the recipes for 

simulation. These changes/issues are listed below. 

(i) Refining Simulatim Grids 

As we have found out, the grids generated by TSUPREM4 in the original recipes are not 

very suitable for use by MEDICI. The TSUPREM4 grids are not dense enough at the 
, 

source/drain junctions critical for deterrninig the device electrical characteristics. Also, 

regrids by MEDIC1 for doping profiles and potentials are observed to distort the shape of 

the source/drain junctions. This distortion is not desirable. We were therefore advised by 

TMA to create denser and more appropriate (for device simulation with MEDICI) grids 

right at the TSUPREM4 level itself. Therefore, the TSUPREM4 grids are modified so that 

they are dense enough at the source/drain junctions for MEDICI to determine device 

characteristics. This was done by m o d m g  the INITIALIZE file and incorporating 

two new files NMOSMASK arid PMOSMASK. Instead of MASKO, now we use 

NMQS(PMOS).MASK to generate the grid, thus enabling us to go to reasonably dense 

grids. Correspondingly, we changed the file EPI and the file SOURCES (a new pathname 

MGRDDIR for the NMOS(PMOS).MASK files has been added. Under the present 

scheme, a grid density of 0.5 appears to be appropriate for process as well as device 

simulation. 

Also, we had observed in some cases that the nitride(meta1) over gate poly falls over the 

edge of poly. To avoid this situation we have changed the CM-L level in the MASK1 file 

to keep the nitride(metal) 10 nrn inside the poly edge. 



(ii) A New Recipe for Sidewall Spacer 

TSUPREM4 did not obtain the default sidewall spacer width (0.2 pm) with the original 

recipe. It gave a sidewall spacer of approximately 0.26 pm. The presence of the base 

oxide, which is essential to fabricating bipolar devices, before the sidewdl spacer process 

is the main concern of the original recipe. Therefore, a new recipe for generating and 

controlling the sidewall spacer by TSUPREM4 has been developed. 

In this recipe, the base oxide is first removed completely. This is achieved in two steps. In 

the first step, the base oxide is etched vertically for a thickness of the base oxide layer plus 

the gate oxide. After this step, only the step coverage oxide, right beside the poly gates, is 

left. This oxide hump is etched away in the second step. If the sidewall spacer (SW) is 

specified as 0, we stop at this point. However, for non-zero sidewall spacer, we proceed as 

follows* 

A layer of oxide is deposited on top of the structure. The relationship of the thickness of 

this oxide TSWS and the simulated sidewall spacer width SW is found to be 

from a simulation experiment. Hence we use the thickness TSWS of the sidewall spacer 

oxide to be the same as the sidewall spacer length SW specified by user. The file 

BiCMOS.DEFINE is modified accordingly. Finally, this oxide is etched by a thickness of 

TSWS. The oxide remaining beside the gate will be the desired sidewall spacer. 

In order to implement the above procedure, we have created two files 

NMOS - SIDEWALL - SPACER and PMOS - SIDEWALL - SPACER in place of the 

earlier SIDEWALL - SPACER. Also, the DEVICE file is changed accordingly. 



Matrix device simulation is performed using ~e script matrix - medici* which picks up the 

simulated (with TSUPREM4) virtual devices fiom the respective sub-directories and runs 

MEDICI on those to produce I-V data in corresponding device simulation sub-directories, 

The file device - form in this case is produced by the user, and it instructs the program 

where to look for the virtual device results obtained with TSUPREM4. A typical 

device - form file placed in the user's -/medici/bicmos level looks like the following: 

2 
NMOS 
DN=NMOS-S WO. 1 
medici-bat 1 
NMOS 
DN=NnaOS-SWO.2 
medici-bat2 

In the above example, 2 NMOS devices are requested for simulation. They vary in spacer 

width, one with 0.1 pm, and the other with 0.2 pm. The sub-directory name parameter DN 

instructs matrix - medici* to look for the virtual devices in the user's -/suprem4/bicrnos/ 

NMOS-S WO. 1 and -/suprem4/bicmos/NMOS~S W0.2 respectively. The simulation 

results after MEDICI simulation are to be placed in the sub-directories with the same 

name under the user's -/medici/bicmos level. Initially, a zero bias initial solution of the 

structure is performed using the MEDICI input file NMOS(PM0S)-STRUCW.IN and 

the solution results are placed in the respective directories. The batch file medici-bat1 (or 

medici - bat2) contains instructions as to which MEDIC1 input files to run to obtain 

specific I-V data. A typical medoci-bat1 (or medici-bat2) file may look like the 

following: 

cd -/m&ici/batmosNOS_SWO. 1 
mybias -d 5 -t 2 
medici NMOSIMP-VG.IN 



In the above batch file the mybias unix script is used to bias the device appropriately 

before a particular shutation. In this case the MOSFET is biased with a drain bias of 5V. 

The parameter -t 2 indicates that MEDICI should perform an approximate energy balance 

solution, as opposed to a drift diffusion solution (-t 1) or a full energy balance solution (-t 

3). Finally the MEDIC3 input B e  NMOSXMP-VG.IN is run to generate substrate and gate 

current data Similarly, we could run other input files such as NMOS-VG.IN to generate 

IDS vs. VGS data, or NMOS-VD.IN to generate IDS vs. VDS data. We could also include in 

the above batch file invocation to utilities that convert MEDICI -generated I-V data LOG 

files to normal column formatted files for post-processing using PV-WAVE. 

Once we have generated the I-V data in the respective sub-directories, we use AURORA 

to do SPICE parameter extraction. Both measurement data (collected using AURORA 

itself) and sirnulatior, data are used for parameter extraction. The matrix scheme as 

suggested fig. Al . l  is yet to be established. At this time, user intervention is required in 

the parameter extraction process. 
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A~pendix 2: Models for 2-D Simulation 

W e  d v e  the three basic semiconduaor equations, Poisfon's equation, and the 

e1ecuon and M e  continuity equations, for e1ectrostadc potential v, e lmon and hole 

concentrafions, n and p respecd-ueIy [A2,lt].These equations are given below as (A2.1), 

(A2.2), and (A2.3). 

when p, and u,, an t6e electian and hok mobilities= andD, andDp are the electron and 
'Y 

hole diffmivities respectively Ibe electric field vectors En and Ep are computed &om the 

solution variable V using the following relation. 



kT B n = -V (v + -1n (aie)  ), and 
4 

Tfie above equations include the effective intrinsic canier concentration nit as a result 

of the badgap narrowing effect discussed latm in this appendix. 

IT, The eeneraticrn recornbimsttim m-m 

The recoxrd$mtion rare U (=U,= Up) has been assumed to be the sum of Shockley- 

Reacf-H[a31 (SRfI) recombination rate and Auger recombination rates given by, 

fn the above description of re;cornWon, we have used the default value of E, (4) 

m place the recombination center in the SRH recombination process right at the mid-gap 

far mosr efficient r e c a o n -  W e  have used values of electron and hole lifetimes 2, 

and 5 as concentration dependent parameters, as discussed below. Also, the effective 

intcinsic carrier c011ccx1.tratiOn nk is c c q m e d  h m  temperature and bandgap nmowing 
AU 6' and Ccp are taken from &ens. 'Ihe valnes of tk Anger captme d c i e n t s  ,, 

~~ aod they an 5x10-~ m6/s  [AZZ] and 9 . 9 ~ 1 0 ' ~ ~  cm6/s [A2.3] respectively. We 



have used the following empirical relations for space-dependent lifetimes .r,(x,y) and 

~$,y)  for SRH recombination mentioned above. 
w 

The constants z,~, a,, b,, en, nn, Nn and ap, bp, cp7 pp, Np were determined 

experimentally (not as a part of the research work reported in this thesis) during the 

technology deveiqxment phase for the devices used in our experiments and they differ 

from the default vatues set in MEDICI. Their values used in our simulations are listed in 

TABLE A 1.1 below. 

TABLE ALL 

Parameters for doping dependent lifetimes 

'%0 = 8x10~s T$-J = 5x10~s 

l'he bandgap mmming effect determines an effective intrinsic concentration nie(x,y) 

as a function of the total ionized impurity concentration (No+ + Na-) and the temperature 

dependent intrinsic concamation n$T), given by lA2.41, 



In the above empirical formula, ni(T) is taken as the default value for room 

temperature in our case, since all our calculations are at room temperature. 

IV. The mobility models 

The values of p, and p. used in equations (A2.4) and (A2.5) are modelled as a 

product of the low field mobility CLg, or p ~ ,  With a term that models the effect of 

perpendicular electric field, and another term that models the effect of parallel electric 

field. We show below the expressions used for p, only, because we analyzed only NMOS 

transistors for this thesis. Similar expressions hold for PMOS transistors. 

The low-field mobility hn is given by EA2.51, 

The constants pd and pnl were adjusted to 100 and 2200 m2/V-s to get good fit to 

expxhmntd I O S b  and IDSVGS cwes. The value of Nre used in our calculations was 

I . ~ ~ X I O ' ~ / C X ~ ~ ,  set as default in MEDICL The perpendicular electric field effect is 

modelled [A2.6] as 



In the above equation El, is the components of electric field perpendicular to the 

side of a simulation element, while, ~f~ is the critical electric field for electrons to 

impIement this model, and GSn is the low-field surface reduction factor for electron 

mobilities. These reduction factors are only applicable at interfaces between 

semiconductor and insulator. Everywhere else, they should be considered to have values 

of unity. We have adjusted the value of E:, to be 8 .62~10~  V/cm, while GS, =1 has been 

used as with the h4EDICI default. 

The effect of thc parallel component of the electric field on mobility can be modelled 

using analytical expressions for the drift velocity vd as a function of the electric field Ex in 

the direction of current flow and defining ME,-) = vd(EJ/E,, For silicon regions, the low 

field mobility is mctdised according to the following expression EA2.71, 

The values of and v,, were adjusted to 1.5 and 1.035~10~ cm/s respectively. 

We also adjusted the elearon affinity of polysilicon to obtain a good fit to the measured 

data The values of x~ wed to get reasonable me-f i t s  ranged from 4275 eV for the 

asymmetn:c traasismr to 4.4 eV for the symmetric device 



V. Substrate current 

For the calculation of substrate currents, MEDIC1 has two models for simulating the 

impact ionization generation rate. The first model is electric field dependent, while the 

second model is carrier temperature dependent. 

The h t  model for calculating the total impact ionization generation rate G" is given by 

the classical Chynowetb's formulas [A2.8]. 

where an,ii and ap,z are the e l m o n  and hole ionization coefficients, respectively. They 

have a unit of an-'. a" and am . . are electron and hole ionization coefficients for very n, ii p, zz 
high fields Snii and ECpB are the critical electric fields for electron and hole ionization, 

Em and Ev are the electric field components in the direction of current flow. The 

exponents & and Pp have been extraad by many authors to have a value of 1 rA2.91. 

'Ffris model is an empirical model, as several fitting parameters are required for its 

electric field and the airrat density. Tfre generation rate is integrated over the entire 

dewice to obtain the totd impact ionization cmrent. 



The second model is derived from the classical local electric field-dependent Chrynoweth 

law and the homogeneous case temperature-field relation: 

where urn is the lattice thennal energy (kTdq), UT, is the electron thermal energy (kTnlq), 

and 

where G~ is the electron energy relaxation time, given as 2.0 x 10-13s for silicon. Impact 

ionization generation rate for holes has similar equations. We have adjusted a" .. and 
n, 11 

Kii to 1.075~10~ /cm and 1 . 7 ~ 1 0 ~  V / m  respectively for substrate current calculations 

using the carrier temperature dependent model. The value of T, was calculated using an 

approximate energy-balance solution discussed below. 

'irT Gate current 

MEDIC1 utilizes the 1ucky-electron concept [A2.10] to model the gate current of a 

MOSFET. Basically, the model calculates probabilities for certain scattering events to 

o c m  that will lead to carriers being injected into the gate. 

The total gate current @er unit length perpendicular to the simulation plane) may be 

obtained by integrating the iPwr of electrons injected into the gate from each location in the 

device structure: 



where r, and Tp are probabilities per unit length that electrons or holes in the vicinity of 

the point (x,y) will be injected into that gate; they are products of the probability factors 

for the various scatterjng events involved: 

For an electron to be collected by the gate, it must acquire enough kinetic energy from 

the electric field to s m o u n t  the potential barrier in the insulator and then be re-directed 

toward the semiconductor-insulator interface. The factor A,, represents the probability per 

unit length that an electron gets redirected without losing a significant amount of energy. 

The factor Pa is the probability that an electron will acquire enough kinetic energy to 
6. n 

surmount the insulator potential banier @b,n, and will retain the appropriate momentum 

after re-direction. P may be expressed as 
@b, n 

where & is the hot electron scattering mean-free path, and abb, in eV may be expressed as 

E,, is the transverse electric field in the insuiator, B, is the barrier lowering factor due to 

the image field, 6 is the factor for the possibility of tunneling, and Av, is the potential 

dBerence between the interface and the point (x,y). In the case that E,, < 0 (a repelling 

field for electrow), PQav=is set m zero. 



After gaining enough kinetic energy and being re-directed in the appropriate 

direction, the electron must not be scattered again before reaching the peak of the potential 

barrier in the insulator if it is to be collected by the gate. P,,,, the probability that an 

electron will not be scattered in the semiconductor before reaching the interface, is 

dint P = exp(--), 
S, n h 

?I 

where din, is the distance fiom the point (x,y) to the interface. Finally, Pi,,,, the 

probability that an electron will not scatter in the insulator between the interface and the 

potential barrier peak, is 

where E;$S a critical electric field for electron scattering in the insulator. 

In the electron temperature dependent lucky electron model that we have used for our 

calculations, the electron tanpaawes T,, calculated from an approximate energy 

balance solution (discussed below) was used to compute the longitudinal electric fields 

Em used in eqn. (A2.20)- The following funnula [A2.11] was used for this evaluation. 

In order to get a reasonably good fit to the measured gate currents we had to adjust the 

vafue of & to 5 nm from thr: defantt value of 9.2 nm. Otha parameters were taken at their 

Wadi vdae med ia MEDZa 



VII. The enerpv balance eauation~ 

While the traditional drift-diffusion model, described earlier, yields good 

approximation for many occasions, it fails to include the inevitable cooling effect which 

occurs on impact under accelerating field. Moreover, carriers travelling in a strong 

accelerating field require a cerhin time until they gain sufficient energy for impact 

ionization; the drift-diffusion model has neglected this effect. Thus the drift-diffusion 

solutions overestimate the impact ionization generation rate and hence the substrate 

current. Since substrate current and gate current have been two parameters examined 

closely in this work, the drift-diffusion solutions are simply not good enough. Therefore, 

the energy bdance models were necessary for the computation of IB and IG. 

For generating the approximate energy balance solutions, a carrier temperature-based 

model is used for impact ionization instead of the electric field model whenever impact 

ionization is specified for the solution. Current density becomes more generalized, with 

temperature-dependency incoporated in it, 

Furthermore, the hydrodynamic model includes the following electron and hole energy 

balance equations [A2.123 fA2.131 including transient effects and carrier cooling due to 

impact ionization: 



where is the energy flow density of electrons/holes, and l ( ( , ,p j  represents electron/ 

hole thermal conductivity coefficient. The other terms have been explained earlier. The 

equations (A2.25), (A2.26), and (A2.27) have been written in compact form to apply for 

both electrons and holes. The carrier temperature-dependent impact ionization is adopted 

but the mobility is still electric field dependent. The thermal diffusion term in the 

generalized current density expression and the mobility model using the carrier mean 

energy (temperature) are not utilized. They would apply to a full energy balance solution. 

In this work, the approximate energy balance model is utilized in favour of the full energy 

balance model for faster computations at very little cost in terms of accuracy. 
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The latter assumption is valid since VGeVDS for the f i o a ~ g  gate measurement, and 

the n- region is neaf nxdEcC 

We can then write a one-bimensiond Poisson's equation for the trap box as, 

where, Nt is the trap density in nmbe]rsfcm3, g is the electronic charge, and es is silicon 

permittivity. On integration of (A3.2) twice with respect to x, and application of the initial 

conditions as listed in (A33 1, we obtain 



for any t=tl, t2, etc, On transformation, u-e obtain, 

As shown in fig. 5.2, the elmon temperame (T,) at a particular combination of gate and 

drairr biases fall towards the channel with a linear slope of s. Since the lateral electric 

fields are proportional to T,, we can describe E as, 

Z~~ in fig. 5.14. SutrsrittIting the above value of E in (A3.6) and after some algebraic 

trstnsfomzation, we obtain, 
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