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Abstract 

Four experiments were performed to study planning and control of pointing 

movements in human-computer interaction (HCI). We examined how theories and models 

derived from motor controI research on natural movements apply to HCI, in order to 

understand why mediated pointing is difficult, and to suggest strategies for improving 

interfaces. An OPTOTRAK sensor and computer system mapped 3-D hand movements to 

a 2-D display with less than 25 ms lag. Subjects viewed targets on a graphics display and 

pointed to locations on the table top. The index finger controlled the position and 

orientation of a corresponding pointer on the display to reach targets of different widths 

(W) at a variety of distances (A). For each experiment, both finger (hand space), and 

pointer (display space) movement trajectories were analysed to examine kinematic features 

related to movement planning and control. 

Experiment 1 demonstrated that planning and control are based in hand space, 

regardless of the size of A and W on the display. Experiment 2 revealed that asymmetric 

effects of A and W on kinematics and movement time are a feature of the pointing task, and 

not a function of the spatial relationship of hand space and display space. Experiment 3 

showed evidence for fast corrective processes when target position was perturbed at 

movement c set, even when gaze was directed away from the target location for the hand. 

Experiment 4 revealed that even when gain is perturbed during a pointing movement, 

adaptation is achieved through adjusting kinematic parameters of the same underlying plan. 

Results indicate that modelling and analysis of performance in mediated pointing 

must be based on hand actions required for a task, regardless of the size of the display. 

Pointing performance will be improved by reducing the scale of hand movements; thus 

future effort should be focused on improving the sensing resolution of input devices for 

manual interaction. Emerging from this research is a refined two-part model for predicting 

movement time, providing a more detailed view than Fitts' law. In addition, the model's 
... 
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parameter space predicts performance changes when hand movements are scaled, and 

characterises tasks and devices in terms of difficulties in the two movement phases. The 

experiments provide a model of performance when pointing with an unencumbered hand, a 

benchmark against which pointing devices can be compared. The measurement and 

analysis techniques, and the identification of separable direction, amplitude, and width 

effects may prove useful for predicting target location while a movement is ongoing, and 

can be applied to the design of an intelligent interface, employing precomputation to 

respond to object selection. 
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Introduction 

As with all new technologies, the full advantage of modem information systems is felt only 

by those who can devote time and effort towards mastery. Some of the difficulties of 

acquiring these abilities can be reduced by careful study and redesign of the interface 

through which humans interact with these machines. In the last decade, the field of human- 

computer interaction (HCI) has emerged as an important area for multidisciplinary study, 

with the fields of computer science, information systems, psychology, and human factors 

forming the foundation (Dillon, 1995). At present, researchers and designers are 

concerned with multiple simultaneous goals (Wickens, 1992; Schneideman, 1992; Carroll, 

1991; Laurel, 1990): to increase the speed, storage, communications bandwidth of 

hardware; to develop systems which effectively support work and other activities; to design 

interfaces which match and complement human capabilities; and to increase utility and 

usability of computers so that a larger population may enjoy the advantages of information 

technology. HCI can be approached from the perspective of computer science, focusing on 

the technology. People, however, are very different than computer systems, and while it is 

relatively easy to redesign hardware and software, basic human capabilities are not so easy 

to change. By drawing on other disciplines in addition to computer science, HCI can also 

be approached from the perspective of human performance, emphasising the personal 

experience of the user. This approach, often referred to as "user-centred" (Norman & 

Draper, 1986), originally inspired the author and led to to the research which is the topic of 

this thesis. 

The traditional form of human-computer interaction is a conversational metaphor: 

the computer isan agent which responds to requests (typed, spoken, or selected) to 

perform work. This approach is being extended to the next generation of systems through 

ideas such as "personal assistants" (Reichman, 1986), or a computer that simulates social 

interaction, using expressions and body language to participate in group activities with 

other humans (Takeuchi & Naito, 1995). For many computer-aided tasks, systems which 

embody the concept of an agent remain the focus of our attention, rather than being a tool 

through which we perform the work. In addition to task expertise, users also need to 



develop the skills to direct the computer to perform the task. Traditionally, this additional 

level of difficulty has been addressed by training, trading off effort saved in automating the 

task with effort expended in learning to operate the interface. 

Computer "pointing", using an input device to indicate a location on a graphics 

monitor, is an elemental gesture in many forms of human-computer interaction. With the 

increasing popularity of mouse-based interfaces, users spend less time typing on a 

keyboard, and more time communicating with computer systems using pointing 

movements. Augmented reality and virtual reality systems offer additional potential in this 

direction by supporting more complex interactions with three-dimensional displays 

(Welner, 1993). Other developments, such as "ubiquitous computing" (Weiser, 1993), 

envision distributing computational power amongst a large number of artifacts, small 

objects with which people interact in a natural manner as part of their everyday activities. 

All of these developments suggest that computer interfaces will increasingly rely on 

human prehension to support interaction. The term "direct manipulation" was coined by 

Schneiderman (1982) to describe interfaces based on a strong metaphor for physical 

interaction with objects in the world. Direct manipulation1 is designed to give users the 

illusion that they operate on a system (representing the task) without the impression of an 

intervening agent, by using simple actions. Examples of direct manipulation interfaces 

(Sutherland, 1966; Brennan, 1990; Schneiderman, 1992) take advantage of some human 

spatial, cognitive, visuomotor, and prehensile abilities in order to reduce information 

processing loads (Kay, 1990), and have shown high user acceptance. The advantage of 

such a strong metaphor over the traditional conversational approach is that users can 

transfer their knowledge of how to interact with the physical world, and use their natural 

prehensile abilities to operate the interface. A disadvantage is that poor design violates the 

users' assumptions about the the effects of their actions on the representation of a task, 

leading to errors and difficulties. 

A system which represents a user's movements, such as pointing, in a direct way is 

1 Direct manipulation should not be confused with windows-icons-menus-pointing, or 
WIMP p i x ,  1993), which usually indicates a superficial technique applied to existing 
command-based programs to make them easier to use, while still retaining the same basic 
command structure. 
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"visually coupled", and requires a high level of performance to sustain the illusion. The 

performance requirements for spatial and temporal accuracy must be investigated and 

understood in terms of human perception and behaviour (Kalawsky, 1993). Current 

technology has been developed without much regard for these requirements, and its 

limitations give rise to difficulties ranging from mild annoyance to nauseating simulator 

sickness (Kennedy et al., 1987). Hand movements with a pointing device which senses 

forces, motion, or position of a handle or puck to control the movement of a cursor on the 

display screen have been in general use for several decades. A number of studies (for a 

summary see S. MacKenzie, 1992) have suggested that theories and models of human 

performance from motor control research on natural pointing movements may be brought to 

bear on the study of more abstract interactions with a two-or three-dimensional graphical 

interface mediated by a pointing device. 

The author has been involved with pointing devices and interactive graphics 

software as part of his work in educational computing for the last decade, and experience 

with colleagues and thousands of university students suggests that it is difficult to control 

an interface and the simple gestures which underlie the interaction, even though 

manipulation of objects in the physical world is performed with ease using the same 

actions. Comparison of the results from a significant body of both human factors and 

motor control research supports this observation: movement times are generally longer, and 

error rates higher for HCI studies than for motor control studies where a subject points 

with a finger or stylus. Why should this apparently simple task be more difficult in the 

HCI context, where objects and actions represented on a graphics display are mediated by a 

pointing device and computer system? Some preliminary investigations (Graham, 

MacKenzie, Calvert & Crawford, 1993) suggested that such mediated pointing is not 

simply a slower version of the natural task, and that the fine structure of positioning 

movements is markedly different for pointing on a computer display than for natural 

pointing at objects in the physical world. 

The purpose of this thesis is to investigate how the limitations and constraints of 

two- and three-dimensional virtual environments affect human movement planning and 

control. Even with future developments of imrnersive displays and sensing hardware, these 



constraints will persist. Visual information in a virtual environment is necessarily an 

abstraction: first, there are practical limitations on the complexity of a world model 

(computational), and a visual representation (display resolution) which can be simulated in 

real-time; second, there are limitations on the spatial accuracy and lag in sensing positions 

of objects and body segments, in particular the hands and arms, in order to be represented 

as part of the virtual environment. Recent advances in methodology have enabled 

researchers to address questions about movement planning and control by recording and 

analysing the trajectories of moving limbs, using an opto-electronic technique which leaves 

the subject relatively unencumbered by mechanical linkages. For the experiments described 

in this thesis, an optical tracking system was used to simulate input devices for human- 

computer interaction which sense position or motion, but with much finer temporal and 

spatial resolution than current commercially available systems. 

To examine the question of why mediated pointing is difficult, detailed analyses of 

movement trajectories were performed in order to reveal systematic effects of the 

constraints on human performance, and to suggest strategies for design of human-computer 

interfaces which more effectively support manual interaction. The research concentrated on 

how, and when to apply models and descriptions of behaviour from a large body of 

research on human and perceptual-motor abilities to mediated pointing on a computer 

display. The author hopes to be able to extend these results and methodologies to 

understand more complex goal-directed movements such as reaching, grasping, and 

manipulating in virtual environments. 

Human-Computer Interaction Studies of Pointing 

Empirical studies of human performance using input devices to position a cursor on 

a display screen spans at least two decades. One approach has been to compare two or 

more pointing devices or tasks (Albert, 1982; Card et al., 1978; Ewing et al., 1986; 

Goodwin, 1975; Haller et al., 1984; Jellinek & Card, 1990; Karat et al., 1984; S .  

MacKenzie et al., 1991; Sears et al., 1991; Walker, 1990; Zhai, 1992) to determine which 

is the best combination. The tasks usually involved selecting a target, dragging a cursor 

over an area, tracking a target, or tracing a path on the screen. The devices studied range 



from step keys to a light pen, touch screen, touch pad, graphics pad, joystick, and mouse. 

One general conclusion from this research is that a mouse is better than most other devices 

for selecting a target. Another approach has attempted to quantify human performance 

with novel prototypes (Chung, 1992; Gobel et al., 1995; Hill et al., 1992; Hirota et al., 

1993; Kabbash et al., 1995; Lippman, 1981; Maggioni, 1993; Murakami, 1994; 

Rosenberg, 1993; Stammers & Bird, 1980) or applications of existing input devices (Flach 

et al., 1987; Arthur et al., 1993) to create a novel form of interaction. 

The bulk of this earlier research has concentrated on simple behavioural measures: 

reaction time, movement time, and spatial accuracy. In addition, the measures are usually 

derived from the motion of a cursor, not from the human movements elicited to perform the 

task under study. Although this approach is useful to evaluate comparative levels of 

performance under different conditions, it does not provide much insight into the planning 

and control of human movements in a HCI context. Because the research has concentrated 

on evaluating existing devices and systems, there has been little attempt to systematically 

manipulate design features to infer their effects on human behaviour. Some exceptions are 

recent studies by Walker et al. (1993), who looked at the microstructure of positioning 

movements, and Ware & Balakrishnan (1994) and Bryson (1995) who systematically 

manipulated lag and display update rate. 

Theories and Models of Human Pointing 

The action of pointing to locations with a stylus or finger has been studied since 

Woodworth (1899) first proposed that human pointing movements can been understood in 

terms of two movement phases: an initial planned impulse which covers most of the 

distance, followed by a second phase of deceleration to the target under current control. 

Important kinematic features of the movement phases can be represented schematically by a 

bell-shaped velocity profile. The initial movement phase is characterised by the timing and 

magnitude of the velocity peak which arises from the planned impulse. Woodworth also 

demonstrated that when vision was used to home in on the target, subjects were more 

accurate, but approached the end point of the movement more slowly. Following on these 

ideas, Craik (1947) reintroduced the question of how vision contributes to movement 



control in aiming, pointing and tracking tasks. He proposed that corrections to the 

movement trajectory occurred at discrete intervals as the error was sampled through vision. 

Since then, the time required to correct errors in movement trajectories on the basis of 

visual information, and the nature of the mechanisms of visuomotor control have been the 

subject of continued investigation. 

Movement hn~l i tude  and Target Width Effects 

According to Fitts (1954), the average time for discrete or repetitive pointing 

movements results from a tradeoff between speed required for distance covering, and 

controlling accuracy of the final position. Formulated on the basis of information theory, 

Fitts' law describes movement time (MT), on average: 

M T = a + b I D  (1) 

ID = log2(2A/W) (2) 

as a linear function of the index of difficulty (ID). ID is determined by the ratio of distance 

to the target (A) and target width (W). The coefficient b (seconds per bit) in Fitts' law is 

interpreted as the multiplicative inverse of the index of performance (bits per second), an 

information theoretic measure of the bandwidth of the channel for movement control. 

Support for this model has been demonstrated by a number of studies on discrete and 

repetitive tapping and pointing with physical targets, using an implement such as a stylus 

(e.g. Fitts & Peterson, 1964; Crossman & Goodeve, 1983; Welford, 1968). Fitts' law has 

also been suggested as a model for movement time when a cursor on a computer display is 

controlled by a two-dimensional pointing device such as a mouse or trackball; a number of 

studies (Boritz, Booth & Cowan, 199 1 ; Jellinek & Card, 1990; S. MacKenzie 1989, 1992; 

MacKenzie & Buxton 1992; MacKenzie, Sellen & Buxton, 199 1 ; MacKenzie & Ware, 

1993; Trankle & Deutschmann, 1991; Walker, Meyer, & Smelcer, 1993) show results to 

support the use of the model in HCI. 

The information theoretic approach of Fitts resulted in several models of how vision 

and kinesthesis combine to control movement trajectories. Crossman and Goodeve (1983) 

proposed that after the initial impulse, visually determined error between limb and target 

position resulted in a series of deterministic iterative corrections to guide the effector to the 

6 



goal position. Schmidt et al. (1979) proposed an impulse variability model, in which error 

in the initial phase of the movement was in proportion to the magnitude of the impulse, 

resulting in the speed-accuracy tradeoffs implied by Fitts' law. Carlton (1980) observed 

that vision during the initial phase of a pointing movement contributed little to accuracy, 

and supported the view that a single correction was made at the time of peak velocity. 

Meyer et al. (1980) incorporated both iterative corrections and impulse variability in their 

stochastic optimised submovements (SOS) model, where a series of overlapping impulses 

combine to form a relatively smooth movement trajectory. Although these models all 

predict speed-accuracy tradeoffs described by Fitts, they each imply a different fine 

structure for movement trajectories. Impulse variability predicts smooth velocity profiles. 

The iterative corrections model predicts multiple peaks in the velocity profile, the average 

number related to the log of the distance to the goal position. The SOS model also predicts 

multiple peaks, but with trajectories which may appear relatively smooth depending on how 

the submovements overlap. 

In natural pointing, Soechting (1984) and Langolf et al. (1976) examined pointing 

movement velocity profiles, and showed that the shape of the profiles was skewed for 

smaller, more difficult targets. Mackenzie et al. (1987) demonstrated that this effect was 

systematic for three-dimensional pointing movements, suggesting that movement amplitude 

(A) and target size (W) gave rise to separable features of the movement trajectory. The 

effect of increasing A (moving over greater distances) was to increase the overall size of the 

velocity profile, in terms of peak speed and time. The overall shape of the velocity profile 

was changed by decreasing W (using smaller targets), and became skewed so that a greater 

proportion of time was spent in the deceleration phase. The skew of the velocity profile is 

termed the "precision effect" (MacKenzie et al., 1987), and has been shown to be a feature 

of both pointing and grasping movements where error in the final position must be reduced 

due to task constraints. MacKenzie et al. (1987) also suggested that these separable effects 

must combine so as to cancel their effects for similar IDS when A and W are scaled in 

proportion. Velocity profiles for similar IDS but different distances will have different 

shapes and sizes, but will take the same total time, because the increase in overall size due 

to increasing A is cancelled by the shortening of the deceleration phase due to increasing 



W. Their results support a view that speed along the path of the movement can be 

represented by a base trajectory profile, with overall size scaled by A, and shape 

determined by W. 

Fast Visually-based Corrections 

For humans, visually guided reaching is rapid and precise when directed at targets 

in the work space, and the hand usually moves from one stationary point to another tracing 

out a relatively straight path (Flash & Hogan, 1985). These fast pointing movements, with 

a finger or stylus, generally exhibit smooth velocity profiles which are somewhat skewed 

due to the precision effect. In contrast, fine movement features of velocity profiles using a 

mouse to control a cursor on a computer display reveal that a target is often reached in one 

or more submovements spaced at a period of several hundred milliseconds (Walker, Meyer 

& Smelcer, 1993; Graham, MacKenzie, CaIvert, & Crawford, 1993). Iterative corrections 

of this type appear to include a simple reaction time with a latency of about 200 ms, and can 

be understood to include the time to identify an error in the position of a cursor in relation 

to a visual target, plus the time required to organise a corrective motor response. For goal- 

directed movements in the work space, peak speed is usually reached in under 300 ms; thus 

corrective responses based on visual comparison to generate an error signal will be 

observed in the deceleration phase of a movement. 

More recent studies, in which subjects aimed or pointed without vision of the hand 

and arm, have used detailed analyses of movement kinematics to suggest involvement of a 

more direct mechanism which continuously corrects the trajectory of a moving limb 

(Goodale, Pelisson, Prablanc, 1986; Pelisson, Prablanc, Goodale, Jeannerod, 1986; 

Zelaznik, Hawkins & Kisselburgh, 1983). This fast sensorimotor control loop relates 

visual target position directly to the felt position of the hand, resulting in very short latency 

(somewhat less than 100 ms) corrections to the movement trajectory. This has been shown 

to occur when the position of a target is perturbed at the time the movement is initiated. In 

some cases, smooth corrections to the direction of movement are observed. In other cases, 

reorganisation of the movement is indicated by changes in the timing of characteristic peaks 

in acceleration and velocity that occur early in the movement. 



HCI Setup versus Interacting with the Physical World 

There are a number of differences between the standard configuration of input 

device and visual display that are typically used for interaction with a graphical interface, 

compared to natural interaction with the physical world. At present, a typical workstation 

configuration requires the user's gaze to be fixed on a CRT display screen in front of their 

body, while the right hand moves a pointing device on the table top in the right half of the 

work space. We will refer to this as the "standard HCI setup". For pointing to locations 

on the screen, this setup represents a simple virtual environment where hand actions control 

a visual representation on a display. More technically sophisticated environments are 

termed "augmented" or "virtual" (Wellner, 1993). In augmented reality, optical techniques 

superimpose a computer display on the user's view of physical objects in the work space. 

Virtual reality provides the user with an imrnersive display, completely replacing his or her 

view of the world with a computer-generated image. 

In terms of human perceptual-motor processes, there are fundamental differences 

between virtual environments and natural interaction with physical objects in the work 

space. Some of these differences can be understood in terms of the relationship of the 

work space for the hand (hand space), and the region in which the representation of actions 

and objects are displayed (display space). In HCI, compared to natural interaction with 

physical objects in the workspace: 

a) display space need not be in the same location as hand space; 

b) the size of the representation of actions and objects in display space may be 

arbitrarily varied, even though identical hand actions are used for interaction; and 

c) the mapping between motions of the hand to motions of its displayed representation 

is arbitrary. 

In addition to the limited computational model, and constraints on display resolution and 

sensing mentioned above, any one of these additional factors could account for the 

difficulties with mediated pointing due to the disruption or modification of natural 

perceptual-motor processes when pointing on a computer display. The issues of spatial 

relationship between hand and display space, the relative sizes of hand and display space, 

and the mapping of hand movements to movement on the display are discussed in the 



following sections. 

S~atial Relationship of Hand and Display Space 

Normally, when pointing at physical targets viewed directly in the work space, 

hand space and display space are exactly superimposed. In this situation, the act of fixing 

gaze on a target (head and eye movements) provides information in a body-centred 

coordinate system about target location; this information contributes to accurate positioning 

of the hand in pointing and grasping (Carnahan & Marteniuk, 1991; Gentilucci et al., 

1994). In the standard HCI setup, hand space (where the pointing device is operated) is on 

a horizontal surface in front of and to the right (or left) of a user, whereas display space is 

usually directly in front of the body in a near vertical plane. Gaze is directed at a location 

on the display, and provides no direct information about the goal location for the hand to 

control a cursor in reaching the target on the display. Assuming that hand and cursor 

movements are represented at the same scale, predicting how hand movements on the table 

will affect cursor position requires that the user learn or adapt to a particular spatial 

transformation (translation and rotation) from hand space to display space. There is some 

evidence that humans can adapt to simple displacements of the visual array (e.g. Elliot & 

Roy, 198 I), and can retain and recall a particular spatial transformation appropriate for the 

context in computer pointing (Cunningham & Welch, 1994). But if this adaptation requires 

additional information processing, it might disrupt the fast corrective processes used to 

control natural movements, and account for some of the increased difficulty in mediated 

pointing. 

Control-Display Gain 

If hand space and display space are superimposed, the relative scale of object sizes 

and distances is necessarily identical for the eye and hand. If hand and display space are 

not superimposed, their relative scale can be altered. When the input and output is one- 

dimensional (as in much of the human factors research on controls and displays), this 

relationship is quantified as a control-display ratio, or control-display gain (the inverse of 

control-display ratio). Control-display gain is the preferred description, as it is more 



directly related to the user's experience (Buck, 1980). 

In two or three dimensions, the same concept can be used to describe the 

relationship between the scale of hand movements and their representation on a display. 

With a linear position-to-position mapping, for example, a control-display gain of 2 means 

that each 1 mrn of hand movement results in 2 mrn of cursor movement in a corresponding 

direction. For movement planning, applying this particular input-output mapping in 

mediated pointing results in a visual presentation of amplitude (A) twice as big as the actual 

A required for the hand to reach the goal position. Similarly, the accuracy constraint for the 

end point (target width, W) is also visually represented as larger than the actual constraint 

for the hand. One view of coordination and control is that the goal of the movement plan is 

to control the trajectory of the cursor on the display. In this case, the separable effects of A 

and W would remain invariant in the cursor kinematics regardless of control-display gain. 

An opposing view is that visual information is translated into body or hand-centred 

coordinates, in which case the separable effects would be related to the size of A and W for 

the hand, regardless of control-display gain. A somewhat unexplored view is that, with 

control-display gains other than unity, there is some confusion in movement planning and 

control, which could account for additional difficulty in mediated pointing. For example, if 

planning were based in hand space and deceleration to the target based on the display, then 

A for the hand and W on the display would give rise to characteristic features of the 

velocity profile. 

Non-Linear Input Mapping 

As discussed above, in the standard HCI setup, not only are hand and display space in 

different locations, but the relative sizes of objects and distances is arbitrary. In addition, 

hand and arm movements may also bear little direct relation to movements of the cursor on 

the display. Interaction of the hand with an input device can be sensed in a variety of ways 

(position, motion, force), and use a variety of strategies to convert the sensed value to 

control the behaviour of a cursor, changing its position, velocity, or acceleration over time 

(Baecker, Grudin, Buxton, & Greenberg, 1995, pp. 469-479; Card, MacKinlay, & 

Robertson, 1991). Even when the display is constrained to one or two dimensions, the 



hand still moves in a three dimensional working space. 

For simulating prehension in a direct manipulation interface, a simple linear 

position-to-position mapping seems most appropriate. Such a mapping has the property 

that a given set of movements in any order from a fixed starting point will always leave the 

cursor in the same end position, and moving faster or slower over the same path produces 

the same end result. 

Although users of computer pointing devices perceive that commercial systems use 

a position-to-position mapping, this is not the case. The mouse (or other pointing device) 

provided with most workstations uses a higher control-display gain for fast movements, 

and a lower gain for fine positioning movements, resulting in a non-linear mapping (e.g. 

Rose, 1985; Scheifler & Krikorian, 1988). Empirical studies have failed to prove any 

advantage to such a mapping other than reducing the space required in which to operate the 

mouse (Jellinek & Card, 1990; Flach et al., 1987). The fine features of the movements in 

operating these devices have not been examined from a motor control perspective. In an 

experimental context, changing the gain during the course of a positioning movement 

amounts to a perturbation, and may provide a method for determining which features of 

movement kinematics are visually based, and which are hand-based. By studying how 

subjects adapt to non-linear mappings, features of the cursor kinematics which remain 

invariant when gain is perturbed provide evidence for visual control. Features of hand 

movements which remain invariant provide evidence for planning and control based on 

kinesthesis. 

Overview of Experiments 

In order to make a more direct connection between previous research on pointing at 

physical targets in the work space and pointing on a computer display, we chose a natural 

movement for the task to be studied. In all experiments, a subject rested their hand on the 

table top, with the index finger extended in a start position. To reach a target, the subject 

lifted the hand and pointed with the index finger, touching the target location. This 

pointing movement was kept constant across all experiments, although direction, 

amplitude, and target width varied. Visual information was manipulated by changing the 



location of targets, by representing targets and hand movements at different scales, and by 

perturbing the target position or the dynamic mapping of the hand movement. The finger 

was displayed as a red pointer on the computer screen. Subjects did not interact with an 

input device, but used the free hand to control the position and orientation of the pointer on 

the display. This system was designed to support experiments in which it is important to 

avoid artifacts introduced by the size, configuration or weight of a pointing device; as well 

as the lags and lack of spatial and temporal accuracy inherent in many sensing technologies. 

The spatial resolution was at least .2 mrn for the hand, and the image of the pointer was 

updated at 60 Hz. so that its position lagged the position of the index finger by 

approximately 25 ms (Graham, 1996, in preparation). 

The system simultaneously recorded two-dimensional data describing the position 

of the pointer on the display, and three-dimensional data describing the position of markers 

placed on the hand. Data for the hand and pointer were subjected to similar analysis 

techniques to determine characteristic features of their kinematics. This approach allowed 

us to compare results for the hand directly with previous studies on pointing to physical 

targets. Also, the results for the pointer could be compared with previous research on 

using input devices to position a cursor on a computer screen. In addition, by comparing 

the results for hand and pointer, we were able to make inferences about how visual 

information from the display and kinesthesis from the arm and hand combine in order to 

plan and control pointing movements. 

Each of the following four experiments addresses a particular aspect of the general 

question of how mediated pointing differs from direct interaction with physical targets in 

the work space, and why it is more difficult than the natural version of the task. 

Experiment 1 examined how the scale of display space, relative to the scale of hand space, 

affects movement planning and control. Experiment 2 contrasted performance with two- 

dimensional, versus three-dimensional visual information, and also provided a baseline for 

pointing at physical targets in the workspace for comparison with the mediated version of 

the task. In Experiment 3, target locations were perturbed during the movement to show 

how processes responsible for fast corrections to movement trajectories are affected by the 

relationship of hand and display space. Experiment 4 examined how movement planning 



and control adapt when gain is changed during a pointing movement. 

In the general discussion that follows, results of the four experiments are integrated 

and the implications are considered in two ways. First we consider the theoretical 

implications in terms of studying motor control in virtual environments, and second we 

consider the application of results in terms of general principles for interface design, and 

empirical techniques for analysis of human-computer interaction in pointing on a computer 

display. In closing, we consider some issues raised by the results of the four experiments, 

and propose an approach for further research. 



Experiment 1: Control-Display Gain1 

In human computer interaction (HCI) it is common to view a graphic display in one 

location while operating a hand-held device in another location to control the position of a 

cursor on the display. With a typical input device that maps positions to positions (e.g., a 

graphics tablet) the effects of hand movements on cursor position can be understood in 

terms of a three-dimensional linear spatial transformation involving translation, rotation, 

and scaling which relates points on the operating surface for the device to the surface of the 

display. In this context, one important issue is the relative sizes of the hand space and the 

display space. In the one-dimensional case, this relationship is characterised by the 

control-display gain, the ratio between the size of a movement and the size of its effect on 

the display. A higher gain means that a given hand or device movement will have greater 

effect on the position of the cursor on the display. 

Human factors references such as McCormick (1976) report that there will be an 

ideal gain setting for any particular task and system, so as to scale the amount of control 

movement to a comfortable range. The effect of changing control-display gain on 

movement times has been investigated using different two-dimensional computer pointing 

devices. Users of a particular system often have a preferred setting (Card, Moran & 

Newell, 1983) even though there is little evidence that gain has a significant effect on 

pointing performance (Jellinek & Card, 1990), at least in terms of time to select a target on 

the display. Trankle and Deutschmann (1991) reported that changing control-display gain 

for a mouse had no effect on positioning times, but that display size itself was a decisive 

factor. This result seems confusing, since changing display size with a given pointing 

device should be equivalent to changing control-display gain. 

Any linear mapping of positions in hand space to positions on the dispIay which 

scales all dimensions equally exhibits a constant control-display gain for all directions of 

movement. With all dimensions scaled equally, changing the gain does not change the ratio 

of movement amplitude (A) to target width (W) for a particular A and W combination. As a 

result, the index of difficulty (ID) is preserved regardless of the choice of control-display 

1 A short paper describing this experiment entitled "Pointing on a Computer Display" was published in 
the CHI '95 Conference Companion, Human Factors in Computing Systems, Denver, Colorado, May 
1995. 
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gain, and Fitts' law would predict no difference in average movement time for pointing 

with a given index of difficulty. Most HCI studies have measured A and W on the display 

(Card, English & Burr, 1978; Epps, 1986; Gillan, Holden & Adam, 1990; S. MacKenzie, 

1991; Walker, Meyer & Smelcer, 1993; Boritz, Booth & Cowan, 1991), where the effect 

of gain is to change the scale of hand movements for the same display representation. 

Buck (1980) took the opposite view, analysing control device kinematics in a positioning 

task, where the effect of gain was to change the size of the display representation for the 

same hand movements. For the task of turning a &al to control the position of a pointer in 

one dimension, he concluded that the width of the target as represented on the input device, 

i.e. as an accuracy constraint for hand movements, determined positioning time. None of 

these studies simultaneously manipulated both A and W to measure performance over a 

wide range of IDS. 

The separable effects of A and W on velocity profiles first suggested by Langolf et 

al. (1976), and Soechting (1984), and systematically investigated by MacKenzie et al. 

(1 987) were that: 

a) the shape of the profile was skewed so that a greater proportion of time was 

spent in the deceleration phase for smaller targets, and; 

b) the size of the movement profile was scaled up for greater distances. 

MacKenzie et al. concluded that these separable effects must combine so as to cancel their 

effects for similar IDS, when movement distance and target width are scaled in proportion. 

In other words, velocity profiles for similar IDS but different distances will have different 

shapes and scales, with constant movement time. 

In an HCI context using various gain settings, there are really two movement 

distances to consider: distance of the hand movement (Ah), and distance of the cursor 

movement on the display (Ad). In addition, there are also two target widths: visual size on 

the display (Wd), and width as an accuracy constraint for hand movement (Wh). It is not 

clear which A and W will give rise to the separable effects on velocity profiles when gain is 

different than one. Since the initial impulse is planned for distance-covering, and the 

distance is to be covered by movement of the hand, we would predict that movement 



amplitude in hand space (Ah) is the planning variable to determine the overall size of the 

velocity profile. Since the deceleration phase is presumably controlled by visual 

comparison of the relative positions of the cursor and target, we would predict that it is 

target width on the display (Wd) which would determine the characteristics of the second 

movement phase. Under these assumptions, an effective index of difficulty would be: 

ID = log?.@Afld) (3) 

Consider the effect of increasing control-display gain when the size of the display is 

held constant. In this case, the higher gain reduces Ah, but since the size of the display is 

held constant Wd remains unchanged. By reducing Ah without affecting Wd, the predicted 

index of difficulty is lowered. Thus, in terns of Equation 3, increasing gain lowers the 

effective index of difficulty for a positioning task without changing visually determined 

constraints. Since the performance increments and decrements for higher gains reported in 

HCI and human factors studies are not dramatic, it is more likely that the separable A and 

W effects combine in some other manner to affect movement trajectories when control- 

display gain is varied. 

Experiment 1 was designed to address the question of exactly how Ad, Ah, Wd, 

and Wh affect planning and control of hand movements in computer pointing. In this 

study, Ad, Wd, and gain were varied systematically by powers of two, allowing two 

simultaneous analyses of movement trajectories: display space analysis, based on two- 

dimensional cursor kinematics as done in most previous HCI studies; and hand space 

analysis, based on three-dimensional kinematics of hand motion, as done in most previous 

motor control studies. 

Method 

Subjects 

Six volunteers, ranging in age from 19 to 41 years, were paid $10 for participating 

in a 90 minute session. All had experience with the use of computer systems and pointing 

devices, and preferred to use their right hand in this context. Subjects had normal or 

corrected-to-normal vision. As in all experiments in this thesis, subjects provided informed 
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consent for their participation. 

Av~aratUS 

The experiment layout is shown in Figure 1 (see caption). The subject was 

comfortably seated at a table, with seat height adjusted so that the forearm was 

approximately parallel to the table top when moving the hand over the workspace. The 

computer display was placed at a viewing distance of 65 cm, the top of the display surface 

tilted away from the subjects at an angle of 15 degrees from vertical. The working space 

for the hand was centred at 30 cm to the right of the body midline, with the starting position 

for the index finger 12 cm from the edge of the table. The display was viewed at an angle 

of from 15 to 20 degrees below horizontal, depending on the proportions of a subject's 

upper body. 

Movements were recorded with an OPTOTRAK motion analysis system, which 

measured the three-dimensional position of infrared markers (REDS) placed on the 

subject's hand and arm. The markers were placed as shown in Figure 2: 

1) on the central aspect of the nail of the second digit (index finger), as distal as 

possible but not interfering with contact of the finger tip on the table surface; 

2) near the medial proximal aspect of the metacarpal-phalangeal joint (MCP); 

3) on the skin above the medial aspect of the styloid process of the ulna; 

4) on the forearm about five cm distal to the head of the radius, so as to be in view 

of the OPTOTRAK camera; 

5) near the medial head of the deltoid, on the distal aspect. 

Data from the OPTOTRAK were sampled and recorded at 60 Hz by a Silicon 

Graphics Indigo Extreme computer workstation. The workstation also controlled a 

graphics display presented on an RGB monitor, using 1280 by 1024 pixels over an 

illuminated area of 350 by 280 rnrn. Before each experiment session, a reference 

coordinate frame was recorded by placing three markers on the table top corresponding to 

the origin, maximum x position, and maximum y position on the computer display. The 

dimensions of the reference frame, which covered the workspace for the hand, were 

determined by the control-display gain for the experiment session as explained below. The 

reference frame was used for subsequent data analysis, as well as to generate in real time an 
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Figure 1. Layout of the experimental setup. Hand movements on the table in 
front of and to the right of the subject are tracked by the OPTOTRAK 
motion analysis system. A pointer, controlled by the index finger, 
and experimenter-defined targets appear on the display in front of the 
subject. The spatial arrangement of the workspace and display is 
intended to imitate a standard HCI setup. 



orthogonal (orthographic parallel plan view of the workspace) projection of the three- 

dimensional position of the hand markers above the two-dimensional table surface. 

The computer displayed white circular targets on a black background, as well as a 3 

mm diameter white circle to define the start position for each trial. A subject moved the 

hand above the table top to control the position and orientation of a red pointer (35 by 9 

mm) on the display. As illustrated in Figure 2, the projected position of the first R E D  

marker controlled the position of the tip of the pointer which was oriented along a line 

projected on the table surface through the positions for the first and second markers. 

Projected coordinates of the virtual finger were also recorded in synchronisation with data 

from the IRED markers on the hand and arm. 

The position of the red pointer on the display was updated using the latest position 

data from the OPTOTRAK at 60 Hz. The total system lag from position-sensing with the 

OPTOTRAK to the appearance of the red pointer with its position updated was determined 

to be approximately 25 ms by two methods. First, timing calculations from the data 

acquisition and double-buffered graphics display program predict this value. Second, we 

have done preliminary tests to quantify subjects' perception of the lag by having them move 

an IRED marker to produce a 10 mm spatial rnisregistration between the marker and its 

image on the display (Graham, 1996, in preparation). 

Procedure 

The computer system continuously updated the display during the entire experiment 

session. As a result, the subject experienced no interruptions nor any need to readjust to 

the difficulty of controlling the position of the pointer between trials. Three-dimensional 

position data for the hand and pointer were recorded from the start to end of each trial, and 

stored in separate computer files for subsequent analysis. To initiate a trial, the subject 

viewed the display, held the tip of the pointer on the small start mark, and indicated they 

were ready for the next trial by saying "ready". The task of holding the pointer still on the 

start mark was sufficiently difficult to require the subject's gaze to be directed to the start 

position. After a short delay (from one to two seconds), during which the experimenter 

determined that the pointer was in the correct position and that the subject's gaze remained 



Graphics 
Display 

White 

0 
IRED 
marker 

Figure 2. Below, the placement of infrared markers (IREDs) on the hand and 
arm. The positions of IREDs in the work space are monitored by the 
OPTOTRAK system in three dimensions. Above, the positions of 
markers on the hand and index finger are mapped to two-dimensional 
screen coordinates in real time, and control the position and orientation 
of a red pointer on the display. 



on the start mark, a target appeared. Still viewing the display, the subject lifted the hand 

and pointed with the index finger to a position on the table top so that the tip of the red 

pointer stopped anywhere inside the white circular target. The subject was instructed not to 

rush to initiate the movement, but to move as quickly as possible while still landing in the 

target, and to make a small correction if necessary. After the tip of the pointer was held still 

(speed less than 4 mrnls for 600 ms) on the target, data collection for that trial was stopped, 

the target was erased, and the start mark was again displayed. 

In the low control-display gain condition, the dimensions of the working space for 

the hand were 350 by 280 rnrn on the table top, which matched exactly the size of the 

representation on the display (control-display gain of 1). In the medium gain condition, the 

the dimensions of the working space for the hand were 175 by 140 rnrn, so that each mm 

of movement in hand space resulted in two mm on the display (control-display gain of 2). 

In the high gain condition, the dimensions of working space for the hand were reduced to 

87.5 by 70 mm, mapping each rnrn of hand movement to four mm on the display (control- 

display gain of 4). 

Subjects performed three blocks of trials, one in each control-display gain 

condition. A block started with a practice session to allow the subject to achieve stable 

performance for the current gain setting. During practice, all subjects were eventually able 

to reach the criterion of four targets in a row quickly, without corrections. The order of 

presentation of gains was counterbalanced across the six subjects. 

For each gain, combinations of five target widths (W = 3,6, 12,24, and 48 mm on 

the display) and five movement distances (A = 18.75, 37.5,75, 150, and 300 mm on the 

display) were randomly presented within a block until the subject had performed twelve 

trials in each of the A and W combinations of interest. Sufficient A and W combinations 

were selected in each gain condition to provide at least nine (three A by three W) of 

identical size and index of difficulty (ID) for both the display space and hand space 

analyses, as depicted in Figure 3 and explained below. The start mark, and all target 

positions were centred in hand and display space, so that movement direction for all trials 

was away from the body in the sagittal plane. 
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Figure 3. On the left, the movement amplitude and target width combinations 
(white squares) in display space tested in each gain condition. On the 
right, the subsets (grey squares) of three amplitudes and three widths, 
for a total of nine combinations, used for the display space analysis, 
and the hand space analysis. Note that at gain = 2 and gain = 4, A 
and W are smaller in hand space than in display space. 



Data Analvsis 

Files of OPTOTRAK position data for each trial were processed by various 

computer programs to produce dependent measures, as outlined below. Both the three- 

dimensional position of the first marker (hand position), and its two-dimensional projection 

on the display (cursor position) were analysed as follows: 

1) Missing data points were interpolated over gaps of one or two frames. If there 

were any gaps greater than two frames (33 ms), the trial was discarded. Missing 

data points were usually due to REDS being obscured. 

2) Using the reference frame recorded at the start of a block of trials, three- 

dimensional position data were translated and rotated from the OPTOTRAK camera 

coordinate system to the coordinate frame of the workmg space for the hand. From 

the subject's point of view, the origin was at the closest right comer of the work 

space, with the x axis pointing away parallel to the body midline, the y axis to the 

left, and z axis upward. This corresponded to the display projection used during 

the experiment, with the origin at the lower right hand comer of the screen, the x 

axis pointing upward, the y axis pointing to the left, and z out of the display surface 

towards the subject. 

3) Data were filtered using an 8 hertz low-pass second-order bidirectional Butterworth 

digital filter to remove digital sampling artifacts, vibrations of the markers, and 

tremor from the hand movements. 

4) Three- and two-dimensional position data were numerically differentiated using a 

three-point algorithm to provide an estimate of the velocity profile along the x, y, 

and z axes, and resultant for the hand; and the x and y axes, and resultant for the 

pointer. 

5) A computer program determined the start and end of movement for each trial from 

the three-dimensional velocity profile. The start of movement was defined to be the 

first point at which the resultant velocity was greater than 4 mmls and continued to 

increase to a criterion value of 100 rnmis. To determine the end of movement, a 

400 ms window was advanced in time over the velocity profile, looking for the first 

occurrence of a mean velocity over the time window less than 12 mrnls. The end 



point was then defined to be the first sample (within the window) where the 

resultant velocity was less than 12 mm/s. The start and end were then confirmed by 

inspecting a graph of the velocity profile. The criterion values for the above 

algorithm were chosen to produce similar values for start and end of the movement 

as would be determined by visually examining a graph of the velocity profile. In 

case of disagreement between the experimenter and the computer program, that trial 

was rejected for analysis. At this point, trials were also rejected if the algorithm 

failed to find a start and end, the trial included a false start, or if the subject failed to 

make a proper movement in the direction of the target. 

Acceptable velocity profiles were analysed by a computer program on a trial by trial 

basis to determine the timing and magnitude of the first peak in resultant velocity 

after the start of movement. 

The resultant of each velocity profile was further numerically differentiated to 

provide an estimate of acceleration along the movement path. The timing and 

magnitude of the first positive peak after the start of movement, and the first 

negative peak (after peak velocity) were determined by a computer program. 

Dependent measures outlined below were calculated, using individual subject means over 

the last ten good trials in each gain by amplitude by width combination. The reader who is 

unfamiliar with analysis techniques to characterise features of movement trajectories is 

directed to Figure 4, which illustrates how dependent measures are calculated for a 

representative trial. Measures calculated from three-dimensional hand trajectories are coded 

by standard acronyms (e.g. MT, TPV). For corresponding measures calculated from two- 

dimensional cursor trajectories on the display, we have prefixed the standard acronym with 

the letter C: 

MT Movement time calculated as the time in milliseconds from the start to the end 

points as determined above from the three-dimensional velocity profile; 

TPA Time in milliseconds from the start of the movement to the first peak in the 

acceleration profile for the hand; 

PA The magnitude of acceleration along the three dimensional path of hand movement 

at TPA in mm/s/s; 
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Figure 4. Pointing movement kinematics. The two-dimensional spatial path for 
a representative trial is shown at the top; each dot represents one 
sample of data taken at 60 Hz. The corresponding velocity and 
acceleration profiles are shown below. Annotations indicate the 
measurements of timing and magnitudes of peaks used to derive 
dependent measures for statistical analysis in the experiment. 



CTPA Time in milliseconds from the start of the movement to the first peak in the 

acceleration profile for the cursor; 

CPA The magnitude of acceleration along the two-dimensional path of cursor 

movement at CTPA in d s l s ;  

TPV Time in milliseconds from the start of movement to the first peak in the velocity 

profile for the hand; 

PV The magnitude of velocity along the three-dimensional path of hand movement at 

TPV in d s ;  

CTPV Time in milliseconds from the start of the movement to the first peak in the 

velocity profile for the cursor; 

CPV The magnitude of velocity along the two-dimensional path of cursor movement 

at CTPV in mmls; 

%TAPD Per cent time after peak deceleration, the proportion of movement time after 

the first negative peak in the acceleration profile for the hand, occurring after TPV. 

C%TAPD Cursor per cent time after peak deceleration, the proportion of movement 

time after the first negative peak in the acceleration profile, occurring after CTPV; 

Wex Effective target width in the principal direction of movement, derived from the 

standard deviation of hand position (S. MacKenzie, 1992) on the x-axis at the end 

point of the movement; 

Wey Effective target width orthogonal to the principal direction of movement, derived 

from standard deviation of hand position on the y-axis at the end point of the 

movement. 

Results 

Separate analyses were performed on dependent measures derived from two- 

dimensional cursor kinematics (display space analysis), and on measures derived from 

three-dimensional hand kinematics (hand space analysis). Figure 3 illustrates the 

combinations of movement amplitude (Ad) and target width (Wd) for which data were 

collected in each gain condition, in terms of dimensions on the display. For the display 

space analysis, a subset of conditions was chosen to include three identical target widths 
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and three identical movement amplitudes in each gain condition. In this analysis, the effect 

of gain was to reduce both movement amplitude (Ah) and target width (Wh> for the hand, 

while leaving them unchanged on the display. The hand space analysis used a different 

subset of conditions where Ah and Wh were matched for different gains. In this analysis, 

the effect of gain was to increase the size of Ad and Wd, while leaving amplitude and target 

width unchanged for the hand. Both analyses used ANOVA with repeated measures on a 

Subjects x Gain x Amplitude x Width (6 x 3 x 3 x 3) design. The main effects for gain, 

amplitude, and target width are sumrnarised in Tables 1 through 6. F and p values are also 

given in the tables for each effect; these are not included in the text. 

Dis~lav S ~ a c e  Analvsis 

The main effects for gain on cursor kinematics are sumrnarised in Table 1. 

Movement time decreased for higher gains; the effect was significant and large (98 ms). A 

significant interaction (F4,20 = 7.56, p < .0007) between gain and movement amplitude on 

the display is illustrated in Figure 5. The increase in MT with amplitude predicted by Fitts' 

law was most pronounced in the lowest gain condition, and the size of the effect was 

reduced as gain was increased. 

The magnitude of the initial acceleration peak (CPA) was also affected sigmficantly 

by gain. The peak was almost twice as large (6155 versus 341 1 mmlsls) for the highest 

gain compared to the lowest gain condition. There was no significant effect of gain on the 

timing of the initial acceleration peak (CTPA), but a significant gain by amplitude 

interaction (F4,20 = 3.28, p < .032) is illustrated in Figure 6. At the lowest gain, the 

timing of the peak is systematically delayed as movement amplitude increases. At the 

highest gain, timing is relatively constant for all amplitudes. 

Gain also significantly affected the magnitude and timing of the initial velocity peak. 

The magnitude of the peak (CPV) increased (485 to 57 1 d s )  from the lowest to the 

highest gain, and CTPV occurred earlier (233 versus 292 ms) for the highest gain 

compared to the lowest gain condition. The interaction between gain and movement 

amplitude (F4,20 = 6.36, p < .0018) revealed a small effect illustrated in Figure 7. The 



TABLE 1 

Dis~lav mace anahis:  ~umrnary of main effects of 
gain on two-dimensional cursor kinematics 

Control-Display Gain 
1 2 4 

MT (ms) 858 

CPA (mdsls) 34 1 1 
CTPA (ms) 91.7 

CPV ( d s )  485 
CTPV (ms) 292 

Wex (mm) 15.7 
Wey (mm) 10.2 



gain = 1 
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Figure 5. The interaction between gain and movement amplitude for movement 
time on the display. The increase in MT for larger amplitudes is most 
pronounced in the lowest gain condition, while the size of the effect is 
reduced for higher gains. 
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Figure 6. Timing of the initial acceleration peak for the cursor showed a gain by 
amplitude interaction. At the lowest gain, the timing of the peak is 
systematically delayed as movement amplitude increases. At the higher gains, 
timing is relatively constant for all amplitudes. 
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Figure 7. The interaction between gain and movement amplitude on cursor peak 
velocity. The magnitude of the peak increased more with increased 
amplitude for the lowest gain than in the highest gain condition. 



magnitude of the velocity peak increased more with increased amplitude for the lowest gain 

than in the highest gain condition. 

Gain also affected the proportion of time decelerating to the target (C%TAPD). 

Figure 8 illustrates a significant gain by amplitude interaction (F4,20 = 303.25, p < .0005). 

At the lowest gain, the proportion of time in deceleration increased for larger distances. At 

the medium gain, no differences were evident, but for the highest gain, C%TAPD 

decreased for larger distances. 

Significant effects of gain on effective target width in both the x (Wex) and y (Wey) 

directions indicate the same trend. As gain increased, the variability of the end point also 

increased. Overall, there was more variability, and thus a larger effective target width, in 

the x direction along the principal axis of movement compared to the y direction. 

The main effects for movement amplitude are surnrnarised in Table 2. As predicted 

by Fitts' law, movement time increased for larger distances, from 650 rns for the smallest, 

to 973 ms for the largest amplitude. The effects of amplitude were mainly confined to the 

initial phase of the movement. The magnitude of the initial velocity (CPA) and acceleration 

(CPV) peaks increased systematically for larger, compared to smaller amplitudes. In 

addition, the initial velocity peak occurred later for larger distances, with CTPV varying 

from 223 ms for the smallest, to 309 ms for the largest amplitude. 

Amplitude showed no significant effect on the proportion of time spent in 

deceleration to the target. Effective target width in the direction of movement (Wex) 

showed a slight increase for longer distances, but this effect was not significant. The 

effective width orthogonal to the direction of movement (Wey) showed a significant 

increase (1 1 to 14.3 mm) from smallest to largest movement amplitude. 

Table 3 summarises the main effects of target width. Movement time increased for 

smaller targets, as predicted by Fitts' law, from 725 ms for the largest, to 884 ms for the 

smallest target. There were no significant effects of width on the timing or magnitude of 

the initial acceleration peak. Width showed a significant, but small effect on the timing and 

magnitude of the initial velocity peak. From the smallest to the largest target, the 

magnitude increased slightly (CPV from 5 13 to 537 d s ) ,  and the peak occurred later 

(CTPV from 262 to 272 ms). 



Movement Amplitude Ad (mm) 

Figure 8. Proportion of time in deceleration for the cursor showed a gain by 
amplitude interaction. At the lowest gain, the proportion increased for 
larger distances. At the medium gain, no differences were evident, 
but for the highest gain, the proportion decreased for larger distances. 



TABLE 2 

Disvlav svace analvsis: Surnmarv of main effects of movement 
amplitude on two-dimensional cursor kinematics 

MT (ms) 

CPA (mm/s/s) 
CTPA (ms) 

CPV (mm/s) 
CTPV (ms) 

Wex (mm) 
Wev (mm) 



TABLE 3 

Dis~lav mace analvsis: surnrnarv of main effects of target 
width on two-dimensional cursor kinematics 

CPV ( m d s )  513 518 272 537 1 13.84 0013 
CTPV (ms) 262 265 4.88 .0332 

CPA (mdsls)  4602 4543 4565 
CTPA (ms) 87.1 86.6 85.3 

Wex (rnrn) 9.27 16.0 51.39 .0001 
Wev (rnrn) 8.07 12.39 27.8 17.2 1 18.16 .0005 

.21 .8120 
-52 .6107 



The largest effects of width were concentrated in the deceleration phase. Proportion 

of time after peak deceleration (C%TAPD) increased systematically from the largest to the 

smallest target (52.9 to 62.8 per cent), demonstrating a precision effect. Both effective 

target width in the direction of movement (Wex), and orthogonal to the direction of 

movement (Wey) increased significantly as the actual target width increased. Both Wex 

and Wey exhibited a range effect, where the change in effective target widths was 

somewhat less than the change in dimensions of the actual targets. 

Hand S ~ a c e  Analvsis 

The main effects of gain on three-dimensional hand kinematics are sumrnarised in 

Table 4. The only significant main effect was on the magnitude of the initial velocity peak 

which decreased slightly from 187 to 161 mm/s from the lowest to the highest gain 

condition. This was also evident in a gain by amplitude interaction (F4,20 = 7.17, p < 

.0009) illustrated in Figure 9. The magnitude of the amplitude effect, where TPV increased 

for larger compared to smaller distances, was slightly greater at higher, compared to lower 

gains. Proportion of time in the deceleration phase (%TAPD) also showed a gain by 

amplitude interaction (F4,20 = 4.04, p < .015) as illustrated in Figure 10. The %TAPD 

remained relatively constant for all distances in the lowest gain conditions, but was 

noticeably greater for the two shortest distances in the highest gain condition. Overall, the 

magnitude of these effects were very small, and other main effects for gain did not 

approach statistical significance. 

Table 5 summarises the main effects for amplitude, in terms of distances covered by 

the hand to reach targets, on three-dimensional hand kinematics. As expected, movement 

time increased systematically from the smallest to the largest amplitude. Amplitude effects 

were most evident in the initial phase of the movement. The magnitude of the initial 

acceleration peak (PA) increased as distance to the target increased, whereas amplitude 

showed no significant effect on the timing of the peak (TPA). The timing and magnitude of 

the initial velocity peak showed systematic effects due to amplitude. The magnitude of the 

peak (PV) increased from 120 to 25 1 mmls, and the timing varied from 154 to 230 ms 

from the smallest to largest movement amplitude. 



TABLE 4 

Hand mace analysis: Summary of main effects of 
gain on three-dimensional hand kinematics 

Control-Display Gain 
1 2 4 

MT (ms) 

PA ( m d d s )  
TPA (ms) 

PV (rnds) 
TPV (ms) 

TABLE 5 

Hand space analvsis: Summarv of main effects of movement 
amulitude on three-dimensional hand kinematics 

MT (ms) 599 723 866 

PA (mdsls) 2 109 2340 282 1 
TPA (ms) 83.5 84.3 8 1.3 

PV (mds )  120 156 25 1 
TPV (ms) 154 179 230 

Wex (mrn) 4.90 5 .03 5.26 
Wev (mm) 3.52 3.79 4.44 



+ gain = 1 

V gain = 2 

A gain=4 
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Movement Amplitude Ah (mm) 

Figure 9. The timing of the initial velocity peak for the hand demonstrated a 
small gain by amplitude interaction. The peak occurred later for larger 
amplitudes, and this effect was exaggerated for high, compared to low 
gains. 
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Figure 10. The proportion of time after peak deceleration for the hand showed an 
amplitude by gain interaction. At the lowest gain %TAPD increased 
slightly for larger amplitudes. At the highest gain, %TAPD actually 
decreased for larger, compared to smaller amplitudes. 



There was no significant effect of amplitude on proportion of time spent in 

deceleration (%TAPD). Effective target width in the direction of movement (Wex) was not 

affected by amplitude, although there was a slight increase in effective width orthogonal to 

the direction of movement (Wey) for larger amplitudes. 

Table 6 displays the main effects of target width on three-dimensional hand 

kinematics. Movement time decreased for larger compared to smaller targets, as predicted 

by Fitts' law. There were slight effects on the magnitudes of the initial acceleration peak 

(PA) and velocity peak (PV). Both peaks increased for larger, compared to smaller 

distances, but both these effects were very small. The timing of the peaks was not 

significantly affected by target width. 

Width effects were concentrated in the deceleration phase. The proportion of time 

in deceleration (%TAPD) increased from 58 to 71.6 per cent from the largest to the smallest 

target, demonstrating a large precision effect. In addition, effective target widths both in 

the direction of movement (Wex) and orthogonal to the direction of movement (Wey) 

increased as actual target size increased. As observed above in the display space analysis, 

effective target width exhibited a slight range effect in that variations in We were somewhat 

less than variations in actual target width across experimental conditions. 

The main effects from both display space and hand space analyses are sumrnarised 

graphically in Figure 1 1. In comparing the two sets of graphs, an obvious difference is the 

number of significant and large effects for gain in display space, compared to one slight 

effect for gain in hand space. The lack of gain effects in hand space suggests that for a 

given hand movement, A and W on the display can be varied with very little effect on 

movement kinematics. Conversely, for a given cursor movement, varying distances and 

target widths for the hand changes not only the features of the hand movement but also the 

movement kinematics of the pointer on the display. Overall, the hand space analysis 

demonstrates that movement kinematics vary systematically only as a function of Ah and 

Wh, and provides a clearer picture of movement planning and control. In display space the 

picture is more complicated; in addition to Ad and Wd, control-display gain is also required 

to explain systematic variations in kinematic features of the pointer movement. 



TABLE 6 

Hand soace analysis: Sumrnarv of main effects of target 
width on three-dimensional hand kinematics 

MT (ms) 81 1 732 
645 1 56.94 .OOO1 

PA (mdsls) 2363 2422 2485 
TPA (ms) 83.3 83.9 8 1.9 

4.69 .0365 
.38 .6948 

PV (mds)  173 174 179 
TPV (ms) 189 187 187 

9.27 .0053 
.22 .8085 

Wex (mm) 2.94 4.52 7.73 
W ~ Y  (mm) 2.67 3.65 5.43 

68.25 .0001 
22.26 .0002 



D i s ~ l a v  Gain Amplitude Width 
S ~ a c e  1 2 4  75 150 300 12 24 48 

Analvsis 

MT 

CPV 

Hand 
G e  
Analvsis 

TPV 

% TAPD 

Gain Amplitude Width 
1 2 4  19 38 75 3 6 12 

Figure 1 1. Graphical overview showing main effects from display space analysis 
(upper, from Tables 1,2 and 3) compared to main effects from hand 
space analysis (lower, from Tables 4 , 5  and 6)  on a subset of 
dependent measures. Individual graphs indicate effects from the 
ANOVA with p > .05, while non-significant effects are labelled (ns). 
There are fewer significant effects for gain in hand space, compared to 
display space. The magnitude of gain effects in display space is 
considerable, while the magnitude of the gain effect in hand space 
(PV) is very small. 



Modelling Movement Times with Fitts' Law 

Considering the effects on movement time from the hand and display analyses 

presented above, one feature appears counterintuitive. In display space, MT decreased 

from 858 to 760 ms from the lowest to the highest gain. The magnitude of this effect was 

almost as large as the effect for target width, where MT decreased from 884 to 725 ms for 

the smallest, compared to largest target. In hand space, there was no significant effect of 

gain on movement time, as would be predicted by Fitts' law. Why should movement times 

in display space vary so widely in conditions where the index of difficulty was held 

constant? In addition, it is not apparent how this effect could appear in display space, but 

not in hand space, given that amplitude and width effects on all kinematics in both analyses 

showed similar patterns. The obvious difference between the analyses was the large 

number of gain effects in display space, compared to one significant, small gain effect in 

hand space. 

Data from the low gain condition (gain = 1) were modelled in terms of Fitts' Law. 

This condition contained the largest number of A and W combinations, and since there 

were no significant effects of gain in the hand space analysis of timing of kinematic 

measures, this subset of the data was felt to represent a clear picture of the essential features 

of the task in terms of speed-accuracy tradeoffs. Fitting means across subjects of MT 

versus the index of difficulty for each A and W combination, from Equation 1: 

MT (ms)=351+ 118 ID (R2 = .75) (4) 

which accounts for only 75% of the variance. The data points and regression line are 

shown in Figure 12, where it can be noted that there is a considerable spread of values for 

different A and W combinations within given ID. Individual subjects' data were also fit to 

Equation 1, yielding correlations ranging from .46 to .82. 

The rather poor correlations and range of values within ID led to another approach 

due to Welford (1 968), who attempted to characterise movement time data with a similar 

spread. His task involved repetitive pointing with a pencil, and demonstrated a 

characteristic which required a more detailed model than Fitts' law: the rate of change of 

movement time for changes in target width was markedly different than for changes in 
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Figure 12. Movement time data for all amplitude-width combinations in the 
gain = 1 condition. The vertical spread of the points at each index of 
difficulty indicates that movement time is affected by proportional 
scaling of A and W for the hand. Within each index of difficulty, 
movement time increases as A and W are increased by factors of two. 



movement amplitude. He derived a model which separates the contributions of distance- 

covering (movement amplitude) and accuracy (target width) to total movement time. This 

two-part model can be simplified to a form which allows a fit using multiple linear 

regression: 

MT = a + bl log2A - b2 log2W ( 5 )  

In the special case that bl and b2 are equal, the Welford two-part model is 

equivalent to Fitts' law. Means from the present experiment across subjects for all 

combinations of A and W in the low gain condition were fitted to the two-part model, with 

the result: 

MT (ms) = 129 + 153 logzA - 83 log2W (R2 = .96) (6) 

accounting for 96 per cent of the variance of movement times. The effect of the separate 

coefficients for the A and W terms can be understood by comparing the graphs in Figure 

13. In the upper graph, actual data points for equal W are considered in series. In this 

case, the increase in ID on the abscissa is due to increasing movement amplitude, and MT 

increases at approximately 153 mshit as a function of ID. In lower graph, the series are 

actual data points for equal A. In this case, the increase in ID on the abscissa is due 

to decreasing target width, and MT increases at approximately 83 mshit as a 

function of ID. 

In the present experiment, targets were relatively small compared to their distances 

from the start mark in each trial. The end point data were checked to verify that the average 

distance subjects' moved in each A and W combination closely matched the actual distance 

to the target. For target width, there was no similar constraint forcing subjects to make use 

of the entire target area. A possible explanation for the asymmetry of amplitude and width 

effects in the data is that subjects were not taking advantage of the relaxed accuracy 

constraint of larger targets to reduce their movement times. In order to examine this 

possibility we fit the same movement time data to the two-part model, but using effective, 

instead of actual target width. Effective target width (We) was estimated from the end- 

point variability in the direction of movement (Wex), since this measure captured more of 

the positioning errors than variability orthogonal to the direction of movement (Wey). 
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Figure 13. Movement time data from Figure 12 replotted to illustrate the relative 
magnitudes of amplitude and width effects. Above, the slope of lines 
connecting points associated with the same target width (Wh) indicates 
how movement time (MT) increases as a function of amplitude (Ah). 
Below, lines between points associated with equal Ah, show how MT 
increases with decreasing in target size (Wh). 



Using effective target width: 

MT (ms) = 35 1 + 15 1 log2A - 102 log2We (R2 = -96) (7) 

the two-part model accounts for 96 per cent of the variance in movement times. The 

essential feature of the data, that is the fact that MT is more sensitive to change in A than in 

W, is still preserved. Thus, the model of Equation 6 effectively describes human 

performance in the task. 

Discussion 

Theory 

As in other studies (Welford, 1968) involving large variations in distance, target 

width has less effect than distance on movement time. If target width were held constant, 

and ID varied by changing movement amplitude, the present experiment would have 

produced data which would be well characterised by Fitts' law. Similarly, if targets of 

various sizes were presented at a constant distance, the data would be also well 

characterised by Fitts' law, albeit with a different index of performance than the previous 

example. In fact, Fitts' model holds for small subsets of data from the present experiment, 

and from aggregated data even when movement time is markedly more or less sensitive to 

changes in the distance to be covered than to changes in the accuracy constraint provided by 

the target. The two-part model simply provides a more complete description of the data 

than Fitts' law, and accounts for the major difference between the pattern of results for the 

display space analysis versus the hand space analysis as we will explain below. 

First, the lack of gain effects in hand space supports the idea that movement 

distance for the hand is the key variable for movement planning. Timing of the initial 

velocity peak is shown to depend on distance for the hand (Ah), regardless of distance on 

the display (Ad). In addition, the proportion of time decelerating to the target is a function 

of target size as an accuracy constraint for the hand (Wh), regardless of the size of the 

visually presented target (Wd) on the display. The results from the hand space analysis 

clearly show separable Ah and Wh effects on the velocity profile, Ah accounting for its 

overall size (PV and TPV), and Wh determining its shape or skew (%TAPD). What the 



two-part model reveals is that the magnitude of the amplitude effect on the size of the 

velocity profile is much greater than the magnitude of the width effect. This asymmetry 

results in an increase in movement time for the same index of difficulty when both target 

width and amplitude are increased in proportion. Similarly, if both amplitude and width are 

decreased in proportion, movement time will decrease. This is evident in the hand space 

analysis, where the effect of increased gain is to reduce the scale of hand movements for a 

given index of difficulty, reducing Ah and Wh in proportion. Thus, the effect of increasing 

gain is to reduce cursor movement times on the display. The same argument also provides 

a reasonable explanation of the gain effects evident in the display space analysis, for which 

there are no corresponding gain effects in hand space. 

One interpretation of the two-part model, due to Welford, is that the A term (bl) is 

related to distance-covering, and hence movement planning, and the W term (b2) arises 

from difficulty with visual control when homing in on the target. Similar to the index of 

performance derived from Fitts' law, a larger b2 coefficient indicates greater sensitivity to 

changes in target size, and can be interpreted as a reduced bandwidth for the corresponding 

channel for movement control. 

In describing data from the present experiment, the larger coefficient for the 

amplitude term (bl) in Equation 6 might be explained by a dissociation, compared to 

pointing at physical targets in the work space, between natural mechanisms for movement 

planning and visual control. That is, in the HCI context, movement planning requires a 

spatial transformation to predict the effects of hand movements on the cursor, in terms of 

distance and direction. This additional information processing load may result in a less 

accurate movement plan, making speed-accuracy tradeoffs more difficult, with the result 

that movement time increases more dramatically for larger movement amplitudes. 

Apvlication 

Overall, the results suggest that movement planning and control are based in hand 

space, and that the size of the visual representation of the virtual environment on the display 

has little effect on movement kinematics. The obtained asymmetrical amplitude and width 



effects on movement time suggest an explanation for the confusion about the effect of 

control-display gain on performance in previous HCI and human factors studies. As in the 

present study, gain effects result from a combination of two factors: asymmetry of changes 

in kinematic features of hand movements due to scaling A and W, and the analysis of 

performance by measuring cursor (or control) movements rather than hand movements. 

We refer to the systematic changes in kinematic measures produced by this combination of 

factors as "scaling effects", effects produced by changing the size of A and W for the hand 

in proportion so that ID remains constant. 

The scaling effects on hand movement profiles reported in this experiment suggest 

that, for pointing devices like a mouse or tablet, analysis and modelling can be done more 

effectively by considering the hand actions required for a task, regardless of the scale of the 

display. At present, most graphical interfaces are programmed using pixel-based 

coordinates to describe distances between, and sizes of objects on the display. In addition, 

programming models support device independence (e.g. Foley, Van Dam, Feiner & 

Hughes, 1991, section 4.6) in order to simplify software development of interfaces based 

on standard interaction techniques. As a result, the interface designer often has little 

knowledge about the actual hand movements required of a user to operate an interface. The 

present study demonstrates that for mediated pointing, a predictive model of movement 

time for this form of human-computer interaction must be human-centred, and in fact hand- 

centred, in order to effectively capture the details of user performance under different 

conditions. 

One result from the present study with potential application is the observation that 

timing and magnitude of the initial velocity peak in a pointing movement is strongly 

correlated to the distance to be covered by the hand. This was also suggested by Walker et 

al. (1993) for a task with one degree of freedom, and agrees with results from MacKenzie 

et al. (1987). The complementary measure chosen here to capture the effect of target width 

is per cent time after peak deceleration (%TAPD). This measure is strongly related to per 

cent time after peak velocity (%TAW), used to indicate the skew of velocity profiles or 

precision effect. Previous studies show that %TAW is affected mainly by target width, 

but also by movement amplitude, and these effects have also been confirmed for data from 



the present experiment. We found that %TAPD exhibits a truly separable effect for target 

width, regardless of movement distance. 

An intelligent interface could use advance knowledge about object selection to 

improve the system response through precomputation. This may be useful for two 

reasons. First, users are typically looking at the target they are about to select, and display 

resolution can be concentrated on this spot, with less resolution in the peripheral field. 

Second, if the response of an object on the interface requires complex computation, this 

calculation can be started in advance of selection in order to improve the response time. 

The systematic effects observed here suggest that gesture recognition of a pointing 

movement while the movement is ongoing could be used to detect the magnitude and timing 

of the initial velocity peak in real time. This information gives a prediction of distance to 

the target at about the time of peak velocity, usually somewhat less than half of total 

movement time. By the time of the first deceleration peak it may be possible to estimate the 

time remaining before the target is reached, based on %TAPD; this time could be used for 

precomputations in order to respond more quickly to the action of selecting the target 

object. 



Experiment 2: Physical Versus Virtual Pointing 

The asymmetrical amplitude and width effects on movement kinematics in Experiment 1 

could be a characteristic of mediated pointing, compared to pointing at physical targets in 

the work space. If this were the case, the asymmetry would indicate an important 

difference in movement planning and control due to the constraints of a virtual 

environment. As discussed in the previous experiment, the increased sensitivity of 

movement time to changes in distance may be due to difficulties in adapting to the 

constraints of the HCI setup, and forming a sensorimotor transformation to map the 

direction and extent of hand movements to corresponding cursor movements on the 

display. Another possibility is that the asymmetry is due to another fundamental difference 

between the HCI setup and pointing at physical targets: the two-dimensional display 

presents no visual information about height of the hand above the table top, even though 

this dimension is important for control of the hand to achieve contact with the target 

location. 

In order to further address the question of the differences between HCI and 

pointing at physical targets, the previous experiment was repeated using only the unity 

gain condition, and the same graphical display of pointer and targets as in Experiment 1. In 

the present experiment, the need for spatial transformations between hand space and 

display space was eliminated by superimposing the display image directly on the work 

space for the hand. As explained below, this allowed comparison of virtual pointing with 

two-dimensional visual information provided entirely by the computer, to physical 

pointing, where the hand and targets were viewed directly. 

Method 

Subjects 

Six volunteers from the local community were paid to participate in the experiment. 

All had normal or corrected vision, had experience with computer pointing devices, and 

preferred to use the right hand in this context. 



ADDX~~US 

The subject was comfortably seated in front of a table, viewing the work surface 

through a half-silvered mirror as shown in Figure 14. As in Experiment 1, an 

OPTOTRAK motion analysis system recorded the three-dimensional position of infrared 

markers (IREDs) placed on the index finger, hand and arm, and stored the results in data 

files for further analysis. Coordinates from the OPTOTRAK were also used in real time by 

a Silicon Graphics Indigo Extreme workstation to update a 19" RGB monitor. Subjects 

performed two versions of the pointing task: 

1) Virtual pointing, where the half-silvered mirror was blocked so that only the 

graphics display image was visible. Targets were represented as white circles on a 

black background, while the two IRED markers on the index finger were used to 

superimpose an image of a red pointer on the actual position of the subjects' finger 

over the work surface. 

2) Physical pointing, where the graphics display was turned off and the mirror was 

unblocked, so that subjects could see through the mirror to the workspace below. 

The work space was illuminated by a task light (fluorescent, 15 watts). White 

circular targets were painted on a black background to correspond to the images 

generated by the graphics display for the virtual task. The subject wore a 

fluorescent red pointer, having the same dimensions as the pointer on the display in 

the virtual condition, on the index finger. 

Procedure 

For each trial, a subject held the tip of the red pointer on a start mark. On 

instruction from the experimenter, the subject lifted the hand and quickly pointed to a spot 

on the table surface so that the tip of the red pointer ended anywhere inside the target circle. 

Movement speed was emphasised, with small corrections allowed if the target was missed. 

Four target sizes (W = 6, 12,24,48 mm) were combined with four movement distances 

(A = 37,75, 150,300 mm) for a total of sixteen A and W combinations. 

Data for each subject were collected during a single session lasting about and one 

half hours. After a practice session with one of the display configurations, subjects 
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Figure 14. Layout of the experimental setup. A subject made pointing 
movements under two conditions: a) virtual pointing - viewing a 
graphics image of targets and a pointer superimposed on the 
workspace; and b) physical pointing - viewing a small pointer attached 
to the index finger and targets painted on the table surface. Kinematic 
data for hand position was captured by an OPTOTRAK motion 
analysis system. 



performed twelve movements in each A and W combination, with a short break between 

each set of twelve trials while the target was changed. The order of presentation of A and 

W combinations was randornised, and the order of presentation of the virtual or physical 

task was counterbalanced across subjects. 

Data Analvsis 

As in the previous experiment, three-dimensional position data for each trial were 

rotated and translated to a convenient coordinate system with: the x-axis representing the 

principal direction of movement, away from the subject; the y-axis pointing to the left of the 

subject, and the z-axis pointing up. Further analysis was accomplished in the same manner 

as in Experiment 1, except that processing was done only on hand movements, and cursor 

kinematics were not included. Three-dimensional data from the index finger IRED were 

used to calculate the following dependent measures, using the same techniques and 

definitions as in Experiment 1: movement time (MT), timing (TPV) and magnitude (PV) of 

the first velocity peak, timing (TPA) and magnitude (PA) of the initial acceleration peak, 

per cent of movement time after the first deceleration peak (%TAPD), and variability of the 

end point in the principal direction of movement, or effective target width (We). 

The within subject means of the last ten good trials in each A and W combination 

were analysed using ANOVA with repeated measures (BMDP 8v and 2v) on a subjects (6)  

by display (2) by movement amplitude (4) by target width (4) design. We also performed 

separate multiple regressions (BMDP 2r) on means for MT as a function of A, W, and We 

for the two-part model of Equation 5 for both virtual, and physical pointing. 

Results 

Overall differences in 3-D kinematic measures for the hand due to the display are 

shown in Table 7. Movement times were about 80 ms slower with the virtual display than 

for physical pointing. Differences in MT were evident in a display by target width 

interaction (F3,i5 = 22.9, p< .01). Illustrated in Figure 15, the increase in movement times 

as target size decreased was greater for the virtual display compared to the physical display 

condition. 
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Figure 15. Mean movement times as a function of target width for virtual and 
physical displays, showing a display by target width interaction. 
Target width effects on MT are more pronounced for the virtual than 
the physical display. 



TABLE 7. 

Summary of the main effects of display condition. 

PA ( d s l s )  7688 85 14 
TPA (ms) 100 97.8 

Display Condition Virtual Physical 

PV ( d s )  72 1 75 1 
TPV (ms) 192 186 

F1,5 p <  



There were no significant differences between the physical and virtual display 

condition for the initial movement phase, up to the time of peak velocity. The slightly 

longer proportion of movement time (%TAPD) for the virtual display (56.1 versus 53.7 per 

cent) was not statistically significant, but revealed itself in a display by width interaction 

(F3,15=4.97, p < -02) as shown in Figure 16. For smaller targets, the %TAPD increased 

more with the virtual display than with the physical display. In contrast, the %TAPD was 

similar across displays for the largest targets. This interaction parallels the interaction for 

MT, and demonstrates that the longer movement times for virtual compared to physical 

pointing are mainly due to extra time in deceleration to smaller targets when the virtual 

display was used. 

The main effects for movement amplitude are shown in Table 8. As predicted by 

Fitts' law, movement time increased for longer distances. Differences in the velocity 

profile due to movement amplitude were evident up to the time of the first velocity peak. In 

particular, the magnitudes of the initial acceleration and velocity peaks (PA and PV) 

increased with longer distances, and the timing of these peaks was also delayed for longer 

distances in a systematic fashion. All these effects were highly significant. Although there 

were small differences in %TAPD for different movement amplitudes, this effect did not 

approach statistical significance. 

Main effects for target width are shown in Table 9. As expected, movement time 

decreased for larger targets. Target size showed little effect on the first movement phase, 

although there was a slight increase in the magnitude of the first acceleration peak for larger 

targets. The proportion of movement time spent in deceleration increased systematically 

from 49.1 to 6 1.7 per cent as target size decreased from the largest to smallest. 

We captured the effects of A and W on movement time using multiple linear 

regression to fit the model of Equation 5 to means of MT for each A and W combination, 

using units of mm and ms. For virtual pointing: 

MT (ms) = 22 + 123 log2A - 79 log2W ( R ~  = 99)  

and for physical pointing: 

MT (ms) = -24 + 98 1og2A - 32 log2W ( R ~  = .96) 



Target Width (mm) 

Figure 16. Mean proportion of time spent in deceleration to targets of different 
widths for virtual and physical display, showing a display by target 
width interaction. Target width effects are more pronounced for the 
virtual than the physical display. 



TABLE 8. 

Summarv of the main effects of movement am~litude. 

Amplitude (rnm) 37.5 75 150 300 1 F3,15 p <  

PA (mmlsls) 5148 6114 9187 11957 
TPA (ms) 89.1 99.3 104 104 

17.5 -0001 
10.86 -0005 

PV (mmls) 324 471 837 1312 
TPV (ms) 143 177 201 236 

85.66 .0001 
99.33 .0001 



TABLE 9. 

Summary of the main effects of target width. 

PA (mdsls) 7487 8041 8672 8806 
TPA (ms) 97.1 99.5 98.7 101 

PV (mmls) 719 747 712 766 
TPV (ms) 190 190 190 187 



Note that in both conditions MT is more sensitive to changes in A (virtual 123 

mshit, physical 98 mshit) than in W (virtual 79 mshit, physical 32 mshit), and this 

asymmetry is even more marked for the physical display than for virtual pointing. 

Contrasting virtual and physical pointing, there is a- greater difference for the W term (79 

versus 32 mshit) than for changes in A (123 versus 98 mshit). One explanation for this 

phenomenon is that subjects were not taking advantage of the relaxed accuracy constraint to 

improve their speed in reaching larger targets, so that effective target width was not varying 

as much as the actual width presented during trials. Modelling MT with effective target 

width (We) rather than actual target width (W) revealed the same pattern of coefficients as 

Equations 8 and 9. For virtual pointing (units are mm and ms): 

MT (ms) = 30 + 132 log2A - 89 log2We (R2 = .93) (10) 

and for physical pointing: 

MT (ms) = -28 + 101 log2A - 41 log2We ( ~ 2  = .95) (1 1) 

The similar pattern of coefficients when modelling with We indicates two things: 

first, that the subjects were in fact taking advantage of larger targets to increase the 

movement speed, and second, that Equations 8 and 9 effectively describe subjects' 

performance in the task. 

To visualise the two-part models of Equations 8 and 9, in Figure 17 we have 

plotted actual and predicted movement times against ID for virtual and physical pointing. 

In these figures: 

a) Movement times are plotted as black squares. Differences for various A and W 

combinations giving rise to the same ID are evident by the vertical spread of the data 

points. 

b) The dashed lines represent predicted movement times when target width is held 

constant, and ID is changed by varying A. 

c) The solid lines represent predicted movement times when amplitude is held 

constant, and ID is changed by varying W. 

Looking at Figure 17, two features are evident. First, changing A (dashed lines) gives rise 

to a steeper slope than changing W (solid lines) for both display conditions. Second, the 



1.6 2.6 3.6 4.6 5.6 6.6 7.6 
Index of Difficulty (bits) 

Physical Pointing 

3001 I I 
I I I 

I I I I I I 
1.6 2.6 3.6 4.6 5.6 6.6 7.6 

Index of Difficulty (bits) 

Figure 17. Illustration of the two-part models from Equations 8 (above) and 9 
(below). Squares are actual movement times as a function of ID for 
physical pointing. Solid lines predict changes in movement time as a 
function of target width (W). Dashed lines predict changes in 
movement times as a function of movement amplitude (A). The shape 
of the parallelogram reveals that the asymmetry in sensitivity to 
changes in A and W is more marked for physical (below) than for 
virtual pointing (above). 



difference in slopes for A (dashed lines) and W (solid lines) is more marked for physical 

pointing than for virtual pointing. 

Discussion 

The results suggest that movement planning is similar for both virtual and physical 

pointing, evidenced by the lack of differences in kinematic features of the initial phase of 

the movement. The difference between the virtual and physical display is apparent only in 

the second movement phase, where visual control of deceleration to the smaller targets in 

the virtual task took more time than in the physical task. This interpretation is also 

supported by contrasting the models of Equations 8 and 9: The coefficients (bl) for the A 

term are of similar magnitude, but there is a marked difference in the coefficients for the W 

term (b2), making MT much more sensitive to the increased accuracy constraint of a 

smaller target in virtual pointing. 

What differences between virtual and physical display conditions would account for 

this pattern of results? A key feature of the virtual display in this experiment is that it is flat 

- it presents no visual information to show the height of the finger above the table top, 

even though this dimension is used as part of the deceleration strategy to contact the table 

surface at the target location. This lack of the third dimension could account for the 

difficulty with visual control during final positioning in virtual pointing. Second, the 

virtual display system operates with 25 ms lag, whereas with physical pointing there is 

presumably zero lag. This difference, though small, may increase the difficulty of 

controlling deceleration to smaller targets. The effects of lag in a positioning task have 

been modelled in terms of Fitts' law (Ware and Balakrishnan, 1994), and have been shown 

to increase movement time for higher indices of difficulty which would result from smaller 

target widths. OnIy further study using a more realistic 3-D virtual environment, or by 

systematically varying lag can clarify this issue. 

A surprising result of this experiment was that, even with physical pointing, 

changes in the size and shape of the velocity profile did not cancel when A and W were 

increased in proportion, as would be predicted by Fitts' Law. The same asymmetry was 



also observed in Experiment 1. The spread of movement times for similar IDS in physical 

pointing was even greater than either virtual pointing, or our previous results using the 

standard HCI configuration in Experiment 1. Thus, the fact that movement times increase 

as A and W are scaled up in size seems to be a feature of the pointing task per se, not a 

result of limitations in motor control processes associated with using a computer display in 

the HCI setup. 

Although the two-part model from Welford (Equation 5) is difficult to interpret in 

terms of an information-theoretic account of movement planning and control processes, it 

does capture the large and significant differences in movement time due to scaling. We 

suggest that the two-part models captured in Equations 8 and 9 promise some utility from 

an engineering perspective. First, as a predictive model of performance, it takes in to 

account the size or scale of movements appropriate for a particular interface. Second, as a 

diagnostic, it can serve to identify the type of constraint leading to speed-accuracy tradeoffs 

in a variety of positioning tasks. 

In a graphical interface design, there is often some leeway in the choice of size for a 

representation. For example, a set of buttons can be sized and spaced in various ways on 

the screen. There are obvious limitations on the lower limit of size, such as visual acuity 

and pointing device and display resolution, as well as on the upper limit, such as the 

footprint for working with a pointing device, but within these bounds the designer has to 

make an informed choice. One way to understand how the results of the present 

experiment can be brought to bear on this issue is illustrated in Figure 18, which represents 

a parameter space for the amplitude and width coefficients of the two-part model. In this 

figure we have plotted the data points for virtual and physical pointing from Equations 8 

and 9. In addition, we have added the point for Experiment 1, showing where Equation 6, 

representing the standard HCI setup, falls in the parameter space. 

If the data from our studies were well characterised by Fitts' law, they would fall 

on the line bl = b2. In our case, all points fall below this line by different amounts. In this 

region, below the Fitts' law line, movement time increases as the movement distance (and 

target width) are scaled up in size. Tasks associated with points in this region of the 

parameter space (bl > b2) will be performed faster when hand movements are scaled down 
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Figure 18. Parameter space for the model of Equation 5, showing the data points 
for virtual and physical pointing, and also for pointing using the HCI 
setup in Experiment 1. 



in size - smaller is better. A glance at the points on the graph of Figure 18 tells us that 

our tasks will be performed faster if the movement distance and target size are reduced to 

the smallest practical value. In contrast, if we were to find a two-part model for a task 

which fell above the Fitts' law line (bl < b2), this task would benefit from hand 

movements being scaled up - bigger would be better. 

The parameter space of Figure 18 may also be useful to classify pointing devices 

and display systems. Approximate values for the two-part model coefficients for a 

particular configuration can be readily identified by testing a small number of representative 

users with a large and small target, and a large and small movement amplitude, a total of 

four A and W combinations. We suggest that data points that fall higher on the graph (b2 

is large) indicate a task or device which involves more difficulty in final positioning on the 

target. A data point which falls more to the right (bl is large) indicates difficulty in 

planning and control of the distance covering phase of the movement with that system. 

The results of this experiment invite further study in at least two ways. First, the 

experiment should be repeated using a 3-D stereographic display superimposed on the 

workspace, in order to see if the differences between the virtual and physical task we 

reported are due to lack of visual information about the height of the hand above the 

workspace in our 2-D virtual environment. Second, it would be usefuI to revisit data 

reported both in the HCI and motor control literature on discrete and repetitive pointing, in 

order to model and plot additional points in the parameter space shown in Figure 18. With 

some additional points to support our results, the parameter space approach could be 

developed into a useful technique for characterising and quantifying human performance 

for different combinations of positioning task and input device. 



Experiment 3: Response to Perturbation of Target Direction 

In visually guided pointing, one mechanism by which endpoint accuracy is achieved can be 

attributed to visual reafference of the moving limb, whether viewed directly in the work 

space or inferred by viewing its representation as a cursor on a computer display, and its 

comparison to a goal position. The minimum time necessary to use vision in this way to 

correct for initial errors in rapid aimed movements, when the hand is viewed directly, has 

been estimated at approximately 200 ms (Keele & Posner, 1968; Elliott & Allard, 1985). 

When a cursor is being controlled on a graphics display, this minimum time may be as 

great as 500 ms (Smith, Smith, Stanley, & Harley, 1956) depending on the spatial 

relationship between the directions of hand movements and directions of corresponding 

effects on the display. 

More recent studies, in which subjects aimed or pointed without vision of the hand 

and arm, have used detailed analyses of movement kinematics to suggest involvement of 

another, more direct mechanism which continuously corrects the trajectory of a moving 

limb (Goodale, Pelisson, & Prablanc, 1986; Pelisson, Prablanc, Goodale, & Jeannerod, 

1986; Zelaznik, Hawkins & Kisselburgh, 1983). This fast sensorimotor control loop 

relates visual target position directly to the felt position of the hand, resulting in very short 

latency ( 4 0 0  ms) corrections to the movement trajectory. This has been shown to occur 

when the position of a target is perturbed at the time of peak velocity of saccade, or near the 

time that movement is initiated (Komilis, Pelisson, & Prablanc,l993). In some cases, 

smooth corrections to the direction of movement are observed. In other cases, 

reorganisation of the movement is indicated by changes in the timing of characteristic peaks 

in acceleration and velocity that occur early in the movement. 

Jeannerod (199 1) proposed that this fast form of sensorimotor control is mediated 

by neural maps that encode visuo-spatial information in the form of proprioceptive 

information about corresponding limb position and are subsequently used for motor control 

by the central nervous system. There is strong evidence that the act of looking at a target 

location provides accurate information for positioning the limb. First, eye, head and hand 

movements form a synergy for reaching and pointing (Camahan & Marteniuk, 1991). 



Second, subjects are still reasonably accurate in pointing to a location without vision of the 

hand and arm, and even when the target is not visible as long as they keep their gaze fixed 

on the goal position (Prablanc et al., 1986, Pelisson et al., 1986). Third, even when the 

target position is well learned through proprioception without any involvement of vision 

(Hocherman, 1993), positioning movements are relatively slow, inaccurate, and 

demonstrate iterative rather than continuous corrections to the end point. 

There seems little doubt that using a pointing device such as a mouse or graphics 

tablet to position a cursor on a graphics display is more difficult than pointing with the hand 

directly to a target in the work space. In motor control studies, accurate movements are 

often accomplished in as little as 200 to 300 ms, whereas in HCI studies there are many 

examples of 1 to 2 second movement times for a task with a fairly low index of difficulty 

(see S. MacKenzie, 1992 for a review). As discussed in the introduction to this thesis, one 

major difference between interacting with objects in the physical world, and interacting 

with a computer display using an input device can be understood in terms of the spatial 

relationship of hand and display spaces. To briefly review this issue, here we define hand 

space as the work space in which the arm and hand make goal-directed movements, and 

display space as a region (not necessarily in the work space) where the visual 

representation of objects and the moving limb is viewed. Normally, when pointing at 

physical targets viewed directly in the work space, hand space and display space are exactly 

superimposed. In a typical HCI setup, hand space (where the pointing device is operated) 

is on a horizontal surface in front of and to the right of a user, whereas display space is 

usually directly in front of their body in a near vertical plane. Predicting how hand 

movements will affect cursor position in a HCI setup, with a mouse or graphics tablet, 

requires that the user learn or adapt to a particular spatial transformation (translation, 

rotation, and scaling) from hand space to display space. 

Can difficulties with pointing accurately and quickly on a computer display be 

understood in terms of the interaction of the sensorimotor mechanisms for movement 

control, and the difficulty of processing spatial transformations to relate movements in hand 

space to their effects in display space? In a typical HCI setup, the felt position of the hand 

in the workspace no longer corresponds directly to the seen position of a target on the 



display, suggesting that continuous fast correction to errors in the movement trajectory 

might not be possible. The mechanism proposed by Jeannerod is based on a coupling 

between gaze and control of limb movements to the location in space where gaze is fixed. 

In an HCI context, the goal position for limb movements in the work space bears no direct 

relation to gaze, which is fixed to a target on the display. At the very least, it seems that 

some additional time would be required to process the spatial transformations necessary to 

control goal-directed hand movements under these conditions. 

In order to examine this question, the present experiment was designed to contrast 

performance when subjects made fast pointing movements while viewing a computer 

display under two conditions: first, when display and hand space were superimposed; and 

second, when hand space and display space were spatially separate, in the standard HCI 

setup for interacting with a computer display using a mouse or graphics tablet. With both 

displays, movements were recorded and kinematic features analysed when subjects pointed 

with the index finger to stable targets, and also to targets which were initially presented in 

one position and then perturbed to a new position at movement onset. This approach is 

similar to the double step paradigm used in studies by Komilis, Pelisson, & Prablanc 

(1993) and others. 

The hypothesis was that the response to perturbations would be different depending 

on the display condition. With the superimposed display there would be fast, continuous 

corrections early in the movement trajectory to compensate for the perturbation, indicated 

either by a change in the timing or magnitude of the initial velocity and acceleration peaks 

(as in Paulignan, Jeannerod, MacKenzie, & Marteniuk, 1991b), or by a change in the 

direction of movement in the initial phase. With the HCI setup, because of the spatial 

transformations required, there would be no early continuous corrections. The response to 

perturbations would take the form of discrete corrections resulting in a lengthening of the 

deceleration phase of the movement. 



Method 

Subjects 

Eight subjects with normal or corrected vision, ranging in age from 19 to 41 years, 

were paid for their participation in the experiment. All had experience using computer 

systems with pointing devices, and preferred to use their right hand in this context. 

Subjects were naive with regard to the purpose of the experiment. 

Auuaratus 

During the experiment, the subject was seated comfortably in front of a table, the 

surface of which provided a workspace for the hand. Two display configurations were 

used, as shown in Figure 19: 

(A) In the standard human-computer interaction (HCI) setup from Experiment 1, the 

computer monitor was placed directly in front of the subject at a comfortable 

viewing distance. The work space for the hand was offset to the right, as is 

commonly used with pointing devices such as a mouse or graphics tablet. 

(B) In the superimposed setup from Experiment 2, the workspace was viewed through 

a half-silvered mirror so that the image of the monitor, mounted in a frame above 

the work space, appeared on the table surface. In this case, the work space for the 

hand, and also the display space lay centred directly in front of the subject. During 

the experiment, a black cover on the underside of the mirror prevented the subject 

from seeing their hand and arm directly. The cover was removed for the initial 

calibration step, described below. 

In both display conditions the subject viewed the monitor image, and could not see 

the hand or arm while pointing to targets using the tip of the index finger. As in the 

previous experiments, hand movements were monitored by an OPTOTRAK motion 

analysis system which resolved the three-dimensional position of infrared emitting diode 

markers (IREDs) placed on the subject's hand and index finger. Figure 20 illustrates the 

computer display, showing white circular targets appearing on a black background, and a 

red pointer whose position and orientation were controlled by the IREDs on the subject's 

index finger. 
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Figure 19. Computer displays used in the experiment. In the standard HCI 
setup, used in Experiment 1, a pointer controlled by the index finger, 
and experimenter-defined targets appear on a monitor directly in front 
of the user. Hand movements on the table in front of and to the right 
of the user are tracked by the OPTOTRAK motion analysis system. 
In the superimposed display (shown on the right), the user looks 
down at the workspace through a mirror to view the same image of 
targets and a pointer. The image of the pointer appears to match 
exactly the position and orientation of the index finger. 



Procedure 

Data for each subject were collected during two separate one hour sessions on 

different days. At the start of a session in which the subject used either the HCI or 

superimposed display, the relationship between the display and work space for the hand 

was calibrated. For the HCI setup, a work space with the same dimensions as the monitor 

screen (350 by 280 mm) was defined on the table surface, and measured by the 

OPTOTRAK. These data were used to map the position of the index finger to the pointer 

on the monitor screen during the remainder of the current session. For the superimposed 

display, IREDs viewed through a half-silvered mirror were aligned with reference marks 

from the comers of the projected display to define a work space for the hand (350 by 280 

rnrn). These data enabled the computer to position the red pointer, viewed through the 

mirror, exactly over the position of the subject's index finger (Figure 20). 

A trial was initiated when the subject held the tip of the red pointer on a start mark 

for a sufficient period of time. This period of time, the delay after which a trial was started, 

varied (567,767,967, or 1167 ms) from trial to trial. Holding the tip of the red pointer 

still in the very small start mark (3 mrn diameter) required the subject to focus, and fix gaze 

on the start position. The difficulty in holding still, and the unpredictable delay was 

designed to prevent subjects from starting the pointing movement before the target was 

presented. 

Once the trial began, the computer presented a white circular target 24 rnrn in 

diameter in one of five positions (varying at angles of lo0), at a distance of 220 mm from 

the start position as shown in Figure 21. A subject was instructed to wait for a target, and 

then to lift the hand and point to a position on the table so as to position the tip of the red 

pointer anywhere inside the target. It was emphasised that this was not a test for reaction 

time, but they were to make their movement as fast as possible while still landing in the 

target. Subjects were instructed to make a small correction to reach the target if they 

missed. 

In nonperturbed trials, target position remained constant. In some trials (eight per 

cent), the target was shifted to another position as soon as the hand speed exceeded 20 

mm/s. The end of a movement was detected by the computer when the tip of the red 
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(A) Placement of the infrared (IRED) markers on the index finger. The 
positions of the IREDs are monitored by the OPTOTRAK motion 
analysis system. (B) The positions of the IREDs over the work space 
are mapped to screen coordinates, and are used in real time to control 
the red pointer and targets on the computer monitor. With the 
superimposed display, the red pointer appears over the actual position 
of the subject's index finger on the table top. 
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Figure 21. Positions and size of targets displayed in the experiment. The start 
mark, and position 3 fall along the subject's body midline in both the 
HCI and superimposed display conditions. Although there were an 
equal number of trials to all five targets in the experiment and 
subsequent analysis, for clarity we have presented results considering 
only three of the targets: left (2), centre (3), and right (4). 



pointer remained on or in the target circle for 440 ms, during which time the hand speed 

also remained below 20 d s .  If a subject failed to reach the target in the maximum 

allotted time of 5 seconds, the trial was ended and discarded. At the end of each trial, the 

target was erased from the screen, the start mark displayed, and the computer waited for the 

subject to initiate the next trial. 

After the display was calibrated for a session, the subject performed three blocks of 

trials separated by a short break. The first block of 50 practice trials (all nonperturbed) 

contained ten presentations of each of the five target locations in completely random order. 

Two subsequent blocks (218 randomised trials per block) were used for analysis, and 

contained 40 trials to each of the five target positions as well as 18 trials during which the 

initial target position was perturbed. In 6 of the perturbed trials, the initial centre target 

position was shifted 10" to the left, and in another 6 it was shifted 10" to the right at 

movement onset (see Figure 22). The remaining 6 perturbed trials to initial positions other 

than the centre were included in order to prevent a subject from realising that only the centre 

target was likely to be shifted, and performing more cautiously in this condition. 

Four of the eight subjects performed the session using the HCI display first; the 

remaining four used the superimposed display in their first session. In all blocks, the 

selection of starting delay for trials, the order of target positions, and occurrence of 

perturbed trials was completely randomised. 

Data analysis 

The same data analysis as in previous experiments was used to produce the 

following dependent measures: movement time (MT), timing (TPV) and magnitude (PV) of 

the first velocity peak, timing (TPA) and magnitude (PA) of the initial acceleration peak, 

and per cent of movement time after the first deceleration peak (%TAPD). In addition, 

two-dimensional directional measures were calculated by projecting the spatial path on the 

horizontal plane of the workspace (x and y axes) to determine the tangent to the path of the 

movement at the time of the first acceleration peak (DIRPA), and at the time of the first 

velocity peak (DIRPV). Directions were in units of degrees from the body midline (x- 

axis), with movements to the left resulting in a positive value, and movements to the right a 



negative value. 

For each block of trials, within-subject means for all dependent measures were 

calculated for each target position (using the 40 trials to each position), and for perturbed 

trials starting toward the centre target but perturbed to the left (6 trials), and perturbed trials 

to the right (6 trials). The remaining 6 perturbed trials were not analysed. We performed 

two separate analyses for each dependent measure in order to determine the effects of the 

perturbation on movement kinematics, and to distinguish differences which normally occur 

when pointing to different directions in the work space from perturbation effects. First, we 

examined the effects of movement direction for nonperturbed trials only (direction analysis) 

by performing an ANOVA with repeated measures on a subjects (8) by block (first, last) by 

direction (1 to 5 )  design using within-subject means. Second, we contrasted nonperturbed 

trials towards the centre target with perturbed trials (perturbation analysis) by performing a 

separate ANOVA with repeated measures on a subjects (8) by block (first, last) by direction 

(nonperturbed, perturbed left, perturbed right) design. 

Results 

In the following sections, we first present the direction analysis of nonperturbed 

trials in order to highlight systematic differences in kinematics which arise naturally as a 

function of movement direction. Although the ANOVA compared trials to targets in all five 

directions, for clarity we present here results for the three middle target positions (left, 

centre, and right) which are directly comparable to the final target positions in the 

perturbation analysis. Second, we present the perturbation analysis, highlighting the 

differences between nonperturbed and perturbed trials to the centre target position, and 

demonstrating that responses to the perturbations differ from directional effects. 

The analyses are discussed in terms of factors, rather than by examining each 

dependent measure separately, since we realise that measures such as movement time (MT) 

and time to peak velocity (TPV) can be highly correlated. Effects due to trial block are 

examined to see if subjects adapted their behaviour over the course of the experiment, either 

due to the presence of perturbed trials, or because they had not achieved stable performance 

as a result of the practice session. Effects of the display configuration are considered 



separately in order to highlight overall differences in performance between the HCI setup 

and the superimposed display. 

Target Direction 

The main effects for trial block on nonperturbed trials to the left, centre, and right 

targets are sumrnarised in Table 10. None of the differences due to block were large or 

statistically significant, suggesting that subjects' performance had stabilised during the 

practice session, and they exhibited a constant level of performance throughout the two 

blocks of trials used for analysis. 

Table 11 shows the main effects for display on nonperturbed trials. Consistent 

with results from Experiments 1 and 2, movements using the superimposed display were 

faster than with the HCI setup by approximately 92 ms. The increase can be attributed to a 

faster and shorter initial phase of the movement. Both the initial acceleration peak, PA and 

velocity peak, PV exhibited larger values for the superimposed display than the HCI setup. 

There was no main effect on the time to peak acceleration (TPA), but Figure 22 illustrates 

the significant (F4,28 = 14.7, p < .001) interaction between display and direction, where 

TPA occurred sooner for movements to the right with the superimposed display than the 

HCI setup, but was similar for the leftmost target in both the HCI and superimposed 

display conditions. 

The initial velocity peak occurred somewhat sooner (145 compared to 172 ms) for 

the superimposed display than with the HCI setup. There were also significant 

interactions, shown in Figures 24 and 25, between display and direction on both the 

magnitude (F4,28 = 12.1, p < .001) and timing (F4,28 = 16.91, p < .001) of the initial 

velocity peak. PV increased systematically from left to right for the superimposed display, 

but remained relatively constant across directions for the HCI setup. In addition, TPV 

decreased systematically from left to right for the superimposed display, while there was 

little difference in the timing of the velocity peak for the HCI setup. The proportion of 

movement time decelerating to the target was slightly less for the superimposed display 

(51.9 per cent) compared to the HCI setup (53.7 per cent), although this effect was not 



TABLE 10. 

Summary of effects of trial block on nonuerturbed 
trials to left. centre. and right targets 

PA (mm/s/s) 
TPA (ms) 
DIRPA (degrees) 

Trial Block First Last 

PV ( d d s )  
TPV (ms) 
DIRPV (degrees) 

F1,7 p <  



TABLE 1 1. 

Summary of effects of display on nonperturbed 
trials to the left. centre. and right targets 

Display HCI Superimposed I F1,7 p <  

PA (mmls/s) 
TPA (ms) 
DIRPA (degrees) 

PV ( d d s )  
TPV (ms) 
DIRPV (degrees) 
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Figure 22. In non-perturbed trials (B), the target was presented in a fixed position 
for the duration of the trial. Pointing movements to the centre position 
shown here were used for comparison with perturbed trials. In 
perturbed trials the target was initially presented in the centre position, 
then shifted to the left (A) or right (C) as soon as the subject's finger 
moved from the start position. 



statistically significant. 

There were a large number of highly significant and systematic effects due to the 

target direction, summarised in Table 12. Differences in the directional measures at the 

time of peak acceleration, DIRPA and peak velocity, DIRPV showed a consistent pattern, 

as expected. The directions were slightly exaggerated with a range of 24 " for DIRPA and a 

range of 22" for DIRPV, although the range of actual directions from the start mark 

between the leftmost and rightmost targets was 20". 

Movement time decreased systematically, going from left to right, by a few 

milliseconds. These small differences were mainly due to systematic variations in the initial 

phase of the movement, as both the initial acceleration and velocity peaks occurred sooner 

for targets to the right than to the left. In addition, the magnitudes of both peaks, PA and 

PV increased systematically from left to right. The general pattern of faster movements to 

the right than the left is mainly due to the superimposed display. This is evident in the 

interactions described in Figures 23,24, and 25, where the peaks occur sooner and 

velocities are greater for the superimposed display, but show little variation due to direction 

with the HCI setup. 

Response to Perturbation 

The main effects of trial block (first and last) on kinematic measures for 

nonperturbed trials to the centre, and perturbed trials to the left and right targets are 

sumrnarised in Table 13. The only significant effect was a slight decrease in movement 

time of 24 ms from first to last trial block. This decrease can be understood in terms of two 

interactions. The first interaction between block and direction (F2,14 = 3.97, p < .05) is 

displayed in Figure 26, where MT decreases significantly only for trials in which the target 

was perturbed to the right, but stays relatively constant for trials perturbed to the left or 

nonperturbed trials. The second interaction, between block and display (F1,7 = 5.28, p < 

-056) is shown in Figure 27. Here, the proportion of time spent decelerating to the target 

(%TAPD) was initially higher in the first block for the HCI setup, but decreased to a level 

similar to the superimposed display by the last block of trials. 



TABLE 12. 

Summary of effects of direction on nonperturbed 
trials to the left. centre. and right targets 

Target Left Centre Right 

PA (mm/s/s) 
TPA (ms) 
DIRPA (degrees) 

PV (mmlsls) 
TPV (ms) 
DIRPV (degrees) 
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Figure 23. The time of the initial acceleration peak showed a significant 
interaction between display and direction for non-perturbed trials. The 
timing of the peak was similar for with the two displays trials to the 
left target, but for trials to the right the peak occurred sooner with the 
superimposed display than with the HCI setup. 
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The time of the initial velocity peak showed a significant interaction 
between display and direction for non-perturbed trials. The timing of 
the peak decreases systematically from left to right targets with the 
superimposed display. In contrast, the timing of the peak was similar 
in all directions with the HCI setup. 
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Figure 25. The magnitude of the initial velocity peak showed a significant 
interaction between display and direction for non-perturbed trials. The 
peak increased systematically from left to right targets with the 
superimposed display. In contrast, the magnitude of the peak was 
similar in all directions with the HCI setup. 
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Figure 26. Movement times revealed an interaction of perturbation and trial block. 
MT for trials perturbed to the right decreased with practice, while the 
times for non-perturbed trials and those perturbed to the left showed 
little change between the first and last block of trials. 
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Figure 27. 
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The interaction of display and trial block for nonperturbed and 
perturbed trials to the centre target. The proportion of time spent in 
deceleration to the target (%TAPD) decreased from the first to the last 
trial block in the HCI setup, but remained relatively constant for the 
superimposed display. 



TABLE 13. 

Summary of main effects of trial block on nonperturbed 
and perturbed trials to the centre target 

Trial Block First Last I F1,7 p < 

PA (mm/s/s) 
TPA (ms) 
DIRPA (degrees) 

PV ( d s l s )  
TPV (ms) 
DIRPV (degrees) 



Note that in the direction analysis discussed in the previous section, there were no 

significant effects due to trial block. Subjects exhibited stable performance over the course 

of the experiment for nonperturbed trials, having done a number of such trials during the 

practice session. This suggests that trial block effects in the perturbation analysis are due to 

changes in performance over time in perturbed trials, a condition in which the subjects 

received no practice before starting the experiment. An interpretation of this combination of 

effects and interactions is that subjects adapted or accommodated over the course of the 

experiment to the difficulties of correcting their trajectories when targets were perturbed to 

the right, but not when targets were perturbed to the left. The adaptation was only evident 

in the first block using the HCI setup; by the last block of trials, deceleration profiles 

became similar in both the HCI and superimposed display conditions. While statistically 

significant, these overall effects of trial block on MT were fairly small, on the order of 25 

ms. 

Table 14 summarises the main effects for display, which are concentrated on the 

initial movement phase. Movement time was slower by 86 ms with the HCI setup 

compared to the superimposed display. In the superimposed display condition, the initial 

acceleration and velocity peak occurred sooner, and with greater magnitudes than in the 

HCI setup. The small difference due to the display in %TAPD did not reach significance, 

and was mainly due to the block by display interaction discussed above. These effects 

indicate that the overall movement trajectory was slower in the HCI setup than with the 

superimposed display, but the difficulty of reaching targets, and hence the shape of the 

velocity profile, was similar with both displays. 

The effects of target perturbation are summarised in Table 15. Overall movement 

times were significantly greater for perturbed trials (627 ms left, 601 ms right) than for 

nonperturbed trials (533 ms) to the centre target. The extra time was spent mainly in 

deceleration to targets, as evidenced by greater values for %TAPD (59.9 left, 57.2 right) in 

perturbed trials than in nonperturbed trials (52.2) to the centre target. In contrast to the 

large effect of the perturbation on the deceleration phase of the movement, there were no 

significant effects of the perturbation on the timing and magnitude of the initial velocity and 

acceleration peaks. Overall, this indicates that there was no early correction or modification 



TABLE 14. 

Summary of main effects of dis lay on nonperturbed 
and ~erturbed trials to the centre target 

Display HCI Superimposed I F1,7 p < 

PA (mm/s/s) 
TPA (ms) 
DIRPA (degrees) 

PV (mm/s/s) 
TPV (ms) 
DIRPV (degrees) 



TABLE 15. 

Summary of main effects of ~erturbations: nonperturbed trials to the centre 
target, verturbed trials to the right. and perturbed trials to the left 

Target Nonperturbed ( Perturbed Left Perturbed Right I F2,14 p < 

PA ( d s l s )  
TPA (ms) 
DIRPA (degrees) 

PV ( d s l s )  
TPV (ms) 
DIRPV (degrees) 



to the scaling of the velocity profile on perturbed trials, and differences in timing between 

perturbed and nonperturbed trials were only apparent in the final phase of the movement. 

There was no display by perturbation interaction ( F ~ , J ~  = .lo, p > .9) as predicted; the 

extra time taken in perturbed trials was clearly a result of the increased proportion of time 

spent decelerating to targets in both display conditions. 

There was, however, some evidence of early corrections in response to the 

perturbation in directional measures. Perturbations caused significant small effects on the 

direction of movement of the distal IRED as early as the time of the first velocity peak and 

even the time of the initial acceleration peak. These effects are illustrated schematically in 

Figure 28, using an exaggerated scale to emphasise the pattern of corrections in both 

display conditions. 

Consider that in perturbed trials, the target position was perturbed at movement 

onset as detected by the computer system, but the latency for updating the graphics screen 

was at least 17 ms (one frame of video). This means that the target did not appear to be 

shifted until at least 17 ms after the start of the pointing movement. Thus, the directional 

effects evident at the time of peak acceleration (about 90 ms in this experiment) must have 

been manifested in less than 73 ms from the time of the visual cue that the target had 

shifted. To illustrate these effects, we selected representative trials from one subject where 

the measures for DIRACC and DlRVEL showed a pattern similar in magnitude to the 

overall effects in Table 15. The spatial paths for these trials are plotted in Figure 29 to 

illustrate how small differences in the direction of the movement are apparent in the initial 

phase. The magnitude of the corrections (range 7.4" from left to right) is significant, but 

smaller than the actual range of directions to the two extreme target positions (more than 20" 

from left to right). This indicates that directional corrections early in the movement did not 

compensate completely for the perturbed target position, and that additional corrections 

were required in the deceleration phase to reach the target in its final position. Contrary to 

the experimental hypothesis, there was no evidence that these fast corrections occurred only 

in the superimposed display condition. The display by position interactions for DIRACC 

(F2,14 = .46, p > .6) and DIRVEL (F2,~4 = 2.57, P > .l) did not approach significance, 



(.47" left of midline) (.6g0 right of midline) 

(. 19" left of midline) (1.3" right of midline) 

HCI Setup Superimposed Display 

Figure 28. Summary of directional measures (tangent to the spatial path on a 
horizontal plane) for nonperturbed and perturbed trials. The solid 
mow heads show reference values (in degrees from the body midline) 
for nonperturbed trials to the centre target. Open arrow heads to the 
left and right use an exaggerated scale to illustrate the relative 
magnitude of corrections to the direction of movement for perturbed 
trials, with respect to the reference direction for nonperturbed trials. 
The top diagram represents corrections at the time of the initial velocity 
peak (TPV, mean 159 ms). The bottom diagram shows corrections at 
the time of the first acceleration peak (TPA, mean 90 ms). Note the 
pattern of corrections is similar for the HCI and superimposed 
displays. 
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Figure 29. Movement paths in the x-y plane for representative trials in the HCI 
setup, shown from the point of view of the subject: (C) to the centre 
target position, Q to a target initially presented in the centre position, 
and subsequently shifted to the left, and (R) to a target initially 
presented in the centre position and subsequently shifted to the right at 
movement onset. Each mark in the path represents the position from 
data sampled at 60 Hz. The analysis showed that changes in 
movement direction were measurable as early as the time of the first 
acceleration peak (TPA). Here, differences in the spatial path are 
clearly evident by the time of peak speed (TPV) of the hand 
movement. 



and the pattern of corrections in directional measures illustrated in Figures 28 and 29 was 

similar for both the HCI setup and superimposed display conditions. 

Discussion 

The effects on movement lunematics when target position was perturbed were 

clearly different from the small systematic effects that occur normally for different target 

directions. As a result, the effects on kinematics in the perturbation analysis can be 

attributed to corrections or adjustments made to compensate for error caused by the 

perturbation, rather than to characteristic differences due to movement direction. In 

addition, the direction analysis revealed no significant differences comparing the first and 

last trial blocks. This indicates that subjects did not substantially change their strategy for 

nonperturbed trials over the course of the experiment as a result of encountering 

perturbations. 

Trial block effects in the perturbation analysis were Rlainly due to subjects' 

adaptation to the perturbed trials, for which they had received no practice, in the HCI setup. 

One difference between the displays which could account for this interaction was the 

position of the work space relative to the subject's body. In the HCI setup, movements of 

the right hand even to the leftmost target still fell in ipsilateral space, to the right of the body 

midline, and movements to the centre target were approximately in line with the subject's 

shoulder. In contrast, with the superimposed display hand movements to the left targets 

crossed the body midline to contralateral space, and movements to the centre target were 

along the body midline. Thus, the fact that movements to the left targets were slower only 

with the superimposed display could be due to the increased difficulty of reaching into 

contralateral space, rather than the result of differences in the relationship between hand 

space and display space. Similarly, the adaptation in responses to targets perturbed to the 

right, but not for targets perturbed to the left over the course of the experiment may be due 

to the increased difficulty of making corrections to the movement trajectory in the direction 

of contralateral space. Further experiments, using a larger number of perturbed trials in 

each direction should address this possibility. 

Two types of corrective response to the perturbations can be distinguished in 



comparison to normal trials. First, in the initial phase of the movement there were smooth 

corrections in the direction of movement without alteration in the timing or magnitude of the 

first acceleration or velocity peaks. The latency for this smooth directional response was 

very short; the estimate of less than 83 ms suggests a direct corrective mechanism requiring 

very little additional processing time. This result can be attributed to motor error being 

estimated, or dynamically evaluated, during the acceleration phase in the normal course of 

movement, rather than a mechanism based on a reorganisation of the motor response. The 

magnitude of directional corrections during the acceleration phase, however, was smaller 

than required to completely compensate for the change in target position. 

The second type of response occurred later in the movement when homing in on 

perturbed targets. Here the deceleration phase took significantly longer, during which the 

movement trajectory exhibited large changes in direction in order to reach the new target 

position. The timing of this response correlated with subject's reports of their perceptual 

experience with perturbed targets; they felt that the target jumped to the left or right just 

before they were about to home in on the final position, when in fact the position had 

changed when they had covered less than 5% of the total distance to the target. These 

corrections can be attributed to visual comparison of the target and pointer positions. For a 

similar task, Komilis et al. (1993) concluded that there are two distinct mechanisms for 

controlling hand movements directed at visual targets: a visuomotor loop which makes 

crude corrections based on initial error in hand trajectory, and a refined mechanism based 

on retinal error between the target and pointer. The results of the present experiment 

support this view: the fast corrections were crude in that they did not completely 

compensate for the error in movement direction; but in all cases the target was reached by 

further corrections in the deceleration phase. 

The results raise a question as to how how initial errors in hand trajectory are 

detected when a subject points to targets using our HCI setup. Contrary to the 

experimental hypothesis, there was no evidence of an interaction between the two display 

conditions, such that fast corrections in the initial phase of the movement were observed 

only for the superimposed display. In fact, the magnitude of direction changes in response 

to perturbations was greater in the HCI setup than for the superimposed display (see 
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Figure 28). This result is at odds with the dominant theory that the mechanism for fast 

corrections is based on a neural map which relates gaze, directed to a location in the work 

space, directly to the limb position required to reach that location. Were this the case, there 

would be no evidence of fast corrections with the HCI setup, where gaze was directed 

away from the goal location for the hand towards the graphics display. 

One possibility is that eye movements are coupled directly to the signals that control 

the hand during rapid movements, as suggested by Coodale et al. (1986). Although we 

did not measure gaze in this experiment, the experimental system was designed to enforce a 

particular pattern of eye movements, and these were confirmed by the experimenter for 

each subject while they were performing blocks of trials. Gaze was fixed on the start mark 

until the target was presented, when it was shifted to the target position well before (greater 

than 400 ms) the movement was initiated. This, and the fact that subjects reported that they 

were aware of the perturbations indicates that their movement started well after the initial 

saccade to the target. When the target position was perturbed, subjects altered their gaze to 

the left or right accordingly. Cunningham (1989) has performed experiments with a 

system similar to our HCI setup, and has found evidence that visuomotor maps may be 

based on polar coordinates, based on relatively independent representations of direction and 

distance. In our experiment, in this coordinate system the relative change in direction (left, 

right) of perturbed visual targets is highly compatible with the change in direction of hand 

movements (left, right) required to correct for error in the initial phase of the movement. 

Although other studies have suggested that vision of the hand and arm is not 

necessary to correct aiming errors when a target is viewed directly, reafference from the 

moving limb may still be important in the absence of gaze information specifying target 

position for the hand in the work space, as is the case with our HCI setup. Whether or not 

reafference from the moving pointer, analogous to the moving limb, contributes to this 

error signal could be determined by further study. 

We can propose three experimental conditions to determine more precisely the 

source of visual information in the HCI setup leading to the fast corrections observed in the 

present study. One approach would be to remove vision of the pointer during the 

acceleration phase of the movement. In this case, for perturbed trials, only retinal or gaze 



information about the target could contribute to the error signal caused by the sudden 

shifting of target position. If there was no evidence of fast corrections for perturbed trials, 

then we could conclude that reafference from the pointer was contributing significantly to 

the error signal. A second approach would be to rotate the mapping from hand space to 

display space by an amount equal to the shift in direction of the target on perturbed trials. 

In this case, retinal and gaze information specifying target position would be shifted, but 

visual information about the direction of movement of the pointer relative to the target 

would be unchanged for perturbed trials. Fast corrections observed here would in fact be 

miscorrections, and would support the hypothesis that eye movements are the source of 

error information for directional corrections during the acceleration phase. The third 

approach would be to rotate the mapping between hand and display space at movement 

onset by an amount equal to the change in target direction in the present study. This type of 

perturbation, in which the viewed position of the target is not shifted, would create an error 

in direction which could only be determined by comparison of the movement of the pointer 

relative to the target. In this case, fast corrections would indicate that reafference from the 

moving pointer was contributing significantly to control of the movement in the acceleration 

phase. 

In the present study, direction to the target was perturbed without changing the 

distance to be covered. Fast corrections in response to the perturbation had no effect on the 

timing or magnitude of the initial velocity peak, a result consistent with Experiment 1 which 

demonstrated that the scaling of kinematic features in the initial phase of a pointing 

movement are a function of the distance to be covered, and independent of the varying 

difficulty of accurately controlling the final position to reach small or large targets. If, as 

suggested above, direction and extent are coded separately in visuomotor maps, allowing 

humans to adapt to situations like the HCI setup in this experiment, we wonder if 

perturbing the distance to a target at movement onset would also result in fast corrections of 

a different kind than were observed when perturbing direction. This has been investigated 

in grasping physical objects (Castiello et al., 1991), but not in pointing on a computer 

display. 

In all of the experiments in this thesis, subjects did not use a physical input device; 



the experimental system tracked the index finger as a pointer directly. This was done in 

order to control or eliminate as much as possible some undesirable characteristics of typical 

input devices - lags, nonlinearities, granularity - which might confound the results, as 

well as to study a movement which represents a natural gesture useful in a wide range of 

graphical computer interfaces. It was surprising to see evidence of extremely fast 

visuomotor control processes in our HCI setup, and this result has implications for 

research in control and coordination of movements in virtual environments. First, it is 

important to pursue this line of investigation by detailed analysis of performance, in 

addition to typical usability approaches where task performance with particular input 

devices is compared, and preferences or opinions are solicited from users. Users of a 

system are not always aware of processes by which they achieve goal-directed movements, 

particularly in a less familiar, more abstract environment such as our HCI setup. Second, 

the latency of sensorimotor control processes evident in this experiment is smaller than the 

common wisdom about visual reaction times; they are generally considered to be much 

greater than 100 ms. 

This short latency sensorimotor control emphasises a fundamental difference in the 

ways of interacting with a virtual environment. For scene viewing, where the user's 

movements are not directly represented and communication takes the form of discrete 

actions representing choices (e.g. pressing a button to change something in the scene), 

display update rates and lags may not affect performance to a great degree. In contrast, for 

visually coupled systems, where the user's movements are represented in order to give the 

illusion that they are interacting with a virtual world which appears to be an analogue to 

some physical reality, movement planning and control processes will be sensitive to 

decorrelation of actively generated sensory information in relation to the movement. 

Whether the virtual environment represents a hand directly in working space, as with the 

superimposed display, or indirectly, as in the HCI setup, movement control processes still 

respond quickly to small variations in visuo-spatial information. The technical difficulties 

of maintaining an accurate representation of the position of a moving limb can be clarified 

with a simple example. In our experimental system, the overall lag is somewhat less than 

25 ms from sensing the hand position to rendering on the monitor screen. Although this 
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value is fairly small compared to a commercial system employing a data glove, typical goal- 

directed hand movements reach a peak speed of about 1 metre per second. With the 

superimposed display, this lag results in a displayed error of about 25 mrn in finger 

position, more than the width of the target (24 rnrn) to which the subjects were pointing. 

In summary, the results demonstrated evidence of fast sensorimotor control 

processes correcting errors in the direction of hand movements to a target, even when 

subjects were not viewing the goal position directly. This suggests that these processes can 

be based on information other than a combination of retinal and proprioceptive signals to 

map gaze directly to a goal position for the hand and arm. Further study is required to fully 

understand how eye movements and motion of the pointer in our HCI setup contribute to 

fast corrections in the initial phase of a pointing movement. These results also suggest that 

a model of human-computer interaction (using pointing devices) based on error signals 

derived from visual comparison of cursor and target position needs to be augmented to take 

into account these fast correction processes. For graphical displays and virtual 

environments where the motion of a pointing device or the hand is continuously 

represented, understanding the exact nature of these fast processes is important for system 

design. On the one hand, visually representing important features of the movement profile 

can contribute to speed and accuracy in a pointing task; on the other hand, misrepresenting 

the same features due to lags or inaccuracy in spatial registration can cause difficulties. In 

either case, control and coordination of pointing movements is affected by sensorimotor 

processes of which the user is largely unaware. 



Experiment 4: Non-linear Control-display Mappings 

As introduced in Experiment 1, one important design issue in HCI is the proper selection of 

control-display gain for a particular configuration of input device, graphics display, and set 

of tasks (Buck,1980). For devices which transduce motion or position, higher gain offers 

the advantage of a reduced footprint; a smaller work space is required to reach all available 

locations on a display. In addition, results from previous experiments suggest that pointing 

performance will actually be improved by increasing the control-display gain to make the 

work space for the hand as small as practically possible. 

Of course, there are disadvantages of using higher gains; hand tremor, limited 

device resolution, granularity, and accuracy and stability of the motion and position sensors 

all compromise our ability to reliably select a target as small as a single pixel. A common 

solution to these problems, used in most commercial systems, is a two-step gain or so- 

called "powermouse". In this design, at slow speeds the gain is reduced in order to make 

the device more controllable to reach small targets, and at faster speeds associated with 

distance-covering, the gain is increased. According to Jellinek & Card (1990), the real 

advantage of such systems is the reduced footprint, as they could demonstrate no overall 

advantage in pointing speed with various powermouse settings. Filach, Hagen & O'Brien 

(1987) used what amounted to a continuous variation in gain over the course of positioning 

movements with a joystick (log space mapping) and did find an advantage, both in terms of 

time and also in the number of corrective movements, for reaching a small target. 

There is some support for the idea that varying the gain as a function of movement 

speed would improve performance, given our understanding of pointing movement phases. 

For example, compare a constant unity gain mouse to a power mouse with a low speed 

gain of unity, and a high speed gain of two. The powermouse could reduce the total 

distance travelled by the hand by up to one half, while leaving the target width as an 

accuracy constraint for the hand unchanged compared to the constant gain mouse. Not 

only should this arrangement decrease the effective A, but also lower the ID for the hand, 

for a given A and W combination on the display. A possible drawback is that discrete gain 

changes amount to a perturbation, and have been shown to disrupt the characteristic smooth 



velocity profile of a pointing movement. The resulting compensatory reacccelerations and 

iterative corrections (Graham et al., 1993) can actually increase the time to reach a target. 

How do humans adapt when the mapping (control-display gain) between hand motion and 

the motion of the pointer on the display is changed during the course of a movement? Does 

such a strategy really offer an advantage in terms of improved performance? 

Experiment 4 was designed to test two non-linear control-display mappings (a 

discrete gain change, and a continuous gain change) which offer to reduce the size of the 

work space for the hand, and to examine how movement kinematics of both the hand and 

cursor changed to compensate for distortion in the relationship between hand and display 

motions. One prediction is that characteristics of the movement trajectory which result from 

the movement plan should stay the same for the hand, but be distorted for the cursor in 

non-linear compared to linear mapping conditions. In particular, the timing and magnitude 

of the initial velocity peak should be a function of movement distance for the hand in all 

conditions, as demonstrated in previous experiments. On the other hand, features 

governed by visual comparison of the target and cursor position should stay the same for 

the cursor, but be distorted for the hand in non-linear compared to linear mapping 

conditions. Thus the deceleration characteristics for the cursor should remain similar in all 

conditions. 

Method 

Subiects 

Six subjects with normal or corrected vision were paid to participate in the 

experiment. All had experience using computer systems with pointing devices, and 

preferred to use their right hand in this context. The subjects were naive as to the purpose 

of the experiment. 

Apparatus 

The experimental setup was the same as in Experiment 1, using the standard HCI 

setup. At the start of each experiment session, we defined a work space for the hand 

having exactly the same dimensions (350 by 280 rnrn) as the display area of the computer 
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monitor. Both three-dimensional position data from IREDs on the hand, and projected 

coordinates which controlled the position of the pointer on the display were saved in 

computer files for subsequent analysis. Three different control-display mappings 

(illustrated in Figure 30) were contrasted, each characterised by gain as a function of hand 

speed in the plane of the table top: 

1) Constant Gain. In this condition, gain was set to unity, with the result that each 

rnillimetre of hand movement (in the plane of the table top) by the subject resulted 

in one millimetre of pointer movement on the display. In this condition, the 

position of the finger over the work space was mapped directly to a corresponding 

position on the monitor screen. 

2) Discrete Gain Change. In this condition gain was unity when the finger moved 

slowly (less than 200 rnmh). Gain was doubled when the finger moved quickly 

(faster than 200 mm/s) so that each millimetre of hand movement resulted in two 

millimetres of pointer movement. 

3) Continuous Gain Change. In this condition, gain varied continuously as a 

function of the speed of finger movement according to the relation: 

gain = (finger speed1vo)P (12) 

The parameter vo represents a slow speed criterion, and was set to 200 mm/s for 

this experiment. The exponent p was set to 0.75647 1, so that gain was doubled at 

the fast movement criterion of 500 mm/s. 

The fast movement criterion was chosen to represent a typical peak velocity for the range of 

conditions in this experiment, after examining the range of PV values for subjects in 

Experiments 1 and 2. The slow movement criterion was chosen to be similar to, but 

somewhat greater than 100 d s ,  used in previous studies (Jellinek & Card, 1990; Trankle 

& Deutschmann, 1991) employing a mouse with variable gain, because the results of 

Experiment 1 and 2 indicated that 200 mm/s represented an upper bound for subjects 

during the deceleration phase, using the hand for pointing in the standard HCI setup. 
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Figure 30. Gain as a function of hand speed in the plane of the table for the three 
control-display mappings used in the experiment. The control 
condition (grey horizontal line) used a constant unity gain. The 
discrete gain change mapping (two black lines) used unity gain for the 
slow portion of movements (speed less than 200 mmls), and doubled 
the gain for the faster portion of movements. In the continuous gain 
change mapping (dashed line), gain increased smoothly with speed. 
For comparison with the other conditions, the continuous mapping 
was chosen to be equal to the discrete mapping gain at the slow and 
fast movement criterion values. Previous work showed that 200 
mm/s represents an upper bound for speed in the deceleration phase, 
and that 500 mm/s represents a typical peak velocity for the range of 
conditions in this experiment. 



procedure 

At the start of each trial, the subject rested the hand on the table, positioning the 

index finger so that the tip of the red pointer was held inside a start mark (5 mm diameter 

white circle) on the display. The experimenter viewed an identical display on a separate 

monitor placed in the comer of the room, and initiated a trial by pressing a button, causing 

white circular target to be presented. While looking at the monitor screen, the subject lifted 

the hand and pointed with the index finger to a place on the table, causing the tip of the red 

pointer to land anywhere inside the target on the display. The subject was told not to rush 

to initiate the movement, but to move quickly, and to make a small correction if they missed 

the target. Four movement amplitudes on the display (A = 37.5,75, 150,300 mm) were 

combined with four target diameters (W = 3,6, 12,24 mm) for a total of sixteen 

combinations with IDS varying from 1.6 to 6.6 bits, with all movements made in the same 

direction, away from the subject parallel to the body midline. 

Data for each subject were collected during a single session lasting about one and 

one half hours. For each control-display mapping, the subject performed a block of up to 

64 practice trials to different amplitude-width combinations. The practice session was 

stopped when the subject expressed that they were comfortable with the setup, and after 

they had reached four targets in a row quickly without making large corrections. After 

practice, the subject performed a block of 192 trials to all amplitude-width combinations in 

random order, so that there were twelve trials for each A-W combination for analysis for a 

particular control-display mapping. After a short rest period, the subject continued the 

experiment using a different control-display mapping. The order of presentation of the 

three control-display mappings was counterbalanced across the six subjects. 

Data analysis 

As in Experiment 1, three-dimensional position data from the distal index finger 

IRED, and two-dimensional position data from the pointer on the display were analysed to 

produce the following dependent measures: movement time (MT), magnitude and timing of 

the first velocity peak for the hand (PV, TPV) and cursor (CPV, CTPV), proportion of 

time after the first deceleration peak for the hand (%TAPD) and cursor (C%TAPD), and 

lo6 



effective target width (We). For this experiment, two additional measures were also 

calculated: 

1) SUBM - The number of corrective submovements was counted from the first 

negative peak in the hand acceleration profile, using a method similar to that in 

(Walker et al., 1993). A submovement was defined as a positive zero-crossing in 

the acceleration profile which continued to a criterion value of 100 rnmls/s. 

2) DIST - The actual distance of the hand movement was defined as the straight-line 

distance from the start position to the position at the end of movement. 

Means for each dependent variable were calculated from the last ten good trials in 

each condition, and used for an analysis of variance with repeated measures on a subjects 

(6) by mapping (3) by movement amplitude (4) by target width (4) design. In addition, 

multiple correlations were calculated using the two-part model of Equation 5 to characterise 

movement time as a function of A and W for each control-display mapping. 

Results 

The main effects from the ANOVAs on all dependent measures for control-display 

mapping, movement amplitude, and target width are surnrnarised in Tables 16, 17, and 18 

respectively. F and p values are also given for each effect; these will not be included in the 

text. The analysis contrasted the control condition (constant gain) with the two non-linear 

mappings (discrete gain change, continuous gain change). 

C ~ n t r ~ l - d i ~ ~ l a ~  Ma~Ding Effects 

Table 16 indicates that there were statistically significant and pronounced effects of 

control-display mapping on all dependent measures. Movement times (MT) in the constant 

and discrete gain change conditions were similar (696,683 ms), but were significantly 

greater for the continuous gain change mapping (782 ms). The first velocity peak for the 

Cursor (CTPV) occurred earlier by more than 25 ms in the non-linear mapping conditions 

than with constant gain. Similarly, the first peak for the hand (TPV) occurred earlier by 

about 40 ms. The magnitude of the first peak for the hand (PV) was dramatically reduced 

with non-linear mappings (from 5 14 to 325 and 250 rnmls), but the magnitude of the 



TABLE 16. 

Main effects for control-dis~lav ma~~in r r  on cursor and hand kinematics 

Mapping Constant Discrete Continuous 

MT (ms) 696 683 782 

CPV ( m d s )  474 535 535 
CTPV (ms) 194 170 165 

%TAPD 

SUBM 

F2,10 p < 
16.99 .001 

2.73 .I10 
19.86 .001 

we (mm> 9.27 11.11 10.95 

PV ( m d s )  514 325 250 
TPV (ms) 180 153 137 

19.54 .001 

114.42 .001 
41.41 .001 

DIST (nun) 141.0 71.4 55.5 1493.83 .001 



cursor peak (CPV) was not significantly different across mappings. The earlier peaks for 

the non-linear mapping conditions suggest that increased movement times were not a result 

of subjects simply slowing down their movements to adapt to the increased gain. The 

invariance of CPV across conditions suggests that one element of the movement plan is to 

vary the peak speed for the hand to achieve an ideal, visually determined speed for the 

cursor. 

The extra movement time for the non-linear conditions was accounted for by 

significant differences in the proportion of time spent decelerating to the target for both the 

cursor (C%TAPD) and hand (%TAPD). Along the two-dimensional path of the cursor, the 

proportion increased from 56.8 per cent for constant gain, to 62.1 and 70.5 per cent for the 

discrete and continuous gain change mappings. Along the three-dimensional path of the 

hand, a similar pattern was evident, the proportion increasing from 62.6 with constant gain 

to 68.8 and 75.3 per cent for the non-linear mappings. The increase in time decelerating to 

the target was not the result of smoothly extending this phase of the movement, however. 

The average number of corrective submovements (SUBM) increased significantly from -59 

in the control condition, to .7 1 for the discrete gain change, and 1.06 for the continuous 

gain change mappings. Increased difficulty of homing in on targets with non-linear 

mappings was also evidenced by increases in effective target width (We) compared to the 

constant gain condition (1 1.11 and 10.95 mm, compared to 9.27 mm). 

As expected, the actual distance between start to end points for the hand (DIST) 

was significantly reduced for the non-linear mappings. With constant gain, the mean was 

141 rnrn, identical to the predicted value of 140.6 mrn which would be observed if subjects 

always aimed for the centre of the circular targets. Actual distance was almost half (71.4 

rnm) for the discrete gain change condition, indicating that subjects were in fact taking 

advantage of the doubling of gain in the distance-covering phase of movements. This was 

reduced to almost one third (55.5 rnrn) for the continuous gain change mapping, indicating 

that subjects were taking advantage of much higher gains for distance-covering in this 

condition. 

The ANOVA revealed significant two-way interactions between control-display 

mapping and amplitude for CTPV and TPV. These are surnrnarised on the left side of 



Figure 3 1, which shows that the systematic increase in time to the first velocity peaks 

(CTPV and TPV) for larger amplitudes was less for the continuous gain change mapping 

than for the constant and discrete gain change conditions. This effect could be due to the 

subjects' attempts to control maximum cursor velocities for faster movements in the 

continuous gain change mapping, resulting in a different scaling of the movement program 

as a function of amplitude. On the right of Figure 3 1, we have plotted the same times as a 

function of the actual distance moved by the hand. First, note that the spread of the curves 

due to control-display mapping is reduced. This result supports the idea that it is actual 

distance to be covered by the hand which is used to form the movement plan for the initial 

phase, rather than the visually perceived distance (A) on the display. Second, the effect of 

the interaction is somewhat reduced when the data are viewed in this manner, more so for 

the timing of the hand velocity peak than for the cursor. 

A base trajectory representation for the velocity profile predicts that the timing and 

magnitude of the initial velocity peak will be highly correlated. This is evident in Figure 

32, where a strong linear relationship is illustrated between these measures for the hand 

(PV and TPV), and also for the cursor (CPV and CTPV). For the hand, the individual 

correlations are almost perfect, with r2 > .99 for all control-display mappings. For the 

cursor, the correlations are also strong, with r2 of .85 for the continuous gain change, .96 

for the discrete gain change, and .91 for the constant gain mappings. We suggest that 

Figures 3 1 and 32 reveal how subjects adapt their distance-covering strategy to the different 

control-display mappings: the base trajectory is always scaled to the actual distance they 

expect to move, given their experience with a particular mapping. The height (PV) and the 

width (TPV) of the initial portion of the profile covary because overall size of the velocity 

profile is determined as a function of the distance the hand is required to move. The ratio 

between height (PV) and width (TPV) is altered somewhat to adapt to different control- 

display mappings, but the relationship is strongly linear within all conditions. 

h ~ l i t u d e  Effects 

The main effects for movement amplitude on all kinematic measures are 

summarked in Table 17 . As predicted by Fitts' law, movement time increased for larger 
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Figure 3 1. Interactions between control-display mapping and movement 
amplitude as evidenced by the timing of the initial velocity peaks for 
the cursor (top) and the hand (bottom). On the left, as movement 
amplitude on the display increased, time to the first velocity peak for 
the hand increased more rapidly in the constant and discrete gain 
change conditions than in the continuous gain change condition. The 
timing of the peaks versus the log of actual distance covered by the 
hand (DIST) is shown on the right. Using DIST, there is still some 
evidence of an interaction, but the magnitude of the main effect for 
control-display mapping is less pronounced. 
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Figure 32. The relationship of the magnitude and timing of the first velocity peak 
for different control-display mappings. Measures derived from the 
three-dimensional hand trajectory (middle) show a strong linear 
relationship for each mapping. Cursor measures (top) are highly 
correlated, but the linear relationship is not as evident. At the bottom 
is a typical velocity profile (grey) and a schematic representation of its 
base trajectory representation. The shape (skew) is characteristic for a 
given target width. The overall size is scaled by the actual distance 
that the hand must move to cover to reach the target. 



TABLE 17. 

Main effects for movement am~litude (A) on cursor and hand kinematics 

Amplitude (mm) 37.5 75 150 300 

MT (ms) 53 3 630 755 965 

F3,15 P < 

376.31 .001 

CPV (mds)  23 1 333 565 931 
CTPV (ms) 116 150 202 236 

C%TAPD 65.1 63.5 60.1 63.7 

we (mm) 9.3 10.1 11.5 11.0 

PV (mds)  214 269 386 583 
TPV (ms) 114 130 166 217 

%TAPD 69.6 70.3 68.2 67.6 

SUBM .68 .69 .78 .99 

DIST (mm) 27.9 51.1 95.8 181.1 

197.45 .001 
138.98 .001 

4.12 .026 

6.34 .005 

463.10 .001 
69.17 .001 

1.30 .312 

10.21 .001 

4712.94 .001 



amplitudes and for smaller targets. Systematic amplitude effects were evident in the timing 

and magnitude of the initial velocity peaks for both the cursor (CPV and CTPV) and the 

hand (PV and TPV), the peaks occurring later and with increased magnitude for greater 

distances. Amplitude showed no significant effect on the proportion of time decelerating to 

the target for the hand (%TAPD), but did show a significant small effect for the cursor 

(C%TAPD). The effect was not orderly, with movements of the second largest amplitude 

(150 rnm) spending a smaller proportion of time in deceleration than either the smallest 

(37.5 mm) or largest (300 mm) amplitude. Effective target width (We) varied slightly with 

movement amplitude (9.3 to 11 mm) with values near the actual mean target width of 11.25 

rnm. Amplitudes also had an effect on the number of corrective submovements (SUBM), 

which ranged from .68 for the shortest distance, to .99 for the longest distance. 

Width Effects 

The main effects for target width are outlined in Table 18. The results showed no 

significant effect of width on the timing of the first velocity peak for both the cursor 

(CTPV) and the hand (TPV). The magnitude of the peak showed a significant but small 

increase for larger targets for both the cursor (CPV, from 492 to 533 ms) and the hand 

(PV, from 351 to 375 ms). In contrast, proportion of time spent decelerating to targets 

increased systematically as target width decreased, from 55.6 to 69.2 per cent for the 

cursor (C%TAPD), and from 62.6 to 73.8 per cent for the hand (%TAPD). Effective 

target width (We) ranged from 5 to 19.5 rnrn, demonstrating a slight range effect compared 

to the actual extreme values of 3 mm for the smallest and 24 rnrn for the largest targets. 

The number of corrective submovements (SUBM) decreased from 1.04 for the smallest, to 

.54 for the largest target. The magnitude of the effect of target width on SUBM was 

similar to that for movement amplitude. 

Fitting; Movement Times with the Two- art Model 

It is evident from the movement time (MT) data in Tables 17 and 18 that the effect 

for changes in amplitude (A) was much more pronounced than for width (W), even though 

the ratio of the largest to smallest A, and largest to smallest W was identical (3 bits). This 



TABLE 18. 

Main effects for target width (W) on cursor and hand kinematics 

Width (mm) 3 6 1 2  24  

MT (ms) 837 766 690 590 

CPV (mds)  492 514 52 1 533 
CTPV (ms) 172 178 179 175 

F3,15 P < 

168.11 .001 

4.94 .014 
4.05 .028 

PV (mmls) 35 1 361 366 375 
TPV (ms) 156 159 155 156 

%TAPD 73.8 70.9 68.4 62.6 

SUBM 1 .04 -82 .75 .54 

DIST (rnm) 89.7 89.6 89.2 87.6 

20.57 .001 
0.95 .442 

79.02 .001 

25.91 .001 

7.32 .003 



result is consistent with Experiments 1 and 2. For the three control-display mappings in 

the present experiment, the two part models based on Equation 5 explain at least 97 per cent 

of the variance in movement time: 

Constant: MT = - 105 + 153 log2 A - 77 log2 W (R2 = .97) (13) 

Discrete: MT = 9 + 13 1 log2 A - 73 log2 W ( ~ 2  = -97) (14) 

Continuous: MT = 149 + 138 log2 A - 101 log2 W (R2 = .98) (15) 

Note that in each case, MT is more sensitive to changes in amplitude than width. One 

explanation would be that subjects were failing to take advantage of the relaxed accuracy 

constraint of a larger target to speed up their movement. To answer this question, we 

modelled MT based on effective target width (We) rather than actual width, giving: 

Constant: MT = -72 + 162 log2 A -1 11 log2 We ( ~ 2  = .97) 

Discrete: MT = 97 + 136 log2 A - 107 log2 We (R2 = .97) 

Continuous: MT = 133 + 147 log2 A - 1 13 log2 We (R2 = .94) 

Although in this case MT is somewhat more sensitive to We, the pattern of 

coefficients is similar to the models based on W, indicating that subjects were taking 

advantage of larger targets. For predicting performance, a model based on the actual target 

dimensions is preferable as long as it effectively describes the subjects' performance in a 

task. For this reason, we continue to discuss the results for MT with respect to W on the 

display. 

In Figure 33 we illustrate how the models of Equations 13, 14, and 15 can be 

visualised in a parameter space. Points for data well characterised by Fitts' law will fall on 

the line bl = b2. Points which fall above the line indicate tasks for which movement time is 

more sensitive to changes in target width than movement amplitude. For these tasks, faster 

movement times are predicted when the scale of hand movements is increased. Points from 

the present study fall below the Fitts' law line, indicating that movement time will decrease 

when the scale of hand movements is reduced. The point for the discrete gain change 

mapping falls very close to the point for constant gain, indicating that the "powennouse" 

strategy provides no obvious advantage in terms of sensitivity to changes in MT due to 
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Figure 33. Parameter-space description for the two part model of Equation 5. 
relating changes in movement time to changes in amplitude and width. 
Points are plotted to characterise each of the three control-display 
mappings in the experiment. As observed in Experiments 1 and 2, 
points fall below the Fitts' law line, indicating that performance for a 
given index of difficulty will be faster for shorter distances. The 
vertical displacement of the continuous gain change condition relative 
to the other points indicates increased difficulty in controlling 
deceleration to the target, compared to the constant and discrete gain 
change mappings. 



changes in A or W. The point for continuous gain change falls above the others, indicating 

this mapping is more sensitive to changes in W, probably due to increased difficulty in 

locating smaller targets. 

Discussion 

In general, the non-linear mappings seem to be disruptive in terms of movement 

control, with any distance-covering advantage paid for with increased time, number of 

submovements, and presumably difficulty, in decelerating to the target. The strong 

systematic relationship between actual movement distance for the hand and the timing and 

magnitude of initial velocity peaks indicates that the ballistic phase of a pointing movement 

is stereotypic, and based on a plan with simple features. The results of the present 

experiment suggest that peak velocity for the hand is selected to limit the speed of the visual 

representation of the movement, whereas timing of the first velocity peak is simply a 

function of distance to be covered by the hand. This strategy is effective with natural, 

three-dimensional pointing movements to physical targets, but may generate more 

variability when gain is changed during the initial phase of the movement; the resulting 

error must be dealt with in the deceleration phase. This property of the data might be 

revealed through further analysis of the variability of kinematic features in the different 

control-display conditions. The results support a base trajectory representation of the 

velocity profile for the hand for a particular control-display mapping, but the shape is 

dramatically affected by the type of mapping. Contrary to our experimental hypotheses, it 

seems that the features of the initial phase of the movement are determined both visually 

(from the display) and kinesthetically (from the hand), and that deceleration characteristics 

are distorted for both the hand and cursor for non-linear mappings. 

Although they reduced distance covered by the hand, neither non-linear mapping 

demonstrated any significant advantage in performance in our pointing task. The slight 

increase in performance (1 3 ms) for the discrete gain change mapping, where gain 

increased to two for distance covering, over the constant gain of one was not as great as 

would have been achieved by simply using a constant gain of two. This effect can be 

calculated from Equation 13 by reducing both A and W for the hand by a factor of two. In 



this case, the predicted improvement would be 153 - 77 = 76 ms. This emphasises an 

important point illustrated by the position of the models in the parameter space of Figure 

33: in all conditions performance will benefit from reducing the scale of hand movements, 

or equivalently, from increasing control-display gain. This result might not have been 

observed using a typical (less expensive) pointing device, but our experimental system has 

an extremely fine sensing resolution (5.1 mm), so that tremor is the limiting factor for 

controlling the display with free hand gestures at higher gains. Given the difficulties 

subjects encountered in adapting to the non-linear control-display mappings, and the 

disruption of their ability to decelerate to targets, we would recommend the strategy of 

increasing pointing device resolution to allow the use of higher constant gain in order to 

improve performance, rather than altering the relationship between hand and cursor 

dynamics. 



General Discussion 

As techniques evolve to support more realistic and direct forms of human-computer 

interaction, understanding the nature and limitations of human sensorimotor control 

processes will become increasingly important. The four experiments described in this 

thesis address the question of why mediated pointing is difficult from different 

perspectives. In this section, we will consider the results as a whole, both in terms of 

theory of how movement planning and coordination is affected by the constraints of the real 

and virtual environments, and also in terms of implications for analysis and design of 

interfaces for human-computer interaction. 

Overview 

Experiment 1 provided evidence that movement planning is largely based in hand 

space, with the implication that modelling and analysis of performance in mediated pointing 

should be based on the hand actions required for a task, regardless of the size of the 

display. The results of the other experiments support this view, although in Experiment 4 

it was suggested that the visually determined peak velocity of the pointer in display space, 

in non-linear mapping conditions, affected the way in which planning parameters were 

adjusted to adapt to the changes in control-display gain. Even so, the systematic 

relationship between magnitude and timing of the initial velocity peak under non-linear 

mappings was more clearly evident for hand kinematics than for pointer kinematics. 

Experiment 2 revealed that asymmetric effects of movement amplitude and target 

width on movement profiles were inherent features of the pointing task, and not due to 

difficulties or constraints in mediated pointing. This confirmed the need to resort to a more 

detailed two-part model of movement times, since gain (scaling A and W for the hand) 

effects on movement times were large, and of similar magnitude to target width effects, 

even when a subject pointed to physical targets in the work space. 

Experiment 3 did not find support for the hypothesis that mediated pointing is 

difficult because the constraints of the HCI setup compromise the motor system's ability to 

make fast corrections. The results demonstrated two types of corrective processes, both of 



which were robust even when the spatial relationship between visual information and the 

work space for the hand is abstracted. 

Experiment 4 demonstrated that kinematic features of the initial phase of movement 

are stereotypic for the hand, and that movement trajectories are based on a simple plan. 

The parameters of the plan for hand trajectory are adjusted to compensate for distortions in 

spatial mapping and control-display gain. 

The combined results suggest that modelling and analysis of performance in 

mediated pointing must be based on hand actions required for a task, regardless of the 

nature of the display. The detailed analyses of hand actions for pointing on a computer 

display presented here suggest several strategies for engineering analysis and interface 

design. For example, we predicted that pointing performance will be improved by 

reducing the scale of hand movements; thus future effort should be focused on improving 

the sensing resolution of input devices for manual interaction. The two-part model for 

predicting movement time effectively characterises human performance, and provides a 

more detailed description of behaviour than Fitts' law. It captures scaling effects which are 

even more pronounced than accuracy constraints in physical pointing. In addition, the 

model parameter space predicts performance changes when hand movements are scaled, 

and characterises tasks and devices in terms of difficulties in the two movement phases. 

The experiments also provide a detailed view of performance when pointing with an 

unencumbered hand, a benchmark against which pointing devices can be compared. The 

measurement and analysis techniques for identifying and separating direction, amplitude, 

and width effects will prove useful for predicting target location while a movement is 

ongoing, and can be applied to the design of an intelligent interface, employing 

precomputation to respond to object selection. 

These points are considered in more detail in the following sections. First, a 

detailed explanation of scaling effects is provided, and the implications for interface design 

and how to measure human performance in pointing are discussed. With the conclusion 

that systematic effects of task constraints are based in hand space, we further discuss how 

these effects are separated in terms of movement phases. Fast corrections in the initial 

phase of pointing movements, and their implications for viewing, versus interacting with 



virtual environments are considered. Further discussion covers the derivation of the two- 

part model, its relationship to movement phases, and its use as an analysis tool to measure 

and distinguish difficulties in movement planning and control. Finally, we discuss how the 

real-time measurement of characteristic features of movement profiles and variation of 

features as a function of task constraints may provide advance information about object 

selection, and how to use this information for precomputation in a predictive interface. 

Asymmetry of Amplitude and Width Effects 

In Experiment 1 we concluded that modelling and analysis of human performance 

in mediated pointing should be based on understanding the hand actions required for a task, 

regardless of the scale of the display. The results demonstrated that in mediated pointing, 

examining kinematics of the cursor on the screen produced confusing results when gain is 

considered, while there was no such confusion in the analysis of corresponding hand 

movements. At first glance, this result seems counterintuitive, but is so only because of an 

assumption inherent in using the index of difficulty in Fitts' law as a predictive, rather than 

a descriptive model. Although the concept of ID captures the main feature of movement 

times as a function of speed-accuracy tradeoffs, it does so only for aggregate data. An 

important detail is lost in this simplification: empirical results demonstrated that changing 

movement distance by some factor affects movement time to a greater extent than does 

changing target width by the same factor. That is, the magnitude of the A effect is greater 

than the magnitude of the W effect on movement times. This asymmetry is marked in all 

the experimental results in this thesis, and most exaggerated for the natural version of the 

task, pointing at physical targets in the work space with full vision of the hand in 

Experiment 2. The asymmetry for physical pointing, sumrnarised in Equation 9, is 

repeated here: 

MT (ms) = -24 + 98 1og2A - 32 log2W ( R ~  = .96) (9) 

which indicates that movement time increases by 98 ms for each doubling of distance, but 

decreases only by 32 ms as target size is doubled. Another way to understand the 

significance of the asymmetry is to consider the equivalent mode1 (to Equation 9) in terms 



of index of difficulty and a scale factor: 

MT (ms) = -25 + 32 ID + 64 log2A (19) 

which reveals that, for pointing at physical targets in the workspace with the index finger, 

the scale or size of the hand space affects movement times (64 mshit) to a greater extent 

than the index of difficulty (32 mshit). 

If we wish to restrict a model to describe a single effect over a wide range of 

movement amplitude and target width combinations, it would be more effective to capture 

the scale of the movements rather than the index of difficulty. For example, by a particular 

choice of conditions designed to emphasise the effects of scale, we can produce the result 

illustrated in Figure 34, where movement time actually decreases as a function of the index 

of difficulty. Although this example seems contrived, it is simply an exaggerated version 

of the confusing effects observed in the analysis of cursor kinematics with different gains 

from Experiment 1. Here the effect of changing gain was to scale hand movements even 

though A and W on the display were unchanged, and the scaling affected movement time, 

as well as all the other features of the movement trajectory. 

What is the source of the asymmetry? One explanation is based on differences in 

the way large and small scale movements over the workspace are coordinated in order to 

move the tip of the index finger to a target. The smallest distance that was studied (in 

Experiment 1) was 19 mm, which can almost be covered by index finger flexion and 

extension. In contrast, the greatest distance of 300 mm requires the use of more, and larger 

segments including the shoulder. Rather than a single motor system which can be well 

characterised by a simple measure such as the index of performance derived from Fitts' 

law, the involvement of more limb segments means that performance of different motor 

systems is being measured at different distances (Card, MacKinlay & Robertson, 1991). 

Despite this difficulty, our results demonstrate that the main features of movement 

kinematics show considerable regularity regardless of the scaling of movements, but in a 

manner that would be difficult to account for using an approach based on a simple model 

derived from linear control systems or information theory. It may be possible to develop a 

detailed explanation of the effects using kinematic analysis of other limb segments when 

they move in conjunction with the finger and pointer on the display. Nevertheless, the 

123 



A = 256 mm, 
W=16mm 

I 
I I I I 

5 6 7 

Index of Difficulty (bits) 

Figure 34. Predicted movement times as a function of index of difficulty (ID) 
from the model of movement times for physical pointing in 
Experiment 2. Exaggerating the decrease in target width (W) 
compared to the decrease in movement amplitude (A) leads to 
increasing ID as the movements are scaled down. In this case, 
movement times will actually decrease as ID increases, which would 
lead to a negative slope for Fitts' law. 



two-part model and systematic A and W effects on movement trajectories reported here 

indicate that we can effectively consider the motor system as a black box, with certain 

properties of scaling, in the context of HCI tasks for scales from a few to several hundred 

millimetres. 

In Experiments 1 and 4, in conditions in which there was not a unity gain, or linear 

mapping, the hand space analysis always provided a simpler, clearer picture of systematic 

effects than the analysis in display space. This supports the idea that hand movements are 

planned and controlled in hand space, and that visual information about task constraints - 
direction, distance, and target size - is transformed to body-centred coordinates for 

coordinating reaching to a target. The implication for empirical studies of HCI is that, 

given a specific input device, task, mapping, and display, some predictions can be made 

about how performance will vary based on restricted manipulations of these constraints as 

represented on the display. As a rule, however, these predictions cannot be generalised to 

other devices and systems. In other words, any change in the mapping will change the 

underlying model. 

Software development techniques for graphical interfaces have emphasised the 

concept of device independence. That is, elemental interactions with a display are 

programmed without regard to the hardware details of input devices, or even the general 

category of device. With this approach, the programmer's model of the interface cannot 

distinguish pointing using step keys, joystick, graphics tablet, or mouse as input devices; 

all are considered equivalent. Dimensioning of objects is usually pixel-based, or done 

relative to an arbitrary coordinate system relating one or more display surfaces. Although 

device independence is an important concept for simplifying software development for 

interfaces, the concept creates difficulties for predicting how design choices will affect 

human performance at the level of the basic elements of interaction. To take the extreme 

position, we would advocate that these design tradeoffs can be best understood using the 

concept of display independence; that is, a view that disregards the physical details of the 

display (within reasonable limits) and uses measures related to a body or hand-centred 

coordinate system. 



Movement Phases 

In general the data from all experiments supports the idea that hand movement 

trajectories can be understood in terms of two phases. The initial phase is characterised by 

the timing and magnitude of the initial velocity peak. As suggested by previous studies, 

results here show that timing and magnitude of the initial peak are highly correlated, 

suggesting that they are the result of a single planning parameter: movement distance for the 

hand. Although the functional relationship of magnitude and timing showed an adaptation 

for the non-linear mappings in Experiment 4, this relationship remained strongly linear. 

The adaptation can not be easily attributed to a feedback process based on motion or the 

pointer on the display, as the relationships between A on the display and the magnitude and 

timing of the pointer velocity peak (CPV and CTPV) were complex. Even under these 

conditions, the systematic linear relationships between A for the hand, and the timing and 

magnitude of the velocity peak for the hand (PV and TPV) were preserved. The adaptation 

may be an attempt to keep pointer velocity in a range which preserves the illusion of 

apparent motion on a raster display. That is, at a 60 HZ refresh rate there is a maximum 

distance between successive images of the pointer beyond which the display appears as a 

stroboscopic series of images, rather than a single object in motion. 

In our analyses we chose to use per cent time after peak deceleration (%TAPD), 

rather than simply the proportion of time after the first velocity peak, to describe the 

precision effect, or skew of the velocity profile in pointing to smaller targets. We found 

that %TAPD shows a clearer separation of phases (in terms of separable A and W effects) 

than in previous studies which divided the movement phases exactly at the time of the first 

velocity peak (TPV). Our data showed a gap of from 20 to 60 ms between the initial 

velocity peak and the first deceleration peak. Using a simple division of the acceleration 

phase from the deceleration phase by TPV shows separable amplitude effects on the initial 

phase, but leaves amplitude and width confounded in the proportion of time in the final 

movement phase. Conversely, using a simple division of the first phase from the second at 

the time of peak deceleration shows a separable width effect, but leaves width and 

amplitude confounded in the time spent in the initial phase. By not attributing the interval 

between TPV and the first deceleration peak to only distance covering or deceleration to the 



target, a much clearer picture emerges. We conjecture that in this interval, movement 

control switches from the planned impulse (feedforward) to a strategy of controlled 

deceleration by comparisons of the relative positions of the target and pointer. 

As illustrated in Figure 35, the base trajectory representation of velocity profiles 

(introduced in Experiment 4) captures these effects schematically, although in this 

simplified representation the final phase of the movement is represented as time after the 

initial velocity peak. This diagram had been suggested for use with data normalised for 

movement time (to illustrate amplitude scaling effects), or normalised for peak velocity (to 

illustrate the precision effect). It is quite informative also to visualise actual data from the 

experiments this way. Profiles from all the experiments are plotted in Figures 36 to 38 to 

clearly illustrate the A and W effects on hand movement trajectories under a variety of 

conditions. A striking feature of the comparison of these profiles under a wide range of 

conditions is the similarity of the effects of speed-accuracy tradeoffs on movement 

kinematics for the hand regardless of control-display mapping. 

Visually-Based Corrections 

In terms of Woodworth's movement phases, vision contributes in different ways to 

each phase. The initial phase is based on a movement plan, given the visually determined 

direction and distance, in the work space, of the target from the start position. In 

deceleration, vision is used on-line to control the approach to the target with corrections to 

the trajectory based on an error signal derived from comparison of the limb and target 

positions. The discussion in the previous sections offers some evidence that both these 

mechanisms are affected by the constraints of a virtual environment, and offers a partial 

explanation of why and how mediated pointing is more difficult than natural pointing at 

targets in the work space. As introduced in Experiment 3, recent studies have 

demonstrated the involvement of faster and more direct mechanisms to correct the trajectory 

of a moving limb in aiming and pointing to a location, as well as reaching to grasp an 

object. Based on Jeannerod's (1991) model of the neural basis for fast corrections, it 

seemed likely that these were incompatible with the constraints of the standard HCI setup in 

which gaze is not directed at the goal location for the hand. This being the case, we would 
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Experiment 4. The features of the trajectory are determined by 
movement time (length of the base of the triangle), timing magnitude 
of the initial velocity peak (height of the triangle), and proportion of 
time in the deceleration phase (skew of the triangle). Above, 
movement amplitude affects the overall size, without affecting the 
shape. Below, target width affects the shape, without altering the 
position of the apex of the triangle. 

A 

h 
Y . - 
8 larger smaller - 
Y target 
-z . - 
Y 
e 
% 
ii 
Y 

time F 



200 400 600 
Time (ms) 

0 200 400 600 800 
Time (ms) 

Figure 36. Experiment 1 : schematic view of amplitude and width effects on hand 
velocity profiles. Points are actual data, not norrnalised, from means 
across subjects for a subset of conditions in the experiment.. 
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Figure 37. Experiment 2: schematic view of amplitude and width effects on hand 
velocity profiles from both virtual and physical pointing. Points are 
actual data, not normalised, from means across subjects. 
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Figure 38. Experiment 4: schematic view of amplitude and width effects on hand 
velocity profiles in constant gain, discrete gain change, and 
continuous gain change conditions. Points are actual data, not 
normalised, from means across subjects. 



be provided with another way in which mediated pointing differs from, and is more 

difficult than the natural version of the task. Contrary to our predictions, the results did not 

support this view, and demonstrated evidence for fast corrections even in our HCI setup. 

We have determined that this issue requires more study, and have spent some effort in the 

discussion of Experiment 3 to outline how the the contribution of gaze, eye movements, 

and visual reafference from the motion of the pointer can be determined by further 

experimentation. Whatever our confusion about the exact processes which produce fast 

corrections, the fact that they are evident even in a highly abstract version of a pointing task 

has important implications for performance requirements of virtual and augmented reality 

systems. 

Our view of movement phases emphasises that what is commonly referred to as 

"eye-hand coordination" involves several mechanisms, each of which utilises visual 

information about the environment in a unique manner. Since Trevarthen (1968) proposed 

multiple mechanisms of vision in primates, there is evidence for at least two such channels. 

For perturbed trials in Experiment 3, although subjects were aware of their corrections to 

the movement trajectory in the deceleration phase, they were generally not aware of the 

perturbation or of their corrective response in the initial phase of the movement. Processes 

that modify the trajectory of hand movements but which operate below the level of 

awareness are suggested in other studies which have examined the effects of distorted 

visual representations of movement on hand trajectories. In one example (Nielsen, 1968) 

subjects reported that they felt a force dragging their limb to one side when the movement 

trajectory of the hand was visually misrepresented, even though the apparatus exerted no 

force. In another example, subjects in a study by Held and Durlach (1987) interpreted the 

effect of a small lag (30 to 60 ms) in a visually coupled system as the sensation of 

"dragging the hand through a viscous medium", whereas the image was perceived to be 

dissociated from their hand for longer lags. All of the above results suggest that users' 

perceptions are sometimes dissociated from their motor responses when these responses 

are required to compensate for discordant sensory information. The forces felt were 

clearly generated in the subjects own hands and arms as a result of visual capture, but we 

propose they were attributed to the environment because they involve sensorimotor 



mechanisms which operate below the level of awareness. 

The requirements for controlling lags, and for maintaining accurate position 

tracking in visually coupled systems may be entirely different when users interact with, 

rather than simply view, a virtual environment. For example, Ware and Balaknshnan 

(1994) showed that lags in head-tracking had less effect than lags in the representation of 

limb position when subjects reached to a location in an augmented reality environment. 

Using an irnrnersive display with head tracking, both lags and lack of sensing resolution 

result in a misrepresentation of the direction of targets (with respect to an eye-centred 

coordinate system) when the head is moved. Gentilucci et al. (1994) demonstrated 

systematic direction errors due to this misrepresentation even when the relative alignment of 

the image of the limb and target location were correctly rendered. When the position of the 

limb is also displayed in the virtual environment, errors due to lag are compounded, so that 

neither the absolute position of target and limb, nor their relative locations are accurately 

represented. Given that reaching to a location involves a natural synergy of eye, head, 

arm, and hand movements, our results suggest that lags even as small as 20 or 30 ms may 

affect eye-hand coordination if the head is moved, and perhaps even if there is little head 

movement when gaze is already fixed on a target location. 

When a user interacts with such a virtual environment, head motion will create 

errors in target direction and a misrepresentation of the position and the direction of limb. 

Motor responses to correct for these errors are initiated extremely quickly, even though the 

user's perception in terms of scene viewing may be entirely satisfactory. Experiments 

using displacing prisms demonstrate that humans can adapt to a fixed error (e.g. Redding 

& Wallace, 1994) using a number of strategies. It is not clear how they adapt when the 

error changes dynamically, and is coupled to their own natural movements. Given that fast 

corrective responses occur below the level of awareness, it seems unlikely that users will 

be able to adapt completely to lags in virtual and augmented reality environments, or 

develop an ability to coordinate movements in an entirely natural manner. 



Two-Part Model 

Our two-part model was derived from one proposed by Welford (1968, p. 157) to 

account for asymmetrical amplitude and width effects in movement time data from repetitive 

tapping with a pencil. The original formulation was given as: 

MT = a Iog2 AN; + b log2 W@ 

Here, Wo' is related to a theoretical error distribution of the end points of ballistic 

movements, but cannot be measured directly. The model also relies on the assumption that 

if this distribution could be measured, it would be independent of movement distance (A), 

as if ballistic movements depend on an absolute appreciation of the goal position, 

regardless of A. This assumption is in opposition to other views, one example being the 

concept of impulse variability (Schmidt et al., 1979), which would predict that end point 

variability increases with increasing distance. Given the assumption that Wo' is 

independent of A, the final term in Equation 20 becomes a constant, and we can derive a 

two-part model in suitable form for fitting to experimental data using multiple linear 

regression. Introduced in Experiment 1, this model is repeated here: 

MT = a + bi log2A - b2 log2W (5) 

Note that the coefficient a in Equation 20 becomes bi, and b becomes b2. We feel the form 

of Equation 5 is more suitable for fitting to empirical data, and also provides an easier 

interpretation in terms of a high-level view of scaling effects. However, the units for the 

coefficients are confusing; strictly speaking bi and b2 should be in milliseconds per log 

millimetre, even though they are clearly milliseconds per bit in the original formulation of 

Equation 20. Throughout, for purposes of discussion we have chosen mshit because this 

supports their interpretation as indices of performance, and helps for comparisons with the 

original concept of the index of performance in Fitts' law. 

For the experiments in this thesis it is not possible to determine a value for Wo' in 

the pointing task, nor to verify the assumption that this value is independent of movement 

amplitude. Nevertheless, we found that Equation 5 provides the necessary detail for an 

I accurate description of data from Experiments 1 ,2  and 4. In addition, the relationship of 
i 



the amplitude and width coefficients are helpful for understanding performance in terms of 

separable effects in the movement phases, as we will discuss below. Our choice of the 

two-part model is neither an indication that Fitts' law is incorrect, nor an attempt to account 

for a feature in our data such as a negative intercept. Rather, the choice is pragmatic since 

the asymmetry in our results was pronounced, and needed to be captured in an effective 

manner. 

As introduced in Experiment 2, the parameter space for the model provides a 

method for visualising the magnitudes of the amplitude and width effects on movement 

time, and also for predicting effects when the scale of hand movements is altered. Figure 

39 shows the model parameters for different conditions in Experiments 1,2, and 4. The 

reader is reminded that although within-experiment comparisons of points on the graph are 

valid, an entirely different group of subjects participated in each experiment, making 

between experiment comparisons less accurate. In addition, we have included a point 

derived from data on three-dimensional pointing with a stylus in MacKenzie et al. (1987). 

The absolute position of a point in the space gives information about the index of 

performance derived from a particular data set. Considering the coefficients to be measures 

of sensitivity, the horizontal distance of a point from the origin show the sensitivity of 

movement time to changes in distance. Similarly, the height of a point on the graph gives 

the sensitivity of movement time to changes in target width. If these are roughly equal, 

Fitts' law gives a good account of the data, and it will fall somewhere on the line b~ = b2. 

For a point on the Fitts' law line, increased distance from the origin indicates increased 

sensitivity to changes in the index of difficulty, and hence a smaller index of performance. 

Points below the Fitts' law line in the region bi > b2 indicate a condition for which 

movement time is more sensitive to changes in distance than to changes in target width. All 

the points from Experiments 1,2, and 4 fall in this region. The distance of a point from the 

Fitts' law line indicates how marked the asymmetry for A and W effects is in a data set. 

The greater the asymmetry, the greater will be the effect on movement time when the 

dimensions of hand movements for a task are scaled up or down. In the region below the 

line, reducing the distance (A) reduces the movement time, while the corresponding 

increase in movement time for reducing target width (W) in the same proportion is not as 
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Figure 39. Points in the parameter space for models from Experiments 1,2, and 
4. Also included is a point from data in MacKenzie et al. (1987) for 
three-dimensional pointing to physical targets with a stylus. 



great. In this case, the net effect of reducing A and W in concert is to reduce movement 

times. For points above the Fitts' law line, where bi < b2, the opposite effect will be 

noted. In summary, for points which fall near the Fitts' law line scaling A and W will have 

little effect on movement times. Points which fall below indicate that "smaller is better", 

and will benefit from reducing the scale of hand movements, or equivalently increasing 

control-display gain. Points which fall above indicate that "bigger is better", and will 

benefit from increased scale, or reduced control-display gain. Thus, we can tell at a glance 

that there is evidence that performance in three-dimensional discrete pointing, whether at 

physical targets in the workspace or mediated by a computer and graphics display, will 

benefit from being scaled down. That is, target widths and distances for the hand should 

be reduced to the smallest practical values in order to reduce movement time. 

Does this property of the data from our studies indicate an aggregate effect, or does 

it also apply at the level of individuals? We examined within subject means from all 

experiments and found that despite individual differences, all produced a point below the 

Fitts' law line on the graph. For example, we present Figure 40 illustrating the results of 

modelling individual subject data for the participants in Experiment 1. Each individual is 

more or less sensitive to changes in movement distance and accuracy constraints in the 

task, as indicated by the distance from the origin for their point in the parameter space. 

Despite these differences, all points fall well below the line to indicate that reducing the 

scale of hand movements in the work space will improve their performance. 

Going back to Welford's derivation of Equation 20, another way to make 

comparisons is with respect to the contribution of movement phases to the model 

coefficients. The horizontal axis represents distance covering, which is more related to 

movement planning and features of the initial phase, whereas the vertical axis represents 

accuracy constraints, related to visuomotor control decelerating to the target. The relative 

positions of points can be interpreted in terms of comparative difficulties with each of the 

movement phases. For example, in Figure 39 the points for superimposed physical 

pointing and three-dimensional pointing in MacKenzie et al. (1987) are similar in the 

horizontal axis, with a sensitivity of about 100 ms/bit which agrees with Fitts' (1954) and 

other studies which followed his paradigm. The vertical displacement of the point for 
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Figure 40. Points in the parameter space of the two part model for individual 
subjects in Experiment 1. Each point is annotated with the adjusted 
R2 from the multiple regression which determined the model 
coefficients. Note that even at the individual level, they fall below the 
Fitts' law line, indicating that for all subjects reducing the scale of 
hand movements will reduce movement time for an equivalent index 
of difficulty. 



MacKenzie et al. from the point for Experiment 2 indicates increased sensitivity to accuracy 

constraints, perhaps as a result of controlling a stylus, rather than the index finger for 

which small distal adjustments can be used to correct the final position. 

All the data for pointing in the HCI setup falls to the right and above data for 

pointing at physical targets with vision of the hand (Figure 39). We propose that the points 

are to the right because it is more difficult to form a movement plan when the visual 

location of a target does not match the goal location for the hand. In this condition, 

planning must take into account the spatial translation from hand space to display space. 

The vertical displacement of the HCI data, relative to the point for physical pointing with 

the index finger indicates increased difficulty controlling deceleration to the target location. 

In Experiment 2 we suggested two explanations for this displacement: perhaps the lack of 

visual information about the height of the finger above the table makes it difficult to use 

contact with the surface to stop at the target location; or possibly the lag in the 

superimposed display increases the difficulty of decelerating to smaller targets. 

The statements above are made with the caveat that accurate comparisons can only 

be done for data from a single group of subjects, since we used repeated measures 

experimental designs throughout. Nevertheless, we propose that this form of analysis may 

be used to compare and classify devices, tasks, and systems as to their effects on the two 

movement phases. In practical terms, model parameters can be determined by a small-scale 

experiment which combines two relatively extreme values for movement distance (A) with 

two extreme values of target width (W). 

Given the detail with which data is reported in previous studies, and the fact that 

most HCI research has not examined simultaneous variations of A and W, it is difficult to 

determine whether the asymmetry in amplitude and width effects is typical of discrete 

positioning tasks in HCI for all devices. Results from Card et al. (1978) show similar 

effects for an isometric (force controlled) joystick for a less varied range of targets and 

distances. Data presented in Walker et al. (1993) also indicates little effect on movement 

times due to accuracy constraints compared to movement distance. In Experiment 4 we 

proposed a general strategy for improving performance with mediated pointing; the same 

strategy may also apply to other devices used for discrete positioning if, as a preliminary 
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examination of other studies suggests, they also produce points below the Fitts' law line. 

The relationship of the two part model parameters indicates that performance will be 

improved by reducing the scale of hand movements, or increasing the control-display gain. 

At present the noise, sensing resolution, and stability of pointing devices provided with 

commercial systems limits the maximum value of control-display gain which can be used 

because users still require fine positioning accuracy for targets as small as a single pixel. 

Pointing performance can be enhanced by improving the fidelity with which motions can be 

sensed, allowing the work space for hand movements to be reduced to the point where the 

limitations for locating small targets are due to human attributes, such as tremor, rather than 

properties of the sensing technology itself. 

Predicting Target Location 

The two part model of movement time is predictive in the sense that it characterises 

the average performance over a number of positioning movements under given conditions. 

Given our understanding of regularities in the kinematic features of movement trajectories, 

some of the computational techniques used to derive dependent measures for analysis in all 

four experiments may also be useful for real-time processing. For example, some of these 

techniques were employed in developing the system used in Experiment 3, in which 

perturbations were introduced at movement onset. The experiment system also used a 

limited form of gesture recognition to parse pointing movements, and allowed a subject to 

complete a block of self-paced trials without experimenter intervention. Here we propose a 

strategy for target prediction in real time to improve the response time of an interface. 

In direct manipulation a user often indicates an action by reaching and selecting an 

object (target) on the display. Before an object is activated, there is often some significant 

amount of precomputation that could be done to help prepare for the subsequent interaction. 

For example, selecting a file icon in the traditional desktop metaphor often means that a 

word processing program must be launched and the file loaded. In this case, predicting the 

target location in advance would allow these actions to be initiated well in advance (several 

hundreds of milliseconds) of the actual object selection. 

Typical movement trajectories for pointing at objects in the work space follow a 



relatively straight path to the goal location. The directional effects reported in Experiment 3 

demonstrate that the movement direction (tangent to the spatial path) at the time of the first 

velocity peak was a function of the direction of the target from the starting point. Using a 

three point smoothing filter and three-point differentiation algorithm, it is possible to 

reliably determine the initial velocity peak within two or three samples of its occurrence. 

As demonstrated in previously in this chapter, the two important features of the initial 

velocity peak, timing and magnitude, are highly correlated, and are systematically related to 

the distance of a hand movement in computer pointing. Given an estimate of the direction 

and extent of the hand trajectory and a control-display mapping, a region for potential 

targets on the display can be selected. 

The potential target must be converted to an accuracy constraint for the hand (W) by 

applying the inverse of the control-display mapping, or by some other heuristic in the case 

that the mapping is non-linear (and thus is not uniquely invertible). Our results suggest that 

W is highly correlated to the proportion of movement time after the first deceleration peak 

(%TAPD). The timing of this peak can be estimated within a few samples of its occurrence 

by calculating changes in the magnitude of the resultant velocity profile. Even given the lag 

of several samples required to identify this point in the movement trajectory in real time, 

our results indicate that about half of the movement time would still remain for typical A 

and W combinations. At this point, not only has a potential target been identified, but 

%TAPD combined with the absolute timing of the first deceleration peak can be used to 

predict movement time, and thus time remaining for precomputation before the target is 

reached. This time would vary from approximately 200 to 500 ms for the range of pointing 

conditions in all experiments in this thesis. 

The accuracy of this technique will depend on a number of factors. Subjects 

demonstrated individual differences in the relationship of the timing and magnitude of the 

initial velocity peak to movement distance, but invariably demonstrated a strong correlation. 

For this technique to work, the systematic relationships of kinematic features to A and W 

would have to be identified for each individual user. These parameters could be determined 

in advance, or accumulated by an "intelligent" system in the background as it observes and 

measures key features of a user's interaction patterns. Variability inherent in individual 



movements, as opposed to mean values of the features used in our experimental analysis, 

will make exact prediction impossible. In impoverished virtual environments, however, 

there will be little choice of targets, making object prediction simpler, and if the variability 

were quantified for each user the technique would still provide a lower bound on the 

estimate of time left for precomputation. 

Conclusion 

We feel that the four experiments described in this thesis provide some insight as to 

how theories and models from motor control research can be applied to the study of 

human-computer interaction. In addition, some results have been produced which will be 

useful for analysis of human performance in HCI, and for the design of interactive 

systems. Part of the motivation for choosing a task in which a subject controlled a pointer 

on a two-dimensional display with a natural, three-dimensional hand movement, as 

opposed to a typical computer input device, was to examine how and why mediated 

pointing is difficult. The experiments were designed to gain an understanding of how the 

visual representation of a user's actions by a computer system affected movement planning 

and control, compared to pointing directly at targets in the work space. A somewhat 

surprising conclusion is that although the behaviour of the visual representation was 

affected by our experimental manipulations, the fine features of hand trajectories were 

consistently related to constraints for hand movement, not on visual information from the 

computer display. With this insight we realise that the choice of the task for the hand is 

what determined the results in our studies. Although the detailed analysis of the fine 

features of movement trajectories as represented on a computer display produces some 

interesting results, this cursor-based approach can also provide misleading answers 

because it does not measure directly the aspects of human behaviour which are coordinated 

and controlled in mediated pointing. Much more can be learned from a human-centred 

approach, and the application of useful theories and models from motor control to pointing 

on a computer display can best be done by taking a hand-centred approach to the study of 

human-computer interaction. 
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