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Abstract 

Low temperature (1.4K) photoluminescence studies as well as reflectance 

and transmittance measurements were performed on high purity epitaxial 

InAs grown by MOCVD. The identification of photoluminescence spectral 

features never before observed, with line widths roughly a thousand times 

narrower than previously published results by other groups, was the main fo- 

cus of this work.. Among the identifications are the exciton-polariton at 

415.65k0.01 meV, a donor-bound exciton transition with a binding energy of 

0.42 meV, and three different acceptor impurities observed from donor- 

acceptor-pair band transitions as well as from the acceptor-bound exciton re- 

combination. Other physical properties measured from the spectrum of InAs 

are the conduction band effective mass and g-factor, (from the magnetic field 

dependence), and the longitudinal optic phonon energy. 

This work also involved the design and development of a cryogenic 

Fourier transform interferometer for emission measurements in the mid- 

infrared. It was used to study a deep (- 375 meV) luminescence band of un- 

known origin, related to drastic temporal changes in the band-edge photolu- 

minescence intensity of InAs. 
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It was a dark and rainy day in  Vancouver. As usual. I had finally cracked 

the infdmous indium-arsenide case. I had worked on it day in and day out for as 

long as I could remember. It had been messy. Ifelt good. But it wasn't over. I 

knew too much ... 

Hopefully, the next eighty pages or so will answer a portion of that question. In 

brief, indium-arsenide is a solid semiconducting crystal. It has a grey metallic colour and 

is very brittle. It distinguishes itself from other common semiconductors like silicon (Si) 

or gallium-arsenide (GaAs), by its narrow forbidden energy gap. This means that optical 

transitions associated with this material will occur in the mid-infrared region of the light 

spectrum, instead of the near-infrared region like Si or GaAs. For that reason, opto- 

electronic applications using indium-arsenide, often alloyed with antimony andor gallium, 

are typically heterostructure devices for infrared emission or detection. 

Another distinctive characteristic of InAs is its intrinsically high electron mobility, 

making it a choice material for high-sensitivity Hall-sensors. A more contextual discussion 

of present and future physics and applications, is included as part of the conclusions at the 

very end of this thesis. By then, the terminology as well as some of the general sernicon- 



ductor physics background will have been introduced, and a better appreciation for the 

research reported here will also be possible. 

Considering the importance of InAs in heterostructure technology, it is quite 

striking to discover how little is known of either the properties of its impurities, or of 

methods for their detection and characterisation. This is due in part to the lack of well- 

resolved photoluminescence studies that can, as in Si, GaAs or InP, determine impurity 

species as well as (to a lesser degree of certainty) concentration. 

In the past year renewed progress has been possible in the optical characterisation 

of epitaxial InAs due to the recent availability of high purity material grown by metal or- 

ganic chemical vapour deposition (MOCVD). 

Recently published reports [1][2][3], by co-researchers and myself have shown 

photoluminescence spectra of residually n-type epitaxial InAs with identifiable excitonic 

lines roughly a thousand times narrower than previously published results by other groups 

[4] [5] [6] [7] [8]. This thesis summarises these results and presents new measurements, in- 

terpretations and motivations. It attempts to give an up-to-date report on the InAs photo- 

luminescence research at the time of this writing, as well as provide guidance for those 

who will continue this work. 



This manuscript consists essentially of three chapters. For those readers that have 

a good background in semiconductor photoluminescence measurements, chapter four is 

mainly concerned with the results and interpretations of the InAs photoluminescence 

spectrum. The content of that chapter is also the core of a research paper [9] submitted to 

the Journal of Applied Physics. 

Chapter three describes the experimental aspects of the research. For those inter- 

ested in the techniques of growth and characterisation used, this is where they can be 

found. Particularly, the design of a cryogenic Fourier transform interferometer, conceived 

during my doctorate, is discussed there. 

For most readers however, a review of the important physical concepts is required 

in order to appreciate the results presented in chapter four. Chapter two is a guide 

through relevant elements of semiconductor physics from the basic electron in free space, 

up to a general description of excitons in semiconductors. From there, a context appro- 

priate to the results chapter should be achieved. The approach taken in chapter two is 

based, in part, on many years of trying to find the best way to explain what I do to people 

outside this field, and also to students who have joined our research group. 



nderstanding the collective behaviour of id4 interacting electrons and atoms 

which in turn interact with photons seems like quite an impossible task. Yet this 

is the problem semiconductor physicists have been tackling for the past seventy years or 

so. Like all the impossible problems that have been "solvedJ' in the history of science, a 

certain amount of faith in the initial assumptions was necessary in order to further de- 

velop the theories. Once a 'good' model was found that reproduced nature, it could be 

used to progress towards the next level of understanding. Of course careful measurement 

and a proper interpretation of nature is necessary in order to chose a "good" model and 

that is the principal function of experiments in physics. 

This thesis presents new measurements, as well as physical interpretations of 

these measurements, based on the current understanding of semiconductor physics 

and more specifically of "exciton" physics. In chapter four, results from the study of 

excitons in InAs are presented and analysed, from which physical properties of InAs 

are inferred. Our goal, which will be repeated throughout this work, will be to cor- 

rectly identify the physical processes responsible for features of the photolumines- 

cence spectra. 



In this chapter, emphasis is given to those aspects of the physics of semicon- 

ductors relevant to this study. Rigor is not the objective here and for more detail on 

specific concepts, references are given. 

Before I can start talking of excitons, many terms need to be defined and devel- 

oped in order to set the proper context. I will first guide the reader starting from the sim- 

ple single electron system, to a description of the states of electrons inside a serniconduc- 

tor (for various approaches, see for example Kittel [lo], Ashcroft and Merrnin [ l l ]  or 

Harrison [12]). Then to set the stage for the topic of this thesis, I will discuss the actual 

band structure of InAs. 

Electronic States in a Semiconductor 

Electron in Vacuum 

The free electron Schrodinger equation, 

has solutions that can be described as electron waves given by 

y~ (r) = Aef ik'r 

The wave vector k is related to the electron momentum by 

p=Ak 



and hence the energy dispersion of the free electron can be written as 

which describes a simple parabola, as shown in Figure 1. 

The dispersion relation is often the focus of many 

discussions in semiconductor physics. When it is known, 

the wave vector readily gives the energy of the state, as 

well the mass of the particle, which from (2.4) can be 

related to the curvature of the dispersion by 

Figure 1 .  The dispersion 

(2 .5)  relation of a free electron in 
vacuum. 

If the dispersion is parabolic, then the defined mass is a constant, and familiar classical 

Newtonian theory can be used. We will return to this later in the context of effective mass 

theory. 

Electrons in a crystal 

If we now put the electron inside a crystal, the Schrodinger equation becomes 

where V(r) describes the periodic potential of the crystal formed of positive atoms ar- 

ranged in a lattice. The solutions to this equation are called Bloch functions (Bloch, 1928) 



and have the form 

y~ , (k, r )  = u, (k, r)eik" . 

Like electrons in vacuum, Bloch functions are spatial plane waves, except that the 

electron wave is now modulated by a periodic function u,(k,r) which reflects the periodic- 

ity of the lattice. The subscript n is called the band index for reasons which will become 

clear in a moment. 

One does not have to solve this problem for a very complex system in order to 

obtain the general picture from which much insight can be gained. Imagine a one- 

dimensional crystal of positive atoms separated by a lattice constant a. The lattice poten- 

tial can be approximated by a function which is periodic in a=al+a2, vanishing for a dis- 

tance a] and then equal to a constant Vo for a distance a2 (Kronig and Penney, 1932). For 

the electron in the lattice the potential barrier Vo represents the region between atoms, 

since the negatively charged electron reduces its energy when it sits on top of the positive 

atoms. The dispersion relation for this simple system with Vo=10 eV, al=5.5 A and a2=0.5 

A is shown in Figure 2. The free electron parabola is also shown (dashed curve) for com- 

parison. Because the solution is periodic in k, with period 27cla, the usual method of dis- 

playing the dispersion relation is to just show the wave vector region from zero to nla (in 

three dimensions, this region is called the Brillouin zone). There are several solutions for 

the same value of k, corresponding to different values of the band index in the Bloch 

functions. 



t 
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Figure 2. The Kronig-Penney model energy dispersion ( V ~ l o e V ,  al=5.5A, a2=0.5A) plotted 
against the free electron dispersion. The dotted lines just show a continuation of the k-periodic 
solutions (solid lines). The locations of the band gap, the conduction and valence bands are 
shown for the case of a four electron per atom system.. 

It is clear from the Figure 2 that the effect of the crystal lattice on the electron has 

been to introduce gaps in the energy spectrum at values of k=nla, 2nla and so on. At 

those values of k, the periodicity of the electron wavefunctions is the same as that of the 

lattice. 

As electrons are added to the system, they occupy the next available lowest energy 

state. Two electrons (of opposite spin) can occupy a state given by the band index n and 

wave vector k. (There are as many k states in a band as there are unit cells in the crystal.) 



One can imagine that they fill the crystal as harmonics on a guitar string do: the first state, 

with k=O, is flat, the next state has one node, the next two, and so on. When the state 

with the lattice periodicity is reached, two states are available. One is in phase with the 

lattice, the other out of phase. In the former, each node of the electron wavefunction sits 

between each atom. This state is more bound to the lattice than its counterpart and its en- 

ergy is reduced. The unbound state has a higher energy by an amount given by the energy 

gap, or band gap as we shall call it from now. We shall also us the words conduction and 

valence bands, to denote the ensemble of states above and below the band gap, respec- 

tively (as shown in Figure 2). 

In semiconductors, the valence band is completely filled and the conduction band is 

empty. To add another electron, or simply to move one (change its wave vector) requires 

an input of energy greater than the band gap energy. If the gap is very large, then the 

electrons cannot move and the material is an insulator (the diamond state of carbon for 

example). For semiconductors, the band gap is smaller than -2 eV but not zero. This is 

small enough for carriers to be thermally excited across the band gap at room temperature, 

giving the material (semi) conducting properties, which disappear at low temperature. 

The dispersion relation (or band structure) for more complex three dimensional 

systems are fundamentally the same as the simple example just given. In some cases the 

next available state above the gap turns out to be at a different wave vector than the state 

below the gap. These are called indirect band gap semiconducto~-s; examples include Si 

and Ge. InAs, like most other IIVV semiconductors (compounds from valence groups I11 

and V), are direct semiconductors. 



Effective mass, holes and the dielectric constant 

When an electron is promoted from the valence band into the conduction band, an 

empty state is created. This empty state is called a hole. Just as a drop of water is not a 

useful concept below the surface of the liquid, and an air bubble ceases to exist above that 

surface, in the valence band the concept of electrons loses its usefulness. We speak there 

of hole states. And like an air bubble which floats to the surface, the hole's energy mini- 

mum is toward the top of the valence band, opposite to the electron's. 

In the first section, for a parabolic dispersion, we defined the mass of the electron 

by the curvature of the band. Notice that in Figure 2, the valence band maximum as well 

as the conduction band minimum are nearly parabolic. Whenever this is true, an effective 

mass for the electron (or the hole) can be defined analogous to equation (2.5). This is 

called the efSective mass approximation and it enables electrons in a crystal to be treated 

as if they were simply free electrons, with different (effective) masses m*. If we were to 

consider an electron at the top of the valence band, its mass would be negative since the 

curvature is negative. But a valence band hole moves opposite to a conduction electron as 

a reaction to an external force (since it is the absence of an electron, ex: gravity down, 

bubble goes up). So its "mass" is already negative. The definition of the effective mass 

then gives a positive mass for the hole. The electron and the hole effective masses, from 

the conduction band and the valence band curvatures respectively, are defined by 



In the framework of effective mass theory, the charge interactions are also treated 

as if in vacuum. The differences due to the dielectric properties of the material are ab- 

sorbed in the dielectric constant E, which replaces the permittivity of free space. Using 

these approximations, one can then tackle more realistic systems. 

Real Band Structures 

The pseudo-potential calculation [13] of the band structure of InAs is shown in 

Figure 3. Since the wave vector can now point in all directions, principal directions are 

chosen along which the dispersion is calculated. For example, starting from the <000> or 

r (k=(O,O,O)) point, the energy dispersion is plotted along the k=(1,0,0) vector to the edge 

of the Brillouin zone, denoted X or <loo>. Other directions are L < I l l >  and K <1 lo>. 

L 11 I- A x U,K c r 

Figure 3. Pseudo-potential calculation of the band structure of InAs [13]. 



Because the dispersion will differ with wavevector orientation, it is usually necessary to 

introduce a tensor relation for the effective mass (a k-dependent effective mass). For 

simplicity, we will assume isotropic effective masses in this discussion. This approxima- 

tion has been shown to be valid for conduction electrons in InAs. 

Since InAs is a direct gap semiconductor and the photon energies used for the ex- 

periments in this work are of the order of the band gap, only the band structure close to 

the band gap, both in energy and wave vector, is important. The electronic states beyond 

have a negligible effect. So from here on, only the r point (Brillouin zone centre) of the 

band structure is considered. 

Zincblende structure 

The labels at various points in the band structure of Figure 3 (ex: L6, r8 etc ...) de- 

note the group symmetry of the electron (or hole) states. InAs crystallises in the 

zincblende structure which has T: point group symmetry, and the subscripts of the above 

labels represent specific irreducible representations of T: . The character table for this 

group is given in Table I, but we shall only pay attention to the first column of numbers 

which corresponds to the degeneracy of the irreducible representation. 

The "unbound electron" states of the conduction band are s-like. They are not af- 

fected by the cubic symmetry of the crystal and therefore preserve the whole symmetry of 

the crystal structure (TI). The actual spin-degenerate states are represented by r6. The 

valence band describing the hole states is more complicated. 



Table I. The character table for T,Z , the point group of the zincblende structure. 

InAs is a compound of two elements with valences three and five. Each atom with 

its four neighbours looks like a CH4 molecule. Of the eight electronic states forming the 

filled valence shell, two are tightly bound s-states states represented by r6 (see bottom of 

Figure 3) and need not be considered in our treatment. The degeneracy of the other six p- 

like states is lifted by a spin-orbit interaction into two levels with representations r7 and 

r g .  The T8 level is four-fold degenerate with total spin 312, and the r7 level is two-fold 

degenerate with spin 112. The latter is referred to as the split-ofband. 

A sketch of the band-gap region summarising the above is shown in Figure 4. The 

pseudo-potential calculation of the band structure gives values of -0.43 eV for the split-off 

band energy maximum and 0.37 eV for the conduction band minimum (or band gap). 

Since the split-off energy is so large in this material, the split-off valence band can also be 

neglected in the description of hole states. Also, notice that away from the point, the r8 

band is no longer four-fold degenerate. It splits in two bands due to crystal anisotropy 

and these bands have different curvatures. They are known as heavy and light hole bands. 



Now that the nature of electron and hole states 

in InAs is established, their interactions with each other 

and with impurities in the crystal can be considered. 

EXCITONS AND IMPURITIES 

Excitons are intrinsic entities formed by indi- 

vidually bound electrons and holes, but are not collec- 

tive states of the crystal. Hence they cannot truly be 

described in the context of the band structure. The 

same is true of impurities since they are, by definition, 

not intrinsic manifestations of the pure ideal sernicon- 

ductor crystal. However, the electrons and holes which 

form the excitons or interact with the impurities are 

well described by the band structure states developed in 

the previous sections. An exciton, for example, is 

formed of an electron in the conduction band of sym- 

Conduction 

Valence \ 
band 

Figure 4. Band-gap region of the InAs 
band structure (a blow-up sketched of 
Figure 3, in an arbitrary wave vector 
direction). The zero of energy is the 
top of the valence band. 

metry r6 and a hole in the valence band of symmetry T8, and therefore has ( r6  x r8 )  = r3 

+ r4 + r5 symmetries. For that reason, we shall continue to use the band structure picture 

in this section. 

In order to explain the exciton phenomenon, a good approach is to understand 

how it is born (creation), how it lives, and how it dies (recombination). 



The Life of an Exciton 

One way to create an electron-hole pair in a pure semiconductor crystal is to give a 

valence electron enough energy to be promoted to the conduction band. In this process, 

both a free electron and a free hole are created. If the initial energy is larger than the band 

gap, the two particles quickly relax to the valence and conduction band extrema via inter- 

action with the lattice. At high temperature, the electron then very quickly recombines 

with the hole, aborting the formation of excitons, and emitting a photon of energy equal to 

the band gap. The initial state in this process, called band-to-band recombination, is 

sketched in Figure 5(a). In narrow band gap semiconductors, because of the presence of 

thermally activated carriers, the dominant recombination process is often to transfer the 

energy to another electron or hole instead of a photon. 

At low temperature however, with much fewer collisions, the electron and hole 

have the time to sense each other's Coulomb potential and bind together, similar to an 

electron binding to a proton to form a hydrogen atom. Thus an exciton is born. This me- 

tastable complex is free to move throughout the crystal, and its lifetime is inversely pro- 

portional to the spatial overlap of the electron and hole wavefunctions. The exciton 

eventually annihilates by recombination of the electron and hole. This process causes the 

emission of a photon, with energy given by the band gap energy minus the exciton binding 

energy. 

It is important to realise that the exciton recombination energy is below that of the 

band gap of the semiconductor. This is sketched in Figure 5(b), superimposed on the va- 

lence and conduction bands, to show that an electron and hole reduce their energy when 



they form an exciton. In photolurninescence measurements of high purity materials, at low 

temperature, the free exciton recombination is the highest energy feature in the spectrum. 

Hence its energy position is often labelled the excitonic band gap (the free carrier, or 

band-to-band recombination energy gives the electronic band gap). 

Because of the complexity of the valence band, as described in the previous sec- 

tion, even in the context of effective mass theory the treatment of the exciton as a two- 

particle hydrogen system is a gross approximation. The Hamiltonian for the relative elec- 

tron-hole motion is (neglecting the electron spin) 

Conduction Band 

'4 

Valence Band 

Conduction Band u 

Figure 5. Schematic initial state representation of (a) band-to-band recombination and (b) exciton 
recombination. The labels represent a conduction band electron (e), a valence band hole (h) and 
an exciton (X). In these and the other diagrams, open circles are holes, and filled circles are 
electrons. 



where p is the relative electron-hole momentum, 6 is the electron effective mass, E is the 

static dielectric constant, r is the electron-hole distance, I is the 6x6 unit matrix, and H, is 

the 6x6 matrix [14] which describes the hole kinetic energy at the top of the valence band 

near k=O. 

Baldereschi and Lipari [15] have used this Hamiltonian to calculate the energy 

levels of direct excitons in diamond and zincblende semiconductors. They first separate 

(2.9) into the sum of a diagonal Hamiltonian and a non-diagonal Hamiltonian. They ob- 

tain exact eigenstates and eigenvalues from the former, which can be reduced to the hy- 

drogen-atom Hamiltonian and then treat the latter as a perturbation. The values obtained 

from their calculations will be compared with my experiments in the results section of this 

thesis. 

In the absence of impurities or defects, the story of excitons would probably end 

here. The study of excitons has found an application mostly because of its high sensitivity 

to deviations from the perfect crystal, as will be discussed in the last section of this chap- 

ter. Semiconductors, as pure materials, are of little use. It is the fact that their electrical 

and optical properties can be drastically changed in a controlled fashion with the inclusion 

of impurities that has put them at the heart of modern technology. 



Impurities 

The only kind of impurity (or defect) that will 

be discussed here is a point defect which consists of a 

discrete atomic substitution. Such impurities have been 

identified in InAs by the work reported here. There are 

numerous other kinds of defects such as dislocations 

(line defects) or other point defects such as atomic va- 

cancies, but the reader is referred to reference [17] for 

more information. 

Within the impurity defect type, several sub- 

groups exist. Foreign substitutionals with chemical va- 

lence less than that of the occupied site are called ac- 

ceptors. If the valence is larger, the impurity is a do- 

\ 
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Figure 6. Quasi-hydrogenic levels of 
the neutral donor (D?. The position of 
the electron represents the ground state 
of this system. 

nor. The isovalent (or isoelectronic) impurity consists of a substitution with an atom of 

the same column in the periodic table. An antisite defect, in AB compound semiconduc- 

tors, is where an A atom occupies a B site or vice versa (this type must also be a double- 

acceptor or double-donor in a I I W  semiconductor). Within these we shall only discuss 

charged impurities, which excludes isoelectronics. 

Shallow donors 

The easiest example of this type of impurity is a substitution with an atom that is 

one column to the right on the periodic table. An example in well-characterised semicon- 



ductors is phosphorous in silicon. The phosphorous atom is pentavalent in a host lattice 

of atomic valence four. The extra electron is loosely bound to the impurity atom and can 

easily be thermally ionised, putting an electron in the conduction band and leaving a posi- 

tively charged lattice site. 

The eigenstate of the system is simply a scaled hydrogen atom, with the electron- 

at-infinity energy at the bottom of the conduction band. (Theoretically, the quasi- 

hydrogen model wavefunctions describe the envelope function to conduction band Bloch 

functions defined by equation (2.7).) The quasi-hydrogen levels of the shallow donor are 

shown schematically in Figure 6 superimposed on the band structure to show the relative 

energies. A ground state electron bound to the donor will have a binding energy given by 

the effective Rydberg 

It will also have a spatial extent given by the effective Bohr radius 

The above assumptions are valid for shallow donor states, where the binding energies are 

small with respect to the band gap. 



Shallow acceptors 

The hydrogenic effective mass theory just de- 

scribed for shallow donors can also be used for the ac- 

ceptors, with the exception that as for the exciton, the 

more complex band structure of the hole must be used. 

The general picture nevertheless remains the same, as 

shown in Figure 7. An atom with valency one less than 

the occupied site has an extra hole, which can be ther- 

mally ionised to the valence band, leaving a negatively 

charged site. 

Similar to the exciton, the Hamiltonian in its 

matrix form can be solved [16] by first finding the hy- 

drogenic eigenstates of the diagonal part, then solving 
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Figure 7. Neutral acceptor states 
showing a hole in the ground state 
1 S 3 ~ ,  and schematic representations of 
the excited states, given in Table 11. 

for the cubic contributions as a perturbation. The results are sumrnarised in Table 11. 

Table 11. Theoretical energy spectrum of acceptor impurities in InAs, from Baldereschi and Lipari 
[16]. The energy unit is meV. 



Donor-acceptor-pairs 

If both donor and acceptor impurities are present, the situation is quite different, in 

the sense that the neutral impurity is no longer the ground state for the electron or hole. 

The loosely bound extra electron of the donor, can now reduce its energy by migrating to 

the neutral acceptor site, where an electron is missing. This process is called donor- 

acceptor-pair recombination. The final ground state leaves both a negative and a positive 

charge in the lattice. The energy of this final state will depend on the distance between the 

charged donor and acceptor, since their Coulomb fields can cancel and reduce their total 

energy with respect to pairs that are infinitely apart (or neutral pairs). The resulting emis- 

sion is therefore a broad band, rather than a sharp line in the spectrum. These levels are 
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Figure 8. Donor-acceptor pair states. (a) Neutralised (excited) state. (b) Ionised ground state 
broadened by the Coulomb interaction between the ions. 
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shown in Figure 8. The donor-acceptor-pair (DAP) band shape and width will depend on 

the relative spatial distribution of excited pairs and this is one way of recognising this par- 

ticular feature in the photolurninescence spectrum. This will be discussed in more detail in 

chapter four. In some semiconductors, a series of sharp lines are observed at the high en- 

ergy edge of the DAP band. These correspond to very close pairs, and are a manifestation 

of the discrete nature of the inter-atomic distances. 

The terminology for charged impurities in semiconductors is quite intuitive. If 

there is an equal amount of donor and acceptor charges, the material is said to be compen- 

sated. In that case, the electrical conductivity is poor, as that of a pure (intrinsic) semi- 

conductor. If there is an excess of electrons or holes, the material is conducting, and is 

said to be n-type (negative) or p-type (positive) respectively. Intentional inclusion of irn- 

purities is called doping. A material which contains no intentional charged impurities is 

said to be undoped, although residual impurities are always present. The lowest concen- 

tration of impurities in InAs ever reported has been for the material studied for this work, 

and is approximately 2x10" cm". This is quite pure, considering the atoms per cm3 

in the crystal. But as the results will show, it is still a considerable concentration because 

of the enormous effective radius of electrons bound to neutral donors. As a result, free 

excitons that travel in the material cannot avoid being captured by defects. 



Excitons Bound to Neutral Donors and Acceptors 

Let us go back to the life of excitons now that 

the situation is more realistically described with the in- 

clusion of impurities. The excitation used to produce 

electron-hole pairs will first populate the acceptor and 

donor sites. Initially ionised in their the ground state 

(Figure 8 (b)), the donors and acceptors will first be 

populated before free electrons and holes are, since this 

is the lowest energy configuration (Figure 8(a)). Only 

then can excitons be created. 

If an exciton (X) comes close enough to a neu- 

tral donor (DO), a larger complex can be formed, now 

consisting of two electrons (one from the exciton and 

one from the neutral donor), a hole, and the positive 

Valence Band 

Figure 9. An exciton bound to a 
neutral donor (D',x). Its energy is 
reduced by the neutral-donor-bound 
exciton binding energy from that of the 
free exciton (X). 

impurity. This complex is called a neutral-donor-bound exciton (D',x), and its constitu- 

ents are shown schematically (in reality, the two electrons cannot be distinguished) in 

Figure 9. 

The same is true for an exciton that encounters a neutral acceptor. It can form a 

neutral-acceptor-bound exciton (A',x), a complex formed from two holes, an electron and 

the central negative impurity ion (shown schematically in Figure 10). 



The binding energy associated with these complexes is or course larger than the 

binding energy of an exciton. The difference is called the A',X or D',X binding energy. It 

is smaller than, and related to the acceptor (EBA) or donor (EBD) binding energies by an 

empirical linear relationship known as Hayne's Rule (Haynes, 1960): 
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Figure 10. An exciton bound to a 
neutral acceptor (A",x). 

Typically, the scaling constants b and d are of the order 

of a few tenths, meaning that the neutral-impurity- 

bound exciton binding energies are in the order of a few 

tenths of the acceptor or donor binding energies. In the 

framework of effective mass theory however, the bind- 

ing energies should all be the same! Only the valence 

number is used in the calculations, and so all donors 

should have the same binding energies, and all accep- 

tors alike. But the existence of Hayne's Rule implies 

that this is not the case. 

Identification of Impurity Species 

The properties related to the inner electron 

shells of atoms in the crystal, which are not considered at all in effective mass theory, are 

collectively referred to as central cell efsects. In impurity-bound states, these effects be- 

come important when the wave functions are concentrated at the impurity centre. This 

means that some signature of the specific impurity is stored in the binding energy, and 



therefore in the recombination energy which is carried by the emitted photon. This is why 

the measurement of impurity-bound exciton binding energies is a useful tool for charac- 

terisation. By identifying the position of photoluminescence lines as due to a specific im- 

purity, the presence of that impurity is then signalled by the presence of that line in the 

photoluminescence spectrum. Because the low temperature photoluminescence of impu- 

rity-bound excitons can sometimes be measured for trace impurities as low as lo1' cm", it 

is therefore a very useful tool for identifying contaminants in high purity semiconductor 

growth reactors. 

In order to graphically describe the various exciton complexes, we have used 

schematic diagrams based on the band structure of indium-arsenide. This was done in or- 

der to gain insight on the formation of these objects, and also because it was a natural 

progression from the description of electrons in a crystal. As was pointed out however, 

those diagrams incorrectly describe other aspects of excitons, for example in Figure 9, 

where there seems to be two distinct electron states in the D',x. In reality, the three- 

particle system consists of a hole and two electrons all bound to a positive ionic impurity. 

The electrons cannot be distinguished. Also, the photon emitted from the recombination 

of an electron and a hole, results from an initial to final state transition which cannot be 

depicted in Figure 9. 



Figure 11. The total energy picture. The initial and final states of the photoluminescence 
processes identified in this work are shown . The zero of energy represents the ground state of 
the crystal. The binding energies involved in the reduction of the initial state energies are also 
given. 

For that purpose, a diagram describing the total energy of the crystal, with initial 

and final states of photolurninescence processes experimentally identified in this work is 

given in Figure 11. (The abbreviations used in the figure are used throughout the thesis 

and a full list can be found on page ix.) The only transitions which are not explicitly de- 

scribed in the previous section are (AO,x 2h) and (e,AO). The former is the recombination 

of an exciton bound to a neutral acceptor whose final state is an excited state of the neu- 

tral acceptor (2h denotes the two hole processes involved. The transition leaving the ac- 

ceptor in the ground state, (AO,x), is called the principal transition). The latter (e ,~ ' )  is 

the recombination of a conduction band electron with an acceptor-bound hole. 



The conduction and valence bands, as well as excitonic and impurity-related states 

are affected by the presence of an external magnetic field. The most obvious consequence 

is certainly that the spin degeneracy is lifted, but other more complex dependencies are 

expected from such complicated systems. The magnitude of these effects not only scales 

with the magnitude of the field, but is also material dependent. 

In InAs, because of the small effective mass of the electron, and hence the large 

spatial extent of its wave function, the high-field regime is reached at a relatively small 

magnetic field. This can be seen in the definition of the Bohr magneton p, = he 1 mo , 

which can be regarded as a magnetic energy unit for electrons. In the context of effective 

mass theory, one can expect that (ignoring spin), the mass of the electron can be replaced 

by the effective mass of the conduction band in semiconductors. Thus the effect of the 

magnetic field is enhanced by the ratio mo 1 m: , which is -40 in InAs. 

The carrier mobility of a material is a standard measure of its purity. It essentially 

measures how far a carrier can travel before being scattered. Any imperfection in the 

crystal including phonons, dislocations, impurities (neutral or ionised) contributes to the 

scattering. This is different from the conductivity, which is mainly governed by the num- 

ber of carriers present. All things being equal, a higher mobility results in a faster signal 

transmitted by the carriers, since they travel unimpeded through larger distances. The in- 



trinsic mobility of semiconductors is governed by external factors, such as temperature 

and applied field, as well as intrinsic properties such as the carrier effective masses. Theo- 

retically, the mobility is inversely proportional to the effective mass, and proportional to a 

relaxation time (although this relaxation time usually also depends on the effective mass). 



section describes the techniques of growth and characterisation used to obtain 

results presented in this thesis. A general description of the epitaxial growth 

method is given first, then the experimental aspects of semiconductor photoluminescence 

measurements using Fourier transform spectroscopy are described. Also, the various 

techniques specific to measurements in the mid-infrared are discussed with particular 

emphasis on the two methods used, namely cold-filtering and the use of a cryogenic 

Fourier transform interferometer. 

GROWTH TECHNIQUE - MOCVD 

All the spectroscopy reported in this thesis was performed on InAs material pre- 

pared using "metalorganic chemical vapour deposition". In this method, the indium and 

arsenic atoms are initially attached to organic radicals, making the source material less- 

reactive. For this work, the InAs epilayers were grown using tertiarybutylarsine (TBA) 

and trimethylindium (TMI) as the "metal organic" sources. The attached organic radicals 

may be very complex but they play a neutral role in the final steps of the growth process as 

will be described shortly. 



Figure 12. Schematic of the hydrogen "bubblers" used to contain and transport the metal-organic 
sources to the reactor. 

The source chemicals used in MOCVD can be either in the form of a liquid (as is 

the case of TBA) or a solid (TMI). They are maintained at a fixed temperature in liquid 

baths as shown in Figure 12. During growth, hydrogen gas (Hz) is forced to the bottom of 

the source (much like blowing through a straw in a glass of milk) so that bubbles float to 

the top with a saturated vapour pressure of the source chemical. The chemicals are then 

carried by the hydrogen flow to the reactor chamber. Before these gases reach the reac- 

tor, they are merged with a "carrier flow" of hydrogen which is automatically adjusted to 

maintain a constant total flow at the reactor whether the sources are turned on or off. 

This is done in order to avoid turbulence. In the SFU MOCVD reactor, the total flow of 

hydrogen entering the reactor was typically -2.3 standard litres per minute, at a reduced 

pressure of 50 torr. 

Once the "metalorganic" gases reach the reactor, they enter the mixing chamber at 

the top and flow downwards through a quartz tube. Surrounding the quartz tube, yet an- 

other flow of hydrogen is used to create a laminar cylinder of gas inside which the source- 



containing column of gas will reach the horizontal growth surface. This is shown sche- 

matically in Figure 13 with arrows showing the flow lines. The larger-tipped arrows de- 

pict the hydrogen gas cylinder inside which flows the mixture (smaller-tipped arrows) of 

TBA, TMI and carrier hydrogen. The actual inside diameter of the growth chamber is 6.2 

cm and the sample diameter can be up to 2.5 cm. 

The sample substrate rests hori- 

zontally on a heated carbon susceptor, 

as shown in the lower centre of the 

chamber in the figure. The hot bound- 

ary layer of gas just above the sample is 

where all of the steps for epitaxial 

growth occur. This is where the "metal 

organic" gas decomposes into the mo- 

lecular constituents of the crystal. The 

exact breakdown sequence of the mole- 

cules is very complicated and is still a 

subject of debate. However, the pur- 

pose of the organic radicals is to carry 

the chemicals from the source to the 

boundary layer. There, they either fully 

or partially dissociate from the indium 

and arsenic as those are deposited on the 

TBA 
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Figure 13. Schematic of the MOCVD reactor chamber 
showing the gas flows and the position of the sample 
susceptor. 



semiconductor surface, and play no important role beyond that stage. 

The details of how the indium and arsenic travel on the surface to form the crystal 

is again beyond the scope of this work. For InAs, as well as any other IIIN material, the 

preferred atomic configuration (below the surface) is governed by ionic binding. The re- 

sulting crystal structure for InAs is zincblende, like that of GaAs and InP. 

GROWTH OF INAS FOR PHOTOLUM~NESCENCE STUDIES 

In order to obtain good optical properties in semiconductors, the number of non- 

radiative traps such as dislocations and defects must be rninirnised. If the substrate mate- 

rial on which the epitaxial growth is performed is not the same as the deposited material, 

there will normally be a lattice size mismatch. Here lies the art behind the science of epi- 

taxial growth. If the lattice mismatch is large, the creation of dislocations at the interface 

is unavoidable. One solution is to sacrifice the first part of the growth as a buffer layer, to 

absorb and "smooth out" the dislocations. The buffer layer is grown at a lower tempera- 

ture in order stop the propagation of interface dislocations. Because this layer relaxes to 

the lattice of the intrinsic deposition material, it is referred to as a relaxed bufSer layer. 

The new surface is then lattice-matched to the deposition material and epitaxial growth 

can be performed, in principle, on a dislocation-free surface. 

The "relaxed buffer layer" method just described was used by Dr. Simon Watkins' 

group to grow InAs on GaAs semi-insulating substrates. However, the resulting material 

was not well suited for optical characterisation as the residual dislocation density (typically 

lo7 cm-') was still too large and the intrinsic optical properties of the material were lost to 



inhomogeneity effects (see 

Figure 29). InAs samples 

grown on InAs cannot be 

used for electrical characteri- 

sation because the epilayer 

properties are masked by the 

Figure 14. Relaxed buffer layer growth profile. properties of the more con- 

ducting substrate. Figure 14 

shows the schematic arrangement of the InAs epilayers with typical growth temperatures 

and thicknesses. To ensure that the same material was optically and electrically character- 

ised, simultaneous growth on both substrates was performed. 

The samples prepared for photoluminescence studies were grown on undoped liq- 

uid encapsulated Czochralski, nominally exact (100) InAs substrates, with residual n-type 

carrier concentrations of approximately 2x10'~ ~ m - ~ .  The epitaxial material was residually 

n-type with donor concentrations as low as 2.5x1014 cm-' and mobilities of up to 1 . 2 ~ 1 0 ~  

cm2/Vs. These measurements were made by Dr. Watkins' group. A more detailed de- 

scription of the growth methods as well as transport characterisation data were reported in 

reference [20]. The optical characterisation method is described next. 

As described in chapter 2, photoluminescence is the emission of light resulting 

from optical excitation of the medium. For semiconductor studies, the only requirement 
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Figure 15. Top view of the sample chamber in the liquid helium cryostat, showing the different 
configurations for photoluminescence, transmittance and reflectance measurements. A Globar is 
essentially a heated element with broad blackbody emission in the infrared. 

on the optical excitation is that the photon energy be larger than the forbidden band gap 

between the electron and hole states in the semiconductor, in order to create the electron- 

hole pairs. The excitation source used in this study was emission from an argon ion laser, 

which has its main lines in the blue and green, much higher than the minimum energy re- 

quirement. 

In order to study exciton processes, the semiconductor sample must be kept at a 

temperature lower than that required to dissociate the exciton complex. For InAs, it will 



be shown that this temperature is much lower than the atmospheric pressure liquid helium 

temperature of 4.2 Kelvin. Therefore most of the measurements were performed with the 

sample immersed in superfluid liquid helium with a temperature of -1.4 Kelvin. To 

achieve this temperature, a large-volume vacuum pump is used to continuously remove 

the helium vapour above the liquid, so that a reduced vapour pressure is established. The 

latent heat of evaporation continuously removed from the liquid in an attempt to reach 

equilibrium is the source of the cooling mechanism. 

The top-view geometric configuration of the photoluminescence setup is shown in 

Figure 15(a). For transmission and reflectivity measurements, a broad Globar source (a 

heated element) was used and the different configurations are shown in Figure 15(b) and 

Figure 15(c) respectively. Transmission measurements were possible because of the 

transparency of the substrate material in the band-edge region, due to the Burstein-Moss 

effect. (This transparency is caused by the filling of the bottom of the conduction band 

from extrinsic electrons, which raises the lowest available electron state.) For measure- 

ments under magnetic field, the samples were immersed in a split-coil horizontal super- 

conducting magnet dewar capable of fields up to 7 Tesla. For the results reported here the 

sample's principal orientations were not aligned with the magnetic field. 
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Figure 16. Components of a Fourier Transform spectrometer and the optical path. 

The method of Fourier transform spectroscopy (FTS) was used to measure the 

optical spectrum of I ~ A S .  Unlike the more conventional method of dispersive spectros- 

copy (DS), where the light intensity is measured directly as a function of energy, here the 

interference of the emitted light with itself is measured as a function of phase difference 

(called an interferogram). By taking the Fourier transform of the interferogram, we then 

obtain the light intensity as a function of energy, without any loss of information. In fact, 

for many applications, FTS has several advantages over DS and the reader is referred to 



reference [18] for details on this matter. For measuring high resolution spectra over a 

large range of photon energies, simply on the basis of practicality, FTS is the method of 

choice. 

As shown in Figure 16, the central piece of the optical schematic is a beam splitter, 

arranged to separate a beam of collimated (parallel) light. The luminescence originating 

from the sample (a star in the figure) is first collimated, then half of it is reflected by the 

beam splitter to a fixed mirror, while the other half continues to a scanning mirror. The 

light from both mirrors returns by the same path to the beam splitter. After passing the 

beam splitter again, the light beam is the sum of two identical plane waves that have trav- 

elled different distances. Thus the two waves interfere with each other. As the figure 

shows, half of this interference plane wave goes on to be focused by a parabolic mirror, 

through a spatial filter, and is refocused at the detector. The other half, going back to- 

ward the sample, is lost. 

As the position of the scanning mirror is changed, so is the path difference and 

hence the interference condition. This intensity change, measured by the detector as a 

function of path difference, is called an interferogram. 

The spectrum,. (intensity as a function of photon energy, wavelength or frequency), 

is obtained from the Fourier transform of the interferogram. To understand why this is 

so, one simply has to realise that the interferogram is actually the inverse Fourier trans- 

form of the spectrum of the measured radiation. Imagine a monochromatic light source of 

wavelength h (or of photon energy (1/3L) in units of wavenumbers). If the interferometer 



path difference is d=nh, the light waves will add constructively at the detector. For 

d=(n+lD)h, they cancel. The resulting interferogram I(d) is a cosine wave with period h. 

The operation just described, which transforms the frequency domain into the spatial do- 

main, is called an inverse Fourier transform. 

These properties are common to all FTS systems, although the specific geometry 

may vary. The spectra presented in this thesis were measured with a Bomem DA-gTM 

Fourier transform spectrometer using a cold band-pass filter against the detector, as well 

as a Bomem DA-3TM modified for mid-infrared measurements, which are the subject of 

the next section. In order to calculate the spectrum, these instruments use a high-quality 

analog-to-digital converter to store the interference change measured by the detector as a 

function of path difference. A dedicated vector processing board is used to perform the 

mathematical manipulations on the interferogram in order to minimise the time required to 

obtain the spectral information. A host computer is used to retrieve the information from 

the vector processor as well as to send commands and receive status information from the 

interferometer. 

One can qualitatively define the mid-infrared as the energy region from a few hun- 

dred wavenumbers (cm-') to a few thousand. This is also where the bulk of the room- 

temperature blackbody radiation is emitted. The higher energy region where there is neg- 

ligible blackbody radiation, below the visible region, is loosely called the near-infrared. 

The energy region from near zero to a few hundred wavenumbers is referred to as the far- 



infrared. Most conventional semiconductors, such as Si, Ge, GaAs and InP have a band 

gap in the near-infrared. Narrow-gap semiconductors, such as InSb and InAs, have their 

band gap in the mid-infrared, where the room temperature blackbody radiation striking the 

detector, including that emitted from the instrument's optical components, can be hun- 

dreds of times greater than the photoluminescence intensity being measured. This is 

where one of the advantages of Fourier transform spectroscopy, that the detector meas- 

ures the entire spectrum at all times, becomes a clear disadvantage. 

Unlike dispersive spectroscopy, there is no intrinsic light rejection to select the re- 

gion of interest. Because the detector noise is proportional to the square root of the total 

integrated signal measured (at zero path difference), FTS must make use of filters to block 

spectral regions that may be much brighter than the region of interest in order to increase 

the signal-to-noise ratio. In the case of blackbody radiation, this poses a problem since the 

filter itself can be a source of radiation. 

Several techniques exist to enable measurement in the mid-infrared region. One of 

them involves the modulation of the input luminescence and consequent deconvolution of 

the signal using lock-in techniques to separate the sample luminescence from the back- 

ground radiation. However, this method does not solve the detector sensitivity problem 

and hence does not improve the signal to noise ratio. 
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Figure 17. Cold filter method. (c) is the result of the detector response (b) on the spectrum (a). 
A further improvement in signal-to-background is obtained in (e) with the use of a cold band-pass 
filter schematically shown in (d), between 2.5 and 3.5 pm. The units of energy used in this plot 
and also in the appendix, cm-', are called wavenumbers (llwavelength in cm). 

Cold Filter Method 

As was just described, to block unwanted radiation, a band-pass filter is required in 

FTS to reduce the noise proportional to the square root of the total integrated intensity of 



the spectrum. The detector itself is to some extent such a filter, since it is not sensitive to 

radiation below its intrinsic band gap, and becomes gradually insensitive at higher ener- 

gies. An InSb photo-detector, cooled to 77 Kelvin has a response shown schematically in 

Figure 17(b). In part (a) of the figure, Plank's function for blackbody radiation at 300 

Kelvin is plotted and a small artificial peak has been added near the band-gap of InAs form 

demonstration purposes. One can see from Figure 17(c) that the signal-to-background is 

increased by the detector response alone. Part (d) of the figure shows the response of an 

ideal band-pass filter between 2.5 and 3.5pm that has been cooled so that one may neglect 

its blackbody radiation. The result of using such a filter is shown in the bottom plot of 

Figure 17, where a dramatic increase in the signal-to-background ratio is seen. 

This is the method that was used to perform most of the spectroscopy reported in 

this work. One can see that this method will work as long as most of the background ra- 

diation intensity is not in the region of interest. If for example the peak in Figure 17(a) 

had been near 1000 cm-', the cold-filter method would not have made a significant differ- 

ence in the background reduction (and hence to the noise reduction). For such a situation, 

the solution is to remove the blackbody radiation which is seen by the detector by cooling 

all parts of the system between the sample and the detector. 

Cryogenic Fourier Transform Interferometer 

A significant effort was invested in the design, construction and operation of a FTS 

system that would have all the advantages of the Bomem DA-gTM, as well as being able to 

measure emission in the mid-infrared, an energy region scarcely studied in semiconductors 



because of the difficulties discussed above. Although the cold-filter method was sufficient 

to study much of the photoluminescence spectrum of InAs, it was not possible to know 

what lay beyond the cut-off of the filter (at wavelengths longer than 3.5pm) until the 

cryogenic Fourier transform interferometer project was completed. This did not occur 

until much of the work presented here had been done, so that only the deepest (lowest en- 

ergy) photoluminescence features were measured using the cryogenic instrument. 

It has been hinted throughout this chapter that a solution to the blackbody radia- 

beam 

. InSb 
detector 

cold box 
walls 

sample - 
Figure 18. The optical path with cold components. The back, front and sides of the outlined box 
are cold. The only warm component is the fixed mirror, shown outside of the box. The scanning 
mirror is only radiatively cooled. 



tion background problem should be to simply remove the radiation. This can be achieved 

by cooling the measuring instrument to a temperature low enough that the blackbody ra- 

diation is negligible in the detector response region. On the scale of Figure 17(a), the 77 

Kelvin (liquid nitrogen temperature) blackbody curve is effectively a flat line at zero in- 

tensity. In reality it peaks at about 150 cm-' and decays more or less exponentially at 

higher energy so that at the low energy end of the detector response, it is considerably re- 

duced with respect to the room temperature emission. This is of course the theoretical 

limit, but it describes the intended goal, namely to operate a Bomem DA-3TM Fourier 

transform interferometer (the ancestor of the DA-gTM model) at a reduced temperature, by 

cooling its components with liquid nitrogen. 

Figure 18 shows schematically the same optical configuration as that of Figure 16, 

now showing the walls of a cold box in which all the components are mounted and in 

thermal contact. Only the "fixed mirror" is kept warm and the scanning mirror is cooled 

only radiatively. The reason the fixed mirror is kept warm is one of design. Its angle is 

carefully controlled as part of a dynamic alignment feed-back loop, and it must be free to 

move. The front surface of the mirror, by definition, must have a very low emissivity and 

it was assumed that the effect of one warm mirror in the system would be acceptable. The 

results obtained confirmed that fact, but also showed that this mirror is the source of much 

of the residual blackbody radiation seen by the detector. At the time of this writing, work 

is in progress to cool this mirror also. 

The scanning mirror is surrounded by a cold copper sleeve throughout its travel 

and is attached to the scanning mechanism with a 30 cm long thin-walled stainless steel 



tube. From simple thermal diffusion calculations, in this configuration the scanning mirror 

should reach an equilibrium temperature of -125 Kelvin if the back surface is exposed to 

77 Kelvin radiation. The beam splitter as well as all the windows used for these experi- 

ment are made of CaF2, which is transparent from the near infrared down to about 1000 

cm-' (10 pm). 

internal liquid nitrogen 

Figure 19. The liquid nitrogen cooling system consists of an external reservoir (not shown) which 
keeps the internal reservoir filled. A flow control valve is used to remove the evaporated nitrogen 
faster to increase the flow into the internal reservoir. The bottom part of the interferometer is 
cooled by a flow through a gravity-fed copper tube, as shown. The top part is cooled by contact 
with the internal reservoir. 



The cold box as well as the mountings for the optical components are made of 

aluminium. The cooling medium is 77 Kelvin liquid nitrogen flowing through copper 

tubes from a copper reservoir which are in good thermal contact with the cold box. Some 

extra thermal links are added to weakly attached components via copper braids directly 

from the components to the liquid nitrogen reservoirs. The detector itself is mounted on a 

copper bridge extending from the top internal reservoir. Because the cold box is in fact 

two separate thermally linked boxes as shown in Figure 19, the copper reservoir is the 

main cooling source for the top interferometer box, while the flowing liquid nitrogen tubes 

mainly cool the bottom collimator box. 

The entire assembly is itself fitted inside the more or less original casing of the 

Bomem DA-3TM interferometer from which all of the control electronics and some of the 

components were taken. This outer box is made to support a vacuum close to 10" torr at 

room temperature. The links from the cold boxes to the outer vacuum box are thin-walled 

stainless steel tubes. The average temperature achieved inside the cryogenic interferome- 

ter is about 100 Kelvin, and requires about 25 litres of liquid nitrogen per day to remain 

cold. 
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Figure 20. Perspective diagrammatic view of the cryogenic interferometer overall assembly. 

In Figure 20, a perspective view of the interferometer assembly is shown, and a 

picture of the actual machine is shown in Figure 21. An obvious addition to the original 

design is the outer liquid nitrogen reservoir situated on top, which continuously fills the 

inner reservoir shown in Figure 19. Also shown in Figure 19 is a valve to control the ex- 

haust of gaseous nitrogen from the inner reservoir. This valve can be adjusted to increase 



the flow of liquid nitrogen in the cooling system, to compensate for the larger boiling rate 

during the initial cooling period of about five hours. 

Some spectroscopy tests were done to verify that the interferometer had not com- 

promised its performance in becoming cryogenic. These can be found in Appendix B. 

Figure 21. Picture of the cryogenic interferometer with the outer vacuum box open, showing the 
cold box wrapped in shiny insulating sheets. 



fter a brief introduction to the exotic concept of excitons in semiconductors, and a 

description of the means and methods to observe them, it is time to show the evi- 

dence. This chapter is devoted to the identification of all the features observed in the 

photoluminescence spectrum of InAs at low temperature and zero magnetic field. In or- 

der to provide more insight on the nature of the observed peaks and to support the iden- 

tifications, measurements were also performed under magnetic field, and at higher tem- 

perature, but no thorough examination of these dependencies was undertaken. As well, 

as described in the previous chapter, transmittance and reflectance measurements were 

performed to complement the photoluminescence information. 

A very systematic approach is used in order to report, qualify and in some 

cases quantzfy the results obtained from the photoluminescence measurements. To re- 

iterate, the goal is to correctly identify the mechanisms responsible for the specific 

peaks or lines or features of the spectra so that we can further our knowledge of the 

properties of InAs, specifically regarding impurity content. For other scientists to 

make use of these results, the findings are summarised in two tables, included in this 

chapter. 

The chapter is divided primarily by spectral energy region, and subdivided by type 

of recombination. The low temperature photolurninescence spectrum of InAs may be 



separated into three energy regions. The deepest, below 390 meV, contains a broad lumi- 

nescence band from an unknown process as well as the phonon assisted transitions of the 

band edge luminescence. The middle energy region, between 390 meV and 402 meV, 

contains luminescence from DAP bands and the two-hole replicas of the A',X transitions. 

The excitonic region, in the energy range 410 meV to 416 meV, contains features corre- 

sponding to free exciton (polariton) recombination and impurity-bound exciton recombi- 

nation. We first discuss the photoluminescence related to the acceptor impurities since 

this dominates the entire spectrum. Secondly, the other excitonic processes (free and do- 

nor-bound) are carefully examined, and we conclude with a discussion on the broad lumi- 

nescent bands observed by us and other groups. 

The spectra of Figure 22 span both the middle energy region and the excitonic re- 

gion. Evidence for three different acceptor species Al, A2 and A3 is clear from the three 

distinct donor-acceptor pair bands DAIP, DA2P and DA3P. The luminescence origin of 

the DAP band is the recombination of a donor-bound electron with an acceptor-bound 

hole perturbed by the final-state Coulomb energy which depends on their relative separa- 

tion r (see Figure 8 on page 21). Hence the emitted photon energy is given by 



where EG is the InAs band gap at 1.4 Kelvin and E B ~  and EBD are the acceptor and donor 

binding energies. With increased excitation density, the distribution increases towards 

closer pairs so that the band shifts to higher energy and becomes broader. 

ACCEPTORS A1 ,A2,A3 

I I I I I I 
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Photon Energy (meV) 

Figure 22. The photoluminescence spectrum of InAs at 1.4 K for an excitation power of 1 mW, 
showing the different acceptor features. (a) Sample containing one acceptor, A2. (b) Sample 
containing two acceptors, A, and Ag. The neutral-donor-bound exciton (D'x) is also shown. 

The excitation density dependence of the sample of Figure 22(b) is shown in 

Figure 23 for excitation powers of 0.1, 1 and 10 r n ~ / c m ~ .  Sub-figures (a) and (b) show 

the DAP bands for acceptors A3 and Al respectively, with the higher energy curves corre- 

sponding to the higher excitation. The curves are scaled vertically to emphasise the blue- 

shift and broadening. The integrated photoluminescence intensities for the DAIP bands of 

(b) is plotted on a log-log scale as a function of excitation power in Figure 23(c), along 
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Figure 23. The excitation power dependence of the transitions shown in Figure 22(b). The blue- 
shift and broadening of the DAP band is shown for the acceptor A3 in (a), and for A1 in (b). The 
broadest and most blue-shifted curves correspond to an excitation density of 10 r n ~ l c m ~  in the 
series 0.1, 1 and 10 r n ~ l c m ~ .  The curves are scaled vertically to equal intensities. The 
integrated photoluminescence intensity as a function of excitation power for the DAlP band is 
shown in (c). 

with the corresponding A~',x dependence. The bound exciton lines do not shift in energy 

with changing excitation density. 

The power dependence is consistent with the two competing processes. As the 

DAP recombination begins to saturate (with the depleting number of ionised acceptors), 

the A',X start recombining on the neutral sites. The A',X recombinations increase super- 

linearly until they become the dominating process, and the DAP recombinations become 



independant of excitation. Beyond that (not seen in the figure), the A',X dependence will 

become linear until the number of available neutral acceptors start to saturate. 

The sub-linear dependence of the DAIP band implies a saturation of this process, 

as expected from the above arguments. A similar power dependence is expected for the 

DA3P band but is not observed up to 10 mw/cm2. Because in all respects this feature be- 

haves like a DAP band at these excitation densities, it is suspected that this sample con- 

tained more of the A3 acceptors than the A1 acceptors, and that DA3P integrated intensity 

should saturate at a higher excitation. Another possibility for the difference in saturation 

behaviour is that the DAIP pairs may have a much longer recombination time that the 

DA3P. 

ACCEPTOR-BOUND EXCITONS 

Acceptors A1 and A2 

In the excitonic region of Figure 22 are lines corresponding to the recombination 

of excitons bound to neutral acceptors (AO,x). For the Al and Az acceptors, identical 

doublet structures are observed at -413.5 meV in (a) and (b), corresponding to A~',X and 

AlO,x respectively. To demonstrate that these are not the same transitions, a higher 

resolution spectrum of this region for a sample containing both the Al and A2 acceptors is 

shown in Figure 24(b). The doublet further resolves as four lines (a,b,c,d) with the 'c' line 

as the strongest feature. This substructure is identical for A2',x and AI0,x, and so we 

observe a superposition of the two sets of lines, displaced by 41 peV. Using the 'c' line as 



a reference, the spectral positions of the different acceptor A',X are 413.624M.005 and 

413.665M.005 meV for A, and A2 respectively. 

Exceptional resolution is required in order to distinguish these two acceptors in the 

A',X principal transition. However, the 2 s  two-hole replica of the two neutral-acceptor- 

bound exciton (A0,x 2h) species can be clearly separated as shown in Figure 24(a). 

I C  Ao.X 2 hole 

Photon Energy (meV) 

Figure 24. A higher resolution (0.02 meV) spectrum of the neutral-acceptor-bound exciton 
(A',x), showing the principal transitions (b) and the two-hole transitions (a). Four lines are seen 
for each acceptor in the principal transition, and are replicated in the two-hole transition. For 
acceptors A, and AZ, the lines are labelled (la,  lb ,  lc, Id) and (2a, 2b, 2c, 2d) respectively, and 
Table IV contains their spectral positions. The spectrum of (a) has been expanded vertically by a 
factor of 25 with respect to (b). 

Not only are the structures identical between the principal and the two-hole transi- 

tions, but they are also identical for the two acceptors A1 and A2, which shows that this 

structure is due entirely to a splitting of the initial state of the neutral-acceptor-bound exci- 

ton (Figure 10 on page 24). In other direct-band-gap semiconductors, this splitting is un- 



derstood in terms of excited states of the hole-hole interaction, perturbed by the coexisting 

electron in the A',X complex [21]. A correspondence to that model is not possible at this 

point because of the strange behaviour of the two lowest energy lines. Not only are these 

lines broader than expected, they also disappear in the presence of magnetic field (see 

Figure 28). The determination of the origin of the four A',X lines therefore requires fur- 

ther analysis, beyond the scope of this thesis. 

The final state of the principal transition (A0,x) leaves the acceptor in its 

ground state (Figure 7 on page 20) whereas the two-hole transition (A',x 2h) leaves it in 

a 2S312 excited state. Hence the specific acceptor IS312 to 2S312 energy difference A E 1 2  can 

be measured from the photolurninescence spectrum to high accuracy. From Figure 24 we 

obtain 

These values are in relatively good agreement with effective mass theory calculations [16] 

(summarised in Table 11, page 20) which give 

for acceptors in InAs. 

Furthermore, using the effective mass value for the 2S3,2 binding energy, 5.00 meV 

(ignoring any central cell effect), and the measured AE12 values, we obtain estimates for 

the acceptor binding energies of 



These values can be compared with the values obtained from the respective ex- 

trapolated low energy edge of the DAP (EDAP for infinitely distant pairs), 39639.1 meV 

and 397.1k0.2 meV. From equation (4. I), 

where EGex is the excitonic band gap and E B ~ ~  is the exciton binding energy. We substitute 

the measured excitonic band gap (discussed below) with the above values for the accep- 

tor-specific quantities, and effective mass binding energies [15] EBex=l. 10kO.06 meV and 

EBD=l S3kO.08. The resulting values for the acceptor binding energies are 

One possible candidate for the A1 or A2 acceptor species is zinc. Photolumines- 

cence measurements of GaAs grown using the same TBA source determined the presence 

of residual zinc acceptor impurity. 

Acceptor A3 

The A3 acceptor's donor-acceptor pair band (DA3P) is seen each time the line la- 

belled in Figure 22 as its neutral-acceptor-bound exciton (A~',X y) is present. We also 

correlated the existence of both these features with samples that were grown following 



InGaAs growths in the same reactor chamber. From the latter we postulate that A3 is a 

double acceptor formed by a gallium atom on an arsenic lattice site (Gab). The A~',x 

line however, looks nothing like the corresponding A',X lines for acceptors A1 and A2. It 

is much broader and much deeper than the other lines (the A1 and Az lines are 41 peV 

apart and the A3 line is 3.6 meV deeper). Figure 23(b) shows that its power dependence is 

that of a bound exciton process. We propose that this might be the signature of double- 

acceptor whose ground state is split, as reported in germanium for the zinc impurity [22] 

(there the corresponding line is labelled with the Greek letter y). The recombination of the 

exciton bound to the neutral double-acceptor A3 leaves the acceptor in the "excited" 

ground state, which is short-lived as it relaxes to the "true" ground state and hence the 

broad linewidth of the A~',x transition. 

In this model a sharp transition to the "true" ground state should still exist, but 

none is observed in Figure 22(b). It is possible that this line is hidden under the Al accep- 

tor line but this is unverified as we had no InAs sample containing only the A3 acceptor. 

The splitting of the neutral A30 ground state would then be -3.610.5 meV. As we did for 

the other two acceptors, using the extrapolated low energy edge of the DA3P band, 

39 1.3kO.5 meV in equation (4.2), we obtain 

as an estimate to the A3 acceptor binding energy. 



Table III. Physical quantities obtained from the InAs spectra presented in this 
thesis. The unit of energy is meV 

Symbol used in Measured 
document quantity 

Excitonic band gap energy Ec,ex 415.65M.01 
Band gap energy EG 416.739.07" 
Acceptor Al binding energy EBA 18.28M.01b 

18.725-0.24" 
Acceptor A2 binding energy EBA 17.54M.01b 

18.12M.34' 
Acceptor Ag binding energy EB A 23.4M.7" 
A',X binding energy 2.49M.05 
D',X binding energy 0.42M.02 
Longitudinal optic (T) phonon energy 30.05M.01d 
Conduction band effective mass m*/w 0.026M.002 
Conduction band g-factor gc -15.3M.2 

" Using an exciton binding energy of 1.1M.06 meV [15] 
Using an acceptor 2 S ~ 2  binding energy of 5.00 meV [16] 

T r o m  equation (4.2) 
From reference [I] 

In summary, we have found evidence for three distinct acceptors and we estimated 

the acceptor binding energies using two methods: one using the two hole transitions of 

the A',X and the other using the DAP bands. The results are listed in Table I11 along with 

other physical quantities measured from the spectra of InAs detailed below. The next two 

sections deal with the identification of the free exciton and the donor-bound exciton fea- 

tures close to the excitonic band-gap region of the spectrum. 

In direct band-gap semiconductors, free excitons and photons are strongly coupled 

where the exciton dispersion curve would have crossed the light curve in the absence of 

coupling. This creates both photon-like and exciton-like states collectively called 



"polaritons". Because of this strong coupling, the free exciton (from now polariton) is 

readily measurable by reflectance (or transmittance) spectroscopy. 

The excitonic energy region of InAs measured by reflectance, transmittance and 

photoluminescence at 1.4 K is shown in Figure 25. The now familiar structure of the 

neutral-acceptor-bound exciton (A',x) is shown in the photoluminescence curve as a 

point of reference only. The neutral-donor-bound exciton structure (D',x) will be dis- 

cussed in the next section. What this figure stresses is the lack of evidence for the polari- 

ton (X) in the photoluminescence spectrum, while it is clearly observed by reflectance and 

transmittance (plotted as absorbance=l/transrnittance). We define the minimum of the 

reflectance feature as the excitonic band gap EGex = 415.65k0.01 meV (For comparison, 

the energy at which the almost vertical portion of the curve crosses the baseline reflec- 

tance is 415.71k0.01 meV). 

It seems likely that given the large radius for free excitons in I~AS '  (76 nm), to- 

gether with the relatively substantial donor population even in these high-purity samples 

(at ~ d = 2 . 5 ~ 1 0 ' ~  cm-', the average donor separation is 170 nm), that the capture time of 

polaritons onto donor impurities might be much shorter than the radiative lifetime. Hence 

essentially no recombination from polaritons is observed in photoluminescence, at least 

under the 1.4 Kelvin, zero magnetic field conditions described here. It is in principle pos- 

sible to use a strong enough excitation to saturate the donor sites, and thus create free 

The exciton radius is taken as the Bohr radius obtained from the spherical part of the exciton Hamiltonian (equation 
(2.9)). The reduced mass was taken from [15], using a different value for the diectric constant of 14.55+0.05 from 
W I .  



excitons, but the linewidths at those excitation densities are apparently larger than the do- 

nor-bound-exciton binding energy, making the distinction impractical. 

41 4 41 5 
Photon Energy (meV) 

Figure 25. An expanded view of the excitonic energy region. The photoluminescence spectrum in 
(a) does not show the polariton (X) which clearly dominates the absorbance spectrum (b) and the 
reflectance spectrum (c). 

As will be discussed in the next section, the donor-bound-exciton binding energy is 

approximately 0.42 meV. At a temperature of 4.2 Kelvin the thermal energy of the lattice 

(kT=0.36 meV) is enough to strongly dissociate the bound excitons so that some recombi- 

nation of free excitons occurs. The photoluminescence spectrum in the excitonic energy 

region at the temperatures 1.4 and 4.2 Kelvin are compared in Figure 26. In this sample, 

the D',X line is more prominent, and some evidence of the polariton is seen even at 1.4 K 

as a small shoulder (X) in subfigure (b). At 4.2 K, in (a), this shoulder increases substan- 
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Figure 26. Excitonic photoluminescence at a) 4.2 K and b) 1.4 K showing the shift in relative 
intensity between X and D',x. 

tially in intensity relative to the bound exciton features as expected from the above argu- 

ment. 

The drastic degradation of the photoluminescence features in going from 1.4 to 4.2 

Kelvin shown in Figure 26 is likely one of the reasons why such detail in the photolumi- 

nescence of InAs was never reported before us [I]. 

With the help of reflectance and transmittance measurements, as well as tempera- 

ture dependence photoluminescence, we have clarified that the peak above the acceptor- 

bound excitons in the photolurninescence spectra, is due to donor-bound excitons rather 

than polaritons. All the binding energies are measured relative to the band gap, which is 



obtained from the polariton energy. This identification was therefore a very important 

one. It is further supported by magnetic field measurements discussed later in this chapter. 

From the transport measurements on the samples grown simultaneously on GaAs 

Dr. Watkins' group obtain residual donor concentrations as low as 2.5x1014 cm". This is 

only below the Mott transition for InAs (5x10'~ cm" according to [4]) by a factor of two. 

(Above the Mott transition, the donor electron wavefunctions overlap, and the material 

becomes metallic). Thus the concentration of donors is still effectively quite high in these 

samples, and donor-bound exciton absorption is readily measurable by transmission spec- 

troscopy. In fact all of the photoluminescence features due to donor-bound exciton re- 

combination can be seen as absorption lines in the transmission spectrum. This was a 

subject of confusion in earlier interpretationss. 

Figure 27(a) shows in detail the photoluminescence and (b) the transmittance of 

the neutral-donor-bound exciton feature (D',x). (The inverse of Figure 27(b) was plotted 

in Figure 25(b) as absorbance.) It is not possible to know yet if any of this structure is due 

to the presence of different donors, although chemical shifts (central cell effects) would be 

expected to be very small. Seven lines are resolved in the figure and are labelled by the 

letters 'a' to 'g'. The 'a' line, which is the deepest photoluminescence peak, corresponds 

- - 

* In ref.[l], D',X absorption features were erroneously attributed as due to polariton reflectance. The feature labeled 
as the polariton (X) in that paper was actually the DO,x. These DO,x absorptions were present in the reflectance 
spectrum because of the transparency of the substrate material (Burstein-Moss shift), and the fact that the polished 
back surface of those samples was reflecting the incident radiation along with the front surface reflected radiation. 
Hence those reflectance spectra were in fact the sum of reflectance and transmittance. The samples used later and 
in this study had unpolished back surfaces, and consequently the present reflectance spectra are free of these prob- 
lems. 



to the start of the absorption on the transmittance curve and there seem to be absorption 

features all the way up to a tenth of a meV from the excitonic band-gap. The 'c' line po- 

sition is the most prominent in the photoluminescence and corresponds well with the peak 

of broader D',X lines from other samples which do not resolve the structure seen in 

Figure 27. The D',X binding energy, as measured from the 'a7 line, is 0.42*.05 meV. 

Lines corresponding to excited states of the neutral-donor-bound excitons have also been 

observed in other 111-V semiconductors [25]. 
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Figure 27. Substructure of the neutral-donor-bound exciton feature in the photoluminescence 
spectrum (a) and the transmittance spectrum (b) of the same sample. The spectral energy 
positions are given in Table IV. The (X) label denotes the position of the excitonic band gap. 

For the purpose of reference, Table IV contains the position of most photolumi- 

nescence peaks discussed in this work and observed on InAsAnAs epitaxial layers, at 1.4 



Kelvin and 0 Tesla. The table also contains the FWHM for those lines that could be re- 

solved and a brief description of their assignment is also given. 

MAGNETIC FIELD DEPENDENCE 

The spectrum of InAs becomes very complicated in the presence of a magnetic 

field, and no thorough analysis has been undertaken at the time of this writing. The main 

purpose here is to support our identification of the excitonic features by showing that the 

polariton becomes visible in the 1.4 K InAs photoluminescence spectrum under an applied 

magnetic field. 

We observe a linear dependence of transition energies on magnetic fields from 0.5 

Tesla up to 7 Tesla. In a simple approximation, we can then describe the shift of the lurni- 

nescence recombination energy by 

where gc is the conduction band g-factor and oc = eBl  rn* is the cyclotron frequency. 

We have neglected the diamagnetic quadratic correction for simplicity and because the 

observed magnetic field dependence was linear to a good approximation. Using the defi- 

nitions of pB and oc , one can write 

Figure 28 shows part of the excitonic region under an applied magnetic field of 1 

Tesla. The features labelled with an asterisk (*) correspond to spin -112 electron states 



and those with no asterisk to spin +1/2 states. The photoluminescence (a), the transmit- 

tance (b) and the reflectance (c) are plotted on the same energy scale. 

Table IV. Epitaxial InAs. Photoluminescence peak positions, assignments and references at 1.4K and 0 Tesla. 

Peak FWHM Symbol 
position (meV) used in Assignment and comments 
( m e v  document 

Deep broad band with sharp high energy edge and exponential tail. 
Unknown process. See Figure 30. 

Recombination of a neutral-acceptor-bound exciton with the 
emission of a longitudinal optic phonon. These lines are replica of 
the A~O,X (or A~O,X) (c) and (d). See ref. [I]  

Donor-acceptor pair recombination with each of the three observed 
acceptors Al, Az and A3. Since these lines blue-shift and broaden 
with increased excitation, the energies given are the best estimates 
for infinitely distant pairs, obtained by extrapolating the low energy 
edges. See Figure 22 and Figure 23. 

Recombination of a neutral-acceptor-bound exciton, leaving the 
acceptor in a 2S3,2 excited state. The lines are replica of the A',X (c) 
and (d) lines for acceptors A1 and Az and originate from the same 
initial state of the bound exciton. See Figure 24(a). 

Broad, neutral-acceptor-bound exciton recombination at the Ag ac- 
ceptor impurity, possibly a double-acceptor GaA,, left in the higher 
energy state of a split ground state. See Figure 22(b). 

The principal transition of the neutral-acceptor-bound exciton. Four 
substructure lines are resolved and labelled from (a) to (d). The (c) 
line is the strongest feature. This substructure is identical for the A, 
and the Az acceptor. See Figure 24(b). 

The principal transition of the neutral-donor-bound exciton. Seven 
substructure lines are resolved and labelled from (a) to (g). The (c) 
line is the strongest feature. See Figure 27. 

The free exciton (polariton). This feature is difficult to observed in 
photoluminescence (see text), but can readily be seen in the reflec- 
tance spectrum. See Figure 25. 



A strong polariton peak is now present in the photoluminescence spectrum and this 

peak lines up with the lowest of three polariton features (XI, X2 and X3) observed in the 

reflectance and transmittance spectra (the exact nature of this polariton splitting is beyond 

the scope of this thesis). The large increase in free-exciton recombination under applied 

magnetic field is explained by the resulting compression of the free exciton and donor 

wavefunctions (in a classical physics analogy, the electrons are forming tighter orbits), 

coupled to an increase in their binding energies. This leads to a reduced capture rate by 

the shallow donor impurities. 

It should also be mentioned that the acceptor-bound exciton 'a' and 'b' lines dis- 

appear under the application of a magnetic field so that in Figure 28(a), the A',X and 

A',x* structures are composed of only the 'c' and 'd' lines of acceptors Al and A2. (This 

will require further investigation in the context of splittings of the neutral-acceptor-bound 

exciton complex.) 
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Figure 28. The excitonic region at 1.4K under a magnetic field of 1 Tesla. (a) The 
photoluminescence, (b) the transmittance , and (c) the reflectance. The photoluminescence shows 
a peak at the polariton energy, about 0.4 meV above the main D',X feature, which lines up with 
the transmittance and reflectance of the lowest lying polariton feature (XI). The asterisk (*) 
labels states of opposite electron spin from those without asterisk. The zero of the transmittance 
spectrum has been shifted vertically for clarity, and is indicated by a horizontal line under the XI* 
transition. The magnetic field splits the polariton into three main substructures (neglecting spin), 
which are labelled XI, X2 and X3 

Using equation (4.4), the spectral positions of XI and XI* lines at 1 Tesla yield 

values of 0.03mo and -15 for the electron effective mass and the g-factor respectively. 

Measurements at 7 Tesla, where our linear approximations are more valid, give 

0.026k0.0021~ for the effective mass and a g-factor of -15.3M.2 in reasonable agreement 

with tabulated values [23][24] of 0 .0241~ and -15. These agreements simply confirm the 

identification of the features labelled in Figure 28, which in turn support our assignments 

of the excitonic features at zero magnetic field. 



BROAD BANDS 

Broad band luminescence can arise from several mechanisms, and some processes, 

such as the donor-acceptor pair band, give intrinsically broad emissions, while the effect of 

sample inhomogeneities will broaden the entire spectrum. In most cases it is difficult to 

determine their precise origin, since the effects of perturbation are not easily measured on 

broad featureless bands. 

In chapter two we assumed nearly perfect and pure crystals, hence we did not dis- 

cuss any process (except for DAP) which would give intrinsically broad features. In many 

studied cases however, the intrinsic features discussed so far cannot be seen due to an ex- 

cess of impurities or dislocations. For example in strongly n-type material, since the Fermi 

level has moved into the continuum of the conduction band, like a metal, the concept of 

quasi-hydrogenic donor levels is lost. This is the case for our substrate material. 

Figure 29 shows some of the broad bands that we have observed. The B1 band in 

(a) is not always present. It is seen here in an otherwise normal spectrum of a 5 pm thick 

epitaxial layer grown on an InAs substrate. The other spectra shown in this figure are the 

result of different growth processes and are not expected to resemble the kind of spectra 

discussed above. 

The substrate photoluminescence spectrum is shown in (d) and has features la- 

belled Seh and SeA. We attribute SeA to free electron to acceptor recombination (e,~'),  

since the substrate donor concentration is well above the Mott (metallic) limit. The low 

energy tail of SeA is wide enough to contain all of the identified acceptor energies. The Seh 



line is most probably due to band-to-band recombination (e,h). B,, in (a) does not appear 

to be due to substrate photoluminescence, as its energy does not correspond to any sub- 

strate feature. In samples with thin epitaxial layers, where the excitation can create elec- 

tron-hole pairs in the substrate, the photoluminescence due to the substrate can dominate 

the spectrum as is the case in (c) for a 0.36 pm layer grown on InAs. 
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Figure 29. Photoluminescence of the various broad bands seen for different types of samples. a) 
An otherwise normal spectrum of InAs grown on InAs with an unidentified broad band labelled 
B1 at 406 meV. b) A sample grown on GaAs showing three unidentified broad lines labelled GI, 
Gz and G3 at spectral positions 412,409 and 401 meV respectively. c) A thin layer of InAs 
grown on InAs has a spectrum dominated by substrate features. d) The spectrum of our InAs 
substrate material, with broad lines at 416 meV (Seh) and 403 meV 



An interesting observation for the 0.36 pm thick sample is that it appears to have a 

line at the polariton energy (X), which does not appear in thicker layers, and has a D',X 

feature but no A',x. This might be related to the proximity of all portions of the thin 

epitaxial layer to the much more heavily n-doped substrate. 

Samples grown on GaAs substrates 

A spectrum of one of our samples grown for transport measurements on a GaAs 

substrate is shown in Figure 29(b). Three broad features are visible, denoted GI, G2 and 

G3, none of which bears any similarity to lines seen from samples grown on InAs. We 

have as yet no detailed explanation for the GI, G:! and G3 lines. The broadeness of the 

lines may be due to residual strain in the relaxed layers. Other groups however, have pub- 

lished spectra from InAs grown on GaAs that can be reinterpreted in light of the results 

presented above. 

The report by Tang et al. [7] on BME-grown InAs on GaAs substrates shows four 

lines which they label as 'a', 'b', 'c' and 'd'. Their 'a' line (7 meV wide, with peak at 417 

meV), which they attribute to free-excitons or shallow-impurity-bound excitons resembles 

our substrate Seh line. The position of this line, the high excitation densities used, as well 

as the high temperatures at which the measurements were done (1 1 K), leads us to suspect 

band-to-band recombination as a better candidate. They attribute their 403 meV 'b' line 

to excitonic recombination as a deep donor level. Since this line more or less corresponds 

to our substrate SeA line, and since we saw no evidence of a process in our layers which 

would indicate the presence of a deep donor, we suggest that their 'b' line may be due to 



free electron to neutral acceptor recombination. Their 391 meV 'c' line, which showed 

similar behaviour is close in energy to the donor-acceptor pair transition associated with 

acceptor A3. If our postulate that this acceptor is due to a Gak impurity is correct, it is 

possible that a sample grown on a GaAs substrate might contain it. Finally, their 'd' line 

at 378 meV was attributed to a DAP transition. However we also observe a strong band 

at this energy, which does not exhibit DAP band behaviour. 

Deep Time-Dependent Band 

We have observed a deep, broad band corresponding in several aspects to the 'd' 

line of Tang et al. Figure 30 shows the power dependence of this band (B2), in a sample 

for which excitonic photoluminescence intensity had significantly degraded over time. The 

B2 lineshape and position are independent of excitation between 1.5 mw/cm2 and 200 

m ~ l c m ~ ,  with a sharp high energy edge and a broad low energy tail. The curves for dif- 

ferent excitations have been vertically scaled to show how the lineshape and energy posi- 

tion stay constant over the two decades of excitation density. We have seen no saturation 

of the B2 band in this sample, however we have perhaps not followed the behaviour to as 

high an excitation level as did Tang et al, who did see a saturation of their 'd' line. 

In another sample (not shown), where the B2 band was not so prominent, we have 

observed a saturation, and a subsequent (not simultaneous like the case of DAP) blue-shift 

of this band. That sample still possessed strong excitonic photoluminescence. 

In the spectra of Figure 30, the (X) denotes free-excitons created at high excita- 

tion, when the D',X states are saturated. The lowest excitation spectrum also resolves 



D',x, A',x, and a weak DAP band. Another deep process (labelled B3) is seen on top of 

the B2 band and seems to saturate at the same rate as the bound exciton features. The in- 

tegrated photoluminescence intensity dependence of the B2 band on laser excitation den- 

sity was found to be nearly linear for the range given above. 

This behaviour, characterised by the band-edge luminescence losing intensity, is 

recoverable. Some samples were seen to have little or no band-edge luminescence one 

week, and then to have bright and sharp luminescence the next. When the samples show 

weak band-edge luminescence the B2 band is present, while when the sample shows strong 

excitonic photoluminescence, in most cases B2 is absent. What is even more surprising is 

that this switching in intensity between the B2 band and the band-edge luminescence was 

also observed on the substrate material. This implies a fundamental, perhaps surface- 

related, property of InAs, which to our knowledge has not been previously reported. 

Theys et a1 [8] report a process of hydrogen passivation in which they see a photolumi- 

nescence line (labelled 'c' there) disappear after either deuteration, annealing, or both. 

This line, although different in shape, is close to the B2 band energy. 

We are unable to determine the origin and characteristics of this process as yet. 

Because the time scale of this behaviour is several days or more, it is not practical to keep 

the samples at 1.4 Kelvin. Therefore, a thermal cycling between cryogenic and room tem- 

perature is unavoidable, and may play a role in this effect. 
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Figure 30. Excitation density dependence of the deep 374 meV band labelled Bz. The integrated 
photoluminescence intensity dependence from these curves is nearly linear. The BI  band of 
Figure 29(a) is also seen in this spectrum, as well as a deeper transition which saturates at the 
rate of the bound-exciton features and is labelled B3. The (X) labels free-excitons created at high 
excitation after saturation of the donor-bound-exciton states. 

Out of five samples that had degraded and were left undisturbed at room tempera- 

ture for several months in an inert helium atmosphere, only one still showed the B2 band, 

and all of them had regenerated a strong excitonic luminescence. We also observed a full 

cycle of this bleaching effect for samples inside a helium filled (gas or liquid) cryostat over 

a few weeks, so that surface reactions with ambient gases such as oxygen or water vapour 

seem less likely. 



Another perhaps related observation which should be mentioned, is the optical 

bleaching of the excitonic photoluminescence in the presence of high magnetic fields. 

When the samples are subject to magnetic fields above 3 Tesla, a large excitation (above 

30 mw/cm2) bleaches the excitonic photoluminescence processes. It is possible that the B2 

band described above is related in some way to this optical bleaching, but we have not in- 

vestigated this possibility. 

We have shown and interpreted the low temperature photoluminescence spectrum 

of high purity InAs grown on InAs. We have obtained, from our identifications, a number 

of physical quantities which had not been measured previously. Most of these quantities 

are listed in Table 111, and a list of photoluminescence peak positions at 1.4 K and 0 Tesla 

is supplied in Table IV. More research will be required in order to identify the exact ele- 

mental species of acceptors Al and A2, as well as to provide supporting evidence for the 

assignment of the acceptor Ag to a GaA, double acceptor. Using a simple treatment, we 

have measured the conduction band effective mass as well as the electron g-factor. More 

work is required in order to fully interpret our magneto-photoluminescence results meas- 

ured up to 7 Tesla. The broad bands labelled B1, B2 and B3 in the text still remain unex- 

plained, and the time-dependent correlation between B2 and the weakening of the band- 

edge photoluminescence should be researched further. 



T here are many 

is important to 

aspects of this research that can, and must be pursued further. It 

realise that the amount of information put forward with this thesis 

on the properties of InAs, has its equivalent in dozens of research papers over the span of 

a decade for GaAs. Hindsight has had an important role in this. It is also due in part to 

the better characterisation tools available today, and to having had access to both a 

state-of-the-art MOCVD growth facility and a world class semiconductor photolumines- 

cence research facility. This enabled a fast response time between growth and charac- 

terisation, which is critical for the realisation of the ultra-high purity InAs layers which 

were essential to this study. 

The experimental results themselves are summarised in the last section of chapter 

four. But where these results stand in the larger picture is what will be addressed here. 

Intrinsically, InAs has high electron mobility (for comparison, the typical electron 

mobilities measured at room temperature for InAs, GaAs and Si are 30000, 10000 and 

1500 cm2/Vs respectively). But this does not mean that every InAs semiconductor pos- 

sesses high mobility. The extrinsic scatterers such as dislocations and impurity play an im- 

portant role. In order to control the inclusion of these scatterers, a study such as pre- 



sented in this thesis is of high value, since it will lead to the identification of impurities 

which can then be traced back to the growth sources, or fabrication methods, and perhaps 

eliminated. 

Already the high mobility quality of InAs is being put into application for Hall sen- 

sors. The sensitivity of such devices is directly related to the mobility, since they measure 

induced currents from weak magnetic fields. 

InAs, as a constituent of ternary and quaternary compounds is already ovenvhelm- 

ingly present in epitaxial opto-electronic applications. Heterojunction bipolar transistors, 

photoreceivers, quantum well lasers, and countless other devices make use of the InGaAs, 

or InGaAsP technology. There is also a recent report from Fujitsu Labs [26] of an InAs 

quantum-dot based optical-memory structure. 

For most InGaAs structures, the role of indium is to tune the band gap of GaAs, 

for which the properties are well known. However, there are other alloys such as InAsSb, 

which are beginning to emerge in mid-infrared applications. For these, the properties of 

InAs are central at one extreme, and those of InSb at the other. The characterisation work 

which this thesis presents should be of importance to researchers presently involved in the 

development of these infrared devices. The knowledge of impurity contents from the un- 

derstanding of the photoluminescence of InAs is an obvious tool which up to now was 

only available for other compounds. 



As mentioned in the forward to this chapter, there are countless directions in which 

this work can be continued, and I shall only mention a few. 

Exciton Physics 

There is still much information on the physical properties of InAs that can be ex- 

tracted from the results of experiments performed under magnetic field. The structure of 

the neutral-acceptor-bound exciton, for example, is further split at high magnetic field and 

it should be possible to infer the mechanisms associated with the individual lines. This 

type of calculation has been done for other semiconductors and so the theoretical frame- 

work is already in place. The same is true for the neutral-donor-bound exciton, for which 

we reported several lines shown in Figure 27. The complicated structure of the polariton, 

shown in Figure 28, gets even more complicated at higher fields. Fits to existing models 

should also yield more information on the band structure. 

Impurity Identification 

An obvious next step in the characterisation would be to try and determine the ex- 

act species of the donor and acceptor impurities present, by intentional doping. A likely 

choice for one of the acceptor impurities A1 or Az, as mentioned before, is zinc since 

GaAs grown using the same As source showed weak photoluminescence emission due to 

residual zinc. It should also be straight forward to verify the postulate of a GaA, double 

acceptor impurity for A3, since Ga sources are readily available and could be used to con- 

taminate an InAs growth. 



Ion implantation doping of several species has been attempted, but the effect of 

annealing the InAs (to recover from the damage) seemed to be larger than the effect of the 

different doping species. Perhaps a larger bombardment flux may be required. 

InGaAsSb and Related Compounds 

Some debate remains regarding an anomalous band gap in As-rich InAsSb, as well 

as the band alignments in InAsSbDnGaAs and other related heterostructures [27]. The 

photoluminescence study of carefully designed quantum well structures can perhaps eluci- 

date some of the questions. The availability of the cryogenic interferometer presented in 

this work, which has been developed for such a purpose, should yield some useful infor- 

mation on these heterostructures. 

But material purity remains a problem to date. As explained in chapter four, the 

donor concentration metal-insulator transition is directly dependent on the carrier effective 

radius. Like InAs, InSb has a small conduction band effective mass and therefore the ef- 

fective radius is very large, requiring very high purity in order to keep the Fermi level in 

the band gap. The work reported here is the first observation of this level of purity in 

InAs. No such observation has been made in InSb so far, implying that the impurity levels 

may still be too high. 

... So there I was. I couldn't remember much. I couldfeel it had been rough. 

And I knew that somehow I had spilled my guts to them. nere was nothing they 

didn't know. I had to leave the city. I had to leave soon... 



The InAs samples were grown using the method described in chapter three. Layer 

thicknesses of 5pm, a growth temperature of 540•‹C, a TBA growth limiting partial pres- 

sure of 0.12 Torr with a TMI flow of -100 sccm were used, unless otherwise specified. 

Table V lists the samples that were used in the figures of this thesis. For more information 

on the growth conditions, see reference 1201. 

Table V. List of samples used for the thesis figures. 

Sample # Distinction Spectrum used in ... 

InAs Substrate 

grown on GaAs Figure 28(b) 
0.36pm layer Figure 28(c) 
grown at 500•‹C Figure 21(b), Figure 22 
no prelayer Figure 25 

Figure 29 
Figure 23, Figure 24, 
Figure 26, Figure 27. 

Carbon implant, Figure 2 1 (a) 
annealed 
no epitaxy Figure 28(d) 



A spectral resolution and sensitivity test was performed on the cryogenic interfer- 

ometer described in chapter three. A small vacuum cell, in which water vapour was 

trapped at a reduced pressure, was place at the input port of the interferometer. The other 

side of the cell (about 15cm away and facing the spectrometer input) was covered with a 

low emissivity gold-plated mirror to minimise the background black body radiation. The 

infrared emission from the water molecules at room temperature was easily measured by 

the lOOK background interferometer. 
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Figure 3 1. The mid-infrared spectrum of water, measured with the cryogenic Fourier transform 
interferometer, using a HgCdTe detector. 



Figure 31 shows the whole spectrum, measured with a HgCdTe photodetector, 

and a blow-up of the same spectrum is given in Figure 32. The instrumental resolution 

used was nominally 0.02 crn-', and linewidths as narrow as 0.03 cm-' were measured, con- 

firming the instrumental resolution limit of the original machine, at room temperature. 
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Figure 32. Blow-up of Figure 31 on a few lines to demonstrate the instrumental resolution. 
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