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Abstract 

The mobile and indoor wireless c-om~i~uilicatioils elivironment is I I S I I ~ I J .  ~ i ~ o ~ l c ~ l l t v l  i i s  

a frecpency selective Hayleigh fading channel. Frecjueiicy st~lt~c.tisi1.y ill1 plitss tlia t 1 I N *  

received signal exhibits intersymbol int~rference (ISI). Wile11 i.r;ins~ilitting wit11 l~igli 

data rates over these cilantiels, the IS1 beco~iles severe. Otir c-orn~ntm t c ~ - l ~  ~~iclr~c-s 1.0 

combat the IS1 is the adaptive ecjualization. 

In this thesis: we propose a simplified channel moclel ancl rlt*velop two maxi~ I I  I I  I I I  

likelihood secjtleuce estimators for the Rayleigll faclitlg (:liannc4 with ISI. 

Instead of using the whole chainlel im j~ulse respouse tap gai 11s to clesrri lw t , I 1 ( 1  

Rayleigh fading channel as usual, the proposed reciucecl din~e~~sionali  ty ~ f l i i ~ ~ ~ ~ t ' l  1no(lc'1 

uses only a few ratidom gain parameters to  represent the wllolt. disc.rc+ca ( ' l ~ i ~ i ~ i l ( ' l  i t \ ) -  

pulse response. The aualysis of the modeling error shows that for c.1ra1111c~Is I~irvir~g 

small delay spread the modeled channel do not deviate much  fro^^^ tlw origi~iitl (.11i111- 

1x1. This model is utilized in the development of an adaptive rtv-pivc.r usit~g Vil , td, i  

decoder. The receiver nses a knovv~~ inserted pilot trai r~ i r~g  scyiit2rtc.e to cwti I I I ~ L ~ , ( *  t . l ~ c .  

multipath time varying channel. The error perforrnance of' t h  sc*c.c4vrnr is a1 t i i l y ~ ( * ( l  

and it is demonstrated that the receiver has simple struc-turc atld good I ~ i t  cwor r - ; i t , c ~  

performance. We also design in the thesis a ~ i i ax i r~~um likelihood scquc2nc.c* tbstimat io11 

- Viterbi algorithm (MLSE-VA ) receiver that does [lot need t t~e  t,raini rlg s t~l i ic~t ic~~ 

v (  I in the channel estimator. Rclinicjues, such as the sigrial spatial cliversity, sc.wi~~ . . 
multiple sampling, a d  VA state reduction, are investigated t,o it11 y~n~vck t h  ivros JWS- 

forma~ice and reduce the complexity of the adaptive receiver. The perfimrt ~ I I W  of tlt is 

receiver is evaluated through simulation. The t~umerical results show t l~at t,hv pilot 

assisted receiver has better performance and less cornp~t tatio~t a1 comp1e:xi ty t f t art t l I ( *  

receiver that does not use pilot sequence. 
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Chapter 1 

Introduction 

'I"c.t-hi~ic-ai problems of rligital wireless cominuuications car] 11e categorized into various 

i rsl~v-ts.  s d l  as speec-11 coiling. c-orled and uncoded cllannel modulation, networl<ing 

protoe-01s. r-ryptograpll_v. adaptive receivers and so on a11d so forth. This thesis deals 

with adaptive re<-eivers. in partirular tlie maximum likelihood sequence (MLSE) rr- 

wive-r. for frecj~renc-y selective Kayleigll fading channels. I11 this i~troc1ucto1.y chapter 

web giw ail gentml uverview of tile popular teclmiques employecl in adaptive receivers 

autI a I~rief tlwsis outfine. Since wirtfess receiver technology depends heavily on the 

s igd propagation etlvironment, we begin our introductiozl with a brief review of 

cliaital tnobile cllantlei characteristics. 

1.1 Characterization of the multipat h fading prop- 

agation channel 



Industry Association has characterized thy digital cellular t.hatiucxl iis a frcy~lt~iic-y- 

selective Rayleigh fatling channei. 

Basically. the frequency-selec t i w  Kayleigh fading i.11an1lt4 is c-llarw t,vsizt-tl 1,). t \vc, 

ciistinct phenomena, i.e. multipath and Doppler  effects PI. 

Multipath c l ia~~nel  is where energy arrives via several p a t h ,  ils~iall\, as a r c . h i ~  I t, of' 

reflections, or of irlbomoge~~eities in the physic-a1 meclilin~ that ])roc111cc. say-spliti illy, 

or scattering effects. Thus the received signal (apart from any acltli tiw. ~wiscb) ( . C ~ I I  I ) ( .  

viewed as a weighted sum of delayed versio~~s of the traitsnl~t t d  W ~ I V ~ ~ U ~ I ~ I .  A s  t,11(. 

terminal is moved from one location to another or as petspiia l I I \ J V t 3  arai~nd c-Iosr ti) t h t .  

trans~nitter or the receiver, the midtipath affects the expccterl avt.ragcb rt.ct~iwct sig11i11 

power and causes the received power to fluctuate. In rnos! (xws, t11(% ( * ( l ~ t i \ d t ' ~ ~ t ,  i~1111)li- 

t i ~ d e  and phast. fluctuations of the sum of tlie receivcd sign& have t.ll(' SibI1\(* ~t,i\tist ic'itl 

characteristics as those of narrow-band additive white (;aussiau ~ioiscx (AW(;N), i i ~ l ( l  

the corresponcling envelope is Kajrleigli-distriI)iitcd, so t,11(* trausr~lissio~t ( . I I~LIIII( '~  is it 

Kayleigh fading c!~annel. The clistortiort causecl hy tlle tniilt,ipatli is c-allrcl Fsc~l ~ ~ t - ~ r t ' y  

selectivity, which mearls tlle different frequency comj>one~i!,s of tilc~ tra t~srn i tt,cvl sig- 

I& art. subject to different fading effects aud thus the. signal is sc*vcwly cli~f,ort(vl Iry 

the rha~mel. The frequency selectivity depends cjuauti t iwly 011 tha ruirl til~ttt,l~ ~ l ) ~ . t ' i ~ ( l ,  

or equivalently the coherence bandwicltl~ of the cha~lnvl, wlati vtx to t , l ~ c ~  t I . ~ L I I S ~ I I  i ttcvl 

signal ba~~dwidth .  

Another important phenomenon ill the mohile wireless tra~ls~l~issioll is tlrtb l)opj~l(*s 

effect. \%'henever a transmitter a11 tl a recei ver are in relative. ~ltotiolt. tl rt. rcwi vcv l 

carrier frequency differs from the transmitted carrier frecjiirnry. This slii ft o f  fr'cy I I ( ~ I I ( ' Y  

is refered to  as the Doppler Shift and can be calculaterl acc-orclitrg to the. vrhc.it,y o S  

the  mobile and the carrier frequency [I] ,  111 a realistic rnviron~ntmt, i h  scwi vc*tl 

s i g d  urit-es along rn11Etipath and the velocity of inovernerit i l l  the c i  irwtictrt of' c w l t  

arriving path is in geueral different from that of arrother yath. r r h ~ ~ s  ;L t,ratrsrnit,l~~c~ 



-sinusoid, subjected not only to a single Doppler shift, is received as a spectrum which 

is referecl to as the Doppler spectrum. This effect of spreading of the transmitted 

s i p a l  frequency is called in a general way as the Doppler spread of the cha~~nel ,  and 

the resulting signal attenuation is referred to as Doppler fading. Doppler spread also 

occurs when the propagation path characteristics is time varying. Doppler fading is 

grossly described by the coherence time or, equivahtly, by the Doppler spread. 

A detailed rnatllematical description of the Rayleigh fading multipath cha~mel as 

wet1 as its parameters and discrete model can be found in [2] and [3] and is also 

rliscusse<i in Chapter 2. 

Due to the multipath, tile maximum digital symbol transmission rate for a wireless 

<:c~~nnli~~licat io~~ system is bounded by the delay spread. As the symbol transmission 

rate increase:, the duration of a transmitted symbol becomes comparable to or even 

smaller than the delay spread. As a result, the pulses arriving along multiple paths 

associated with one symbol interval will interfere with the multiple pulses associated 

with the neighboring symbol intervals. This intersymbol interference (ISI) is mani- 

fested as ax1 irreducible error rate observed at high signal to noise ratio (SNR). As the 

symbol tratismission rate increases, the worsening i~ltersy~nbol interference created by 

the multipath increases the irreducible error rate of the receiver. Various techniques 

iu the receiver can be used to increase the data rate for IS1 channel, e.g. diversity re- 

ceptiou, RAKE matched filter, adaptive equalization techniques, as well as employir~g 

rrtodulation and coding techniques 1'21. We will concentrate this introduction on the 

development of the equalization techniques which lead to opti~num adaptive receiver. 



Adaptive Equalisat ion Techniques 

For IS1 channels, the comnlu~lication receiver often adopts aitaptivr cclnalization ttv.11- 

niques to achieve better performance 121. For example, the Eurupeau auct Nort ,h  

'4merica digital wireless co~mnunications standards GSM and IS-5-1 hot I1 I~avc. t lw 

equalizer at the receiver [4]. 

An adaptive equalizer is an adaptive filter at  the receiver whose frequency rtbsponsc. 

adapts approximately to the inverse of t.he frequency respouse of the sha,1ir1t4. Eqilal- 

ization techniques can be subdivided into two general types - lincw and ~lonli~rcur 

equalization [5]. 

The linear equalizer is usually implemented as a FIR or IIIt  iiltes with apprc~pri;~tt.r 

coefficients adaption algorithms p], e.g. least mean square (LMS) algorith11-1 i~lld 

recursive least square (RLS) algorithm [6]. 111 an attempt to compensate for thrr 

channel distortion, the linear equalizer places a large gain in the vici~~ity of t hc: spctc:t,s;~I 

null and as a consequence signiGcantly enhances the additive ~ioisc. prcwnt, iri 1,11c! 

received signal. Thus it does not perform well on channels wi ti1 spectral ~lillls i rt t,lwis 

frequency response characteristics 121. Therefore in cl~altnels wit11 severe frcquc:r~c:y- 

selective fading, which often result in spectral ~mlls in rec.eived sigual, the wi(lely ust:tl 

techniques are the adaptive nonlinear equalizers? which utilize c1ec:isiowi to c:i t llctr 

cancel the interference or enhance the signal. 

Two types of very effective adaptive nonlinear ecjua!izer havt. bem studiect Iy I I I ~ L I I ~  

researchers over the past three decades, i.e. the adaptive decision kc-cll)ac-k eqtt ;L I *  ~zt*r 

(DFE) [ij] [7] [8] [9], and the adaptive version of the rna?rin~un~-lik(?iif~oocl sc*qtrcd~lc~t- 

estimation (MLSE) [lo] [ l l ]  [I23 [13] [7]. A summary of the 1101lli11rar rquaIix~~f,ior~ 

techniques, DFE and MLSE, is presented in 1151 . A detailed description c ~ f  t h y  LIFE 

and MLSE structures and the associated class of algorithms that art* tmp!oyc:cl Lo 

aclaptively adjust the equalizer parameters is given in  [5] [2]. 



The Lasir: icfea in the DFE is that once a11 information symbol has been detected, 

the ISI that. it causes on future symbols may be estimated azd subtracted out prior 

to syrnbol detection. To accomplish this, DFE adopts two sections of filters, a feecl- 

forward section and a feed back section. The received signal sequence with IS1 is sent 

illto the feedforward section, while the feedback section has as its input the sequence 

of decisions on previous detected symbols. The function of the feedback section is to 

remove the part of the IS1 from the present esti~nate caused by previously detected 

synlbols [2] .  111 an adaptive mode, the coefficients of the feedforward and feedback 

filters are adjusted recursively to follow time variatioxls in the cha~mel response. LMS 

algori tfim, RLS algorithm and their derivatives are used for this purpose. With these 

rapidly adapting algorithn~ DFE can track the fast fading char~nel. 

Compared with the linear equalization, the DFE yields a significant improvement 

in performance, mainly due to  the inclusion of the decisio11-feedback section which 

eliminates the IS1 from previously dekcted symbols. However si~~~ulatiozl results show 

that there is still a significant degradation in performance of the DFE due to the resid- 

ual intersy~nbol interference, especially on channels with severe distortion [2]. Also 

there is a significant performance loss due to incorrect decisions being feed back, i.e. 

error propagation, in DFE, caused by the sensitivity of the LMS and RLS algorithms 

to error propagation f141. 

Atnong different equalization techniques, maximum likelihood sequence estima- 

tion, which is efficiently i~qAemented by means of the Viterbi algorith~n (MLSE-VA) 

is optimal in the sense that i t  mininlizes the probability of the error in the receiver 

f'l] [lo] [l I] [Is] [16]. 

The MLSE is based on the computation of a-posteriori probabilities, with a known 

received sigtial sample sequence. Hypotheses are made for all the possible transmitted 

information sequences. The detector chooses, among these hypothetic sequences, the 

one that has the largest posteriori probability. The VA is used for efficiently searching 
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among these possible sequences. 

Unlike the linear and decision-feedback equalization techniques, t l ~ e  hll,Sl3 ~tt-rtls 

to know the probability clensitj- function of the received signal. 111 1int.a~ rqitalizatirm. 

the estimate of the informateion symbol in any particular signaling intcrsal is sumr 

linear combination of the received signal samples from the output of tlir. ~nat,rlic*tl filt,car. 

In DFE, there is the additional linear combination of previousiy tIetertc4 synll)i~ls. 

The tap weights in these linear combinations are determined ity ~nitlitniziug (ither t11c 

mean square error or the peak distortion. Thus the adjustlnent of t l ~ c  wt4ghts tlovs 

not require knowledge of the statistics of the signal and the channel. I n  MLSIC, i n  

order to calculate the a-posteriori probability and hence the rlecisiou metsic- i ~ ,  VA, 

the statistics of the transmission enviro-lment must be k~iown a-priori. 

To eliminate the ISI, the MLSE-VA algoritlms also require explicit or in~plic'il~ 

identification of the cllaimel characteristics in order to coniputt5 the mt3tric.s f r ~  ntnki~tg 

decisions. To acco~n~nodate a channel that is ~1lli110wt1, a challnel cxstimatctr mliy Iw 

included in parallel with the detection algorithm. The channel estitnator is ~ ~ s ~ t a l l y  

an FIR transversal filter with adjustable coefficients which is c-omp~l terl rcv.~lrsi vcd y t,o 

znininlize the mean square error (MSE) between the actual received seq umc:e ati t l { , I  I(-! 

output of the estimator. These estimated coefficients are fed to the M LS E-I-msed VA 
for use in the metric computations. Considerable research has I)em piirforr~~erl OII  t,lw 

channel estimation and the corresponding digital signal structure [IT,]. 

These studies have resulted in two main chamel estimatio~~ t t dmiq i~~s .  Orrc. sup,- 

gests the use of a known training sequence prior to each iuiorrnation seqlrertw to 1 1 t ~ I p  

the channel estimation. This technique is co~n~nonly k11ow11 as: the pilot assist,t.tl ( i t $ -  

tection techniques [17] - [20]. With this approach the signaling format; of t,l~e systcvn 

is designed such that the information data sequeuce is organized i n  blocks with t w t ~  

block preceded by a known training pilot 

begining of each block is used to estimate 

sequence. The trair~ing secjtlttr~c-tt at 1,11c 

the channel response within tlte traiiril~g 



sequence duration. The channel response at other times is tracked either through the 

fast trackiug dgorithms like LMS and RLS a!gorithms or through a channel interpo- 

lator 1201. General i~ the whole cbamel estimatio~l process is performed in two stages, 

a periodic chamel estinratiorl stage and a channe! tracking or interpolation stage 1211- 

r2:3]. The main concerns with the channel estimation using the pilot training are the 

processing delay, the signalling efficiency, and the buffer space required at the receiver 

for interpolation. 

ln order to acco~nplisli the fast fading channel identification in a short time, the 

other proposed tecllnique estimates jointly the channel response and the transmitted 

sequence? despite the ciiIem~na of the so-called Blind Problem : " Sequence detection 

is t~ever successful without the knowledge of the clia~lnel response. But the channel 

response cannot be estimated witbout referring to the transmitted sequence." Joint 

cljaniiel response esti~nation and signal detection is usually carried through a received 

signal whitening filter implemented as a Kal~naa filter. The filtered signal output is 

ttieil compared with the original received signal to determined the decoding metric i n  

MLSE-VA algorithm [23] [25] [26] [27] [28] 1291. 

The ~nain co~~sideration~ in these channel estimation methods are the receiver 

complexity, propagation lag error, a ~ d  the signal detection delay. A co~nparision of 

the advantages and clisadvantages of these techniques can be found in [22]. 

This thesis studies the optimal equalization techniques, i.e. MLSE-VA, in the 

frecpency selective Rayleigh fading channel. The objective is to derive an efficient 

ant1 yet. accurate equalizer structure to combat the ISI. The channel estimatio~i both 

wi tIl and wit bout the pilot sequence assistance is investigated. The pilot sequence 

assisted chaniiel estimation scheme proposed in the thesis utilizes a novel reduced 

ciirnensioilality cbannei model developed in Chapter 3? which results in a receiver 

with sinlple structure aid not much loss of performance. The MLSEVA under study 

1%-ithout training sequence uses a bank of Wiener optimal filters for the fading channel 



prediction. Its application under fast and slow fadi~ig envit-o~lments art. stuclicd 'l'wI1- 

nicjues such as multi-sampling per symbol at the receiver and the antrnnit cli\'cxt.sit~- 

are investigated. The thesis outliue is given below. 

Thesis Out line 

Following the introductory chapter, the s ip~a l  and chanllrl motlt4s for f r (~ l i~c~i ( 'y  sfA- 

lective Rayleigll fading channel are developed in ( h p t e r  2. ( :ouc.tyts, stlc.l~ ; ~ h  fils t 

and S ~ W  fading, rxiean sqiiare delay spread are defined am1 dist-itssvi.1 i t t  rletit,il. I t 1  01.- 

der to develop a si~nple and precise equalizer, the midtipath Rityleigh facling c4ia11rlc~l 

characterization is studied and a new reduced dime~~sionality chatmc4 1noc1c.l (I( TI( ' M )  

is proposed in Chapter 3. The channel consitlered is tlie wi& S ~ I I S P  s t ~ t i ~ t l a r ~  I I I ~ ( X J ~ -  

related scattering (WSSIJS) channel, which specifies t l ~ a t  tlie attriiuat,iu~l ar~d ~~llasc* 

shift of the channel associated with path delay 71 is uncorrelaterl with tllosc. assoc-i- 

ated with path delay FZ. This is the case in most radio transtnissiol~ ~ rwl i a  I201 [:W] 

. The derived simplified discrete chanxlel it:odel has only a k w  raiirlimr i t i ~ t . i ~ i ~ t t s t , t ~ ~ . ~ ,  

r t  when the delay spread is less than the 20% of the signal syn~l~ol  c1ur;ttion. 111tt vsti- 

mation can be carried out for these parameters instead of the wllole C ~ ~ L I I I I ( * I  iml)l~lso 

response. A yplying this novel technicjue, both the sim y lici ty and itcmrac.y of' 1 , I 1 ( 1  

chamel estimator can be increased a fourlcl in Chapter 3. 

With the RDCM derived in Chapter 3, a reduced ranlplexity rhannt4  t~stiirri~tor is 

proposed in Chapter 4. This chaxmel estimator utilizes the KD(fM and pilob t,r;~iui~lg 

sequence to  enhance the channel estimation accuracy. The obtained estirn;ttor is l,l~lls 

simple in structure and in computation axlrl yet very arc-~lrat~.  The pcarfor-tr~arm* of' 

the estimator is evaluated both under the Inearl squared rrleitsttre criteria a t ~ d  l i t  error 

probability of the corresponding VA receiver that uses this <:harmel estimator. Tltv 
result is very satisfactory. 



I l i  (Jhapter 5 of tfie thesis, an MLSEVA equalizer using the joint chatme1 esti- 

mation and signal cfeirction is studied. No training sequences are used. An implic-i t 

ct~armtil estimat;on techuique and the 'JA state reduction scheme is applied so that the 

c:onnplexi ty of the conventional MLSE-VA is greatly reduced without loss of accuracy - 
i r ~  tile sense of the Lit error rate of the receiver. 

The thesis is summarized in Chapter 6. 



Chapter 2 

Signal and Channel Model 

In this chapter? we define the digital signal tnodel over the tixq~wltc-y s t 4 t d v e  Ita~.ylt+,l~ 

fading channel. Most of the material cau be found in  121. (!otlcepts of  dt-lay ~owc-17 

profile, fast and slow fading are ctiscussed. The cliscret,e signal m t l  c.li;t~rr~t~l ~llo(l(*l 

derived for the signaling over Rayleigh charlnels with intersymbut interkrencc. air( l 

additive white gaussian ~:oise will be applied tl~roilgl~out the  thesis. 

2.1 Transmitted Signal 

The baseband model of a high-speed communic-ation system ovvr a frcq~~tw.y st:let.t,ivcb 

byleigh fading channel is shown iu Fig. 2.1. 

The transmitted data is represented by a sequence { ~ ( k ) )  of co1np1t.x syinldn, 

and the complex e n d o p e  of the transmitted signal is 
~-fl 

s(t) = A C c(k)  g t ( t  - LT) 



Figure 2.1 : Block Diagram of the Communicatim System. 

where A is the alnyfitude. and without loss of generality we set A = 1 in the following 

of t h e  thrsis. The transmitter pulse shaping function qt(t) 11as unit energy, and the 

symlrol rate is $. T h e  expected value E[lc(b )I2] = 1. 

2.2 Rayleigh Fading Dispersive Channel 

The signal is transmitted over a frequency selective Rayleigh facling channel with 

a11 equivalent low-pass time-varia~lt impulse response u(r,  t ) ,  which represmts the 

c-11anneI response at time t due to an in pulse applied at time t  - T. T is the delay 

in  t h e  scatters. u ( r ,  t )  is usually modeled as a wide sense stationary uncorrelated 

scattering (WSSUS) process [39]- For Rayleigh fading, u(r,  t )  is a Chussian process 

witti zero mean. It is completely characterized by its correlation function which is 

defi~led as [2] 

wilere * represer~ts the complex conjugate. 4,(<, T) gives the average power output 

2% a function of the time delay r and the difference between observation times, (. 

ff reflects bath the mdtip~th spread 2nd the fading rate of the channel. When 

assuming the autocorrelation function i11 time is the same for each delay, &(<, T) is 



usually represented as 

ou(& 7 )  = G(7.)ck(() 

where G(T) is refered to  as the delay power profile. aurl or,(<)  is tjhe a~ltwosrt~lat i u ~ i  

function norlnalized to unit power. 

The total fading power is nor~nalized to i ~ r ~ i t y ,  so that 

For convenience, we will take the first ruoment of ( t ' ( ~ ) ,  the averagc3 (ltkli~y, to I N .  

zero, as given hy 

/ T G ( T ) ~ T  = 0 (2 .5 )  

The second central ~noirteut of G(T) is the mean sqilare c l t * l a y  sprc-.;rtl, scjlmt.ck 

root equal to the root mean square (rms) delay spread, given by 

G: represents the convolution. 



2.3 A General Discrete Model for Rayleigh Fad- 

ing Channel 

The receiver front end consists of a filter followed by a sampler. Denote the iinpulse 

rc~sjm~st. of the receiver filter by the unit energy cl,(t), Its output is 

where ~ ~ ( t j  is the filtered white Gaussian noise with autocorrelation function 

To simplify the general expression (2.8), we need to specify the pulse shaping 

filnctions qt(t) arlcl + ( t )  as well as the channel impulse reponse U(T, t ) ,  which all rely 

on the fading charmel characteristics. For different fading chardcteristics the pulse 

shaping filters can be chosen to optimize the receiver. 

In slow fading, it is usual to nlatcli the receiver filter to the transmitted pulse, 

which usi.tally has a square. root raise cosine shape, in order to ~naximize the detected 

signal to noise ratio. In this case, q,-(t) = qt(-t). Although the integration in (2.8) 

with respect to ct. covers the whole cu axis, most of energy of the integrand centered 

arorlncl peaks of clri-0) and qt(t + a+ - kT - T ) ,  SO the practical integration region lies 

in a s~natl interval from about a = 0 to about a = kT + T - t ,  the peak locations of 

the two pulses qT(-a) and qt(t + 0 - kT - r ) .  Therefore for slow facling, the channel 

irnpdse response t r ( . r ,  t + e) in (2.5) is considered approximately constant over the 

i!~tegration with respect to a. By arbitrsrily identifying this value with the vdue at 

ct = 0, we cail move U ( T ,  t )  outside the a integration. Thus we have 



We see in both slow and fast fading, the received signal can Iw at  l ~ i t s t  ;~ppwsi- 

ntately represented as in (2.10) with p ( f )  Iwiug a f i ~ l l  Nyquist pitlst'. I r i  this tl~rssis, wt* 

take p(t ) as a raisecl cosine pulse. 

where & is the sampling rate at the receiver filter ulltp~it. 

c(k/:t',) if k /Ns  is intt-gcv 
6 ( k )  = 

other w i sf* 



c-cmsistiug of the iufwmation data interleaved with (X5 - f j zeros. The information 

S M ~ W C + C ~  { ~ l k j )  o f  rate ; is the11 extended to au equivaleut sequence { b ( k ) J  of rittr 
f E. Sote that fur sanlplinq at trallsmission baud rate, i.e. I\i, = 1. we have T = rs 

ar1tI ItIk) = elk). 

wirert- f { i ~ T ~ )  is a fii-tewd white noise sampie with correlation given i11 (2.9). For re- 

ceiver 111atcbt.d filter and me sample per baud case; i.e. i'Vs = 1. the different e(uT,)'.s 

art* iaclependent iclentid ly distri bnteci (iid ) cornplex Gaussian ramtom variables, each 

Iraving a zero mean and a variance equal to is. 

Substitute (2.1 1 )  into (2.13) and use square lxaces to indicate a sample of a con- 

t i r ~ t m i s  waveform. e-g.. yjn] = y(nT,) .  we have 

This is  a general discrete signal model. In the foIlowing we will derive the discrete 

signal tnoctel for the  discrete nmltipath Hay1eigl-i fading channel. 

2.4 A Signal Model over the Discrete Multipath 

Rayleigh Fading Channel 

St~tisii  2.2 o d i n e d  a moiH for the ~ ~ n i i ~ i t i ~ u s  fading dispersive ~hi~nf~ef .  Fur discrete 

xnlLtipatlr Rayleigh fading chanuel, t h e  impulse response of the time varying dispersive 





where the information sequence { c ( k ) }  is replaced by the equivalent sequence { b ( k )  } . 

In the remainder of the thesis, for simplicity, we will use the signal model for dis- 

crete rnul ti path fading channel for all the derivations. The derivations can be extended 

tu the continuous fading channels, i.e. according to (2.14), without much difficulty. 

In the next chapter we will derive a reduced dixne~lsionality channel model based 

on the signal model and notations developed i11 this chapter. 



Chapter 3 

A Reduced Dimensionality 

Propagation Model for Frequency 
Selective Rayleigh Fading 

Channels 

As discussed in the last chapter: the mobile ro~nmu~iication chan~~cls  cxllil~it f ~ ~ o q i ~ c . l ~ . y  

selective Rayleigh fading, which produces randolnly time vary i~ig i l l  tvrsyrn l)ol in ttvs- 

ference (ISI) in digital transmission. For IS1 channels, the opti tnuin cletoctm- ~isc*s 

maximum likelihood sequence estimation (MLSE), nor~nally with the Viterl~i algo- 

rithm. However, the Viterbi receiver reqaires an estimate* of t h c b  chan 11c.1 i m pulst* 

response (CIR) and, depending on the pulse shaping filter used and the clelay sprtmf 

in the channel, the CIR may span many symbols, resulting i t 1  a largt* nurntw of pa- 

rameters to estimate. The estimation can be facilitated by e~nLedding kuown tmi~ril~g 

sequences in the data p1j. According to i20], the number of training s y ~ ~ b o l s  rt-qilird 
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is aj~proximately twice the duratiou of the CIR. Thus, treating the CIR as a long un- 

c-onstrained sequence leads to questions of accuracy in the estimation and efficient-y 

i11 the transmission format. 

We present is1 this chapter a simple, yet accurate, alternative ~noclel to describe 

frequency selective channel fading. It expresses the CIR in terms of only a few param- 

eters: rather than explicitly in terms of the full set of cllannel taps as is usually done 

[2]. There are several advantages with such a reduced di~nensionality model (RDM). 

First, since there are fewer parameters involved, they can be estimated more accu- 

rately; second, sigxiificantly fewer training symbols are needed whell compared to a 

system that estimates explicitly the full CIR; and third, simulations of such clla~mels 

are si~nplifiecl through reduction of the number of cornplex gain generators required. 

We show that a RDM for the frequency selective fading chamel with a smdl  delay 

spread can be obtained by truncating a Taylor series representation of the transnli t tecl 

signal. In a related work [31], a different mathematical transformation of CIR, i.e. 

clia1111el orthogonalization, is shown to lead to a simplied channel simulator, though 

it has uot been applied to detection in receivers. 

The chapter is organized as follows. We show in Section 3.1 how the original 

channel model can be described in terms of a reduced dimensior~ality model. The 

accuracy of the RDM, measured in terms of the 11lea11 squared error between the 

original and motieled channel i~npulses responses, as well as the bit error rate difference 

of the Viterbi receiver, is given in Section 3.2. Finally the summary of the chapter is 

given in Section 3.3. 



3.1 Reduced Dimensionality Channel Model 

In this section we propose the reduced dimensionality channel model for t,hv slow 

fading channel discussed in chapter 2. The block cliagran~ of our c.o~~~~ll i~nic-at , i i~~~ 

system is shown in -Fig. 3 . 1 .  

r(t) Matched J 
KT+; - 

Filter q (-t) -I- 

C%annel 

Estimator 

Figure 3 . 1 :  Block diagram of the system. 

Recall from (2.10) that 

y(t) = ~ e ( h )  Ju ( r ,  t lp( t  - k ~  - +T + n,(t) 
k 

where p ( t )  = q t ( t )  @ c ( - t )  is the composite pulse: shape. 

Viterbi 

Decoder 

As shown in Fig. 3.1,  the receiver samples ( t )  at thtx symhol rz~tcl so thttt, i n  

expressions (2.11) and (2 .12)  we have T = T,, N, = 1 and b ( k )  = c ( k ) .  Aworclitlg 10 

(2.141, the received signal sample is 

91.1 = x c(k)  1 U ( T ,  nT)p[(n - l i ) ~  - T ] ~ T  + ~ [ n ]  (3.2) 
k 

where e[n] are iid complex Gaussian random variables. 

It is clear from (3.2) that the ISI, and therefore the tfjscrete irnpulst: resporlsc!, 

can span many symbol times, even for relatively modest delay spreads. lisp o f  t l l t *  
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imydsc~ rcqmnse to characterize the channel, therefore. leads to high clirner~sio~~ality 

in both clr annel estimation aud channel simulation. We now show that an alternative 

clrsr-ripti011 gives art effective di~ner~sionality that is tr~uch lower for small to moclerate 

delay spreads. 

Since the transmitted signal is Imndli~nited, we call expand it in a Taylor series 

alld rxpect that ordy t he  first few terms are required for accurate representation over 

a significant fraction of a sy~nbol. Accordingly, we expand the pulse p ( ( r ~  - k)T - 7;) 

where $ ~ ) ( t )  is the j- th derivative of the pulse p ( t ) .  By substituting ( 3 . 3 )  into (3.2) 

a d  cl~arlgi~lg the time index by letting T I  - k = -4 and hence k = n - 4, we can rewritv 

W e  cat) interpret (3.4) as a sum of fixed parallel subchannels, in which the jt'" 

inlpillse response is pJ [ E l ,  each weighted by a cornplex gain gj [ri] ,  see Fig. 3.2.  

The !jJ(l,[n], wllich are Gaussian random variables, are successive moments (in delay 

r )  of colnplex channel gain. They can also be interpreted in frequency domaia as 

cterivatives at f = 0 of the Fourier transform 



Figure 3.2: The parallel subchannel n~odrl .  

i.e. tilt, curvature, etc of U( f ,  t ) .  

The correlation of y j [ l ]  and yk[E - n] call be obtai~iecl iising (2.2) a . t t ( l  (".:I) I;N 1 , I 1 ( 1  

WSSUS channel 

Note the integration in (3.7) is the tnorneuts of tlw cha1l1tt4 power rIc1it.y ~ t ro i i l v  

defined in seciion 2.2. 
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In the fo!lowing, we take the WSSUS discrete channel as an example to derive our 

reducecl dimensionality channel model. By substituting (2.15) - (2.17) as appropriate, 

we can obt air1 ZJ [n] as 

where 

The set of coefficients (. . . , h-l [n], ho[n], hl[n],  . . .} is the discrete time channel impulse 

response (CIR) at time nT. These are complex Gaussian random variables co~lstructed 

as set of fixed, known impulse responses of increasing order j ,  each weighted by 

a time-varying complex gain gj[n]. Fig. 3 . 3  depicts the discrete time channel model 

in (3.9), where altogether 2L + 1 channel tap coefficients are shown. 

The reduction in di~nensionality stems from the observatioll that for a small delay 

spread, the infinite sum in . (3.9) . can be approximated by the first J + 1 terms, as 

shown by the covariance 

1 j+k 
= ,5 E I g j  [ z I ~ ;  [ Z  - n] } = C q& [n] (2) 

i T 

If all the. 7;'s are much less than the symbol duration T, then the covariance decreases 

rapidly with increasing order j + k ,  and we can truncate the sum in (3.9) after the 

J t h  derivative. This leads to the reduced dimensionality channel model 
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Figure 3.3: The cliscrete time channel model, 

where J is the order of the cha~lnel model. With a proper choire uf . I ,  wc. sce !'rot11 

(3.13) that the entire channel response, which strictly speaking consists of all infillit,ca 

number of taps, is well approximated by only J + 1 random processes. W ~ J  will sllow 

later on that for delay spreads up to 20% of a symbol, only ,J = 2 tlerivii,t,ivc~s ;rrrca 

required. 

According to (3.7), the covariance (3.12) call also be expressed as 

where ~ g )  is the bth central moment of the delay-power proBI~, tlw s w o ~ r ~ l  siu.11 

moment being the mean square clelay spread. Thus wt 11we an expar~siorl i r ~  tlw 

moments of the delay spread, which decrease quickly wit tl orcicr. In ~rartic.tt lar, wc* 

have assumed that timins recovery locks to the mean delay, so that the first rriornc~lt is 

zero and the processes g O [ ~ ]  and yz[n] are independent. If a difftrrellt value is rc*turtlc8d 



CHAPTER 3. A Reduced Dimensionality Propagation Model 2 5 

from timing recovery: the moments are non-central, and the first two processes are 

c:orrelated. 

The reduced cii~neusionality 1node1 has several advantages. Since there are fewer 

parameters, the receiver is likely to estimate them more accurately than in the case 

of esti~nating the full impulse response hg(n) (The point is illustrated by examples 

in Appendix A). 0 1 1  the other hand, the result is still an approximation of the true 

CIR. Similarly, a simulator based on the reduced dimensionality model can generate 

the effects of a fading dispersive channel with fewer random number generators. 

3.2 Accuracy of the Model 

Having established the reduced dimensionality channel model, we. now evaluate its 

accuracy. Two criteria are used for this purpose. One is the mean squared difference 

between the CIRs of the RDM and the original model. The other is the bit error 

probability difference of the respective Viterbi receivers. ;4-imleric.al results are given 

in both cases. 

3.2.1 Mean Squared Modeling Error 

One measure for the accuracy of the RDM is the mean squared difference (PlSI)) 

between the original and the modeled responses of the channel, i.e., 



For a numerical comparison, we used for the composite pulse shaptx p ( t )  a 1&w1 

cosine characteristic with 50% excess bandwidth, truncated to L = 5 ;  that is, we 

assume that most of the signal energy is contained in the ct-nter 1 1 taps of thi. tlistwt tt 

CIR. Fig. 3.4 shows the deye~lderice of MSI) on the uormalized rms d e l q  sprt~ttl 

(T~,,,/T) for a chamel with a uniform power-delay power profile. A similar plot, is 

given in Fig. 3.5 for a two-ray profile. These two profiles arr givcn respec.tidy 1131 

77mx 1 7 1 7,,,,,, 

otherwise 

with rms delay spread equal to T,,,,,/& and 

G(T) = a t S ( ~  - T ~ )  + c ; ~ ( T  - T . ) ,  (:$. 17) 

witb mean delay o:rl to:? = 0 and rms delay spread equal to ,/-. Si~lc.c 

both channels have a normalized power of unity, the MSDs shown in Figs 3 .4  ancl :1,5 

actually represent normalized differences between the origi~~al and thc modelctl ( 1 1  12's. 

Evident from these figures is that for rms delay spread less t h a n  5% of tl1t5 sy111l)ol 

duration, a first order model, i,e. J = 1, is suffrcieni, tro reyres~nt the  a r t i d  c.himr~(-l 

with a MSD around lov5. On the other hand, if a flat fading morlrl is ~LSSIIIII('(I, i.v 

J = 0, then the MSD is approximately 10-"or a 5% delay spread. A l t l ~ o ~ ~ g l ~  i ~ l l ~ w ~  

may not exist a simple relationship between the MSD and the 1)it ixsror rat,(* of'  IN* 

receiver, it is clear from the above figures that a receiver design hasccl o ~ i  a Uat Tuli~ig 

assumption will exhibit an error floor even with a few percnlt of clchy sprcwl. 

If the rms delay spread in the channel is up to 10% of a syml~ol, thcvi a S ( W I I ( I  

order model, J = 2, is needed to keep the MSZ) to within 10-"or thca %ray (*11a11111'1. 

The channel with the uniform profile requires a higher rnodel for this rarlgc8 of clc*l;ty 

spread. Though not shown: we have calculated the MSG for rliffwent jmwrr split 

ratios in the two ray channel and find that the more evc4y distrif~utc~rf t l j t ~  powclr 

is in the two rays, the smaller the MSD between the reduced cli~neusior~alit~y r.1iar111c.l 
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~nczclel and the original channel model. This is because, for a given rms delay spread, 

more tmeven power splits correspond to larger delay differences between the two rays, 

and therefore require more terms in the Taylor series for sufficient accuracy. 

3.2.2 Bit Error Probability of the Viterbi Receiver 

In this section, we assess the effect of the reduced dirnelisionality model on the bit 

error probability (BEP) of an MLSE receiver implemented using the Viterbi algoritlm~. 

Specifically, we compare a receiver that determines the first J + 1 complex gains g j [ n ]  

of the RDM CIR with perfect accuracy, using them in a Viterbi detector, with a 

similar receiver that has perfect knowledge of the true CIR. To evaluate the BEP of 

the Viterbi receivers, we apply the method in [B]. 

!I perfect (3 can be obtained for hr[n] in (3.13)) the optimal receiver is a Viterbi 

decoder that selects the sequence t = (?(l),  . - - , ; ( I{))  that minimizes the metric [2] 

where 2L is the I e u ~ t h  of the CIR and c(-L), . . . , c(0) are known to the receiver. 

Given the transmitted sequence c = (c( I), - - . , c ( K ) ) ,  a decoding error occurs if for 

some erroneous sequeuce e,  the random variable D, defined as 

K 

J(S) = C 
n=l 

is less than zero. The metric J ( c )  is given as 

L 

y [n] - C E(11- t )  hf[7i] 
&-A /1 

Let P(c  -+ E )  denote the pairwise error event probability for a particular pair of c 

and St i.e the chance that D is less than zero. In addition let a(c, e )  be the Hamming 
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Figurlp. 3.-5: Same as the yre&us figure except that a %ray profile is considered 
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distance between the two corresponding inforlnation squeuces. 'I'lle~~ the oscsall l ) i t 8  

error probability of the ViterFi receiver can be approsimattd as [33] [3-11 

where B is the number of the information hits per cl-ian~wl symbol, and % i s  t h t .  

number of the possible transmitted sequenr-es. It  is obvious from this t . q ~ i r t t  ion that, 

the key LO determining the hit error performauce of the reccivw lies in ol>t,airlit~g 

an expression for the painvise error probability. I ]sing the charat.tcrist.it- F ~ ~ n d , ~ t r r r  

approach snggested in [33] we can show that the pairwise error probal~ility is  givtw Isy 

I ?  where OD(.s) is the characteristic function of tile ranclorn varialh- I ) .  I lw st rile-t u r1* 

of the characteristic ftlnctio~t can be f o t d  in equation (4B. 1 )  of [%I. 

The details in obtaining the characteristic function @/)(.s) is show11 Itc4ow. 

Substitute (3.8) into (3-18) a d  (3.20) respectively, wt* have 

and 
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Definc. zero mean complex Gaussian random variables a,,, b,, and t,, as follows. 

Let 

Write the complex random variable D in matrix form 

D = J ( t )  - J ( c )  (3.30) 
h' 

= C[(e[lz.I + G + h ) ( e [ n ]  + + a,)* - (e[n] + t,)(e[n] + t,,)*] 
n=1 

= z t ~ z  (3.31) 
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and 

1 1  I -I 0 1  
4h' x 4 l i  

The superscript t represents the Hermi tian t rampose. 

The correlation matrix of z is obtained formally without much &Hi(-illt,y. 

[ aza a'b a*t awe 

Note that e is u~lcorrelated with a, b, and t ,  and RZ is a Hernlitiail r ~ ~ a t r i x .  I h s -  

termination of the submatrices of R, is straightforward, h i  it detailed. ' l i i  sirn pl ify t htl 

expression, define 

1 
= -E 

2 

bia b'b bit b'e 

t'a t*b t't t*e 
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where w and v are vectors with elements {w(i), i = 7 2 1 -  15,. - - , n1+ L )  and {v(i), i = 

7 8 1  - t, . . , 12 1 + L )  respectively. 

The ( n l ,  7z2)'t h. element, nl: 722 r= I, . . , I<, in submatrices Baa, Bab, flat, Rbb, 

b t ,  Rtt, and &, can be obtained respectively as follows. 

With the matrix F and correlation matrix Rz, the characteristic. fui~ction of D is 

obtained as 

where {X;, i = I?  - - - , 4 K )  are 4K real eigenvalues of GF. 
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The pairwise error probability in (3.22) can be ( .al(~lit  ted fronl (3.37). 

I:sing the technique described above, we c~ilc~ilated tlw bit cmwr prol~ctl,ilitL~* 1;)r (I 

BPSE; signal transmitted over the two ray cl~ar~rlel defiued i n  scv.tio~~ 3.2.1. y i ~  istvl 

cosine y ( t )  with a 50% roll-off is used as the overall pulse s l~a l , i~~g  lilt,c.r. Sitlcx~ t, lw 

nlain purpose of the analysis is to study the effect of the o r d t ~  of tllc Hl)hi U I I  t , l i t >  

receiver performance, we truncate the overall (:IR to 3 taps ( L  = 1). Altl~oiigli t,11tl 

result may not produce the exact BEP, it is  everthe he less s~iital>le for ( . I ) I ~ ~ ~ ~ L I ' ~ S I ) I I  

of the two receivers, because, for s~nall delay sprvads, most, of tliv t w ~ g y  of t,11t ,  

U R ,  and hence most of the energy of the representatiun error of tllv lCI)M, will I N .  

concentrated in the first 3 taps. The motivation, of course, is that, us(- of stich a sllort, 

CIR length greatly simplifies the bit error proba1)ility calculatio~t, sill(-r t11cw~ : L I X ~  I;.wvr 

erroneous sequences to  consider. Fig. i3.6 shows tlw trt4lis cliagratn of' IJI'SI\: liw a 

:3-tap channel, with the circles being the channel states and the zlutlllm-s :tsswi;~f,t.(l 

with the transitions being the BYSK symbols. To simplify uiis cwor ~)rol);~l)ility 

calculation further, we assume a transrnittecl secluencr of (- 1 ,  - 1, - 1, - 1, - 1 ,  - I ,  . . .) 
and consider only those erroneous paths that merge with it i l l  no u ~ o r t ~  t,lla~l 4 stc3j)s. 

Fig. 3.7 shows the computed BEP versus tlw signal to ~toise ratio ( S N K )  i ; ~  ;I 

uormalized sins delay spread of 0.1, with the order of thr- rc4ucwl clit~lt~l~sio~~nlit,y 

channel model as a parameter. Also shown in this figlire is tltc W El' of th(* opt,i~ir;~l 

receiver, i.e. the one based on the actual C I R  (i.e., the infinite or(lisr rl~orlt~l). A 

si~nilar plot is shown in Fig. 3.8 for a i~orn~alized rlns &*lay spres(1 of (1.2. I I I  1)0!~11 

figures, the two rays in the channel are assumed to have equal powcar.. I t  rail I)(. 

observed from these two figures that a receiver based on the flat fa(litig ;tssi~~~~j)t,iorl 

(J = 0) leads to an irreducible error Aoor. The t~~agri i t~~cle  of tht. error floor i~~c~rc*wc.s 

with the actual delay spread iu the channel. With a first order niotlel, t,h* cwor 

floor can be suppressed significa~~tly, and, with a secoiid orrtc-r moclt4, it, ro111plt4(.l,y 



ctisappears in  the range of SNR shown. As a rnatter of fact, the performance of the 

rticeiver hased on the second order model is almost indistinguishable from the optimal 

receiver. .4ithough not shown, we also studied the effect of the power split ratio a?/gi 

it1 the 2-ray ~rlodel on the bit error probability. We found that even power split gives 

the best performance, and this result is consistent with those found in [36]. 

Finally, we plot in Fig. 3.9 the BEP vs nor~nalized T,,,, curves for different reduced 

cli~nensionality channel models. Also shown is the curve for the the optimal receiver. 

A cbannel SNR of 40 dB is considered in this figure. It is observed that up to a 

cleli~y spread of 1 f 5  of a symbol, the performance of the second order receiver tratrlts 

perfectly that of the optimai receiver, whereas the first order receiver tracks perfectly 

1.111 to about 5% of delay spread. These numbers are consistent with those found in 

the mean squared channel difference analysis in Figs 3.4 and 3.5. As in [XI, it is also 

observed here that as the delay spread increases, the BEP actually improves. This 

sterns from the diversity effect provided by tnultipath fading. It is necessary to note 

that i n  the North America digital mobile standard, the mobile channel delay spread 

is 5 10 ps, and the symbol duratio~l is 4 5 ~ s .  So the second order RDCM model is 

applicable to the standard. 

States 

0 
I 
2 

3 

Figure 3.6: Trellis diagram for a BPSK system with a channel memory of 2 symbols 
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Figure 3.7: Bit error probability vs SNR plot for a %ray power-dcby protile wil,Il 21, 

rms delay spread of 0-1 symbol; solid line : full order receiver, clastrtd l i r t c a  : x c w  
order receiver, crosses : first order receiver, stars : second order rc4vc-r. 
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Figure 3.8: Same as the previous figure except that the normalized rms delay spread 
is increased to 0.2. 
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Fi,we 3.9: Bit error probability vs delay spread plot for a %ray l~owt*~-tlt*lity proliI(*; 
solid line : full order receiver, dashed line : zero order rereivrr, c-rossrJs : first, cmlc*r 
receiver, stars : second order receiver. 



Conclusions 

We have prt-:sented a reduced dimensionality channel model for digital transrnissioll 

over freyuellcy selective Rayleigh fading channels. The model is general, in the sense 

that, by selectiug a proper value for the model order J ,  we can vary our assumption 

a.lwut tlw chan11ef fro111 flat fading (J = 0) tr; the original frequency selective fading 

tnollel ( J  = GO). For a given delay spread, the correct choice of the model order is 

cltter!nined tl~rough a nlean squared difference analysis of the original and modeled 

c-11a11tiel iniyulse responses. For a delay spread less than 20% of a symbol: we can safely 

irse a st~co~icl order model to design the receiver without sacrificing any performance. 

This is ~:i)nfirmecI through analysis of the bit error rates of a Viterbi receiver using the 

RUM (:IR and one using the full C,!IR, both with perfect lmowledge of their respective 

r.hannel parameters. 1x1 a real system, estimation of the two or three para~neters of 

the K.DM is likely to be more accurate, as well as simpler, than the corresponding 

estimation of the 2L + 1 parameters of the fuii CIR. We can therefore speculate that 

the an MLSE receiver based on estimating and using the RDM in its metric will have 

hetter perfortnat~ce than a similar one Imsed on the full CIR. The chamel esti~llation 

b;tsecl on the reduced dimensionality model is the subject of the next clmpter. 



Chapter 4 

A Reduced Complexity Channel 

Estimator for Linear Modulations 
Operating in Fading Dispersive 

Channels 
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frame fiirtfiei divided into a training (or pilot symbol) block and a data block: see Fig. 

4. I .  The estimation p r c m s  is carried out in two stages, a periodic channel estima- 

tion stage a11d a channel tracking or interpolation stage 1211-[23]. The advantages of 

pilot symhol ;tssisted r t i an~~el  estimation over other approaches are su~mnarizect i:~ 1221. 

A Data Frame 
< = 

Figure 4.1: Structure of the transmitted frames and the associated chamei estimator. 
A ptGtl ic  channel estimator is used to a t in la te  the cl~annel i~npulse responses at 
t trosc- tocations marked "X", An interpolator is then i~sed to  generate the  estirria tes -. 
a t  t host* locations marked -.... 

in most of t h e  proposed pilot symhol assisted cha~inel estimation tect~uiques (set. 

for examples PO]-f22j). the 'snapshot' assu~nption is used to  simplify the design of the 

c-bannel est-in~ator. This means the channet impulse response ((ftR) is assumed either 

coilstant over the entire frame or a t  least assumed constant over the training bloc-li. 

Though this assumption is probably \-slid for an incioor ~nicrocellular type of operating 

c-nvironment. it imposes a serious limitation 011 the unciedying c t  anxwl estin~atiou 

tet-hrrirprt-s in applic-at ions where the d e l a ~  and Doppler syreacls are relatively large. 

Nott* that for a chanr~el with an impulse response that  spans f symbol intervals. tlie 

It=itgttt of the training block required for accurate channel estimation is approximately 

2t + I rLO] - [2]. For a fast fading channel. such as the one encountered in an outdoor 

cetlutar tnvirontneut. it- becomes unreasonable t o  assume the channel remains constaut 

aver f he training interval. 

We iot d u c e  in this chapt,er a two stage, rd;ced ~ o ~ i i p k ~ l t ~  channel estimation 

strategy for lint-ar ntodulatiuns transmitted over a multipath fast fading environment. 



The chapter is organized as fo1low:i. After a 1,ric.f review of tlit- RI)N for t I r t *  ~ + ; I I I -  

ne1, the optirnal filter required for periodic cltan~lel paranwttw t s t  ititittictrr is tft'ri \.t'cl 

in Sectioll 1 .  Also p r e ~ t e r f  in Sectio~l 1 is the opt-ilnai i~ttcq~ofat ion l i l t  tar. ' l ' l r c =  

performance of the cl~annel estimator. 111easilretl i n  t,erms of tlw hit  c9rror ~ > ~ . t ~ i , i l l  b i l i  t*y 

of the corresponding Viterhi equalizer. is presented in Sec-ti011 2. I7irral1y, a Sltlllllti~~J' 

of the findings in the present s t u d -  is given in Set-tion 3. 

4.1 Channel Estimation Using Pilot Symbols 

lJse the notations in the last chapter. it waq rleri ved t liat t ht- rttdt,iltat.lt I{;qlrigll 

fading channel. specially the tVSSI,v c-l~arinel~ is nwtlelt4 as ttw wc*igt~ti*cl i t t l i r r i t , c *  str~tr 

of the ranrlozn gain processes in (3.9 j. 

h a t e d  h_\- the first .J + 1 tenns as fofiows : 

The above represents a rec:1rrced dirnensiouality cllaufiel mwiel wit. 11 .l Iwirrg the. orclcr 



f1.i ~ l i t j ~ ~ ~ i  iu Fig. 4.2. tlie rt=r~iverI s i g d  samples ( y [ r t ] )  are passed to t h e  rllau~lel 

vstin~ator. The ctrax~nel wtillrator first generates tlle estimate _il,[X'] for the derivative 

facling jJrocrsss yj[X.], Thtw thew e s t l ~ n a t e  art- applied to (4.1) to reconstruct an esti- 
* 

matt. of tllc ( 'IK, T6tw ('iK estimates, deuotrd by (hr ln])  are then passed, along w i t h  

I l i t .  rcc-(iwcI s i m p l t ~ .  eu a ~ ~ i a s i l n r ~ n ~  likelihoocl sequence estimator (MILSE) irnple- 

xiwritt-ci as a Viterl~i  cfrcockr. It s11uuIcl be poiuted out that the ~ l i ~ m t ~ e r  of c-oefhc-ients 

11sc4 in the ('IK rec.c,nstr~iction deper~ds strongly on the roniputationd complexity 

;t.lloww-i ill the Viterhi algotithm: however this potential limitation is not i.~ilicpe to 

our RDM approach and is c-ommon to all Viterbi equalizatiou. 

Figure f 2: System diagram 

Sirtrc* the wliolc* channel estimatioxi is yerformecl in two stages : ( 1 )  periodic- c11an- 

t ~ t 4  r?;f i ina t ie~~,  and ( 2 )  intrrpcilatici~~, \s-e will first consider the subject of pvriodic 

d i i t n i w l  t*st imat i m  bnwi on t be rt-ctnceii ctimensionali t>- channel model in (4.1 ). 



4 1  1 Periodic Channel Estimation 

Witho~~t  loss of genera1it.y. let's assume we want to (-.stinlate the cli~rivativt~ prcm~st-s 

at time k = 0, from the  received samples 

Y = (y[-N], y[-N + I], . . . , y [ ~ ] ) ' .  ( 4 . 4  ) 

&ere g is the short hand uotatioii for g[O], g t11r corrcsporiding rsti~lial,t . ,  @,)- is t h c t  

correlation of g and Y. and @yY is the covaria~~ce mat r ix  of Y. 

To determine @,y and @ry, and consequently the optinla1 c>st,iliiat,iox~ l i l  t t ~  

H = @gy@yb,  ( I  . f i )  

we can make use of the fact tha t  tlie received vector Y (:an he wri t  tell a s  
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where 

G =  

contains 2(N + L )  + 1 g vectors and F is partitioned into 2N + 1 by 2 ( N  + L) + 1 

suh~natrict?~, wit11 the (i, k)-th submatrix , ?. = 1,2, . . . , 2N+  1 and k = 1 ,  2 ,  . . . , 2 ( N  + 
L) + I , given by 

Note that by definition, pj[k] = 0 for 1k.l > L. Conseque~~tly, the matrix F is imiqi~ely 

ctetermined if 

P = [ c ( -N  - L ) ,  c(1 - N - L ) ,  . . . , c(N + L)]  (4.10) 

are the known pilot symbols. Given the above structure for the received vector Y ,  it 

is straightforward to determine the matrices @gy and aYY - 

1 r,, = - ( Y Y ~ )  
2 
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where f represents Hermitiail trauspose. @,c is the corrrlatiu~i mat six of glX.1 ; t l ~ r l  G. 

ac(; is the correlation matrix of G and G. All work left in obtaiuiug tllrst, ~l~at,~.ic.rs is  

the correlatiou elemeni of g,[kljg2[Xr2j at times k1 and k 2 .  This ( '~i ' r i ' l i l t i~~l t>sl)rc\shio~~ 

is given in (3.12). 

The mean squared estimation error for the estimator in (4.5) equals 

where @,, is the covariance matrix of g[k], and ay ,  is the Hr-rnlif,ia,~i i,rausyw;ta ol' 1,11t. 

correlation matrix @,y-. Note that  the mean sqiiared error is a fiiiirtioti o f  t t ~ *  pilof, 

symbol sequence P in (4.10). In this s t d y ,  we iisc a c o m p ~ ~ t e r  stwc.11 to select t , h  

optimal pilot symbol sequence that minimizes the ~lor~nalizecl mtwr sqi~artvl i ~ r r o r  : 

For BPSK with iV = 1. L = 1, jdT = 0.003, S N R  = 3Odb,  the optimal pilot syn~l)ol 

sequence is (1, -1, -1, -1, I), which is different from the one reporttat1 i ~ t  [20] wit11 t , l l c *  

same lengt h. 

4.1.2 Interpolation of the Derivative Processes 

The periodic estimates (. . . , g [ - K ] ,  g[O], g[K], . . .) obtained from tlic t;~stim;tt,iorl filtr~r 

in (4.5) are passed to a11 interpolator to generate tho fachg  gain t~stinlatt~s at c ~ t , l l c ~  

instants. Without loss of generality, let's consider tire estitna1,iou of g[kj fijr X: = 

1,2,. . . , K - I ,  where K is the frame size. 



Assume the interpolator A has: an order of Q = 21 + 1 and let 

l)e t,he ~:ollecrtion of the Q relevant periodic estimates. Using a ~nini~nurnmean scji~ared 

error criterion, the optimal estimate of g [ k ] ,  k = 1,2, .  . . , K - 1, is [37] [38] 

where 

A = @ - @zl- 
gc; C;G" (4.17) - - 

with @gfi being the correlation of g[k ]  and G, and the covariance o f  G. It 

is untferstood that the optimal interpolator A depends on the time index k. As 

in the last subsection, the determination of fi: and BGG, and conseque~~tly the 

optimal interpolator A is quite straight forward, especially when the sig~lal structure 

reported in Section 3.1.1 is beiug exploited. The correlation submatrix involved in 

the computation is 

which can be evaluated as in the last subsection. 

The mean squared error of the interpolator is 
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Once the estimates of the derivative processes a t  a given tinw irtst,;~nt. art. 01) t ai n t d ,  

they will be converted into a cha1111e1 impulse r e spo~m~ t ~ t i ~ n a t r  accordiug to (-1. I ) .  

The estimated channel respolrse is denoted by h [n] = f l - , 2 + ,  [ r r ] ,  . . . , h , , [ , r ] )  

with the !-th coefficient give11 by 

4.1.3 Numerical Results 

The performance of the channel estimator pres~nted i l l  subsec*tio~ss ;I. 1.1 an( l  :I.  I .'L! is 

evaluated according the ~lor~nalizecl mean squareti error (NMSE) b e t w r e ~ ~  g [ k ]  an(l g[X+] 

at the interpolator output. The definition of the NMSE w~ givt.11 eaxlicbr i r l  (4 .14)  Sor 

the periodic estimator. A si~nilar expression can be easily cleriverl for th t~  intcqwl, <I t or. 

Although the optimal interpolator varies with the symbol position witllirl a, clata f~i~ttl(", 

we found that the NMSE is rather insensitive to the data symbol p s i  t , io~~.  l4w i,lw 

two examples in Figs 4.3 ancl 4.4, the NMSE being reported art. thost. tl~al, wolrl(l I N .  

encountered in the center of a frame. It should be pointed out that, p~ilsc~ sl~apv I ) ( / )  

being considered in these figures is a raised cosiue p l s e  with a roll-off fac.t,or. of 0.5 

and that the order of the reduced dime~lsionality chaunel nlorlel, . I ,  is t ~ l l ~ s l  to 2. 

Fig. 4.:3 illustrates the effect of the interpolator order Q 011 tlw ac+cvurac.y of blrr 

estimates. Here a uniform delay-power profile with a rms clelay s p r c d  of 0.2 s y l r ~ l ~ l  

and a normalized fade rate of fdT = 0.003 is cor~siclerecl. The franw sink I\' is scbf, to 1 00 

symbols and the channel and the periodic channel estimation filter 11ave pa,r;~11wtcvs 

L = 1 aud N = 1 respectively . I t  sl~oulrl be pointecl out that tlie sig~~al-i,i~-rroist~ 

ratio: SNR, is defined as the area under the  delay-power profile, divicled I,y tlw pc~wc~r  

spectral density of the channel rloise, ,iVu. It is otzserv~d from Fig, 4.3 that t,11t* 

3 curves run almost iil parallel. The difference between thc- 0 = 2 awl tlw Q I.: 
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10 curve is about 4 dB ~ I I  channel SNR. Although using a 10-th order interpolator 

cart provide a significant i~nprovement in terms of the SNR, the price to pay is the 

additional computational complexity and the extra delay irltroducecl by using a longer 

interpolator. 

Fig 4.4 illi~strates the effect of fade rate 011 the estimator accuracy. Once again, 

a iiniform delay power profile is assumed. The interpolator order is fixed at Q = 2 

whiIe the fade rate varies. I t  is observed that up to a channel SNR of 35 db, the 

pilot-symbol assisted channel estimator can track the channel accurately even at a 

fade rate a;? high as 3 96 the symbol rate. Note that in the context of the North 

A~nerican digital cellular sta~~darcl IS-54, a fdT = 0.03 corresponds to a vehicle speed 

of approximately 600 km/hr ! 

The NMSE curves in Figs 4.3 and 4.4 decay inversely with the SNR. However, the 

corresponding bit error rate in the Viterbi equalizer will decrease at a much faster rate, 

due to the diversity effect provided by the multipath channel. In the next section, we 

provicie an analysis of the bit error rate of the Viterbi equalizer. 

4.2 Bit Error Probability of the Viterbi Equalizer 

The sequence of received s a ~ ~ ~ p l e s  {y[n]) and the corresponding channel estimates 

{ ~ [ T z ] }  are tlw input to  a Viterbi receiver. The Viterbi receiver selects the seqimlcr 

i. = fE(l), - - - , Zf A')) that mini~nizes the metric 

w!wre li iis the frame size. Note that both the i ~ ~ i t i a l  and the ter~ninating states iu 

the Viterbi receiver are deterr~lined by the pilot symbols in (4.10). 
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Figure 4.3: The normalized mean squared error iu the rerluc.ecl corn plcxi ty (.1111.11 I I ( ~  

estimator. The fade rate is fdT = 0.003 ancl a uniform power tlt:l;~y profilv wit,lj 
T,,, = 0.2 is used. The different curves corresponcl to tiiffererlt intcrpola1,or orclc*rs. 
Solid line: Q=2, dashed line: Q=4, star: Q=10. 
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Figure 4.4: The nornlalized mean squared error of the channel estimator as a function 
of the fade rate. A uniform delay power profile with T,,,,, = 0.2 and an interpolator 
with Q = 2 was used. Solid line : fdT = 0.03, dashed line: fdT = 0.003, star: 
fdT = 0.0003. The frame sizes are respectively 15, 100, and 1000 symbols. 
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Given the transmitted sequence c = (c(1). . . . , cf li)), a cttv-ading crror oc-~iirs if '  

for some erroneolls sequence 2, the random variable 11, clc4nrd as 

is less than zero. Let P ( c  -+ i3) denotes tile pairwise carsor evc-wt pri>l)ahilit,y Sor a p;~r- 

ticular pair of c and i3, i.e the chance that D is less t lml zero. 111 additriw, Ivt {1(c, i:) I N >  

the Hamming distance between the two corresponding information sr,cl tlc.~~c-c*s. 1'11t*1i 

the overall bit error probability of the Viterbi receiver car] hi. approxi~na~t~td ;is [Xl] 

[:34] 

where B is the number of the information bits per. channel syinlwl, autl % is t l ~ .  

number of possible transmitted sequences. Using the cl~arac-terist i t -  f~~uct~iorl apprwc.li 

suggested in [R3], the pairwise error probability is given by 

where a D ( s )  is the characteristic function of the ranclorl~. variable / I  allti 1,h- sr~tll is 

over all the residues calculated at  the right plane poles. The struc-turv of' t1 l lc*  ~ . I I ; L I . ~ I ( ' -  

teristic function can be fou11d in equation (4B.l)  of [35] .  

The calculation of the characteristic fimctiotl Q>u(s)  is vcsry sinlilar 1,o t,llat, i t i  

section 3.2.2. The detailecl derivation is give11 in Appendix N. 

4.2.1 Numerical Results 

The ?>it, error rate of BPYK, using a Viterbi equalizer i n  c-.onjuncti<m wi th  a st:w~lil 

order ( J  = 2) reduced dimensionality chanriel estimator, was determincri atla1 yt iral ly 



a d  t l r i ~  results arc3 shown ir-! Figs 3.5 arid 4.6. The fade rate in both figures is 

Ji17' = 0.003 anti the underlyirg raised cosine pidse shape. p ( t )  bas a 50% spec-tral 

roll-off. 111 addition, a uniforn~ delay-power profile with a rms delay spread of 0.2 

syrrillol is use<l. The two figures differ in the rli~rnber of taps used in the channel 

impulse response estimates, ant1 consequerltly in the nurnber of states in  the Viterhi 

rweiver. Note that we use only the shortest and the next shortest error events ill the 

cbrsor ;malysis. 

It is observeti l ro~u these figures that a good choice for the interpolator order is 

C) = 8. There is yractically 110 gain in the bit error performa~lce in going from Q = ti 

to I )  = 10. However, when 4) is too small, say Q = 4, there exists an irrecluc-ible error 

floor in Iwth figures. 

Ill c-omparing the two figures, we call clearly see the effect of the length of the 

( 'IK, relative to numlwr of symbols in the Viterhi algorithm state, OII the hit errol 

performarice. For example, at  a bit error rate of lW5,  the Q = 8 receiver in Fig. 4.6 

is about :3 dB Letter tliar~ the corresponding one in Fig. 4.5. In aclclition, the Q = 8 

error curve in Fig 4.6 is able to track the ideal performauce curve, while the oue in 

Fig. 4.5 lxgilis to  diverges from the ideal perfornlance curve. Of course. the price 

tu pay for this performance improvement is the computational complexity. Note that 

tile receiver in Fig. 4.5 has 4 states, while the one in Fig. 4.6 has 16 states. 

Conclusions 

5Yc yreswt. irt this chapter a reduced complexity, pilot symbol assisted channel esti- 

mation trctmiciue for linear modulatio~~s operating in fading dispersive channels. The 

rtd~tction in complexity is made possible by adopting a reduced di~ne~lsio~~al i ty  model 
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Figure 4.5: Bit error rate of a 4 states Vitcrbi cy~~aliwr for f3I'SIi. A ~ ~ ~ l i l ' o r l t ~  

delay power profile with T,,,, = 0.2: a ~ d  a fade ratr of .fil = 0.0IJ:j was 11s(v1. 

Solid line: perfect cllamel informatiou, dasl~eti l i ~ l c * :  I)=1 (I: st,itr: Q = H ;  
circle: Q=4. 
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Figure 4.6: Same as the previous Figure, except that the Viterbi equalizer now has 
16 states. Solid line s perfect cha~inel information. dashed line: Q=10, 
star: Q=S, circle: Q=-t. 



We illustrate in the chapter how to perfori~~ c-hanric4 t.sti~i~aticttl lmstvi c r t l  t i l t ,  

reduced dimensiona1it_v channel model. The Incatt sqi~artd cwcrr of f lw c ' s t i t l l a l  c w  is 

presentecl, along with t h e  lrit error perforim~m- of t ht* c-oinpai~itm Vit t d , i  t v l ~ t i t l i z c . r  

It was fou1~1 that for a delay spread of 1113 to 20% of a syr~~l,oi, it t*itt*rl,i c v l l t ; r l i i . c * ~ . ,  i t r  

conjunctior~ wi th  a reduced cotnplt.sity r-lia1111t4 i-stirtiator. c-a11 j,roviclta gcxtcl rlii.c*rsit jf 
' 1 effect for BPSK o~~era t ing  - -  in a tlispersiw facling c-tt;t1inc4. i Iw 1itrpc.r t l t c .  I I I I I I I I H - I .  01' 

states in Viterbi ecjualizer. the better ttw tliwrsit,y effect, will I,c* at-lrir*vt.ri. I t  wits 

also fouucl that for all practicaf sitilatior~s vf inter<-st, tticj pc-rforritarlc-ts c r f  t , I l r  Vit wl~i 

equalizer is relatix-ely insensitive to  the fade rate. 



Chapter 5 

A Semi-Blind Maximum 
Likelihood Sequence Estimation 
Receiver for Fading Dispersive 
Channels with Multiple Antennas 

it is ~ 4 1  ki~own that the MLSE coupled with VA is an optirilal receiver for the signal 

ct~tm-tion irr t h e  fading nluJtipath channel 121 [I I]. Due to the two kinds of channel 

impairments irt wireless environmertt, i.e. the rapidly time varying and occasio~lal 

t r d f  spr tr tm in the trausrnissio~~ band. the receiver in mobile communication should 

t3timatt- jointly tile channel response and the transmitted sequence in a short time 

rBj. Ln this chapter we p r o p 4  a -semi-bliud' MLSE-VA receiver that meets these 

nqtlirernents. The term 'semi-blind' comes from the fact that the receiver requires 

approximate knos~ldge  of the fading spectrum. 

p k i t  chamcl vstirnartim haye beea studied for a long time since D.J. Fornej-% pioneer 
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paper (111. Recent work on this topic centered on ntilizing a balk of wliittming filtrw, 

usually Kalnlan filters. for the implicit channel estimation purpose, and them drlriving 

a corresponding decoding metric for the \:'A [25] [28] [29] . 

Following the same track, we design a MLSE-VA receiver which c1ifft.r~ front. tl~osct 

of others, e.g. [25] ['28] 1291, in three aspects. Firstly, our. channel model is tlilTiwwt, 

from the conmlonly used model. in that we considerect in the model the intersymlwl 

interference coming not only from the previous trausrnittetl symGols but, also froill 

limited future symbols. - This phenonlenon appears wheu tile tra~lsniissiun t,i~nv is 

comparable with a symbol duration or the receiver has a delay of a couple uf symlwl 

durations in the processing of data, which is common in wireless ~ulll~liuilic-at,iull~. 

Utilizing this channel model, the Viterbi algoritllnl needs to incorporatt f ~ l t ~ ~ r ( l  S ~ L I I -  

bols in the state trellis diagram. Secondly, our channel estimator llses a Wicwnr iil1,c.r 

while the Kalman filter is widely used in other papers. The Ka ln la~~  filter is I);isc*tl 

on finite order model - an approximation. We use the Wiener filter, a FIR.  til1,c.r 1)ut 

truncated, which is a different approximation model. The rationale is that a Wi(w*r 

filter is optimal in a complex Caussiau chamlel [37], and it provicles tlw (~d, i~fiw- 

ination we need while the K a h a a  filter provides extra information tlia: is uot ~lsch(l 

in the \i'A [25]. Thirdly, in order to  reduce the computation c-omplcxity web rltalw i~sc~ 

in our branch metric calculation the survivor sequence in the state trtdlis of i , h t *  VA. 

By so doing, we can reduce greatly the nunher of states in the trellis. 

These three new features in our MLSEVA, ma,ke our receiver accurati. a ~ t l  c # i -  

cien t . 

This chapter is organized as follows. After a brief review of thc* sigltal 1t1oclc4 

[derived n~ainly in chapter 2) for the discrete multipath fading cha~utels iii S c r t i o ~ ~  

-7-1. we describe our semi-blind MLSE-VA receiver in Sectio11 5.2. Tht* t)rai~t.l: tr~c:tric. 

in the VA state transition is derived and the algorithm using diversity arltcmras is 

investigated. In Section -5.3, we provide sorne sirnulaiton resd ts a d  the cltaj~tcr is 
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conclutfecl i n  Section 5.4. 

This sectior~ gives a review of the co~nrnunicatio~ls signal model over multipath facling 

chaanels. Since our MLSE-VA is demonsttrated numerically for discrete channels, 

w e  will concentrate our detailed derivation for the discrete case only. By following 

through the signal model in chapter 2, it is easy to derive the specific MLSE-VA for- 

mixlatioris for the cisntiuuous channels. 

The hlock diagram of our system is shown in Fig. 2.1. The ( liscrete channel  node 

is given in (2.15). Rewrite the received sampled signal in (2.21) here 

M 

y [a] = C b(k)A[n] p [(n - k)Ts - ~ i ]  + e [n] (5.1) 
k i=l 

where ( 6 ( k ) }  is t-he equivalent information sequence defined in (2.12). /3; is the ran- 

clam gaiu in the i'" path, anu q is the corresponding delay. y ( t )  is the co~nposi te 

pulse shape. e[n]'s are correlated white gaussian random sa~nples with the correlation 

given in (2.9). Recall that $ is the receiver sampling rate, f is the transnlission data 

rate, aud the number of sa~nples per baud defined in (2.1 1) is N,. Also recall that i n  

ohtai~iixig (5.1) we assume the timing recovery circuit produces the mean delay of the 

received sigtial (which is assumed to be zero in previous chapters) so that the sa~ilple 

wit, 11 itlcles i 1% is ~lotninally associated with information symbol c(i) . 

When wing tlw origual in for ma ti or^ data sequence sequence ( c ( k ) ) ,  we can rewrite 
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Practically, if we assume the tra~is~nissioll channel has n limited Itlcwro~ of 21, 

signal sy111bols (with duration T )  centered around sampling i~istalit, 117;. 11y lett i t l a  

n - k = l .  and hence k = r? - I ,  i5.l) ca;: he written as 

Note that in (5.3) the received s i g d  sample is rrlatetl to L pscvioils a ~ c i  1, 1'11- 

ture transmittecl data symbols. besides the current data sy lnl~ol assuc-iat i ug wi t11 t , i  r ~ c .  

insta~lce nTS. This is because of the n~ultipath as M ~ I  as the trarismissiutl anti 1)t'o- 

cessing delay in the cllannel and receiver. 

We can rewrite (5.:3) more compactly as 

where hr[nj = xi & [ ~ ~ j p ( - l T ' ~  - T;). 

(5-4) is the discrete signaling model which we will tlst- througl~out this c*hapl,c.t 

for the Rayleigh fading chamel. fil[n] is our cha1111el i111pu1sv r t s ~ p ~ ~ ~ ~ ( s  t i l l > ~ ) ( ' ( I  (I(4;~y 

line model. The relationship Letween the data sequence {c( k )  ) and rwt=iw(l sxrrtplt~( l 

sequence (y[n]) can he modelled as a finite state ma(-hint* s l ~ o w t ~  i t 1  Fig. 5.1. 

5.2 Maximum Likelihood Sequence Estimation and 

Viterbi Algorithm 
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elnl 

Figure 5-1: Finite state machine channel model. 

complex Gaussian processes, the sigml y[n] is also correlated complex Gaussian ran- 

dom process. This process can be whitened by a whitening filter implemented as a 

Wiener filter. The whitemd sufficient statistics are then used for the metric compu- 

tation in MLSE-VA. In this section we derive the MLSE and VA that evaluates the 

derived metric recursively. Since the search conlputation complexity and the number 

uf whitening filters in the VA grows exponentially with the number of trellis states 

['L], we design in section 5.2.2 a state reduction scheme for VA that makes use of the 

survival sequence to each trellis state. The total trellis states required to carry out 

VA is tIms greatly reduced. 
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5.2.1 Maximum Likelihood Sequence Estimation with Wiener 

Whitening Filter 

In the following, a boldface symbol represents vector. In our commtlnicatiuns syatc-w~, 

consider transmission of S q-ary data symbols c ,  thus the  cquivalr~ut infcmnat,iou 

sequence b has a length i'V,S a d  the received sampled sequence y lms tsa Ivngth UI 

,is. Denote the possible transmitted data sequences as 

where b;, i = 1, - - - , N has a l e ~ g t h  NS,S and N = qS.  Let y,, = (IJ[~.], y[i)], . - - ,  ,y[w]) lw 

the output sequence up to n3th symbol, y be the whole received informatio~l sc~l11c~1c-c~ 

of length S ,  and yhf[n] = (7& - M + I], Y[n - n/J + i)]?. - . , , y [ ~ t ] )  1)e the Ie~lgth M 

sequence up to sample n. 

The maxi~num likelihood secjuellce estimation chooses the ciec-ocletl data scyiicwc-r 

b; if 

~[ylb;] > p[ylbjJ, where j = 1 ,2 , .  - a ,  N ,  j # i. ( 5 . 5 )  

It is clear that since b; is equivalent to the information sequence c; of Ietigth S, 1,11v 

sequence b; is also a maximum likelihood estimate of c;. 

By applying the conditional probability repeatedly as i l l  It251 we haw 

Taking the logarithm of both sides in ('i.6) we obtain the log-likelihowl ft~rtctiot~ 
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Since each received sample y[n] is complex Gaussian distributed, the conditional 

probability p[y[n]ly,-l, b;] in (5.7) is also a complex Gaussian density function [%I. 
The meat1 and the variance of the conditional random process are respectively $,I,,-, ( 2 )  

and u$rL-l (i). Therefore we have the following simplification 

Now the decision rule in (5.5) becomes: choose a sequence b; among bl,  - - - , bN 

which has the minimum metric 

In the  metric calculation in (5.91, the conditional mean and variance need to be 

estimated. The estimation can be made through a Wiener prediction filter which is 

optimal for the Gaussian processes 1371 @I. Practically the prediction filter will have 

a limited order, say order -M. Thus given the received length M sample sequence up 

to sample n - 1, i-e. yMfn - I], the Wiener filter will produce the sample estimate 

with the variance 52b-l. 

whem frract.iozi $dwbatin-ll is thz eomeI&im matrix- of y [ ~ d  and ~ e c i o r  ~ M [ T Z  - I], 

eYw [n-1ldn1 is the Efwmitian transpose of Qyinbu b-11 a y M ~ -  1&~1n-11 is the covari- 

ance matrix of yM[n - 11, and @dllMnI is the  covariance of y[n]. These correlation 
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matrices can be computed without difficulty from the definitions as web did iu ttw 

previous chapter. The (nl.n2)*" correlation element involved in  thest. nlatrit-(4s is 

obtained from (5.4) as 

where r-1 is the ceiling function, bl = b(-1, + N,) ,  alld b2 = b(-1, + [El N , ) .  

Now we see the conditional mean and variance in (5.9), i . e  I/7117L-l  (i) and $5'1Lj,1-l (i), 

can be estimated by using this Wiener filter. Although (5.12) is a relativdy c.orrlplt:x 

expression, fortunately the  receiver only has to compute it oncc to obt:~irt a stst of 

precalculated prediction filter coefficients. Practically a bank of filters will lw list 

far all the hypothesed data sequence cl, CZ, - - .  , CAI. The receiver struc.turt. I ~ S ~ I I ~  H. 

bank of Wiener filters are given in the next subsection regarding the VA. 

5.2.2 Viterbi Algorithm for the Sequence Detection 

From above subsection we see the maximum li keliltood sequence car1 be selccttd amotlg 

other possible data sequences using a Wiener whitening filter to yn~vitlt: the r:stitnat,c? 

and the associated estimation variance u:~,,-, . Sinct: the ( : ~ I ~ I u I c ? ~  fIl(1111Ory is 

finite, the relationship between the input data sequence c and the received sattiplt: 

qaence y can be d-+Ld by a i d k  The VA can be used to carry out ihe serpeij- 

aid estimation by traversing through a state trellis and evaluating the  metric* h$(yj 
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recursively in the state transition process. 

To facilitate the use of the above metric in Viterbi algorith~n to decode the data 

sequertce c ,  and by realizing the information sequence has length S a d  sy1nb01 rate. 

+, the metric needs to  be broken into a sum over the infor~nation syrnbols and a sum 

over t h e  samples associated with each symbol. We have the metric to be minimized 

with respect to the data sequence as 

X;(ya~[nc] ,  +,)j is the it" branch metric defined as 

N ,  - 2 

= Cr I ~ [ l V s ( n c  - 1) + ns] - YN,(nc-~)+n,(2)] 
2 + "9 &,(nC-l )+n, ( Z ) )  (5.14) 

ns=l a~,(nc-~)+n, 

It should be pointed out that in the above branch metric Xi(y&j[?~c],  ~ ( n , ) ) ,  WP 

ass~mecl that the number of the correlated output samples at  time k is hl, which 

rorrespouds to  the order of the Wiener prediction filter discussed in the last subsection. 

In reality. M can be generally determined by the truncated length of the bandlimited 

transmission pulse shaping qtf t )  and the multipath spread of the trans~nission channel 

pq - 

There are in total M+2L information syn&ols involved in the above branch metric 

calculation. As defined in 5.4, each received sample y[n] is associated with L previous 
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and L future data symbols as well as the data symbol at time instant X.T. rl?lwrt~i'orc 

the VA trellis in total needs gL-l states if we use the 11~1la;i VA st.quelic.tl wtin la t , io~ \  

as in 121 1291 aud f2Sf or the blind sequence detection as i n  [B]. The c = o ~ ~ \ p r ~ t , ; t t , i i ~ ~ ~  

complexity can be excessive. 

Realize that associated with each state in the trellis tlwre is a s t ~ r v i v o r  st.qrtibnct~, 

which is determined in the previous secperitial detec.tion iteration. We can 111;~kt- { i s r  

of this survivor sequence in the calculation of the branch metric- for all tral~sitiotis 

emanating fro12 that state. By doing so, we don't need t u  consiiler tlir '1mwious' 

data symbols in the trellis state design. Therefore the state trellis can 1)t.a dt.filiPd wi th  

only L future symbols. In this way, we have the same detection a(-c.11sac-y and llw 

number of states in the trellis can be reduced to q L .  

The correlation expression needed in the Wiener filter estimaticm of the twicl it , iot~;t l  

quantities in (5.13) call be obtained in terms of the informatiou scaquenct~ as 

As an example, state trellis in our VA with L = 2 is the same as i t1  Fig. 3.6. ' l ' h t *  

MLSEVA receiver structure is shown in Fig. 5.2. 
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Figure 5.2: Iliagram of the MLSE-VA receiver with a bank of whitening filters. 

5.2.3 MLSE-VA Metric for Receiver with Diversity Chan- 

nels 

To this point, the development has been concerned with single channels. If measure- 

ments from D statistically independent channels are available, then perfor~nanct. (-an 

he improved significantly. Extencling (5.6),  we note that the maximum likelihood 

receiver maximizes 
D 

wbere the superscripts identifir the charnel and the product follows from the assumecl 

iiirtrptmde~lctr of the channels. The log likelihood in (5.7) and the rest of the clevel- 

opment are simiIzzr to  t.he single channel case and the symbol branch metric (5.13j is 

rewritten as the sum of sym501 branch metric calculated for each channel? given by 
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where 

This is a simple replication of the single ctian~iel metric: calc~~tla~tion. 

A diversity communication system for Ftayleigh fatling c-hamicls with IS1 is s l ~ o w t t  

in Fig. 5.3. 

Figure 5.3: A commu~lication system with rlivtvsity mttwr~as. 

5.3 Simulation Results 

To evaluate !he error performance of MLSE-VA we presented in the prt4ous  stv.t,iorts, 

computer simulations are done for two-ray dispersive chal111~1. 
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In these exainples, the tra~~smission pulse shape q t ( t )  and the receiver filter % ( t )  

lioth arc: the squared raised cosine function with a 50% spectral rool-off. The trans- 
1 mittrd data symbol rate is $ = 1, wbile the receiver sampling rates are = I and 

= 2 respectively. The channel memory length considered is 5 data symbols, i.e. T s  

L = 2. I!siug our state reduction strategy, the VA contains 4 states. The cha~lnel 

estimation filter discussed in section 5.2 has a highest order of A4 = 5. 

The bit error rates of BPSK in slow and fast fading channels are obtained in 

Fig. 5.5 ant1 Fig. 5.4. The fading rates considered are jdT = 0.03 in Fig. 5.4, and 

fdT = 0.003 i11 Fig. -5.5. In both figures, the char~nel rms delay is T,,,,, = 0.2, and 

power split ratio i n  the two rays is 1. 

Both figures show that the double sampling VA wit11 & = 2 *.racks the fading 

channel 1n11c11 better than the single sample scheme, although the BER is still high 

compared with the VA with perfect channel irnpulse respinse (CIR). It is olxerved 

that bit error rate curve corresponding to the VA with the sampling rate of $ = 1 

departs largely from the curve for VA with perfect CIR when the SNR becomes high. 

For high fade rate of jdT = 0.03, the BER of the double sampling \/A receiver is 

roughly 1.4db worse than the one with the perfect CIR V-4. There is an error floor of 

the order in one sample per baud case and an error floor in the order of lo-' 

in the two sa~nples per baud case. In the slow fading cl~annel with ftlT = 0.00:3, the 

VA yerforrnance is a bit. closer to that of the perfect CIR VA? when comparing with 

the fast fading case. No obvious error Eoor is observed within the scope of the SNH. 

r inder st tdy. 

I t  needs to be pointed out that according to [29], an irreducible error rate exists 

in their type of MLSE-VA receiver, 
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- w Figure* :m: Same as the previous figure except that fdT = 0.003. 
Solid h ie  : perfect charmel information with T, = 0.5. dashed line: Ts = 0.5, 
star: 1", = I .  circle: perfect infarn~atio~l with Ts = 1 



- - In Fig. 3.6 and Fig. -7.:. we s h o ~  the bit error rate vrrsus t tw irurmalizt~l rtlls 

delaj- spread (wrt symbol rate) for S.\-R = :30db and 2Odh rc.spc-.c-tivcly. The- Siiciiltg 

rate cor~sidered is jdT = 0.03. 

We see t l~a t  the performance of the 2 .jamples per sf tnhol \.'A is tnrlt-11 Ire1 t tar t l ~ i t t ~  

that of the  one sample per baud VA. Note the cliversi tj- rtfert iti tliv tj.4 w11i.11 w t m  I~avcb 

the perfect cllannel state information. For small delay spread, i.e. T,,,,, < 0.3, t l t c s  2 

sample per l>aud ?(A receiver shows the diversity effect. For higher. SN K. t,ltt. Il t8:12 

performa~~ce of oar \-A receiver departs largely fx-om that of t lit- V.4 rcw-i v r s r  l l i t ~ i  I ig 

perfect knowledge of CSI. This result agrees wit11 t h a t  sh<~\vtl i11 Fig. :',.-I a ~ r t l  Fig. :i.5. 

The findings are the same for slow fiaring r-haunel wlreu = O.QO3.  wltic.11 is ~ w t  

shown here. 
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Figure 5.6: Bit error rate of MLSE-VA for BPSK. A two-ray channel with fading rate 
of JfT = 0-03 and S S R  = 30dh. Solid line: perfect chaiinel information with 
T, = 0.5. tIa,ched line: T, = 0.5. star: T, = 1 
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Figure 5-7: Same ac the previous figure except t h t  S N K  = 21Jtll~. Solid l i l ~ c p  : 
perfect chamel infornlatiou with T, = 0.5, da11td l i r i i ~  7: = (J.5, star: 7: = I 
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Fig. .5.9 shows the BER versus normalized rms delay spread for the application 

of 2 indepe~ldent antennas. Again we see similar findings shown in Fig. 5.8 when 

comparing the performance of VA receivers using one and two antennas. Similar to 

the result shown in Fig. 5.8, there is a large BER performance improvement with 

the applicaiton of two independent receiver antennas. The performance of the two- 

antenna VA receiver is very close to  that of the receiver with perfect US1 using one 

receiver antenna. Note the range of the diversity effect of the VA receiver using 2 

ar?tennas is now extended to T,,, < 0.3: as compared with the performance of VA 

receiver using only one antenna which is shown in Fig. 5.6. 

fn our simulations, we also studied the situation when we don't know the whole 

.:'?amel delay power profile but only some statistics of it, as is usually the case in 

practice. Though not shown here, we find that, for small delay spread, the MLSE-VA 

receiver designed with only the knowledge of the first and second rnome~ts of the 

delay power profile has very close BER performance to the one designed with the 

whcle channel delay power profile. This agrees with the results found in C%apter. 3 

and 4. 

Conclusions 

In this chapter, w.e present a novel semi-blind MLSE-VA receiver for fading dispersive 

cha~mels that requires r,o training sequences, performs nc ClR tracking and makes use 

of one or more antenna signals, as available. Both the fading chamel response and the 

trausrr-iitted data sequence are estimated jointly by utilizing a Wiener prediction filter 

incorporated in the VA. A state reduction scheme which uses the survival sequence 
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Figure 5.8: Bit error rate of MLSEVA for BPSK. A two-ray tl&~;y 
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mteiina star: T, = 1: 2 antennas circle: T' = 0.5. i airtetina. 
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channel irllornration with T, = 0.5 using 1 antenna star: T, = 1 ,  2 antennas rircle: 
T, = 0.5, f auteaaa 



t o  each state in VA is proposed to  reduce greatly t h  i~ i t l~ l>e r  of staftas in t 11t. Vi\. 
Tlte multiple sampling rate scheme is studied and the restdt is co~i~parrrl  wi t  11 hi 1,Sfz- 

V.4 using data symbol rate a t  the receiver filter output. The MLSE-\:A is i ~ p 1 ) l i c ~ t l  

to a multiple antenna environment. where it eujoys both pt*rfornlanct. t*til~;tllc.c*~~lc.~it 

through diversity and reduction of complexit.. 

In addition to  derivations of the receiver structure and inetric.. wi3 prcwwt, simt1l;i- 

tiorn results for performance. including the effect of 1)oyplc~ m d  &*lay sjwtwl, st.;t~c. 

redriction xnethods, effect of nluitiple sa~npling and rnul ti ple arlteirli;~~. I t  is i 1 1 1  ist,si~t,c~l 

through tile simulation that the double sampling scheme a t  the receiver ~ ~ t i t p i ~ l ,  rtwll t,s 

in a simple MLSE-VA whose performance is re;t.onabIy close to the M LSE-VA wil,li 

perfect CIR, especially for the  slow fading channels. The aritei~na tliuersity i~ttltrovt~s 

the performance. It is de~nonstrat~ecl thro~lgli the chapter that t h e  propostatl h/i E-VA 

is simple in structure with a fair accnrary. 
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Conclusions 

('umnt~inic-ation systems such as mol>ile radio and i~~cloor wirt.less co~nmunicatiou ty1~- 

iralfy are morleletl as Kayleigh fading channels. As data rates for these cllanllels are 

ir~rreased. intersymbol interference (ISI) may rest11 t from both the rntlltipath sprratl 

and tht* channels having a finite bandwidth. 

hi this thesis, we developed maximum likelihood sequence estimation with Viter!i 

algvritlim for Kayieigh fading rhannels with ISI. The MLSE-VA receivers with aucl 

without training sequer~ce assistar~ce are presented, along with a reduced dinrensio~~- 

di t -  c-l~annel r~lotlel which is utilized to simplify the receiver structtlre. 

Wt" cirmor~stratt" that  for small t o  moderate charmel delay spread the clispersivr 

fiaylciglr fading rhannel ran be   nod elect t q  only a few random gain parameters in- 

s t t d  of by the whole discrete channel jinpulse tap gains. Especially in the scope of 

our s t ~ ~ d y  ow, for rrm delay spread less than 20% of the transmitted synlbol dilration 

3 raurlotn parameters are enough to describe the multipath Rqieigfi fading; cha1m4. 



By utilizing this novel drannel ~wxie l i r i~  t~c'liniqi~c~, KV clt~.;igrltd i t  rt*riirc-tvl r.olll- 

plexity chart11e1 estimator which use the inserted pilot tzi.ailiiltg staqtIt.ttr.c. to t ~ t  inli~t i t  

the  time \-arying farling c-hatiliel. The chaiuirl estimat.rtr uses a I~loc-k i l t l i t l ~ t  ;I t i uu  t 

nique in which two stages, periodic cha~n~e l  estinlation and c-hi~it~tt*l i~lt>t.rl,~)liitio~~, i I t . ( '  

i~lvolved in order to track the time varyill? (41a11twl. It is S I ~ U \ V I I  tlli~t tllis c.llitll~it'l 

estimator has a simple strtlcture due to the  c-ontribi~tion of tht. sintptifit=rt ( . I i i i t ~ i i ( ' l  

  nod el a1~1 car] track the dispersive fadins c11a11 nel very well. 1% snittl l t ldaj .  S ~ ) I Y Y I  t l 

channel. the Viterhi receiver tlsing our st cltlced cornplcsity c-lta~ttd t,st,ilr~;~t o r  sltocvs 

the same rliversity eErc-$ a d  Yery close hit error rate pt-rforma~ii~ as tlir o i i t 4  l,iiat 

utilizes the perfect chaunt-] state irtfonnation. 



Appendix A 

Estimation error examples 

This appendix gives two trivial examples to illustrate the point that estimating fewer 

channel parameters from received signal is likely to be more accurate than estimating 

the full inlyulse response. 

( h e  1 : Assume the total statistical independence among the transmitted signal 

samples and noise samples. 

The received signal is 

r = s + n  

where r, s and n are respectively received signal vector, transmitted signal vector and 

noise vector, ail of length N- The independent transmitted signal samples and adcli- 

tive noise salnples are respectively denoted as s, ,  i = 1, - - - , N and n;; i = 1 ,  - - , N .  

Assrrmr s; and it; have variances g2 and t~i  ixspectly for i = 1, - - - , N .  



x4ppendix A. Est.inzat ion error exa~zzples 82 

The best linear estimate (minimum meall square estimate) for s i s  [:W] 

and the total estimation error is 

where t denotes the Hermitian transpose. 

From (A.3) we see the mean squared estimatio~l error is propotioilal SO /V. TIH~ 

error becomes smaller if fewer elements s,, i = 1, - . - art; estimated. 

Case 2: Assume transmitted signal samples are exactly the sarnca. 

Assunie all the transmitted signal ele~nesits are the same x . 'f lie rwci v c ~ !  sig~r a1 

vector is 

where r; 1 and n are respectively received signal vector, unit vibc.tor and ~loise vt~bor, 

all of length N. The signal vector s = I;t aztct x is a scalar. A s s ~ i l a c ~  this tra~ts~r~it,tcvl 

signal elements x is statistically independent with the rtoise elements n,, I: = 1, - - , N ,  
also 18; and nj are independent when i # j. Assume L has energy o:, and n, has t l ~ t *  

variance a; for i = 1; - - - , N. 

The best linear estimate for t h e  transmitted signal sample x is j3#] 

2 = r (A-5) 



w l t c w  tP,, is the c-o~ariance matrix of r. and a,, is the correiatioll vector of .r and r. 

Again we set=- the mean srji~ared esti~xiatioi~ error becomes s~naller if fewer elemeuts 

..it i s  r41natctl. 



Appendix B 

Calculation of Characteristic 

Function in (4.24) 

The calciilation of the characterist ir funrtion oZ,(.s) i r l  (4.24) is s l i o w l  i r l  t liis apjrt*i~rlis 

following the procedure sirnilar to that i11 wction 2.2. 

metric 



and 

Define zero mean coxnples C:aussian ranclom variables a,, . b,, and 1 ,; as follows. 

Let. 

Write the complex ra11dorn variable l3 in tnatrix form 

= C [ ( + I  + a,, - b,L)(e[tz] + a, - b,)' - ( e [n]  + (1, - t , . ) ( ( - [ f~ ]  + arb - t ~ ~ ) * l  
t ~ = l  

= z t ~ z  (H.12) 



A ppwdix  f3. Of;tlcuia t ion of c!jarac t  eris tic fuu c t ion 

T h  supcvscript represents the Hermitian transpose. 

Tlle correlation matrix of z is ubtaineci formally without much difficulty. 

a*a a*b a*t a*e 

bLa bxb b*t b*e 

t*a t'b t"t t*e 



Sate that e is imcorrelated with a. b, and t .  and Rz is ;I tlrn11iti;tn unat,r-is. 

Deter~nination of the submatrices of Rz is straightforwanl, b11 t clet,ailt.cl. 

The (1~1,122)'th elemmt, ?XI, 722 = I ,  . - . , I<, in sub~natric.es R;,, , Rat,, fiat, 

Bbt, Rtt, and Re, can be obtained respectively as follo\vs. 

L 
r,,, a,, = xk C F ~ = - ~  - 4 ) ~ ( 7 ~ ~  - t2 )ht l  [ I Z ~ I ~ L ~  [w]. 

Alhough the expression for auto-correlation and rross-(-orrc-lztlio~i I,t~t,wec~li I I ~ ,  [ / / I ]  

and hp2 [n], where In and n represent different time instants, are It-wtliy, t,lic%,y (.a11 Iw 

obtained from their clefi~iation withotlt much clifficul ty. 

With the matrix F and correlat.ion matrix Rz, the cflaracteristic- ft~nc-tion ol' 1) is  

obtained as 

where (A;, .i = 1, - . - ,411') are 411' real eigenvalues of BlF 

The yairwise error probability in (4.24) can be calculate-?d. 
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