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ABSTIRACT

Estimation when errors are simultaneously heteroscedastic
and autocorrelated is simulated using the Monte Carlo technigue.
Five estimators under nine severity combinations of
heteroscedasticity and autocorreliation are examined.

A major contribution is the development of a severity
measure for heteroscedasticity, using the cosine concept.

The results indicate that the preferred estimator depends
on the absolute and relative intensities of autocorrelation and

heteroscedasticity.
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INTRODUCTION

Jointly heteroscedastic-antocorrelated errors cause
estimation problems. The ordinary least squares estimator {OLS)
will be unbiased but inefficient. ﬁoreover, if the incorrect
estimated generalized least syquares estimator (EGLS) is used the
situation may be no better, and possibly worse. Forvinstance, if
both heteroscedasticity and autocorrelation exist, but
correction is for one problem only, the estimators are still
based on nonspherical errors and they will remain inefficient.

This paper, unlike the literature, studies the problem in
detail. Five estimators are proposed and each is tested under
rine severity combinations of heteroscedasticity and
autocorrelation.

Determining the severity levels presented a major impasse.
The absolute value of the autocorrelation ceoefficient is |
commonly usad to indicate the degree of serial correlation, but
no similar indicator exists for heteroscedasticity.

The first of two HMonte Carlo studies is conducted. The
postulated heteroscedasticity intensity neasure islused to
determine the severity level at which EGLS outperforms OLS. The
results, for the data used, indicate estimated GLS has. a smaller
mean sgquare error than OLS for even very weak levels of
heteroscedasticity.

Finally; nine different severity combinations of
heteroscedasticity and autocorrelation were chosen and used in a

second Honte Carlo study to exanmine the performance of the five



estimators. The details of this study and the conclusions are in

sections fgour and five.



I. LITERATURE SURVEY

He teroscedasticity and astocorrelation canh occur
simuoltaneously in many different estimation contexts.
Unfortunately, for the most part, the literature ignores this

problen.

What their model in effect implies is an ordinary
regression model with residuals showing both
heteroscedasticity and autocorrelation. Regression
models where both these problems are handled
simpltaneously have not been estimated. (Maddala, 1977,
pPp.398)

There have been only two articles, Harrison and McCaber
{1975) and Epps and Epps (1977), directly concerned with the
joint problem. However, they focus on the robustness of various
tests for non-sphericalness, with no discussion on the best
estimator under these circumstances.

In time series or cross-section regression analysis, the
problems, of autocorrelation and heteroscedasticity may
often stem frow a common cause; they may, therefore, be
reasonably expected to occur simultanecusly. Yet most

tests for autocorrelation are formulated using the
assumption of homoscedasticity as a maintained -
hypothesis. Little is known about how these tests

perform when this assumption is unptrue. (Harrison and
McCabe, 1975, p.215)

Harrison and McCabe couclude, on the bkasis of a ante Carlo
study, that tests for autocorrelation, in particular the Durbin
~-Watson test, are only very slightly atfected by the presence of

heteroscedasticity.



Their model has first-order autoregressive and

multiplicative heteroscedastic disturbances:
Y

e, = Pe. 4 + u

. and v(ut) = x

t
Rho varies between 0 and .9. Gamma is set between 0 and 2 and is
used to indicate the severity of heteroscedasticity.

Ganma is an inadequate measure since it ignores the
magnitude of the x's. They do use two forms of X, one
representing a random normal variable, the other a pure trend
variable. The form ¢f x is found to have an inappreciable effect
on the powers of the tests, but the size of the x's should be
used in conjunction with gamma to determine the severity of
heteroscedasticity. Therefore, it is uncertain whether or not
the autocorrelation tests have been rigorously examined.

Epps and Epps take a similar approach (1977, p.745):

Little study has been given to the properties of the
four tests (Durbin-wWatson, Geary, Goidfeid-Quandt, and.
Glejser) when BOTH autocorrelation and
heteroskedasticity are present: yet in time-series
models, especially, the effects of omitted variables may
often give rise to both problems simultaneously. It is
valuable, therefore, to know how robust are the standard
tests for one problem in the presence of the other.

Epps and Epps reexanrine the Durbin-Watson boﬁnds‘test and -
the Geary tau test. They also investigate the robustness of the
Goldfeld-Quandt and Glejser tests for heteroscedasticity. The
four tests were examined both analytically and from Honte Carlo
outcones.

Both approaches concur with the previous work - the bounds

test and the Geary test are robust in the presence of

heteroscedasticity. The articles differ, however, in their



specification of the error term. Multiplicative

heteroscedasticity was replaced by additive heteroscedasticity.
2

£ -

The impetus behind this step was to facilitate the use of the

2
e, =pe, . +u  so that v(e, ) =0, =8+ yx

t - t
ratio of the maximum to minimum disturbance variances as a

heteroscedasticity measure that was independent ofvthé degree of

autocorrelation. For example,

If the earlier specification is used,

Y 2
T = ,
max ( t) =" .th*,-pv(et_.l)
Vmin (es) Y, 2
X, +p_»v(eS

-1)

Obviously the ratio will vary with rko and thus depends on the
severity of autocorrelation. |

This ratio looks only at the range of variances, all other
variances are neglected. Conseguently, the dégree of
héteroscedasticity that the autocorrelation tests have been_

subjected to is ill-defined. Fortunately, the analytic results



are free of these measurement problems and as such are reliable.

The Goldfeid-Quandt and Glejser tests are shown to be
invalid if the errors are serially correlated. Yet they do yield
fairly good results if autocorrelation is corrected for first.
As a result, Epps and Epps suggest a specific segquential testing
procedure: if autocorrelation exists, apply the |
hetaroscedasticity test to the Cochrane-Orcutt transforamed
residuals. They do not make the natural extension to estimation’
procedures. This paper £ills the gap.

The only other area inm the literature that is concerned
with jointly heteroscedastic-autocorrelated disturbances is in
the pooling of cross section and time series data. The faulf
here is that it is only indirectly discussed - in fact, only
alluded to.

There are three basic models in which the pooled cross
section time series data are slotted. They are: dumny variable,
error components, and varying coefficient models. The nost
comprehensive model, the one that allows for dependence across
all units and for all time periods, is discussed only
theoretically by Judge et al. (1980, pp-.327-328) and Kmenta
(1971, pp.512-514). It does not seem to have been applied.

The general approach to estimation with panel daté is to
make assumptions about the intercept and slope coefficieants: do
they vary over time? Or over individuals? Or both? The next step
is to decide whether or not the coefficients represent fixed

parameters or random variables. These decisions are then



incorporated into the model's specification. The variance
covariance matrix of the resulting disturbance term is merely a
side-effect, and furthermore, is such that these disturlkances do
not have simultaneous heteroscedasticity and autocorrelation.
Allowance is made for one or the other, but never both.

Judge's comments on these models are illuminatinga.

As pointed out by Swamy {1974), the assumptions of the

error components model discussed in this section could

be regarded as fairly restrictive. They imply that the

contemporanecus covariance between observations on two

individuals is the same for every pair of individuals

and that the covariance between two observations on a

given individual is constant over time and the same for

every individual. It may be preferable to uSe ... (the
comprehensive model). {1980, p.345)

The assumptions that have bLeen made about the e could be
regarded as fairly restrictive. There is no correlation
between the disturtances corresponding to different
individuals and, in addition, there is no serial
correlation. {1980, p.351)

The random coefficients version of the dummy variable model
can also be interpreted as an omitted variable model. "In tkis
case we end up with a regression model in which the residuals
are both heteroscedastic and autocorrelated.” {#addala, 1977,
p=-397). Unfortunately this is rarely, if ever, admitted in
practice. For =xample, in the dummy variable context,
homoscedasticity is assumed, ard only a limited serial
dependence for a given unit is allowed. Even in the broader
omitted variables context, the common approach is, again, to

allow for autocorrelation only. See for example Maddala (1977,

p.326) and Griliches {1977).



II. MEASURING HETEROSCEDASTICITY

The Monte Carlo study reported here examines the
per formance of five procedures or estimators under nine
different severity combinations of hetefoscedasticity and
autocorrelation.

Although the absoiute value of the correlation coefficent
(p) indicates the degree of autocorrelation, there does not
exist in the literature a comparable severity measure, (h) for

heteroscedasticity.

s 13 . .. 2 2
For multiplicative heteroscedasticity, o, =0 XZ

Kmenta (1971, pp.263) Harrison and McCabe (1975) and Harvey

{1976), to mention only a few, set h=y. Epps and Epps use the

~ 3 o . -~ =~ F-JEiy-. JE-UY T
ratic of the largest and smallest variance as an indicator of

'.J‘

the degree of heteroscedasticity. The later measure considers
only the range of variances, all intermediate information is
neglected, and it depends on the form of heteroscedasticity
used. Gamma is insufficient because the magnifude‘and
variability of the underlying observations is ignored, and a
specific form of heteroscedasticity is required. They.are both
unbounded, and therefore hard to interpret.

To proceed with the study, a severity mneasure of
heteroscedasticity had to be developed. For the purposes of this
study it is important to be able to specify, control, and

compare the levels of autocorrelation and heteroscedasticity. To



illustrate this point: to examine the sampling distributions of
the estimators when autocorielation and heteroscedasticity are
of different magnitudes it is necessary to: (a) specify the
levels, say p=.9, h=.5, (b) to know that autocorrelation is more
severe than heteroscedasticity,.since p is greater than h and,
(c) to make statements about . their relative severity.‘For
example, autocorrelation is 40 percent worse than
heteroscedasticity.

To determine how heteroscedastic a given error structure
is, its distance from the ideal homoscedastic case should be
calculated. This is precisely what the cosine of the angle
between two vectors captures - the relative direction of thg t wo

vectors, or the closeness of the angle between these vectors:

z ui v
Cos 6 = "i=1 '~
N N
z u? z v?
i . i
1= i=

As a conseguence, the cosine measuring the relative

direction between a vector of constants, representing



homoscedasticity, and a vector of actual variances, representing

‘ heteroscedasticity, was chosen as the indicator of the degree of

heteroscedasticity. It is easy to calculate, is bounded between

zero and one, is influenced by all observations, and is scale

-invariant. Furthermore, as shown below, it is analogous to the

~.

severity measure of autocorrelation, p.

The vi% represent the vector of the error variancé terms in
the classical normal linear regression model, which without loss
of generality, can be considered as a vector of 1's. The IH'S
denote the elements of a vector of the variances from a
heteroscedastic model. (i.e., the diagonal elements of its
covariance matrix) The cosine of the angle between U and erill
indicate how far they are from each other. Thus it will measure
the degree of heteroscedasticity of U.

For any two arbitrary vectors of two dimensions (i.e. two
ohservations) the maximum cosige is 1, or 6 = 0°. In ofher Qords,
the vectors are zero distance apart. This situation, where the
vectors lie atop each other, is homoscedastic (see Pigure (1a)).
The minimum Cos ® is 0 and occurs whén the two vectors are at
right angles (96 = 90°). (see Figure (1b)). Note that only the
positive orthant is dealt with, since both of the vectors
contain variances and thus cortain only positive eleménts.

However, by constraining one of the vectors to consist of
1's, the minimum cosine is no longer zero. The paxinum distance
between the homoscedastic and heteroscedastic variances is no

longer 90 degrees. For example, in Figure (la), a comparative

10



u-y,
> U : > U
figure (la) homoscedasticity figure (1b) heteroscedasticity

74

o~
<

figure (lc) in 3 dimensions maximum Cos O =1, minimum Cos © =.57

11



base has been specified, the homoscedastic vector, or a vector
of 1's. It is obvious, from visual inspection, that the farthest
any vector can be from this base is 45 degrees. (Cos 45
degrees=.71).

As the sample size increases a two-dimensional diagram can
no longer be used to visuvalize the minimum cosine or the maxinmum
dngle between the two vectors. (see Figure(ié) for an
illustration in 3 dimensions.) In all cases, Cos =1 still
represents the maximum cosine, or the homoscedasticity case wifh
the two vectors indistinguishable in space, but the minimum
cosine clearly depends on the sample size. The proof in Appendix
1 shows that the minimunm Cos 9515% where N is the number of
observations. |

Incorporating all of this information leads to the

following measure of the severity of heteroscedasticity:

This manipulation of the cosine compensates for the minimun

cosine's dependence on N and thus ensures that 0 £ h <1,

12



The cosine is subtracted from one such that when the two sets of
variances are the same, or homoscedasticity prevails and Cos
6 = 1,the severity of heteroscedasticity, h, is 0. On Fhe other
hand, wvhen the two vectors are as distant as possible, the
severest case of heteroscedastiéity, h=1.

In addition to the intuitiveness of this severitj measure,
as outlined above, it has many other advantages:
1. Cos 6 1is easy to calculate: with V equal to a vector of 1's

it simplifies to:

N
Yy
A=l 00 -
N 2
N T u.
L i
i=]

2. it is scale invariant so that Cos{(30U,V)=Cos(U,V)

3. It is between zero and one - the same as thé severity
measure of correlation, |p}l. An h of .8 cam be interpreted
as being 80 percent as heteroscedastic as feasible.

4. h is analogous to rho thus the two severity measures can be

13



directly compared and contrasted.

R e
. 1=
p
1; 62 I; ez
t-1 .4 %t
i= i=1

The formula for the correlation coefficent looks very
similar to that given for the cosine. In fact, p is the
cosine between the vector of et's and lagged et'S « "In
other words the geometric interpretation of correlatioh is
the closeness of the angle & " (Wonnacott and Wonnacott

1970, §.303)
5. it does not depend on the form of heteroscedasticity, unlike

other measures.

14



IIY. EVALUATING THE USE OF ESTIMATED GLS FOR HETEROSCEDASTICITY

A Monte Carlo study comparing OLS to estimated GLS (EGLS)
for various severities of heteroscedasticity was run. The goal
was to find the minimum k at which estirated GLS is preferred to
OLS on the basis of their mean square errors (MSE).

OLS regression estimates are unbiased but inefficient if
the error terms are heteroscedastic. Estimated GLS should
increase efficiency, because it takes the size of the variances
into account and weights the residuvals accordingly.

The multiplicative heteroscedastic model, Wt==X£% Vis
was choseﬁ and estimation of gamma was undertaken followiﬁg the
met hod of Harvey (1371) and Park (i966).

The model:

t
¥
2 ~
L A v, o~ N(o, 1) , L (0, )
2 2 Y
th = O"V Xt

15



The(§:>are the dollar returns on the New York Stock

-

Exchange from 19?5 to 1979 reported in tens of dollars.
;9 80 e

The procedure:

2
o is estimated using the OLS residuals from a regression of
t

Yy or x and a constant.

w = -0 -
t Yt th
~2 ~2 , Yy 2
c_=w_ , an estimate of x, o
W t t v

Thus log W, is an estimate of

2
vy log xt + log o, ,
Gampma is estimated by regressing IOgv% on log X, and a
constant. Once gamma-hat is obtained, @ can be estimated and
the EGLS estimate of beta found. This estimated GLS procedure is

isplemented, as is customary, by transforming the raw data and

using OLS on the transformed data.

y ' 1 X P
J—,— = o —— + B tA + w._ . where w* =
Y Y Y t t
7 2 7 -
xt X_t xt
Y
X 'zv y
b
t ,\t *«Regress tA on '1A and = .
Y Y Y Y
th x 2 2 2
t Xt %t

16



For the data used in tihis study the severity levels (h),

and the corresponding gammas are given in Table 1.

TABLE 1

h ganma Preferred Estimator

0 0 0LS
.05 1.05 CLS
. 132 2.00 GLS
.2 2.80 GLS
-3 4.16 GLS
Bt 5.80 GLS
. b 10.20 GLS
-8 18.00 GLS
.9 29.00  6LS

Kmenta suggests gamma should never be greater than 6, and
that a gamma of 2 is a more common level. Lancaster (1968) and

Park (1966) concur with a maximum gamma of 2.

17



This is added evidence of the disadvantages of using the
exponent as a severity measure. These authors represent severe
heteroscedasticity with a gamma of 2. For the data used in this
study, a gamma of 2 yields an h of .132, or dnly 13 percent as
severe as possible. For some otﬁer data, it could represent an h
of .99. The size and variability of the x's is vital, bmitfed
informa tion.

t The Monte Carlo experiment consisted of 100 iterations fo:‘
\each of the severity levels. For a given severity level after
l100 iterations were completed, the mean, variance, bias, and MSE
of the 100 éms and 100 HES were calculated.

The results in Table 1 show that for h >.132 arising;rin
this example, fron

v(wt) = xi 0‘2’

BGLS outperforms DOLS on the basis of the MSE criterion. OLS is
the preferred estimator for cases of homoscedasticity, and‘when
h is less than .132. It is a bit surprisingvthat even at very
weak levels of heteroscedasticity, (h2.132), EGLS will produce
better estimates of the regressicn coefficients than OLS.

This severity measure for heteroscedasticity, combined wi££
the existing severity measure of autocorrelation, allows
development of the Monte Carlo study to investigate the

properties of various estimators under different intensities of

autocorrelation and heteroscedasticity.

18



IV. STRUCTURING THE MONTE CARLO STUDY

The model:

I

y o + &% + e

t t

The estimators examined were:

Procedure (1): OLS on the untransformed data

He teroscedasticity and autocorrelation cause OLS estimates
to be inefficient but unbiased and GLS is best linear unbiased
{BLUE). In dgeneral, rho and gamma are unknown and must be
estimated before EGLS can be used. Thus the performance of EGLS
relafive to OLS will also depend on the accuracy of rho-hat and
gamma-hat. These estimates are unlikely to be efficient since
they are usualiy calculated on the basis of non—sfherical -
errors.

Under these conditions it may be best to ignore both
problems and just run OLS. If OLS is preferred, when is this

true, that is, for what p, h combinations?

19



Procedure (2): correct solely for heteroscedasticity

The researcher chooses to ignore, or for some reason,
‘believes autocorrelation is absent. The form of
heteroscedasticity is assumed known as multiplicative but the

severity, and thus gamma, must be estimated.
'Y .

2 -
we S X Ve, where Ve n(0,1), v(wt) = XZ V(vt)

Following the procedure suggested by Harvey (1971) and

others, use the OLS rTesiduals to éstimate W -

S - x BOLS N CX.OLS

Ve T Ve T Fe

A A 9 Y

V(Wt) = Wt = Xt V(vt)

1 A2) - 1 ¥ 1 2
og (Wt = Y log xt o8 g v

A~

) A _
Regress log(wt) on log X, to get an estimate of gamna.
Gamma-hat indicates the relationship between the error variances
and the independent variable. Consequently it is used to weight

the raw data so that the resulting error term is approximately

spherical, or the heteroscedastic influence is counter-balanced.

Thus




OLS on the corrected data will be BLUE if the transformation is

successful.

\
However, if the disturbances are also autocorrelated, e, =

pet]_+-wt, the new error term is
Y
2. v
Pa1 o Xe e L Pea
" = = ~ + v,
Y Y Y
X 2 Xz Xz
t t t

It is obviously both autocorrelated and heteroscedastic. One
form of heteroscedasticity has been traded for another.
Furthermore, because the autocorrelation has been dismissed, the
estimate of gamma will be inefficient. e, = pe. g +w but

pe, 4 has been ignored. Thus gamma-hat was calculated from
autocorrelated errors and hence will be inefficient. The right
hand side of the above eguation will be a poor estimate of the
left hand side. In cther words, the reéearchervhas failed to
transfornm W, into a srherical error, that is, he has not even
isolated v, . As a result, this estimator will likely perform

poorly, except, perhaps in cases where the autocorrelation is

weak compared to the degree of heteroscedasticity.

21



e . et e e

Autocorrelation is known to exist, but it's severity, p,
must be estimated. This is potentially the preferred procedure
when the degree of autocorrelation is much greater tham that of
heteroscedasticity. Mcreover, fests for autocorrelation are
robust if heteroscedasticity is also present, whereas
heteroscedasticity tests are ﬁot robust if errors are jointly
serially dependent. (Epps and Epps (1977)) Thus, autocorrelation
is more likely to be detected and corrected for. Also,
autocorrelation is more frequently tested for than
homoscedasticity, sinmply because it is a standard statistic in
most regression packages.

The Cochrane-Orcutt iterative technique, with special
transformation of the first observation, was used.

(a) Ve = @ + th + e

t
lag (a) one period (®) Ve = © + th—l + e, 1
multiply (b) by p (c) py,_y =pa+pBx, , *re ,

(d) Subtract (c) from (a)

Ye = PYe1 = a(l-p) + B (x, - px, 1) + e - pe

=

where e - pe = X

v
t t-1

t N

£ *

22



Steps (a) through (d) are an attempt to compensate for the
autocorrelated error term.
Rho is upknown and is estimated by regressing the OLS

A

residuals on e, lagged. The Cochrane-Orcutt iterative
procedure is used to calculate rho. The final rho chosen is the
rho-hat of the tenth iteration or when the absolute difference
in tvo successive rho-hats is <.001.

This estimate of rho is used to transform the raw data

according to (d). T%e first observations were transformed

1
2y~ OLS is run omn this corrected data.

according to (1 - o
The rationale behind this procedure is to create a

spherical error terr such that better estimates can be

calculated. Unfortunately, the new disturbance tern,

Y
- N is an estimate of xrxz vhich is still

e ~ pet—l £t
heteroscedastic. This will cause the estimates to remain
inefficient. On the other hand, if p is large relative to h,

this procedure could be optimal.

Procedure (4) : correction for bcocth autocorrelation angd

heteroscedasticity

(2) use the modified Cochrane-Orcutt iterative technique Bf
procedure (3) to find the estimates of the regression
coefficients and rho. |

(b) use the residuvals from the autocorrelated-corrected
data to determine.the transformation reguired to remnove

heteroscedasticity.

23



, oy

v(wt) = %, v(vt)

5 = e -fe .=v _o — al(le) _ % -5
A ® T Peeo1 = Yy -~ PYp g - al-p) - B (x_ - px. ;)

A g A : "‘2 -~ 'Y
log v(wt) = log (wt) S 1log x, v(vt)

regress log (wt) on log x and a constant to find Y.

Y
{(c) use xi to weight the non—autocorrelated data in an

attempt to create a spherical disturbance term.

PN

Wy -y, 4 _ a(l-p) + (%= %)

A T z B =
Y ‘ Z_ Y
2 2 2
“t 't “t

.. e -~ pe

The resulting error term, _t t-1

Y

2

t

is close to being spherical hence OLS is applied to {(i).
This procedure is an outccme of Epps and Epps® (1977)

|result that if heteroscedasticity and autocorrelation occur

i

§simultaneously, only the autocorrelation tests are robust. In

i
i

fthis case the data should first be transformed to correct for

1
1

gautocorrelation, and then tested for heteroscedasticity.

t

{Exténding Epps and Epp's conclusicn to an estimation procedure:
\

4
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autocorrelation shculd be tested for first and corrected first,
if it exists., Next, test the non~autocorrelated residuals for
heteroscedasticity. Pinally, if heteroscedasticity is present
the appropriate correction is applied to the autocorrelation-
free data. The necessary transformation is determined from the
autocorrelated-corrected residuals. Xmenta suggests a soﬁewhat
similar methed, (1971, p.513)

This estimator is estimated GLS like (2) and {3), however
it takes both problems into account and consequently should
perform well. In addition, gamma-hat is based on approximately
non-autocorrelated errors, in contrast to its estimate in (2),
and thus should be more efficient. It follows that the |
correction for heteroscedasticity should also be more successful
than in (2).

Procedure {5): Two-stage correction for both

austocorrelation and heteroscedasticity

The rationale behind this method is the same as that for
procedure {4). First correct for autocorrelation and then for
heteroscedasticity. But the rho-hat from.(a) is calculated on
the basis of heteroscedastic errors and thus is inefficient.
This fifth procedure attempts tc improve procedure {4) by
allowing for heteroscedasticity when rho is estipated. Hépefully
this wiil improve rho-hat.

In addition, the success of the estimated GLS depends
partially on the estimates of rho and gamma. Gampa was estimated

on the basis of autocorrelated-corrected residuals. Rho was
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estimated on the basis of heteroscedastic residuals, thus it
will be inefficient but unbiased. To improve this estimate of
rho, and EGLS, heteroscedasticity should be taken into account.

Rho-star is calculated from the regression of

ét €e-1 Ve = @ - %8B Yep = ¢ 7 Fep P ]
" on A Or ~ on ~
Y Y Y Y
x.2 7 7 2
t "
X X X

Gamma-hat is the same cne found in procedure (i4). Beta—-hat and
alpha~-hat are the Cochrane-Orcutt iterative estimates from 
procedure (3), that is, they vere based on
autocorrelated-corrected data. The resulting estimate of rho,

p¥*¥, and gamma-hat are used to transform the raw data.

(1) vy, -e*y, (1 -p*) (x, --p*x__) %
t t 1. 4 4 g - t t—} + oW

Y Y Y

2 P x 2

Xt Xt t

* .
We should be approximately spherical, so OLS is applied to

(ii).
Whether this procedure is an improvement over procedure (U4)

will depend, in part, on the properties of p* relative to
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rho-hat. I+t should surpass estimators (1), (2), and (3)
| o ) - 3) since it
makes provisions for Jjointly heteroscedastic-autocorre]
ated

errors.
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The five estimators were examined ﬁnder nine severity
combinations of heteroscedasticity and autocorrelation. The
sampling distribution of each estimator for each combination was
based on one hundred iterations;

The true alpha and beta were set at 5 and 2 respéctively,
and remain unchkanged throughout the study. The independent
variable, gt , 1s alsc predetermined, and consists of 25
observations. xt is fixed in repeated samples and across
experiments, as is the sample size. The x's are the same as used
in the Monte Carlc study of section IITI.

The dependent variable Y, and e, vary from sample to sample
and across experiments, depending on the v generated, rho, and
gamma. Rho and gamma are adjusted for each experinment in
accordance with the desired severity levels of autocorrelation
and heteroscedasticity, |

)

To gererate the 25 standard normally distributed errors, A

an INSL subroutire was used. These errors were then used-to

generate | : -]jVY\ES} L/ —

=

v

1/

v with e1= X

ﬁ.NN]—<
N R

1
- pHt/?
Although this reguiredv(ebq) =xmeth which is false given
the heteroscedastic disturtances, it was thought to be more
Ceasonable than setting e, tc zero, requiring an identical

Stationary error for all Monte Carlo iterations, or setting
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X
ey =2% Vi» which would be inconsistent with the modified
Cochrane-Orcutt estimator used to ensure no observations are
lost.

Once the e, were calculated, the y. were constructed

according to _
Ve 5 + 2xt + e,

Summarizing, in any given experiment, 25 V. are generated
and then 25 e _, and finally 25 y, - The first iteration of the
first experiment is ready tc proceed. The raw data consists of -

the constructed y_, and the predetermined X Once this

A
iteration is complete, that is the regression coefficients fron
{each of the five prccedures have been estinpated, tﬁe second
%iteration begins. Twenty-five new Vis € muiyt are produced,
lgwhile the X, , rho, gamma, alpha, and keta remain constant.

rAgain, the estimates of alpha and beta for the five procedures

|

t
i

ggre calculated. This process continues until 100 iterations‘have
}been completed. The sampling distribution of each estimator is
thus formulated on the basis of the 100 estimates calculated
‘from its corresponding procedure. This requires the calculation
éof the mean and variance for the irdividual‘esfimétors, The MSE
Eis used to determine the preferred estimator. This cycle is
grepeated for each of the eight remaining
gheteroscedasticityfautocorrelation severity combinations.

The detailed Fortran program for this Monte Carlo study is

in Appendix 2.
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Y. RESULTS AND CONCILUSIORS

Tables 3 to 11 contain the outcomes of the nine
combinations of p=.2, .4, and .6 with h=.132, .2, and 3. The
overall results are summarized in Table 2. |

The Monte Carlo study in Section III indicated that EGLS,
with correction solely for heteroscedasticity, would outperform
OLS for even very weak levels of heteroscedasticity (h 2>.132).
When heteroscedasticity and autocorrelation occur jointly the
best solution depends on the levels of p, h, and on their
relative magritudes.

The problems in estimating the complicated variance
covariaance matrix (i.e. both rho and gasma) so that EGLS can be
applied, outweigh the potential benefits when heteroscedasticity
and autocorrelation are weak (p#,z and .4 combined with h=.132).
For these two experiments, CLS on the raw data was the optimal
estimator, followed by EGLS with correction for
heteroscedasticity. But OLS guickly loses ground wﬁen one or
both probklems are present to any degree. For p=.6 and/or h>.132,
OL5 frequently had the second largest MSE. Autoborrelation and
heteroscedasticity can no longer be evaded, and choice of the
best procedure depends on p and h.

In practice, procedurev(B), correction solely for
autocorrelation, is the most likely approach because: (i) tests

for autocorrelatiocn are robust if heteroscedasticity jointly
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occurs, whereas the converse is not true, (ii) autocorrelation
is, 1in general, more often tested and corrected for simply
because it is a standard test statistic of most regression
packages, (iii) the relevant li;erature tends to opt for
autocorrelation if there is a possibility of both occurring,
probably for reasons given in (ii), and because of uncertainty
in dealing with the joint problen.

The Monte Carlo study to compare estimators under
conditions of joint heteroscedasticity and autocorrelation,
indicates procedure (3) is the worst estimator. It had the
largest variance in seven of the nine experiments, the worst
bias in all nine and hence, not surprisingly, the worst MSErin
seven of the experiments. Its poor performance indicates that
even weak heteroscedasticity (h=.132) cannot be ignored in the
simultaneous situation. The transformations to correct for

autocorrelation are ineffective because the parameters are

estimated from non-trivially heteroscedastic residuals and hence

are inefficient.

The results for procedure {2), cofrection solely for

heteroscedasticity, are in sharp contrast to those for procedure

{3) . Procedure (2) had the smallest Y4SE more often than any
other estimator (4 times) and it was first or second best in six
of the nine combinations. This reinforces the previous

conclusion that evern weak heteroscedasticity causes

non-negligible estimation problems. In other words, the strength

and the severity of heteroscedasticity differ. h may indicate a
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low intensity of heteroscedasticity yet it can have a powerful
influence on the residwvals and hence on estimation.

In two experiments correction solely for antocorrelation,
procedure (3), was not the ﬁorst.solution, but the third worst.
This occurred when there was a substantial difference between
the degrees of heteroscedasticity and autocorrelation {(p=.6,
h=.132) and {(p=.6, h=.2). These are the two cases where the
usually "good" estimator of procedure (2) had the largest HSE.
These results lead to several interesting observations: although
technically p may be greater than h this does not mean
autocorrelation is the more serious problem. In fact, for the
combinations studied, (p-h) is aprroximately .4 before the
problems caused by hetercoscedasticity are overshadowed by those
of autocorrelation. That is, procedure {2), correction solely
for heteroscedasticity, has the hLighest MSE in these situations.
Furthermore, procedure (3), transformation for autocorrelati§n
while ignoring heteroscedasticity, is still not optimal.
Instead, procedure (5) where compensations are made for both
auntocorrelation and heteroscedasticity; becomes the preferred
estimator, folliowed closely by procedure {(4) and then procedure )
(3) .

This does not preclude the use of procedure {2). If could
be chosen in cases where autocorrelation is causing a great deal
more deviant behavior than heteroscedasticity. However, it
appears that if this is ever to be true, p must be substantially

greater than h.
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Procedore (5) 1s optimal in three of the nine situations:
yhen p=.6 h=.132, p=s6 h=.2, and p=.6 h=.3. In other words, it
will be adopted when autocorrelation also starts to hinder
estimation.

For combinations p=.6 h=. 132 and p=.6 h=.2 autocorrelation
becomes a greater obstacle to estimation than
heteroscedasticity. The tables provide the evidence. Procedure
{3) no longer has the largest MSE, ignoring autocorrelation and
transforming solely for heteroscedasticity, procedure (2},
suddenly becomes the worst estimator.

In the last experiment, p=.6 h=.3, autocorrelation is still
a relatively important problem, however it is not overposering
heteroscedasticity (p-h=.3). For support of this see Table 11,
where correcting solely for heteroscedasticity is the third best
solution, while correcting solely for autocorrelation is, once
again, the least desirable approach. Clearly autocorrelatinﬁ
cannot be swamping heteroscedasticity otherwise the ranking of
these two estimators would be reversed.

Procedures (%) and (5) have the séme rationale: both
autocorrelation and heteroscedasticity are dealt with on a
sequential basis. Further, the same gamma-hat is used in (4) and
(5) - This gamma-hat is estimated from aon-autocorrelatéd
residuals. On the other hand, procedure (4) estimates rho from
heteroscedastic residuals, while (5), when estimating rho,
attempts to create a spherical error by taking

heteroscedasticity into account. The outcomes indicate success
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for procedure (5): it generaily has a smaller MSE than procedure
{4) . Furthermore, the rho-hat of procedure {5) has a
consistently smaller, albeit for some combinations only
slightly, MSE than the estimate gf rho from procedure {(#4). This
reinforces the above observation that the effort to reestimate
rho on the basis of non-heteroscedastic residuals is worthwhiled

The importance of taking heteroscedasticity into account
becomes more pronounced as rtho increases. The more severe the
autocorrelation, the more problems it can cause and thus the
greater the benefits of improving rho-hat. As an exanmple, see
experiments 7, 8, and 9. For a given h, the positive difference
between the M3E's of the rho-hats from procedure (4) and
procedure {5) becomes greater as autocorrelation becomes more
intense. In addition, for a given severity of autocorrelation,
as heteroscedasticity becomes more severe, the importance of
removing the detracting heteroscedasticity becomes more |
pronounced. Combinations 3, 6, and 9 show that for a given rho,
as h increases, the difference between the MSE's of the rho-hats
from procedure (4) and procedure (5) ihcreases.»

No similar statements can be made about the estimates of
gamma. The gamma-hat of procedure {4), and (5), is calculated
from approximately non-autocorrelated residuals and thﬁs is
expected to be an improvement over procedure (2)'s ganma-hat.
The estimate of gamma found in procedare {2) is calcnlated fron

autocorrelated residuals, yet it invariably has the smaller MSE.
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Unfortunately gamma-hat is conditional on the success of
the transformation to correct for auntocorrelation and thus on
rho-hat. As mentioned earlier, rho-hat can be improved by
compensating for heteroscedasticity. Conseguently the estinmate
of gamma could also be improved if this reestimated rho was used
to remove the influence of autocorrelation before estimating
gamma.

Sumpmarizing, for this study,

i) There is a difference between the strength
of heteroscedasticity and the severity of
heteroscedasticity. In other words, for evesn
small h's, heteroscedasticity can be a |
powerful hinderance to estimation.

ii) For equal severities of autocorrelation and
heteroscedasticity, heteroscedasticity is
the more troublesome problem. When h is ét
least . 132, heteroscedasticity doginates
autocorrelation unless {(p-h)>.4.

iii) '

When heteroscedasticity dominates
autocorrelation the best approach is to
correct solely for heteroscedasticiiy and
ignore autocorrelation.

iv) the exception to (iii) is when both
antocorrelation and heteroscedasticity are

weak (p <.4, h £.132). Then OLS has the
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smallest MSE.

v) ¥hen autocorrelation is as strong as, or
stronger than heteroscedasticity, {(p is much
greater'than‘h), correct for bhoth
autocorrelation and heteroscedasticity using
procedure (5). However, if for some reason
procedure {5) is unavailable, procedure {4)
would, in most circumstances, be a good
substitute, but not procedure (3). In fact,

vi) the overall vworst approach is tc correct
solely for auntocorrelation. Even when
autocorrelation dominates
heteroscedasticity, correcting solely for
autocorrelation is sub-optimal.

vii)

Procedure (5) is in general preferred to
procedure {(4): rho should be reestimated on
the basis of heteroscedastic corrected data.
This is especially.true if
heteroscedasticity is strong ({(but not
necessarily severe) or if p is at least of

intermediate severity {(i.e. p=.5)

In conclusion, the Monte Carlo results indicate that the

simultaneous occurrence of heteroscedasticty and autocorrelation
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should not be ignored or simplified into a one dimensional
problem. The appropriate estimation procedure depends on the
absolute and relative magnitudes of the severity of
autocorrelation and heteroscedasticity. This emphasizes the need
for a severity measure of heteroscedasticity. h, the cosine

mea sure of the intensity of heteroscedasticity appears to be the

best alternative.



TABLE 2

THE MSE RANKINGS FOR EACH EXPERIMENT AND EACH ESTINATOR

EXPERIKENT: SMALLEST SECOND THIRD  FOURTH LARGEST
| MSE MSE
ONE (p=.2, h=. 132) | (1) (2) (5) (4) (3)
THO (p=-4,h=.132) (1) (2) (5) (4) | (3)
THREE(p=.6,h=.132) (5) ° u) . (3) (N (2)
FOUR (p=.2,h=.2) (2) (5) (4) (1) (3)
FIVE(p=.4,h=.2) (2) (1) (5) (4) (3)
SIX (p=-.6,h=.2) (5 | (4) (3) (m (2)
SEVEN (p=- 2,h=.3) (2) () (5) (1) (3)
EIGHT (p=-. 4, h=-3) (2) (%) (5) (1) (3).
NINE (p=.6,h=. 3) (5) (#) (2) (M (3)

h=.132 h=.2 h=.3
p=-2 (1) (2) (2)
p=-4 (1) (2) (2)
p=-6  (5) (5) (5)

TABLE OF THE LARGEST MSE FOR EACH EXPERIMENT .

h=.132 h=.2 h=.3
p=.2  (3) 3 3
p=-4  (3) (3} (3
p=-6  (2) (2  (3)

KEY : :
THE NUMBER IN BRACKETS INDICATES THE SPECIFIC PROCEDURE
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Appendix 1

Proof:
N N
Z u, v, Z u,
cos § = i=1 - i=1
N, N, SNy
% u, Z \ N Z u.
i=1 i=1 i=1

minimize Cos 6§ with respect to

u = a vector of variances)

3 Cos ©

us subject to

=1
v NZu.2 - Nu.(NZu.z) 2 Tu,
i 3 i i

0 uy NZu, 2
1

Z
NZui - Nuqui

(NZu.2)3/2
i

setting this equal .to zero and solving for uj

since the right hand side is independent of 3j ,

u. =u,_=u VY.
J k J.k
Zui Nu
then Cos O = = =1
NZui VN2u2
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u, > 0 (since

this implies



But a cosine of 1 is a maximum not a minimum, thus
uj = uk = gug> 0 1is a local and an absolute maximum. This means that

os 0 cannot attain a minimum at an interior point in the positive

orthont. The minimum must be at a boundary.

Since the minimum point lies on a boundary of the positive
orthont it will lie either on a coordinate hyperplane or on a
coordinate axis. Cos O is completely symmetric with respect to
Ujresesu - Hence, without loss of generality, the starting point can be

any coordinate hyperplane, in particular the Uy hyperplane -~ that

is u_=0.
N

To find the minimum Cos © on this plane, minimize Cos 0

N-1
2
L ou,
=l 1
subject to uN = 0 . The result is uj = ﬁ:i——*—~ for j=1,...,N-1 ,
5 ug
i=1
and u_ =0 and Cos 6 = N-1 .
N N

But this is a maximum Cos 6 for this hyperplane (uN = Q)

since for any other combination of uj's Ccos 6 would be smaller.

. N-2
or € 1 : T aee = = = = —_
For example, if uJ ue o and Ue 1 T Yy 0 cos 8§ ,/ N

which is < gﬁl .

Again, the minimum must be a boundary solution on this
hyperplane. This means the minimum must occur on some plane of lower

dimension without loss of generality take Wep T Y% T 0 and

minimize Cos 6 . Continue this process, until two dimensions
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are left, each time taking one more component as zero, and searching
the resulting hyperplane for a minimum cosine. The conclusion will
be similar for each hyperplane: uj :'uk =3y for j=1 to N-T

with the remaining u.'s constrained to zero. In each case, Cos 0

will equal Eél' and will be a maximum at uj =u = u ) not

the desired minimum.

wWhen two dimensions remain, the minimization of Cos ©
2
2
Z u,
i=1 *
subject to = eee = =0 i , 5
ubjec u, u gives uJ

2 . .
Uy = eee T U = 0 and cos 8§ = /ﬁ' . Once again, a maximum not a

minimum is found. A minimum will occur if u, = 0, u, =1 (the

axis), or u, =0, u, =1 (u, axis), that is, on one of the

u 2 1

2 1

boundaries of the positive u_ , u, quadrant and Cos 0 will

1
equal 1
N

Consequently Cos § attains a minimum when uj =1 for

some Jj and w =0 for k#3j, k=1, ..., N . In other words,

the minimum is when u lies along one of the N coordinate axis

1
/N

and Cos H =
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