
Canadtan Theses Service Services des thQses canadiennes -- 
Ottawa, Canada - 

- - -- L - - - - -- - - - - - -- . WA OM4 

NOTICE AVlS 
The quality of this rnic!ofiche i,s heavily dependent upon the La qualit6 de cens microfiche d w n d  grandement de la qualit6 
quality of the original thesis submitted for microfilming. Every de la these soumise au microfiimage. Nous avons tout fait pour 
effort has been made to ensure the hgbest quality of reproduc- assurer une qualit6 su@rteure de reproduction 
tion possible. 

Ifpages are missing, contbct the university which granted the S'il manque des pages, veuillez communiquer avec I'univer- 
degree. site qui a confdrb le grade 

- - - -  -- - - 
- - 

Soma pageim>y have indistinct print especially if the original La qualit6 d'impression *de certatnes pages peut laisser a 
page&here typed with a poor typewriter r i i  or if the univer- Msirer, surtout si les pages or~gmales ont 616 daclylographirSes 
sity sent us an inferior, photocopy. -.- B I'aide d'un ruban us& ou si !'uncversit& nous a fait parvenir - 

une photocopie.de qualit6 inferieure 

Previously copyrighted materials (journal articles, published Les documents qui font dbja I'objet d'un droit d'auteur (articles 
tests, etc.) are not filmed, de revue, examens publi6s. etc ) ne sont pas microfilmt3s. 

C 

Reproduction in full or [n part ot thB film is governed by the La reproduction, m @ m ~  partielk?. de ce microfilm est soumise 
'Canadian Copyright Act. R.S.C. 1970, c. C-30. a a la Loi c a n a d h e  sur le droit d'auteur, SRC 1970, c C-30. 

u 

THIS DISSERTATION 
+ HAS BEEN4 MICROFILMED MICROFILMEE TELLE QUE 

EXACTLY AS RECEIVED NOUS L'AVONS RE- ~ a 



A THEORY OF S T R A T E k E D M F G E E P R W W ~ Q N  I , 

THESIS SUBMITTED IN PARTIAL FULFILLMENT O F  

THE REQUIREMENTS FOR T H E  DEGREE OF 

DOCTOR O F  PHILOSOPHY 

in the School of 

- Computing Science 

@ Tornasz Strzalkowski 1986 

SIMON FRASER UNIVERSITY 

July 1986 

All rights reserved This work may not be 
reproduced in whole or in part. by photocopy 

or other means, without permission of the author 
d 



. Permission &as been graqted 
to the National Library of 
Canada to mic.rofi1m this 
thesis and to lend or sell 
copies of the film. 

L'autorisation a &th - - accordhe - - - - -- 

la ~iblioth&~ue nationale 
du Canada de microfilmer 
cette thgse et de pr6ter ou 
de vendre des* exemplaiVres du 
film. 

-- 

L'auteur (titulhire du droit 
d'auteur] se rgserve les 
autres droits de publication; 
ni la thhse ni de longs 
extraits de celle-ci ne 
doivent 6tre imprim6s. ou 
autrement reproduits sans son 
autorisation hcrite. 4 

The author (copyright owner) 
h a s  r e s e r v e d  o t h e r  
publication rights, and 
neither the thesis nor 
extensive extracts from it 
may be printed or otherwise 
reproduced without his/her 
written permission. 

- - 

ISBN 



Approval , - - - . '  
i - 
Q 4 

4 

Name: Tomasz Strzalkowski 

Degree: Ph.D. Computing Science , 

4 

Title of thesis: A Theory of Stratified Meaning Representation for Naturd Language L _ .  - 

Examinink Committee: " 

D;. Arthur L. Liestman ' 
Chairman D ~ . / J ~ s  P. ~ e l d a n d e  

4 

- 

- Dr. Nick ~,'Cercone , - - - Dr. R.3. Jenninks - - - -- 

Senior Supervisor Department of Philosophy 

- 

Dr. veronicaah1 Dr. Robert F. Hadley 

Dr. Thomas W. Calvert Dr. Graeme Hirst 
Vice-president External Examiner 
Research and Informatioll Services Department of Computer Science 

University of Toronto 

" .'9RG Date Aonroved: 7 ' % 



I hereby g ran t  t o  Simon Frasqr Unlvers l t y  the r l g h t  t o  lend 
/ 

my thes is ,  proJect o r  extended essay ( t h e  t i t l e  o f  which i s  shown be low^ 

t o  users o f  the S l m n  Fraser Un i ve rs i t y  L ibrary,  and t o  make p a r t i a l  o r  
' 

s i n g l e  copies on ly  f o r  such users o r  i n  response t o  a request from the 
- - 

' I .  l i b r a r y  o f  any o ther  un i ve rs i t y ,  o r  o ther  educational i n s t i t u t i o n ,  on 
,? . . *. . D 

i t s  own behalf o r  f o r  one of  i t s  users. 1. f u r t he r  agree t h a t  permission 
-- -- - - - - - - - -- - 

fo l$mu l t ip le  copying of this work f o r  scho la r l y  purposes may be granted 
$ 

3 '  by me o r  the Dean o f  Graduate Studies. P t  i s  understood t h a t  copying 

or pub1 l c a t i o n  o f  t h i s  work f o r  f i nanc ia l  galn sha l l  not be allowed . 
wi thout  my w r i t t e n  permisslon. 

T i t l e  o f  Thesis/Project/Extended Essay . 

(s igna tu re )  

(date)  



$ We rntroduce a computat~onally oriented theory of natural language understanding that integrates vari- 

, ous levels of language processing with methods of modelling the language denotational base This 

theory attempts to  bridge the @p between the formal theories of language and meaning, such ds "pos- 
f 

sible worlds" theory and the theory* of situations. and artificial intelligence practice We develop the 
- .  

.Y  
concept of the Stratified Model a s  - a - major processing medium which provides an interface between - 

- - - - - - - - - ---. - 

linguistic input the "real" universe and the knowledge base of some hypothetic, intelligent individual 
I , 

l u  

e 

The major work reported in this dissert@ion focusses on selected aspects of t$e Stratified Model 

which have been identified with the dornaip of three linguage tranifoimations and the meaning 
.i 

representation levels they produce The first' of these transformations represents the syntdctic 

analysis of morpholog~cally disambiguated utterances wlth the categorial grammar CAT As a result. a 

$% 
set of possible discourses is generated in which each sentence is considered independently of the rest . 

P 

of drscourse Possible discourses are subject t o  an~ther~transformation which integrates them into par- 

t~allv~connected a d  locally -coherent d j s ~ r s e p r o t o t y p e s  At this stage varlous inter-senten~ial - - -- 

dependencies are evaluated including ar,aphor~c ia-text relations A small number of possible 

drscourse representations whlch d~splay global coherence are selected from amorrg discourse proto-.,. 
* dL .& 

types and delivered onto the ultmate meaning representabon level by the final transformation From 
- 

this level a mapping 1s attempted onto a corresponding universe model A sequence of further transfor- 
C r . r  

matrons would then extend thls rnapp~ng~to a real-world interprlefat~on of discourse 

the language denotational base are addressed within the Theory of Names 

a part of our framework. A layered model of  the universe is p r e  

L, posed capture non-singular interpretations of certain linguistic entities often re fe rced f i  as func- 
* 

- 0 

tional generic mass, or intensional The uniform~ty and elegance of our approach is contrasted with 

the partial and incomplete explanation of  this phenomenon given in other relevant research. 
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Humap (or natural) language is the almost universal tool for expressing the variety of kinds of 

k n o w l e d g ~ o p l e  ran parscss People use therr natural language in everyday life w ~ t h m t  any limttahon - 

ort They know perfectly well how to  use the language what the language can express. and how -4i 
to express I: They also understand each other even if they frnd themselves in novel situations 

t-Z 

Clearly people are able to  acquire knbwledge of the world store this knowledge somehow, and then 

manipulate and art~culate facts (possibly derived) using natural language solely .(or almost always 

solely) How is  i: possible for people to understand what thev drc. talking about? In other word5 wc 
- - - - - - - - I\ - A 

need to  answer the question &at is the nature of natural language that maker communirat~on posw 

ble regardless of the differences In native languages used In the  world^ 

In this thesis we develop a new framework for investigatrng problems of natural language under 

P 

standing that integrates varlous levels of language processing wrth meth'ods of mdelltng the language 
- 

denotational base ( w e  shall call rt the un~verse) Into a formal yet inturttve Theory of Strat\hed Mean 

ing Representation The iheorv is formulated from the perspective of the hearer In some hypothetic , 

discourse situation as he attempts to  decode the meaning of a message delivered by the speaker The 
Z 

hearer has at his disposal the s t ra t i f i d  Model additionally augmented with an individual knowledge 
-- - - - -- 

' 

base The kAowledge base remains the sde property of i; owner and other individuals are assumed to  

maintain such knowledge bases as well. The knowledge base contains appropriately encode'd informa 

tion about what its owner knows. believes. doubts imagines. e t t  about the unlverse The actual 





The Stratified Mdd atso provides semantics far ~eri fy ing-thear+mhh . . tmatie~wUuespwt - . 

t o  the universe This information is mapped into the universe (interpreted) and the resulting 

classification is again stored in the knowledge base so that future verification could be directed into the 

latter, whenever possible The actual mapping into the universe is not a straightforward process how 

ever T o  perform this mapping efficiently an individual has t o  properly grasp the structbre and organi G 
zation o f  the universe We assume that an intelligent individual is capable of deriving appropriate 

- - - - - - -- 

models of the universe. and that he directs the semantic mapping into these models rather than into 

. the original universe We may call the latter "the reality" but we must remember that the models are 

real as well A model is not some abstract representation of the universe the property that could be 
- 

attributed t o  the contents of the knowledge base A universe model IS this same universe but. 

somehow specifically perceived to  separate i ts  various aspects objects relationships, situations etr 

The problem of modelling -- the universe is an important aspect of language understanding Although we 

d a y  assume that the perception of the physical reality does not differ much among people and subse 
a 

quently we may consider that the universe is what we actually perceive. the physical world 1s not all 
0 

,we perceive and model The social-and-cultural superstructure of the physical real~ty IS also a subject -- A 

to classification and this aspect of the universe modelling will quite likely differ among people 

Nevertheless our approach iZcludes the modelling of the physical reality as ie& After all we nldy , 

leave room for gxtra-terrestials 

It has often been assumed th  there exists some universal semantics that can classify a11 M 
l~ngu~st lc  (and other) information only on the actual state of the universe see for example 

Lewis (1976) ~ n f o r t u n a t e l ~ 4 6  kind of semantic classification is not always available for an indivi 

dual because .the individual's perception o f  the universe is subjective. and this fact is further reflected 

by the contents of his knowledge base In this sense different individuals "run" difterent instances of 
--- -- - 

the Stratified Model. primarily with respect t o  different universes they recognize, but possibly with 
'3 

respects t o  other factors as well. The Stratified Model we construct may not belong t o  anybody. and - 

we do not make claims about whether or not it has any psychological signific'ance We shall assume. 



however €bat our M&Jk;s&wned by reme hypethetkal i n d * i d u a ~ a t i e & C ~ t 4 d p a ~ ~  

various discourse situations we-,anslyze in this research The primary role of the Model is to  provide 

insight into the way an infellig& individual may come to  understand natural language utterances and 
'r 'i 

prepare for a computer implementation of this process 

We do not ionstruct a complete Stratified Model in this thesis Our riain effort is concentrated .- 

\ 

a on selected problems of discourse anatysis We investigate a number of questions concerning discourse 
- - - - - - - - - - 

cohesion and derivation of a f o r d l  representation of discourse content In the area of text cohesion 

we propose a general scheme for computing inter-sentential dependences created by pronominals and 
1 

definite descriptions. We then augment our presentation introducing the concept of remote reference 
- - - - - 

as a consequence of our new account for non-singular terms in language We also address the problem 

of automated selection of proper cohesive links in discourse by tracing speaker's intentions. We dis- 

cuss the phenomena of backward and forward references. direct and indirect references, and comment 

on the so-called lost links in discourse We outline the problem of discourse coherence. and finding 

discourse topic Finally. we summarize computational aspects of our theory 

- - - - 

It was the author s mtention from the start to  build a theory that would have a significance for 

research in Artificial Intelligence and Computational Linguistics The Theory of Stratified Meaning 

Representation has been developed with consideration fot its future computer realization There are 

i 

several related theories 06 natural language understand$% available in philosophy and linguistics, such 

as the theor) of possible worlds. or theory of situation5 that lack the computational perspective of the 

Stratified Model, and despite numerous attempts did not find their way as yet into computing sci- 

ences Nevertheless these theories present the most succes8fh approaches thus far to  the problems 

of natural language understanding It is not surprising therefore that our present theory derives from 

philosophy and fermal legic. a d  &=ks of Frege. Tarski. Ajdukiewicz. Qttine Lewis. Cresswelt, and 

Montague have been of predominant influence. We acknbwledge the impact of more recent theories of 

situations. cf.'%arwise & Perry (1983). especially in  the domain of modelling the language denotational 

base Finally. the insights of Artificial Intelligence research into syntactic and semantic processing of 
-- - 



natural language. knowledge representation. and discourse analysis motivated various detailed solu- 
-A -- - 

tions which we present in this thesis 
Tp--- - 

-8 ; * -- - \ 

1.2. Logic-based Representations in ~ a t u & l  Language Research 
0 

The mystery and power of natural language understanding has long inspired theories about its 
LC 

operation for human use of natural language. has challenged lingwsts 
- - --- - - -- - - - 

philosophers of lenguage, cognitive psychologists, and computing scientists (artificial intelligence 
- -- 

researchers) to develop machine intelligence lor natural language understand& 
- 

Chomsky s (1957) work began an intensiveeperiod & study in linguistics Linguistic research 
P 

concentrated almost entirely on problems of syntax bhich according to Chomsky s Standard Theory 

and its later revisions (see Radford. 1983 for disckmon and cornpar~son) was the key to further 
I 

, .analysis f o  catch up with semantic aipectr of language processing linguists coined the notion of log; 
1 

cal form ,which, unfortunately. was;very milleading and had little to do with logic It swn  became 

apparent that the study of semantics and pragmatics held more promise for answering the questioris 

- -  - - -- 7 
- 

postulated than a purely syntactic approach It n5tural therefore that researchers turned-to 

logic for help since logic was designed to study 

Logical approaches to  semantics proved somewhat successful for dealing w ~ t h  natural languages 

and the most popular form of logical,systerns. the first-order predicate calculus (or first order logic 
, 

[FOL]) became widely recognized and accepted for this purpose The most atiractrve properties of 
- - 

FOL. i e , elegance of representation, rich semantics. and straightforward inference methods found 
* 

'i 

their way into computing science research. particularly into the logic programming Colmerauer (1978) 

Warren & Pereira (1982) 

- - - -  - 

Shortly thereafter, however FOL began to  reveal some limitations'for representing natural 

language sentence meaning The limitations derive from the artificial constraints imposed upon the 

formalism, primarily because of its first-order principle (i.e only single level predication is allowed) It 
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e 

became painfully evident that notions like time and context could not be expressed in FOL without 
- - -- - -- - -- - 

u 

very artificial and implausible modifications. even when we allow some second or higher-order exten- 

sions. Upon that evidence researchers turned to  other methods which shared first-order logic's rela- 

tive computational tractability and would allow for the accommodation of mgre sophisticated features 

of" natural language semantics and pragmatics. This movement resulted in a number of more or less 

successful quasi-formal 'notatignat sykems. empirically tested, which ranged from only slight 

modifications to  the first-order togic. see Woods (1972). Burton (1976). Fillmore '(I%$).-Bolc &--- 

Strzalkowkki (1982). through knowledge representation languages. for example%obrow & Winsgrad 

(1977). to very advanced methods of graphical representation known under the common term of 

Y 

semantic nets, cf. Sthank (1972). Witks (1973). Schubert (1976). Schubert. Goebet & Cercone (1979) 

The most prominent and influential among these concepts were frames, Minsky (1975), scripts. 
P 

Schank (1975). and semantic networks. Quillian (1968). which later evolved into more comprehensive 
Q LS & Gold- knowledge representation languages like KRL. Bobrow & Winograd (1977). FRL. 

stein (1977). NETL. Fahlman (1979) KL-ONE. Brahman (1978). and more recently Krypton. Brach- 

man et al (1983) .., 

Frames have been designed to  describe selected chunks of knowledge at  arbitrarily chosen levels - 

of detail .,In this sense frame;, resembled abstract situations Barwise &- Perry (1983). but their 
8 

static and rigid organization became a problem for modelling human knowledge bases Nevertheless 

frames have been used quite widely in A l  research for example to trace focus in dis~ourse, see Sidner 
- ,  

Unlike frames or scripts. semantic networks emphasized stru ral aspects of knowledge. They % .  
were significantly more flexible than frames. additionally displaying a cl e kinship to  predicate logic a, 
Although early network systems had less expressive power than predicate calculus, later enhance- 

-- - - -- -- 

ments enriched the,,representatton with logical operators, quantifiers, and higher-order predications. 

Schubert (1976). If we disregard methodological considerations. however, we can quickly realize that 
* 

semantic networks do not offer anything over traditional linear notational systems. Also. the lack of 



formal mathematical foundations of the net semantics appeared to  be an obstacle b r  developing more 
- - --- 

- ,  
general th50rks of knowledge represerrtation A similar criticism applies to  knowledge representation . 

% %  

languages. which despite efforts to  develop a universal notational system. remained mostly application 
5 r E - 

depen&t 

v 

Philosophical works of  Montague (1974). especially his famous Proper Treatment of 

Quantification in Ordinary English (PTQ henceforth). revived the formal logic approach to  natural 
- - 

language undqst ding However. because of the complexity and relative computational intractability Q J. 
of some key nattc%s of Montague's theory (possible worlds. intensions. etc ) .  the approach mostly ' 

Ph 

remajnid outs!de the mainstream research in Artificial Intelligence T h  ideas expressed by Montague I 

nevertheless established a new'frontier for studying meaning and meaning representations. see Cress- 

well (1973) Partee (1976). Thomason (1976). Dowty (1976) ~ e i m  (1982) Some effort has been 

devoted~to devebp an intermediate notational system between first order logic based methods and 

intens~onal logic see for example Webber & Reit r (1977) Moore (1981) Schubert (1982) and Scha 

(1983) These approaches. however accommodated only few selected features of Montague s system 

(for example the krnbda operator higher order-predications temporal operators) oftem siandmg ill 
if, %- 

relative d~sagreement to others Yet. as we believe. the ~ntensiortal l o g ~ ~  semant~cs glves the most I& 3.P 
- - 

- significant contribution to  the theory of meaning thus far, and PTQ shows that natural language m~ght 

be reduced to  a formal notational system which preservesthe meaning of briginal utterances indepen- 

denq'of any particular "domain of discourse" 

-. 
Any meaning representation theory should be formulated at a comfortably abstract level, and ~ t s  

1 
\ 

primary role should be regarded as approximating the source language, its semantics and pragmatics 
. . - 

andf$o some degree. its syntax T%e foundations for such research has already been laid by,philoso- 

phek'Frege (1892). Carnap (1947). Kripke (1970). and logicians Ajdukiewicz (1935). Tarski (1936). 
1 .  

and others, but a foimal notational system was required as a meaning representation medium. Such a 
- , 

tool already existed in mathematics under the name bf lambda-calculus ~ambda-calculu; offered 
-$- 

advantiges over clakical logical systems allowing for representing non-propositional informadon 



Elements o f  lambda-calculus found thei t  way to  computer scrence and Artificial Intelligent@ (Al). The 
- - - - - - - - - - 

programming lan&age LISP-, considered as the main computer language for Al  applications is partially 

based on principles underlying lambda-calculus. In the domain of meaning rwresentation the so-called 
1 

procedural approach used, often implicitly. notions o f  lambda-abstraction and lambda-reductio~. 

An  alternative for the Fregean-type semantics for natural language has been designated for some 
A- 

** - * 
time i b  the theory of situations, see Partee (1972) and ~ a r k i s e  & Perry (1983) The formal logic 

- - - 2 - - -  2 

approach t o  meaning representation has.beenLchallenged,once again. this time with the intuitive con- 
+ 

cept of a situation Unfortunately, the theory does not address computational concerns, and there is 
& 

little evidence that a situation-based natural language system could emerge in near future. Additionally. 
T 

%f .  insufficient formal foundations of the the y cooled the initial enthusiasm of  the A l  community 

Nevertheless. the theory of situations offers many interesting insights into the problem o f  knowledge 

representation that we address in this dissertation. 

p: 

1.3. Int roduct ion t o  t he  rest  of t h e  thesis 
- - - - - - -  - - 

In Chapter 2 we glve an in-depth presentation of the theoretical foundat~ons that prepare us for 

further discussion Various aspects of the pos g orld theory and i ts impact on problems of natural 
-4 *"F 

language processing are analyzed in section 2 1. We discuss categorial languages. lambda-categorial 
# 

languages, and intensional logic and conclude with a brief presentation of Montague's P T Q  system. 
I 

Montague (1974) We also point out difficulties with computer realization of this approach Situation a 

Semantics. as presented by Barwise & Perry (1983). are analyzed in section 2.2. Numerous sirnilari- 
- - 

ties' between this theory and the possible world semantics are illustrated. We, also indicate several 

problems faced by the situational approach t o  natural language semantics. 

In Chapter 3 we define the notion o f  Stratified Model, and show how the t w o  major theories of 

language relate to, our framework Clear distinction is being made between linguistic information p r e  

cessing and the problem o f  modelling the language denotational base. We also discuss the problem of 



ambiguity arising during the information processing Finally we explicate the extent to which this 
- -- - - -- - 

thesis contributes to  the Stratified Model 

The problem of inter-sentential dependencies in discourse is examined in Chapter 4 We mtro- 

duce a new framework for treating definite descriptions and pronombals in various contextual situa- 

tions Using the formal notions o f  context-setting sentence S1, and current utterance S2. we distin- 

guish a number o f  different context environments characteristic for referential and non-referential read- 
- - - - - - -- - -- 

ings of certain nominal constructions. These include perfect contexts. imperfect contqts ,  att i -  - 

rude report contexts. cantexts with proper names, and conditional contexts For each of these 

\ 

cases we formulate translation rules which transform appropriate fragments of discourse into a formal 

:+ 
representation in the lambda-categoriaLlanguage A The rules (numbered 1 to  10) are then accommo- 

?* & 
'dated into the recursive formula o f  a more general transformation F,pl within the Stratified Model We 

show how this transformation can be employed t o  process backward, forward and indirect reference 

9A cases 
1 

In Chapter 5 we continue the discussion of inter-sentential dependencies and we extend our 

lnvest~gat~on beyond stngular-terms of language A new treatment for non-singular noun phrases is 
b 

proposed in the Theory of Names and Descriptions (TND) The theory suggests a layered organiza- 

t - 

t ~ o n  of the universe and defines the notion of relative singularity of certain types of objects as 

equivalence class for the naming level membership relation We introduce the notions bf superobject 

and coordinate t o  uniformly represent various kinds of compound concepts. .including generic objects 
- +  - , 

mass objects, and intensional obfects TND shows that the philosophical notton of intension as a func- 

tion over possible worlds is no! indispensable. and thus offers renewed hope for a computational treat- 

ment o f  intensionality The theory adds two remote reference rules (Rules 11 and 12) t o  the transfor- 
-. 

mation F, These rules translate cohesive links relating linguistic terms referring t o  objects classified k - - 

into different narning.levels. Finally. we define the notion o f  discourse prototype as the representa- 
f i  

tion o f  discourse derived by the transformation F,, 
3 ! 



- -  In t roduct ion  10 
/ 

In Chapter 6.we turn our a$ntion t o  the general problems of discourie analysis cohesion. coher- 
-- - - - - 

maintaining a discourse"mdei We sketch the definition o f  the tr$&&rm&ion F, i n  the ., . + ( s t r a t i 9  Mcdel t h P  takes discourse prototypes and produces ultimate discourse ...+ ;eprbsentations . A 
1. * 

o f  factors that influence the selection o f  proper cohesive links between parts 9f discourse are 
4% 

7 

described and classified according t o  their deterministic force. These factors range from purely lexical . 

hqt-&jer/gender agreement for pronominals and their antecedents t o  discourse coherence factom that 
0 - -  - 

trace the speaker's intension. We address the notions of active context ffocus~.&scourse-topic.-and --. 
1 

topic entity. and examine their roles in  the antecedent taking process. w e  alsq analyze the -. - 
phenomenon of repairing effects of incorrect presuppositions by revising the discourse model main- 

\ tained by the hearer wi th the backward adjustment process.. We suggest methods for recovering 
' 

- lost links and unobserved forward ceferences in discourse 

4 (v 

Chapter 7 is devoted t o  computational aspects of the transformations discussed in Chapters 4 t o  

6. as well as the Stratified Model in general We argue that our approach promotes futur'e computer . 

realization, and we outline a possible way t o  implement b u s  parts o f  the Stratified Model We also 

point out a numberof difficulties that may arise 
- --- - - - - - :' ;%?, - -- - -., T;.. 

d. ' 6 F u l y e  directions for this research are discussed in Chapter 8 w e  propose nu*ous Fays t o  - T k  a 

expand the present version of the Theory o f  Stratified Meaning Representation In several places we 
B 

suggest novel concepts which have yet t o  be examined. Among them. the extension t o  the transforma- - 
tion F,*, by creative contexts is considered. Finally. we present a summary of the major contribu- 

tions of this thesis t o  natural language understanding research 1 



Advanced Semanf ic Theories. 

Possible W o r l d  Seniarttics 
-+ '-:Y v&c,.& r-,%/ .<-- 
3 < "  The term possible world semantics does not refer t o  anyfconsistent theory understood as a 

" ih --. 
more or less formal system with clearly defined set of primitivese and rules Instead, i t  is taken as the 

common label for the mainstream research in linguistics. philosophy and logics initiated a century a ~ o  

by German logician and philosopher Gottlob- Frege In hands of such theorists like Ajdukiewicz. Tarski. 

Lukasieyicz Carnap Quine. Cresswell. Lewis Thomason Kripke. Montague and many 

gean concepts have been developed to  the most successful approach thus far t o  

/ .  4 
representing meaning of natural - - language expressions - - All these researcher%&wever viewed thy prob - 

lems from different persgectives. with different goals in mind. and they often formulated thew fmdmgs 

at differ$$ dimensions What have these efforts had in common except pursumg as any phdorophv - 

+ *, + 

a more satisfactory answer for the general problem of meaning? You may say possible worlds are 

what distinguishes these workings from others, but i t  won't be quite accurate Many authors do not 

seriously mention this term speaking of points of reference. indices contexts. or whatever What con 

nects all these concepts is their common predecessor, the Fregean notion of sense -There is no com- 

only accepted definition of a possible world, although there were (unsuccessful) attempts to  forrnal- \ ?& 

ize t h ~  notion%$or example by identifying possible worlds with Tarskian models, see Montague 
- - - 

(1974~) for discuS&n In this seition we shall try t o  systematize this notion along the lines proposed 

by Lewis (1976). Cresswell (1973). and Montague (1974a-f).. In the same sense our use of the term 

possible world semantics will mostly refer t o  the Montague approach t o  semantics of natural 



4 

language. commonly known as Montague Semanticd and. in a less degree, to  the works by Cress- - 
- 

, 1" 
- - - - - -- 

well. Lewis arrd'Quine As our main concern in this thesis is to suggest a general stratbgy for building 

computationally oriented natural language understanding systems, we are also particularly interested in 
i . . 

ways in which the possible world semantics relates to  the problems of natural language processing at 
.C 

\- . 

some pie-semantic levels The most explicit exposition of such a 'syntactic connection" can be found - -- 

in Ajdukiewicz (1935). and then Lewis (1976) and ~on taGe" ( l974e f )  Montague's Proper Treat- 

ment of Quantification on Ordinary English (PTQ henceforth) will be the most often 'referred t o  - -- 
'e t /' 

system Forthat reason we include in this section a presentation of the categorial approach to  En jl ish ) 
r. 5 

L 
k 

syntax. which becametightfi connected with Montague treatment of natural language. 
- -------- - 

* '  

The description which follows is based o,w"&-hk 6f Cresswell (1973). Montague (1974a-f). 

Lewis (1976). Thowason (1976). Partee (1976). KripkeS(l970). and others. aad on my own work 

Since all authors attacked the saqe problem from slightly different positions, since they stressed 
i 

r.Y 

different aspects of the $r&k!m~$nd finally since t h e m n i q u e  notations. I have attebpted to  

unify my descriptions of their work and standardize on a single notation 

2.1.1. Categorial Grammars fa 

The notion of syntactic category in formal languages is widely recognized to be due to  - 
Ajdukiewicz (1935). who initiated systematic research on €he connection between syntax and seman- 

h 

tics Frege (1892) provided the philosophical motivation for research in this directioh with what is now 

generally known as the Frege. Principle (the meaning of a language expression is a function of the 
F e2 

meanings of its parts) The Frege Principle has been stated in connection with natural larlguages and it 

P 
still has the character of a hypothesis 

Categorial languages have been invented to  test the hypothesis. Whethe natural lan~uages are 

categorial languages remains an open question. The recent work of Montague (1974d-$1, Lewis (1976). 
d 

K 0 

Partee (1976). Cresswell (1973) and others put forward strong arguments that this may. in fact. be 
I 



a .  

-the case.  though their results are promising and intr~guine they remain fr&neotary and ~c pn 

gress has been made since Montague s original papers were published over $decade ago The current . %w 
trknds in linguistics and the philosophy of banguage iXdicate that the categorial a~groach lacks u n i w  

+ - sal recognition as the "correct" paradigm for natural language understanding Furthermdre as ob~tacbs 

begin to  accumulate (we shall discuss these later), linguists have qecently turned toward mwe classrcal 
C 

A 

-%. 

0 

* 
. methods originally proposed by the transformational school of thought 

t 
t - - - - -3&-7- 

Alternatively the "categoria app!oach is one i f  the few which has attemplcd to  gtve a sat~rfac- I 
tory explanation of natural language semantics and pragmatics From our observation the major 

t .' , 
shortcqming of the categorial approach lies in its neglecting the rde of syntax in langu& snalyrtr 

Although some'work has been done to  incorporate transformational issues In the syntax of categorid - % 
O e  

languages, Partee (1976). they do not go far beyond the limited scope of Montague s grammars $ 

We now present a description of categorial languages their syntax semanttcs and pragmattcs 
- 

starting from a simple notion,of propositional languages and then extending 11 succes's~vely to  a general 

concept of  lambda-categorial languages 

2.1.1 .I. Propositional Languages 

Definition 1 [Cresswell (1973)j 

By a propositional language L we meanan ordered pair < A  S >  where A - <3,,  A, > a l ~ n t ! ~  
> 

sequence of palrwlse disjoint, pdssibly empty. finite sets and S IS the smallest set such that 

. (i) A,, C S 

(ii) i f 6  E A n ( l  6 n 6 k).andal. ..a,, E Sthen < 6 , a , . .  .a,,> E S O  

k 

The definition above. though general. is intuitively simple Call A '  = U A, the set of all symbds 
0 

i 4  
C 

\ 

of L Membervof A. wiH be then simple (or basic) symbols. and for any 1 < n </k iy E A, wiH &e a 



n - p k c  f u e m  {fumtion constant) over other members of S The set S is then the domain of all 
a A- - - - -- - -- - 

w& formed formube of t To give an errample let us see how the familjar propositionai logic can be 
'\ . &a 

d e s c d d  using the definiimn above We have 
yb , 

" 
4 

i)tfinsiiorr 1 specifier the synfw of propositional language L It gses implfcitly the notion of syntgctic 

calegwv Indeed m can classify all expressions in L as belongtng elther to category of saturated sen! 

tent as 5 m to m e  d cattgocies d on$aturatcd functors which provided with a proper number of argu- 
. . 

meat 5 itam cstcgwy S p d u c c  new elements -d category S Thus the category S consists of two 

cCdsses cd dements These being taken frurn 4, which we shall call basic elements and those obtained 

,rhiough appfiration of funct&s - thus called compound elements of dategory S 

', 
LPI US adupt the fdtowing hotatan We shall say that an'n-place functor symbol 6 belongs to 

d the s w w  calegoty S We cm now regard sets A,, Ax in Deftnttion 1 as sets of basic elements of ". 
t t  s s / s), ,*. respeclively Our nottqn of propostttonal 6nguages restricts us to '  

Y. the . fa t  that the anlr cmpwnd  elements in the language are those of category s i e the elements $16 

S 9, Tht:. of purse \-.,dl ?rot t#t thc +case in general when we move to hipher-order categord 

Tkc Last thtng wotth noting in thig context is the linguistic aspect of the notion of syntactic 
t 

I 

megisty H we rtgard 3 = <A, 4> as a ,kxkon'd bs ic  expr&sions in respective cat2gories. 
- - - - - - -- 2- - 

we haw a posiitdity to specify our language L as a set of phrase structure rules 



s -. Q for every a E >A,, 
- - - 

s/(s .s) -. 6 for every & E A,, 1 $ n < k and 

s + s/ (s .  .s)  s . s (I times) 

Example Cresswell (1973) 

Let L be a proposittonal language described bv the following phrase structure rules 
' 

then the expression 

<6 a < 7 . / 3 > . < ?  <6 o , ' ~  a > > >  C L  

and can be assigned the phrase marker shown in Figure 2 1 
# 

1 

2.1.1 -2. Generalized Categorial Languages 

- - 

We now define d generaltzed notton of a categorial language based on pr~nciples tntroduced In tltr 

prevlous paragraph The definitton has been deitved from the ones gtven by Cresswell (1973) and 

Lews (1976) 

. In the case of propositional languages we had one basic category s (of sentences) and a f i n t t ~  

number of der~ved categories of propositional functors Moreover the onlv category which was allowed 

to  have non-basic elements was the category of s All this will be remedied presently Prior to the 
i 

actual definition of  categorial languages let us establish the extended notion of syntactic Ategory 

Definition 2 -- -- 
Let BCAT be a finite. non-empty set of basic categories In practical applications BCAT has usually no 

more than 2 or 3 elements Define the set of syntactic categories CAT to  be the smallest set such that 
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Figure 2.1. Derivatioo in propositional language 

( i )  BCAT G CAT 

- 

(ii) if 7 0, 'u, ,  E C A T  then - - - > 

. We shall call < 7 .  ut. on> the der~ved category of n-place functors such that when provided with n 

arguments of categories c, o,, respectively (in this order) will produce a member of category 7 

With this concept we are ready to give a formal specif~cat~on of a generahzed categorial language 

Definition 3 

. By a categorial language L we mean a ordered &tuple <BCAT. A. B. E> where 
f 

- -  

(i) BCAT is a G i te .  non-empty set of  basic syntactic categories 

(ii) CAT is the set of all syntactic categories as defined by Definition 2 



(iii) A=<A,,.. .A,,. . > is the sequence o f  finite, disjoint ie!s of which all but finitely many i r e  
- - - - - - - - - - - - 

empty A will be called the lexicon ofoL 
-. 

(iv) B is a function from C A T  t o  A such that for any,u E C A T  B(u) = A" B ( u )  is dalled the set 

o f  basic expre<sions within category u 

(v) E is a function whose domain is CAT and such that 

(a) for any u E CAT. B(u) 5 E(u). -- A - 

(b f  f o r a n  r.ul. . .  f on E CAT. if al. . E(uJ respectively, and 6 E E ( < r  

al. .. an>) then <S.  a,. . an> E E(7) E ( u )  is called the set of all well-formed 

expressions o f  category u 13 

, . 
The above definition fully establishes the syntax of categorial languages bf  the sort we shall call, after 

Cresswell (1973) pure categorial  languages 'Later we shall show how the notion can be modified to  

specify the concept o f  A-categorial languages We now'relax our formal discussion to  show how pure 

categorial languages could be applied t o  natural language analysis We shall return to  the formal 

environment afterwards and turn our attention to semantic and pragmatic side of the problenr 
'? 

% 2.1.1.3. Engl ish  as a (pure) Categorial  Language 

T o  design a pure categorial gr,ammar for English one would need at least three basic syntactic 
\ 

categories These are the categories of sentences names and common nouns which we shall denote 

using S N and C symbols respectively. L e w ~ s  (1976)   his categorisat~on can be reduced to  two 

basic categories. but we postpone this discussion to  a subsequent section 
b 

Let us consider' what kind o f  expression could be found in these basic categories Within category 

N our lexicon is expected t o  contaid proper names like 'John'. %•÷aryW+ e tc .  while ~ o m m o o ~ n o u n a l l k e  

*queenm. *mana. etc . create the lexicon parr for category C Obviously. category S has no basic expres- 

sions in  it With the basic categories we can define our first derived category of 1-place intransitive 



A d u a n c c d S e m a n t ~ d e s  L 

verbs as S/N thus obtaining the first context-free phrase-structure rule in the grammar 
- - - - - - - -- 

(I) S - SIN. N 

r /  
Ignoring. for the moment. the problem of attaching some transformational component'to refine the 

proper word-order we can now generate simple sentences of English using the above 'rule. Suppose. 

therefore. "sleepsH is among the basic expressions of category S I N  According to  Definition 3 from pre- . 
~ o u s  section, the sentence 

(2) <sleeps. John> , 

is generated in category S 

In the next step we would like to accommodate sentences like 

(3) Everyone sleeps 

in our framework The quantifier phrase "everyone" cannot be treated as a name nor as a common 

noun What we need for such expressibns is a category which given an intrans'itive verb from category 

' S/N can prduce an expression of category S Such a category will be S/(S/N). so we have the next 

rule in the grammar - - - - - - -- 

: 
(4 )  S - S/(S/N) S IN  

N O ~ V -  observe that common n o u n p h r a s e r k l r r a e 3  . I) n (both syntactically ' 

and semantically) like quantifier phrases "someone" and "everyone" We want them to  place into the 

same category S/(S/N) Observe also that category of S/(S/N) has no basic expressions (lexemes) 

T h ~ s  derived category will change. however when we redefine our categories later on 

Now we are able to include in our fragment of English se.ntence like: 

(5) John sleeps 

Everyone sleeps 

A queen sleeps 

'l. 



From this position it is only a formal operation t o  establish a derived category for indefinite articles "a"." 
A - - - - - ,  

"every" "some" As they take common nouns t o  create noun phrases they must fall into category 

(S/(S/N))/C It should be also relatively easy to  imagine that the 2-place transitive verbs like "love". * 

"seek" etc have t o  be classified within category (S/N)/(S/(S/N)), i e the entities which given an ele- 
U 

ment of category S/(S/N) (noun phrase) yield an expression of category S/N (intransitive verb 
1 

phrase) Indeed. expressions like ' 

0 

- - - - - - - - - -- 

(6) "loves someone" 
.L 

"seeks a queen" 

can be regarded as syntactically equivalent t o  intransitive verbs Some problems arise in this situation. 
- 

8 
- 

however, since we still need transitive verbs in category (S/N)/N to account for expressions like 

(7) "loves Mary" 

As Lewis (1976) suggests one possible solut;on is i o  void the basic category N of proper names. and. 

establish some equivalent notion of pseudo-names which wih than fall i.nto category S/(S/N) 'ln 1 
0 

this way we reach the desired unity of representation The operation cannot be properly explained on 

- - - - - - -- 

purely syntactic ground so we postpone t h ~ s  questton to the section on semantics and pragmat~cs of 
i 

categdr'ial languages What. we can say now is that the lexical elements newly appended to category 

S/(S/N) are no longer treated ds naves They will be regarded as lexical pseudo-names which in a 

particular pragmatic context can denote names The category N is voided but not discarded altogether 

Its role will becomi clear when we deftne meaning postulates for categortes 

* 
A t  this point."how t o  construe a categorial grammar for English should be clear enough Before 

. 
f 

we give an concrete exampie. let us refine the categories distribution along the lines suggested by 
0 

Montague (1974f). Partee (1976). and Thomason (1976) We abandon the category C of common 
* 

nouns, md establish only t w o  basic categories t. and e which am eqnivateml to o u r t a s t - c o ? r c e p C o f ~  
U 

categories S and N respectively As Montague (1974f) observed in his work some derived categories 

may constitute 2 or more copier, see Delacrur (1976). which although behave differently in purely ryn- 
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tactic environment, have identical semantic significance Clearly. for sbme categories A and B we can 
- - - - - - - - - - - - - - - 

define not only one derived category A/B but also A//B. A///B. ,. All of these categories can be said 

to  take an element oftategory B t o  create an element of catega;y A.  The difference lies in the way the 
l. -- __ 

i -. 
syn tx t i c  process could take place. Butx i ince our main goal is establishing a meaning representation. 

uncovming such properties o f  language has a paitk3ar..$gnificance. ~ h e r e f o i e ,  except for a primary 

copy. some derived categories can also have other copies in our grammar. We shall regard them. at 
1 

b B 

least for now, as distinct syntactic categories. In our discussion thus far we intentiqnally- avoided- a 
specifying how the syntactic derivation should actually be conducted on the surface level t o  get a 

B 

well-formed English sentence (with attributes like word order. tense, case. person, etc. specified) We 
k 

shall still keep this convention. The syntactic derivation problem seems t o  belong to the domain of a 

transformational component of the grammar and this is of no intetest t o  us 

We are now in a position t o  present an example categorial grammar for a fragment of English 

r 
According to  Definition 3 all we need is t o  specify ba,sic categories and lhe  lexicon Table 2.1 lists the 

'. 
v 

most frequently referred to  categories of the present fragment, and sets some notational conventions 

The example has been derived from Montague (1974f) adapted and reduced to the requirement of the 
- -  - - - -  - - -- - - 

present discussion The lexicon for our fragment is presentt@in Table 2 2 
U "  a 

One can safely proceed further t o  cover an even waer subset of English with a grammar defined 

along ths lines just introduced B u t  the framework i s  as yet inadequate, and act;aliy t h & ~ o n c e p ~ o f  - ,% 
pure categorial languages is too weak t o  define an acceptable grammar for English (and I think for any 

5 

natural language in general) T o  illustratelthls point l i t  us d~scuss the problem of quantifier scoping 

Lewis (1976) gives the following example. 

(8) Every boy l w e s  som @e 
The sentence is ambiguous in two  ways, yet one o f  the'readings evades treatment in a pure cate~or ia l  

- - 

0 

grammar In one sense. where for every boy there exists a possibly different girl such that he.loves her. 

we have the p-marker as shown in  Figure 2.2 below There is, however, another possible reading for 

/ 
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I 
Cate ories in the fra ment of En lish , 

I - -  i 
neaTest linguistic equivalent 1 

1 1 vrovosition, declarative sentence I 

I IV/T i TV i i r a n s i t i v e  verb phrase 1 

e 

t /e 
t / l V  

I V 

T 

IV/IV 

t / /e 
t / t  

P 

Table 2.1. Categories defined for the present fragment of English 

proper name. entity 

intransitwe verb phrase 

term. noun ~ h r a s e  

IAV /T  - 
IV/ t  

I V j / I V  

B(e) = 0 
B(IV) = {run sleep walk } 
B(T) = 1 John Mary I - - 
B(TV)  = {find love seek I 
B(IAV) = {rapidly. slowly } 
B(CN) = {man woman queen 1 
B( t / t )  = {necessarily 
B( IAV/T) = {in about } 
B( IV/ t )  = {belleve that. assert that. 
B(IV// IV) = { t ry  t o  wish to. 1 

l ~ v - m a k i n ~  preposition 

sentence taking verb phrase 

IV taking verb ~ h r a s e  

J ' Table 2.2. The lexicon for the present fragment 

- 

IAV I IV modifying adverb 

Cfi" common noun - - 

sentence rnodifvina adverb 



0 

* 
-- - !. Figure 2.2. Derivation in pure categorial grammar 

L - 

the sentenceaabove which come: as 

- - -- 

(9) There is a girl such that every boy loves her 

We need t o  recognize the expressions which contain variables, and what is more important, t o  assign i .  

them to a category For example. we need a rule in our grammar which would account for the cteriva- 
. 

tion shown in (10) 

(10) every boy loves some girl -, <(every 60v loves x), some gwl> 

T w o  questions arise. We need to  explain the role o f  the variable x in our grammar, and t o  find'a way 

t o  form a predicate out of "every boy loves xu t o  make the above derivation consistent with the 

Definition 3-of categorial languages from previous section - , 

. L 

The solution for the first o f  these problems comes easily when we realize that "every boy loves xu 
- 

is a sentence. thus falls in to category t, and that x plays the rare o f  direct object for "loves", therefore 

must be of category T = t/(t/e). I lows that we must exten91 our lexicon o f  basic expressions for 
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category T to  also contqin an infinite r of individual variables. (or rather linguistic pseudo- 

-- -- - - - - - - 

variables) so we have 

(11) B(T) = {John. Mary ... . xo. xl... 1 

The answer to  the second question does not seem to  be in scope egorial languages% One - 
way t o  accomplish that is t o  employ i he  concept df abstraction h o s t  widely known as A- 

abstraction. The expression 

- -- - - - - 

(12) (Ax (every boy loves x)) - 

is actually 1-place predicate, where Ax can be read as 5 n  x such that" Now, the requirements of 

~e f i n i t i on -3  can be fulfilled The derivation (10) is refined as follows 
i 1 

(13) every boy loves some girl --+ <(Ax (every boy loves x)). some gir' > 
, 

Any A-expression of the form (Ax (Q x)) behaves exactly like an intransitive verb, i t  must then fall into 

category I V  t One could observe that we can use a similar poperation t o  represent the weak reading of 

the sentence in q u e d o n  (Figure 2 2) Indeed. the A-abstractions can be used almost without limitation 
4 

and are very a powerful representational device However we need t o  extend our definition of pure 
- - - c- - 

categor~al languages to  include the not~on of A-abstraction somehow in i t  We shall return to  this prob- 

lem later on 

We now turn our discussion (for the first time) . .' 

and pragmatit aspect. of the formalism introduced 

length 
-. 

- - 

to  the central issue of this proposal the semant~c 

The following section discusses the problems at 
0 

2.1.2. Semantics of Pure Categorial Languages. Frege Principle 

When we talk about semantics of a language or a syntactic system we ask what is the 
-- - - - - - - - 

correspondence between expressions of the language and a world in-which the language is intended to  

t Smce ( A x  (Q x ) )  is from category IV = t / e .  and ( Q  x )  falls mto tategory I. the abstractor hx goes mto the new der~ved 
category of ( t /e ) / t .  i e. the category of expressions which when apphed to an element of category t yield an element 01 category 
t f e  
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i 

be used In other words we want to know what is the meaning of a particular syntactically well- 
I 

- - -- - - -- -- - 

formed expression of the language. again in'the context of a particular use 
-% 

The most straightforward way to do so is to associate with ciur language L a domain, say D, of . - 

'things" of which the language is to  communicete and a function. say V which would fix the 
- 

correspondence between the language and its domain D Let's call the function V the interpretation of 

L in D We would like V to  have the following, very general property 

The definition is indeed very general. and intuitivkly insufficient for determining meanings of categorial 

languages Even in the case of propositional languages we have at least two different classes of expres- 
-- - -- 

sions withih a language which, we feel. need different interpretations Cresswell (1993) observes that 

the interpretation system for a propositional language L is an ordered pair <V. D> such that 

(2) if a E A, then V(a) E D 

(3) i f  S E An then V(S) E D ~ "  

I e mterpretations for basic expressions in the only basic category s ( w ~ t h  the lexicon A,)pre - "thingsn 
- - - - 

from domain D while the interpretation for an n-place functor from category s/(s. . .s),+,,,,,,, is an 
.? 

n-place function from D into D Cresswell defines thentheclosure of operation V as V- thus obtaining - 

a full acco'unt of interpreting expressions in propositional languages. . - -  

(4 )  if a E A" then V +  (a) = V(a). 

( 5 )  i f  S E An and al.....an E S then 

If w e  suppose that V (and V') expresses the meaning of an 

the important principle, widely knoim 4s ~rqge'; Principle. 

expression of L. the rules above reflect 
L - - - -  - -  

which says that the meaning of a com- 

pound expression can be obtained as a function of meanings of its constituents. Yet we do not know - - 

what the meaning itself is. Fbr a propositional language in which only well-formed expressions are 
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c 
sentences. we can say that the meaning of a, sentence (basic or compound) will be its truth or falsity 

- -- 

in D. In this sense, one can introduce (after Cresswell (1973)) the copcept of model for propositional 
-% 

languages which would be an ordered triple <D. T .  V >  such that T S B. and a E S is true in the 

model if and only if V + ( a )  E T 'what then is the domain D? 

As Cresswell (1973) suggests. let D be a set gf propositions, i e abstract entities which 

somehow realize meanings of sentences. It follows then that propositions may be true or false, those 

- - - - - - - - - 

of T being true for a particular modelTor world One can then easily imagine another world in which the 

 set'^ of true propositions would be different than this of some "real" world Thus we are arriving at a 

key notion in studying the meaning of sentences i.e. to  the concept of possi le worlds A possible %I 
world is a "state of affairs" which could p6sGbly happen. i e no possible world should contain the pro- 

position that a & w is true One can go further and say that if we can have possible worlds, we could , 

- - - -  

have impossible worlds as well in which such expressions as a & -a or "square circle" are recognized 

as truths In this light we can identify propositions with sets of worlds (poss;ble and impossible) in 
- 

which they are true One can agree that two propositions are logically equivalent if they have the same 

set ofpossible worlds in which they are true Yet the equivalenc'e i s  not enough to say-that' both- - 

mean the same For example the sentences "2 -k 2 = 4"'and "7 is prime" are realized by~propos~tions 

which are, true in all possible worlds (disregarding the dig~tal system conventions and setttng the 
, 

decimal system as the only one). yet they mean different things On the other hand, any two proposi 

tions are identical when their equivalence can be extended to the impossible worlds as well In this 

sense. as Cresswell (1973) suggests. the sentences a and -.-.a are no t  identical since the interpreta- 

tion of negation can change unexpectedly in some impossible world But we still do not know when 
- - 

two sentences mean the same and what would give us an account of what is the meaning 

One proposal to  account for meaning comes from Lewis (1976) and Montague (1974a-f) but - 

before we present their point o f  view we complete and broaden Zny definition of semantics of rategorial 
\ 

languages Recall that in the case of pure categorial languages we hhYgeneral a set BCAT of basic 

syntactic categories (instead of merely one category as in propositional languages). and the 
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corresponding set CAT of categories described by Qefinition 2. We can now gy, following Cresswell. 
A - e;+- - - - - - - - - 

that a model structure for a pure categorial language L be an ordered pair <D. T> such that D is a 

7' 
function from CAT which establishes domains for categories, i e 

- - 

(6) if a = < r .  ul. .. . a,,> then D(u) is a set 'of (total or partial) fupctions from D(a,) x .. x - 
< 

D(p,) into D(7) 

In this way. D(t) is the set of propositions (the domain of category 0 or t). T G D(t). D(e) is the set 
- - - - - - - -- --- - - 

of individuals (i.e the domain of category 1 or e),  while D(7/u1. ...a,,) be a set of all n-place functions 
* 

from domains of categories at. .... 7, into the domain of category T Having established the domains I 

for categories we can give a value assignment coordinate to our model structure to  get a model for a 

pure categorial language L 

\ 

\ Definition 4 

. L A model for a pure categorial language L will be an ordered triple <D T. V >  "such that D and T are 

as before and 

- - - - -  

(a)  for any a E C A T  if 6 E B(a)  then  V-(6 /  = V(6) E D(o) 

(b) if T / U ,  ol, CAT then Vh( <6 a, a,, > ) = V+ (6)(V+(ol) V'(o,,)) where 6 E E ( T )  4 
A 

'. 
E E(ul) 1 < I < n and V '  is the closure of y as defined above O 

Now if we say that the function V expresses the mea;~ing of an expression of L in a given model we 

can easily observe that pure categorial languages obey Frege's Prihciple. One could restate this pro- 
m 

perty sayiLg that in any model D .  T. V >  for L there is,a unique value of Vi for evdry expression of 

L This principle can be posed in an even stronger version, see Cresswell (1973). but it seems to  be 

irrelevant here It would be not difficult to  see that the above statement won't work for natural 
-- - -- 

languages. even for subsets which can be described Sn terms of pure categorial languages. Let us bor- 

row from Cresswell a simple example which illustrates-this point Take the sentence. quoted here from 

Cresswell (1973) 



(7) Women lay observers at Vatican Council 
i - -  - 

The a'mbigurty ties in the word "lay" as being assigned to  the category of verbs or adjecttves t a b ~  . A 

aside the lexical ambigthy o f  the verb 'lay'. What seems t o  be the case in thts context is the fact that 

the linear structure of natural language expressions is insufficient t o  be semantically analyzable Rather 

/ what we need is the expression phrase-marker (p-marker) which exhibit6 the rnternal. categorial s t r u ~  
,/ . */' - / 

ture o f  the expression From this point on when talking of a sentence meaning or sense we shall d t e n  
1 

consider the sentence as its p-marker in some categorial grammar 

The question naturally arises concerning what kind of "things" one could expett in:t+e donms of .  
w 

% .  

basic categories In other words if we name basic categories of a pure categorial language by succes 
-w. ' 

e 
., 9," 

sive integers what is the nature o f  Dl (0 6 i 6 n) We have already seen that for categsr fo 'of  sen 

* ' 

tences Do is the set of propositions. and we said later that thev may be ~dentif ied with sets ol posstbk 

worlds in which they are true Propositions are therefore functions from possible worlds rnto truth 
/' 
I 

values Propositions then can be regarded as generalized truth values which depedding on a posst ' 

/ ble wbrld become truth or falsity Gerferalizing the notion even further we ultimately arrtvt to the fal 
- - - 

l ow~ng  q 

Let i E BCAT be anv bas~c category of some pure categorral language L Th'e domam 0, fm that - 
- 

category will consist of a f ~ n ~ t e  or inf~nite col lect~oi~ of generalized objects vihrrh depending on a po.~ 

sible world. may or may not realize some sort of "things" In that world and which are rntuitively 

relevant to the expressions of categoryq i Therefore a doma~n D contams functions frorrj possible 

worlds to  subsets of these worlds We shall call the functions intensions of expressions f rom 

- 
category i Values of intensions in a particular possible world wil l be called extensions of expressrons 

from category i Thus the domain Dl for a basic category i will be the set of intensions of expressions 

from i into the set of their extensions I t  i s  not difficult t o  observe that some elements from i may have 

empty exttnsions in some possible worlds 

0 c 



+' *. 

- 7 s  
\ .  - 

At t h e  req ge~csal kvd the notions d intension and extensiwr as defined above. seem to bh 
- - - -  - - - - - - - A 

r o n ~ s t m ?  (at n kast teducibk) td the s i rn ib  n ~ i o o s  introdutd by Cresswell (1973). <&is (1976) - .  

and Moatague jf874d-f) It was necessary. however. to ascend to this higher level to ste that they . , 

r&mkk To k rnae spcicolic kt ur return fs .~  moment to the Sam& categorial grammar for Engiiih 

ttitmdikrd m the periovr s ~ t l o n  Recall that we had agreed to recognize two bast caiegories i n  

Engksh Thq are 1.. the category of sentences. and c - the category of names Extensionspf ekme6s 

' f r rm +trgwp t are uf course truth vaiver Extensi~ns of elementcs from category c arc the-'thing"--p-- 

n a d  by them As we said k f w r  the category e has no Iexicai elements i e B(e) = E(e] 5 0 It 

c o r r t m s  b ~ r w  nsn-kxicat dements. namely %aces' of those ,elements we have moved to the 

A kngthy drrcussm d this very probkm can be found in Kripke (1972) Recall that in iection 

2 1 f WE m w 4  tkt names in Mtr fragmcat of English from category e into a tegay  t/[t/e) In this 

way pope+ nama of bnguagt have been identified with their definite 'descriptions Kripke (1972) call 

nrnrcs the 6g)ci dtr ignrtws i e sych that tn any pssible world they designate the same things 

[u&zr, they ria not errs1 ln-these warJdsf Certainly defintte descriptions of names are not rigid desig - 

- 
. naicws H wc say -8 - x such that @fxjR we mean that in a certain pssible world tt i s  the case ( ~ t  

could bet t b t  Lc9tltingcntly) N - x But tn another possible world x can change its or can 

crcn fbii to exist Thts dots not m a n  that N does not exist i t  docs mean*that in this world designa- 

t o t s  d 8d and R arc diilrrtnt- or even t h i  in this w& N is no longer called N (perhap; x n ca l l3  

that) Th15 d w i  not rmply that N is not N In some possible world Al can be st i l l  called N. cdled 

dillwent (cuntmgaaliyJ a utiirnatdy not ulkd at 18 Kripke gives an example in which the name ' 

'WU' is datgnatd in one possible world (our real wwM) by the length d some metal stick d e w  

s l i d  m Pwis * Ytt ant can easily imasine that in another possible w d  people c w U  choose a 
- - - -  7 L  -- 

diffecmt obire:t as a kngth pattern. still d i n g  i t  "meter' But out "real' meter would not cease to be a 

mtcr  t v m  if tt would M) h g e t  be recognized as such (it would have length of 7.385497 m in that 
0 - 

t f h w n f f y  a w a r  a t w a t t  kgglh patlna is acceplrd a mclrn systcnt 
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world. f q  example) Some doubts may arise when one considers the-ing example 
- +---- 

(8) X i s  the man born from Y and Z 

What is therefore the designation of X if in some possible world Y and Z had no children7\ If we 

assume 'existencem as a property (contingent) then clearly. in the world in question X lacks this pro- 

perty 

- - 
The discussion above explains the necessity of keeping category e %s semantically Important and 

- - - - 

sheds some light'on how the intension of an expression of this category works 

Om can now dearly see that Cresswell's meanings i e function V aye what we have just called 
a 

tntensions at least for basic categories But the earlier given definition of V ' over derived categor~es 
7 

leaves no doubts that what Cresswell takes as meanings are actuallv intensions Let us now turn to 
t 

the Lewis (1976) paper and,look at what are the intensions of derlved categortes According to Lew~s 

(1976) 
\ 

An intension for a lcatcgory] c/c, .c,,. where c c, .cn arc any categorics basic -01 dcr~vcd is  any n 
placc function from c,-intensions '. and cn-intensions to c-intensions 

A- 

To grve an warnpie .let us cons~der The derived category t /e  of mtransltive vFib phriscs An intensioii-- 

of an element a E t /e qr Int(a) or tje-intension i s  therefore a functlon from e intensions to t 

mtenstons t h a t  IS as Lewis (1976) says 

i t  is  a function from functiol~s from indiccs lor as wc call i t  sojar 'possible worlds ( T  S ) ]  to things to 
5 functions from indicts to truth valucs 

The intension of 'skeps' for Instance is the function lnthp, such that given any-generaI~zed name 

i e any function lnt, from indices to  things yields another function Int, from indices to  truth values 

such that 
rp 

* a 
1 

1 TRU T H  if Intt(i) i s  something which sleeps at i - -- 

e - 1nt2(i) = (FAIS1 T Y otherwise 
I 

Similarly. one caeexplain how intensions of more complex categories are built. and though 11 may 

becoriie more and more complicated as the complexity of a category grows. i t  gives us simple method 
' 



to  define what Cresswell called meanings 
- - -  

Yet Lewis (1976) is not happy with this He claims that intensions do much of what meaning 

does but they are not meanings yet In his view. the meaning of an language expression must also rnir- 

F 
ror the expression p-structure in the grammar That is. the meaning.of an expression of category 

chc1 c, is the. tree having at its top node the pair <c Into> where a E E(c), and immediately 

beneath are n nodes <cI. Into, > . <c,, Inton> (in this order) where' a, E E(ci) N any of 
I ..,;** ' - - . -- - -- + - -- 

categories c, is derived then the tree continues until all terminal nodes contain basic categories To  

support (his thesis Lewis (1976) gives two example English expressi&s which. having the same 

Intensions. differ finely in meaning They are quoted here from Lewis (1376) - 

(9) Snow is white or i t  is not 

I 
(10) Grass i s  green or it is not 

- 

Certainly both sentences are tautdogit& and have the same intension (I c extensions in all possible 

worlds) Yet they differ i" meanings as their components "Show is white" and "Grass is green" have 

obviouslv different intensions 
- - - -- - 

We leave this discussion until we have mtrduced the generalized concept of categorial languages 
\ 

known as A-categorial languages ~\e'll try then to refine some notions introduced here as well as 

restate the definition of intension and extension to better suit our final purpose For now the reader 
9 

should have enough material to  4rasp the idea of semantics for categorial languages in which two . 

notlons have a key character First. the rneanlng for expresstons In a categor~al language (whatever it 

finally is) is derived based on Frege's Principle Second. the notion of possible worlds has allowed fiexi- 
8 \ 

bility over the strictly formal model-theoretic approach to  deal with semantic complexity of the scale 

comparable to  that of  natural languages 

Before we turn to  other topics. let's briefly discuss the problem of possible worlds. which has not 

been yqt determined beyond some intuitive hints .It should be relatively clear by now t l  at the concept 

of possible worlds is used to  create contexts or a pragmatic environment in which language 



expressions are assigned meanings We use the more neutral term and call these contexts points o f  
-- --- 

reference or indices Lewis (1976 Montague (1974d-f) The most explicit presentation on what such 
- 

an index can be found in Lewis (1976) We follow his suggestions 

Let us take indices as ordered n-tuples of various coordinates upon specification of which we can 

determine e x t k i o n s  of various kinds of language expressions (whenever extensions exist) t First 

and the most important coordinate of an index is that pf possible world. where a possible world i s  ' 
- - -  - -- - 

thought of as a particular "state of affairs" as we intuitively assumed thus far Yet there seem to  be 

other coordinates which must be taken into account to  determine language object extensions Several 

contextual coordinates will emphasize some parts of a possible world which are of greatest interest 
- 

to  us The t ime coordinate will helpLus tooevaluate sentences like "Today is Thursday". the place 

coordinate will be crucial with sentences like "There are many people heren The speaker coordinate 

audience coordinate and indicated-object coordinate are necessary to determine extensions o f  

such pronouns like "I" "you". ."hen "that boy". etc Lewis mentions even of the previous-discourse . -- 
7 

coordinate for treating sentences like "The aforementioned pig i s ' ~ o r k ~ "  Finally. Lewis discusses the 

assignment coordinate wh~ch-will give the values to any free va iab le  that occw in language expres - - -' 

sions In this view the ass~gnment coordinate 1s an infinite sequence df "things" Each variable 
7---- 

emploved in the language will be then a name $ hav~ng a s ~ t s  intension (for some number n) the nth 

variable intension I e a function from indices to nth variable extensions which III turn are nth 

terms of assignment coordinate at indices 

One could imagme some further coordmates to index and Lews (1976) mdeed proposes more 
. . 

B 

At this stage further details may be relevant only at a very practical level The next two sections will 

complete our theoretical consideration of categorial languages by discussing syntax and semantics of 

A-categorial language's In the last section of this chapter we shall revisit our fragment - of - - English - - - - as - -- 

t Some language object5 won'! have extensions and we shall ~ a l l  them non extensrond As Lews  (1376) show, mw.1 . ~ d  
jectlves do not have extens~onc 

* 50 treated varidbks arr of category r .  and they have no kxrcal appearance tn a langtragr The actual langllagc var~ablr\ 
those mttoduced rn sectan 2.1 1 are of category t / ( t /e)  and t b e ~  tntensms are rather sets of propeftws Itre things referred by 
the corresponding non l e x ~ a ~  oblect5 In r have W e  shall drscusc the topic late1 

6 
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mtroduced in section 2 1.1 and show its fully developed syntax and semantics. 

In this section we complete our de\cription of formal categorial languages by intrbducing-a com- 

cept of A-categorial languages and defin a semantics for this extension. At the end of section 2.1.1 
5 

B 

we discussed a specific example of an English sentence which escaped treatment in the pure categorial 
-. 

language framework To  justify tHtbsecalled strong sense derivation of the sentence 

Z - 

- - - - - - - - 

(1) Every boy loves some girl 
I 

we wanted the expression 

(2) every boy loves x 

to act as an operator for the phrase "some girl". We could not take (2) directly as an operator since we 

observed i t  belonged to the basic category t B u t  we can use the notion of A-abstraction (see Appen- 

dix A) to  say that 

( 3 )  (Ax  (ever" boy loves x)) 

- - - - -  

IS a function that given an argument a yieldi the value 

(3 ) (everv bov loves a) - 

E 

Clearly i f  (3) is to act as an operator in (1) i t  must fall into category IV = t/e, and therefore the 
'I 

bound-variable part of (3 )  belongs to a new derived category (t/e)/t  A rathei obvious question comes 

to mind whether other elements of category jV can be represented in the form of (3) Indeed, i t  seems 

' Y  
<I 

to be the case as (Ax (sleeps x)) and sleeps have the same linguistic significance in our grammar 

Both expressions can be even regarded as just a redundant way t o  say the same thing i e. sleeps; see 

also Cresswell (1973) 

The introductory discussion above gives. I hope. enough intuition on how the A-abstractions can be 

employed to  extend the notion of pure categorial languages. We shall call the extension A-categorial 
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languages ' + 
L 

r 
--- -- - --- 

In a brief introduction t o ~ ~ ~ c a l c u l u s  (Appendix A) we have said nothing to  prevent one from a 

4 

'more generalized use of A-abstractions than those mentioned above Indeed, as we shall see in a 

moment, the concept can be naturally used in other categories than IV That is whenever we have an 

expression a f rom a category 7 ,  and a vafiable x from another category u, then the A-expression 
,- d 

0 ' (Ax a)%(~/u) If then x mcurs free in o we can rewrite o as (ox)  where /3 E E(r/u) According 

t o  the suggestion above. we can associate with every member P of B ( r j u )  the k-term-(Ax ( p x ) )  The--- 

t w o  definitions below put the above considerations into formal rules * i h z  definitions are derived from 

Definition 5 
B 

For any category u E CAT.  let X,  be an infinite set of variables (or linguistic pseudo-variables) of 

tgat category Let further for any t w o  u ~ .  u2 Ed C A T  X,, f7 Xu, = 0 if and only i f  ul + u 2  0 

, .  

The next definition although essentially from Cresswell (1973). has been rearranged t o  better suit our 

prevlous formal d e f ~ n ~ t ~ o n  of-pure categorial languages - - - 

,-f 

Definition 6 

By a A-categorial language L we shall mean an ordered 5-tuple <BCAT.  X A.  B. E> such that 

(i) B C A T  is a finite nonempty set of basic syntactic categories. 

(ii) C A T  is the set of all syntactic categories as ds!cribed in section 2 1 1 

L 

(iii) h = A . , A ,  > is a sequence of finite, disjoint sets of which all but finitely many are 

empty A wi l l  be called the lexicon o f  L 

(iv) X = < X,,& Xu,. . .> is a sequence of infinite. disjoint sets of variables as in -Def in i t iod  _--- 

(v) B is a function from C A T  such that for any a E CAT.  B(u) = A, U X,. 
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(vi) E is a fuk t ioq  from CAT such that for any a. 7 .  ul. . .. 6, E CAT 

(b) if 6 E E(r/ul. . .. un) and c q .  .... a, E E(oi). .. . E(u,) respectively, then <6. al. .... a,> 

E E(7) 

(c) if a 6 E(r) dnd x i X, then (Ax a) E E(r/u) 0 

Definition 6 differs in one point from that of Cresswell (1973) 1 made sets X, to  be patts of B(u) 
- - -  - - - - --- - - - 

rather than E(u) which is consistent with our previous statements from section 2.1.1. As we can see. 

the definition of A-categorial languages at their syntactic level is a merely straightforward extension of 

Definition 3 from section 2 1.1 Two new elements appear First. the concept of a linguistic variable 
i' 

- > - - - 

has been introduced. which may be regarded as a generalized concept of pronoun (or maybe better 

pro-u for category u) Second the definition allows A-terms of any sort to  be among well-formed 

expressions of L To be more specific. let us reconsider our grammar for a fragment of English which 

we introduced in section 2 1 1. 

\ 

2.1 -3.1. English as a Categarial Language - Revisited - - - -  - - -  

Nothing will change in the base description of the grammar, except the fact that we can assume 

the existence of lexical variables among basic expressions of categories Yet, the category e will remain 

ernpty and no linguistic variables will be placed in B(e), precisely for the same reason we have voided 

this category from other lexical elements Let us first consider a very simple example The sentence 

John runs on Figure 2 3 has an obvious derivation in categorial grammar along the lines shown 

No other valid derivation existed in the pure categorial version of the grammar presented in 'section 

2.1 1 Now. however. in the liqt of (vi)(c) from Definition 6 we could get another derivation as well. 3 
b 

- - - -  

as s h b n  on Figure 2 4 This particular derivation poses no problems when regarded in general terms 

of A-categorial languages Moreover. it exhibits' some extremely interesting properties o f  A-derivation. 

-- 

But in our fragment of English the derivation is blocked by the fact that we have no lexical elements 
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John r u n \  

Figure 2.3. A derivation of 'John runs' in the categorial grammar for English 



5 
- L. 

t (John runs) 

John Ax runs x 

Figure 2.4. ~ n o t h b r  possible derivation. P .  

within category e 

In the case of the sentence Every boy loves some girl the pure categorial approach gives an 

explanation for only the so-called weak sense (or opaque) reading of the sentence. which is well- 

known as ambiguous due to  quantifier scoping In our English fragment the wea'k sense derivation is  

depicted as Figure 2.5 (it is unique because of constraints stated above) Another valid derivation is 

still possible, however. yielding the secalled strong sense (or transparent) reading. Figure 2.6 illus- 

trates this possibility Observe that the derivation is also unique in this fragment 

Z - 

We can imagine other circumstances when using A-expressions is inevitable to  explain some syn- 

tactic constructions (consider this sentence!). MontagLe (1974~-f). Thomason (1976). Partee (1976) 

are among those who offer examples. Because syntactic problems per se are not of interest to  us, we 
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I (every boy loves some girl) 6 

ever) bo3 love: some 

Figure 2.5. Weak-sense derivation for 'every boy loves some girl' 



some girl Ax every boy loves 

Figure 2,6. Strong-sense derivation of 'every boy loves some girl' 

shall not present any more sophisticated examples. and the interested reader is directed t o t h k ~ ~ o v e -  
t 

works 
4 

We shall show. however. yet another example to  see how the syntax of the A-categorial grammar of 

J '  our Englis fragment can explain the so-called referential reading vs. nonreferential reading (or de re / 

de dicto) ambiguity of some sentences. Let the sentence in question be John wants t o  marry a \ ' 
queen Certainly. a queen E B(T) = B(t/(t/e)), and wants t o  E B(N//N) = Br(T/eS7/(t/e]r In 

s" 

one redding. John just wants any queen to  become his wife. and therefore we can say of the non- 

referentiat reading. I t  witt have the derivation tree as shown on Figure 2.7 below. On the other hand. 
i 

b 



1 e (wants to marry a queen) 

p, IV IV t r (marry a queer0 

Figure 2.7. bn;referential derivation for John wants to  marry a queen - >. 

- I -L s 
-- 

one could observe that John has a particular queen in mind thus forcing the derivation depicted Bs 

Figure 2 8 These few examples should be enough to convince us of the remarkable expressive power 

of A-terms among expressions-df a categorial language What remains t o  be seen is the semantic and 

pragmat~c side o f  the A-categorial languages We shall turn t o  this issue now 

2.1.4. Semant ics and  Pragmat ics of A-categorial Languages -- 

In this section wC shall extend the notions of extension and intensioh over indices for A-categorial 

bngttages, doRg the lines of the section 2.1.2 Then we shall turn t o  the even more vital question 



I (lahn wants to mury x) 

- 

1 
Figure 2.8. Referential reading derivation of John wants to marry a 

- 

< 

when dealing with natural language meaning - pragmatics Ultimate) we shall briefly discuss what we. 

aspects of the meaning representat 1 on espoused by Montague II 

, Partee (1976). Dowty 

feel are the most important theory 

(1976) by h ~ s  followers Thomason (1974d-f), and still under de 

(1976) - - 

2.1 .&I. Semantics 
I 

- 
Fer the claFity of presentatbit, kt us ebse~ve first how the Cresswell's V operatiom(ualueassign- -- 

merit meaning) has to  be modi f id  t o  cover two new t y p s  of expressions: linguistic variables and A- 

terms. We do not need any changes t o  be done to domains D, of categories. The universe remains 
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the same. only the notation gets richer L- ' P 

I - - - - - - - - - - - 
elements of syntactic categories linguistic variables are supposed to-denote some - 

?& -": ?. 
\' 

"thingsn h respective domains, but unlike the former t4ey cannot be regarded as rcferr~ng to  any pat 
.\ 

ticular generalized "thingsn in domains unless given in a spe'&$ pragmatic context Following Crerrwell 
'\ I \ * 

(1973) we introduce a new function v ; X' -+ D' such that whelyver x E X,.. u € CAT. then v ( x )  C 
\& 

D ( D )  We shall call the function v the variable binding cwrd ina tq f  value assignment V L e t  us - .? .\ %l 

'\ 
furthei defioe a faq t ion  v: which is much like v with only one tixception\That.is f&mwyb-X----- 

5 
' I - i  i 

\ 

y t x .  v:(y) = v(y)  while v:(x) = a Finally we define our extended finction k S s  V ,  and say after 
\\? 

\ 
Cresswell (1973). t b t  \ 

\, 
\, 

(1) for any symbol 6 of L,  8 is not a variable. we have V,(8) = V(6) i \, 
\\ 
\ 

(2) if x E X+  then V,(x) = v(x) 
\\ 

\ 
'S  In this way we have just accommodated the variable binding coordinate Into our earher notion of mpsn\ 

ing. 

" 
Def~nition 7 [based on Cresswell (1973)] 

- - - - 

Let L be a A-categorial language. and A be the set of all variable binding coordinates for X +  The value 

assignment function V, for L is defined as follows 

(i) :for any constant 

(ii) i f  a = < S .  a12 

then for any v E 

v : (4  = v:(q( 

(iii) if a = XxJ, x < 

symbol u of L. and for any v E A, let V:(a) = Vy(a) 

an> S E E ( 7 / a l  a,,) and al an E E ( u , )  E(u, , )  respect~vely 

A I 

v 3 4 .  - v:(a")) 

X,. /3 E E(T) .  then V:(cr) . Do -. D,. and for any a € Do. V;(a) = V:,(@) L l  
-, 4 

The above definition looks a little complicated. Wlim compared to  wtiaf we have said Inectron2l2 
I 

'\ the only new element appears 

the context of A-convertibility 
1 \ 

to  be (iii). Yet, this distinction quickly disappears when reconsidered in 

introduced in the tast section. What is more importarit. howevei. stilt 
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kfidiog cwdrnate allows US to determine meanins of so-called open expressions i.e. these in which 

at kiist one varbbk occurs free. A value of function .Vr can be no longer considered as a generalized - 
*-T - -  
thmg from an appropriate domain un+s 

[a) a variabk btndtng coordinate v is chosen from A. and 

(Bf  u ts detemmed fot every free variable in a given language expression which meaning is to be 
r - - - - - -  *- -- 

To be even more specific let us reconsider the domain Do of propositions which we chose to regard as . 

g ~ e r o k t d  rrutb values The open sentence Every boy loves x cannot be said ts express any. p r o p  
i 

sition which may or may not be tr& in some possible world until the meaning. or intension. of the vari- 

a& r 4s dketmrned Thus we are ultip-tately arriving at our previous notion of index and what Lewis 

(1916) c d d ~ i t s  assignment coordinate What orice seemed to be quite mysterious. now helps us to 

maintain wr concept of intension ever indices unchanged. as introduced in &tion 2,1.2. In the case 

d A-caltgoriaf languages we can still talk about intensions-as generalized "things" in domains. where 
- - -  - -  - 

B 
the asstgnnwn! cmd~nate prov~des mtenstons for every variable employed in language One can 1 . ! 

> .  

rewrtte &finit& 7 as V : ( a )  = / n t ( k )  for any expression u of languav L What still remains wncer- 

l+n' 8s =how io deal with A-lefms Recall however. the principles of A-convertibility from the previous 

sect ron It shcnild be clear .that the fdbwing will hold 
. . ,  

i 7  

(1) ( u ~ j )  = lnt(hy l a y ) )  providing ,v does not occur f k e  in a 

' I. . 
(;iib /n t ( fAx  ( a x ) ] ( B ) )  = Int((irfl)) providing x: 0 E a).u € C A T . x  E X,. 

1 d 
e 

What we now have in h a ~ s ~ e C G o m ~ k t e  semantics of cbtegorihl lmgu~ger. Let us summarize 

=dbrkfh for any syntactic category u -E CAT there is a domain D(u) of generalized things which. 
, .  

6 

rdat~ve to the index. may or may-not realize 'real" thngs in some possible wwMs. When we speak of - 

things. wemean egtities d any 'sort Generalized things do not exist in reality (except when we 
, 



. . 
Advanced Semantic Theories 

, - - - - - - - 

4 3 

establish semantics of some metalanguage as for example the language of this t hem t).  or in any 

- - - - - - - - - - 

possible 'reality" They could be rather thought of as ideas When considering seniant~ca of our frag- 

ment of English introduced in section 2 1 1. propositions from the domain D( t )  were generalized truth 

values domain D(e) consisted of generalized names which for a given index may denote "real' objects 

Domains of derived categories were sets of generalized functions between generalized things of com- - .  

ponent category domains 

Our seman t~s  has been therefore based on rather mysterious out-of-this-world entities-which - - -- 

the generalized things actually are But as d i th  every powerful tool. the idea may carry some danger . 

when applied too literally to  the description of a natural language meaning representation As we have 

said. gineralized things are partial functions from indices to possible worlds It may be the case that a 

sentence uttered in some possible wotld say in our present real world contams elements which do not 

have extensions in this world To  be more specific. let us consider the follow~ng sentence given by 

Cresswell (1973) 

f 1) The present king of France is bdld 

Clearly the detinlte descr~pt~on thr present k~ng of F rancc of cdtcgor: T t / ( t /e)  1ac.k~-cxtmstoa --- 

. in our real world What would therefore be the extenston of (1) In our world7 It will be neither truth 

nor falsity as we cannot find a G  object vrhrch i s  currentlv a king of France to ver~fv whether he IS bald 

or not But (1) is perfectly meaningful The next paragraph tries .to shed so e li ht on the problems P 
whtch are widely considered as pragmatics of a language 

* 

2.1.4.2. Pragmatics 

In section 2 2 we have said that we would consider indices as complexes consistwg of all neces- 
e 

v 

sary coordinates to  provide a unique&ossib!y) context in which expressions of a language - - are -- uttered - - - - 

We followed Lewis' (1976) proposal that they should include. among others. the possible world coordi- 

t However we get another level of generalized things which cannot be objects of the language . 
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nate and a cdlectim of conte oordinates like the time coordinate. the place coordinate, the , 

- - - --- - 

-- 

speaker coordinate. the audience inate. etc It should be relatively clear that one can state no 

upper limit on the number of contextual coordinates necessary t o  validate an utterance, in general. If 

this is the case. why not have coordinates for country. religion. climate, or even previous drinks as sug- 

gested by Cresswell (1973)7 ~ h k  approach seems to require some advance specification of all cmrdi- 

nates and that this knowledge would be crucial to  understand language utterances in general. This 
i 

- - - - -- - - 
assumption may be valid to somedegree. example if John Smith says I am hungry i t  will be 

P 
understood that in a possible world w where John Smith exists. and with the speaker coordinate s set 

to  him. the utterance expresses the proposition that John Smith is hungry. The proposition will be true 

at an index I which contains w and s as its possible world and speaker coordinates respectively if John 

Smith is indeed hungry at i. and may be false at other contextual coordinates On the other hand. i f  

you find the sentence typed on a sheet of paper in a typewriter you will probably ~re iu rne  that some- - 
body. whoever he was expressed the p)oposition about himself You may wonder whether the proposi- 

tiqn is (was) true or not on thebasis who the utterer could be Yet. you understand the sentence. *. s r r  - 

pore or less - A even if you lack - any - contextual knowledge on how the event of typing took place If the 
- - 

line was printed by a vonkey which hit random keys of the typewriter then your earlier presumption 

was wrong and the sentence cannot be validated as true or false It simply has no sense 

The same type of consideration underlies an analysis of the sentence cited in the last paragraph 

You understand what i t  means even i f  you do not share the speaker presupposition that there is a 

'- . +% unlque k ~ n g  of France If the speaker made his statement seriously be probably beheved that a king of 
'A 

France actually exists. and accordingly. he believed he expressed a proposition For us.. however, the 
a. 

sentence expresses no propoiition. and one may answer: 'This makes no sense. there is no present 

king of France " 

We may continue the discussion to  great length. but i t  should be becoming clear now that what - 
we have called semantics of  a language actually consists of two distinct levels. The level* which 

-- --- 

operates on generalized objects and treats meanings which we shall call semantics, and the ~&el  



which validates generalized objects in some context and which we shall call pragmatics see Montague 
- 

(1974e). Stalnaker (1972) Cresswell (1973) The key observation to make is that the contextual coor- 

dinates of index are actually independent of meanings If s'upplied they may perhaps establish sense (if 

there is one) of a language expression Let us divide our indices into two distinct sets. say C and N. of 

complexes which coordinates are. and are not context dependent. respectively -Now, let a be any 

2% 

expression of type 0 of a A-categorial language L When cokidered only with respect to N (let us call 

- - - - - - - - - 
i t  the set of possible worlds. but remember that  can consist o f  multi-cooFd~nate ttiples. not only of 

our previous possible world coordinate) some elements of a may, in,general. remain unspecified in the 

absence of conteAtual information These elements are generally free variables in a In natural language 

-- 

they include pronouns (free aicurrences). demonstrative pronouns. relatlve time specifications such as 

"today". "tomorrow", etc The interpretation of a with respect to N and the set D+ of all domains will 

not be a proposition because its truth value %annot be determined until all free variables of a are given 

values But this will be a function which when supplied with proper contextual (or pragmatic) informa 

tion will yield a proposition Cresswell (1973) caHs these species open propositions Open proposi- 

tions are therefore functions from C into Do cf Cresswell (1973) Stalnaker (1972) 
- - - - 

This not~on IS still very informal but car) be easily extended on categories other than 0 (or t )  We ' 
- 

shall formal~ze it now. along the lines of Montague (1974e) . , ,  

Definition 8 

Let cr be any one category of a A-categorial language L Let N be a set of all possible worlds and C a 
. " 

set of all contexts of use As earlier. let D(o )  be a dotnam of all generaked things sf type a Let 

further A(u) be a set of all possible denotations of type u i e the set of all non-empty extensions of 
e 

generalized things from D(u) in all possible worlds We shall call the set S(u) = ~ ( 0 ) ~  of all func- 

tions from possible worlds into the set of possible denotations of type a. the set of senses of expres- 
- - - - - - -- 

sions of category IT. Accordingly we shall call the set M(cr) = A ( ( T ) ~ ~ ~  of all functiens from indices 

into the set of possible denotations of type a. the set & meanings of expressions of category a 0 



One can easily observ; that with respect to  our previous discussion A ( U ) ~ ~ ~  = D(u) i e meanings are 
- - ppppL- 

simply generalized things (putting aside for a moment Lewis' structural meanings) This is consistent 

with our'earlier statementp that meanings are intensions (or complexes of intenstons, according t o  
1 

I 

Lewis) By distinguishing semantic and pragmatie contekts N and C (which previ~us'ly created indices 
\ 
\ 

1 = N x C )  we have obtained a new level of language - the pragmatic level of senses!+ ~e can say there- 
t 

fore that while semantics deals with meanings of language expressions. pragmatics concerns their 
- 

senses Both o f  these levels of language, though distinct remain in a close r6litionship Ob erve that ppp- 7'- 
M(u) = A(u)~'' = ( ~ ( c r ) ~ ) '  = S(cr)C Meanings are therefore functions from pragm+& contexts 

into senses For category t of sentences M(t) = S(t)' is then the aforementioned set of open proposi- 

tions. In general one can say meanings of expressions of category o are open g eralized things of .c 
type o In this approach. to get the meaning of a !anguage expression of category we first construe a, 
the set s ( a ) .  s E S(cr). of all possible senses for that expression and then validate i t  i given context a 

P 

Another way would be to  establish the context first i.e t o  make an open sentence become closgd under 

some interpretation and then look at its extensions in all possible worlds, cf Stalnaker (1972). i..e 

d - 
M(u)  = ( ~ ( o ) ~ ) "  

p- - - - - - 

Returning to the example sentence 

C 

(1) The present king o f  France i s  bald 

we can say that i t  has a meaning It is that open proposition (i.e function from C to S(t)) which in a 

given context may or may not become a proposition. i e an element of D(t) It has. however. no sense 

in any possible world w E N in which the phrase the present king o f  France lacks a denotation in 
I 

i\ A,(T which is the case in our "real" world t 

The above discussion d w s  not exhaust all problems concerned with meaning analysis of A- 
- 

categorial farrguages in general. and naturat tanguages in particular. B u t  i t  give3 a g d - x t ~ t ~ f  t h e - ~ ~ p  

complexity of these problems Recognizing the distinct pragmatic level complicates the a"alysis of 

i No generalized thmg sattrfymg the gwen definite dercuptlon has a denotation in A,(T)  
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natural language so significantly that some philosophers and logicians, see for instance Montague 
- - - - - - - 

(1974d) and Lewis (1976) often disregard this distinction by putting both semantics and pragmatics . 

under the common banner of semantics. or indexical semantics. in our previous sense This action 
e 

would oversimplify some problems as Cresswell (1973) and Stalnaker (1972) point out, yet i t  makes 

difficult problems more amenable to analysis 

No more generil theory of languages which could be relevant in the context of this work pays so 

much attention to  the problems regarding pragmatics The pragmatic side of language analysis isp---- 

mostly considered as a future battlefield. This is the case in such general linguistic theories as Stan- 

dard Theory. Chomsky ( 1 x 5 ) .  Generalized Phrase Structur'e Grammars. Gazdar (1979):'Lexical Func- 

tional Grammars. Kay (1979): or Definite Clause Grammars. Colmerauer (1978). Warren (1980); arrd - 

variations of them T h q e  facts suggest strongly that the approach presented herein appears to be a 
t. 

S promising ste toward a universal theory of language and meaning 

2.1.5. At tempts  t o  design a meaning representation 

Thus far In thls chapter we have introduced a formal definition of categorial langvaies and then - -- - - 
showed how to design semantics and pragmatics for them Based on the working assumption that 

natliral languages are just special cases of categorial languages we saw through selected examples. 7 

how the notions of semantics and pragmatics worked on English We introduced the semantics 

directly i e we showed how a language expression can be assigned meaning and/or sense Yet, we do 

not know how to represent the meanings of language expresstons The notions of intens~~n'and exten- , 

sion. though very helpful and intuitively acceptable. still escape any tractable empirical (hence compu- 

tational) treatment What we need is some formal notational system that would allow for representing 

and manipulating these and other aspects of meaning We propose an intermqdiate level between a 
- -- 

language (its syntax and sentential form) and meanings, which we shall call a meaning representa- 

t ion. If we can design a meaning representation level as another linguistic system, it will be assumed 
, 

e 

that the relationship between well-formed expressions of this meaning representation language and the 
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meanings they- represent is sig~ficaatly simpler_ t h ~ b e c a r r e s p ~ t ~ ~ e l a ~ m ~ ~ ~ e e h t h m u ~ -  
. ~ 

nal language .and the realm of meanings The main goal of this research is to  design a proper meaning 

representation for natural languages. and thiSwill be discussed in following chapters: There are at 

least several possible ways to think of the meaning representation level, and we shall postpone this 

consideration to Chapter 3 Now. we would like to present briefly one specific approach to treat seman-, 

tics of a fragment of English where the meaning representation kvel has been introduced in the form 
+ 

- - - - - - -- - - 

of the forkal logical apparatus of intensional logic. We are referring<to Montague's (1974f) PTQ, also 

described by Dowty (1981) i 

Any indirect introduction of the semantics of a language with a meaning representation level 

should consist of three main steps (this is indeed the case in PTQ). 

(i) choosing some fdrma~, simple. artificial language to be the rnedning representation language: 

(ii) designing the semantics of that language, and 

(iii) working out a set of rigorous rules of translation from source into the meaning 

representation language. 
- - - - 

The meaning representation language may contain more or fewer semantic elements in it, but certainly 

i t  must be rich enough to preserve meanings (and senses) of source language expressions. It would be 

advantageous. to propose even several intermediate meaning representat~on levels with those inter- 

mediate levels closer to the source laniuage containing less semantic elements We shall discuss this 

topic in some length in Chapter 3 

In PTQ. Montague chose intensional logic as the meaning representation language for his frag- 

ment of English. l n t e n k  logic has a very semantic character and such a meaning representation 

language lies more on side of meanings than the source language. It contains, in addition to ordinary 
- -- 

' logical symbols and operators. temporal and modal operands, and what makes i t  more akin to mean- 
. J 

ings themselves: the notions of intension and extension built into it. The following presentation will be 

probably iniomplete. but.our goal in this is to emphasize the method without going into the 
' 

' , 



detail of this particular solution for some particular fragment of English 
- - - - - - - - - - - - 

Consider again the fragment of English introduced in section 2 1 1 which is based on the PTQ's frag- 

ment There are inor syntax differences for that fragment compared to  that of PTQ. Montague 

limited his presentation to  only those syntactic categories we mentioned explicitly when defining sets . 

of  basic expressions for them These are. t. e t/e = IV. t/(t/e) = T IV/T = TV .  IV/IV = IAV. t/ /e 

= CN, t/t: IAV/T. IV/t. and IV//IV Refer to  section 2.1 1 for their detailed description. For any other 
- - pp - - A- - -- 

category. A diRerent than the above. Montague assumed that it has no basic elements. i.e. B(A) = 0 

What follows from this assumption is, among others, that the category (t/(t/e))/(t//e) of quanbhers 

has no basic expressions. and Montague treats quantifiers like every. the, a (an).  etc, as distinguished 
- 

operators Their role in grammar, as well as the role of other non-classified expressions (as such that)  

is explained in a number of syntactic ~ u l e s  accompanying the grammar The rules are also responsible 

for formulating morphologically and structurally well-formed expressions in the fragment with the 
2 

proper distribution of tense, person. number and gender information. as well as pronominal references 

These particular details should not concern us as long as we discuss the method:in general It will also 

be unimportant that Montague used his grammar in a generative rather than an analytic manner Also- - 

since the details of morphologically well-formed- expressions do not bother us. we shall normally 
2 

neglect tgese syntactic rules of PTQ which are'\concerned w ~ t h  thk  problem I t  is important to 

remember that this fragment can be regarded as a A-categorial language with all consequencfl; of this 

assumption It should be more perspicuous if we think of expressions of the fragment as of their 

phrase-markers 

We assume that the syntax of the fragment of English is properly understood Now we shall turn to 

the description of PTQ's meaning representation language 

In PTQ. the meaning representation language is the tensedintensional logic ( I L L  Theappropri- - 

ate definitions are given below. along the lines of Montague (1974f). 
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Definition 9 

0 
- - - - - 

Let t .e. s be three"'digtinct fixed atomic ~ymbols.  By the set of  types i t  will be understood the smal- 

lest set TYPES such that 

(i) e. t E TYPES. 

(ii) for any two a, b E TYPES. <a.b> E TYPES. 

(iii) for any a E TYPES. <s.a> E TYPES. 0 

We may informally regard t and e as basic types, any pair <a.b> as a compound (or derived) type. 
V 

and s as B "type" of indices. Observe, s is not in TYPES 
C 

I 
The coincidence of the symbols used for basic types in IL and tho2e denoting basic categories in - _ - - 

the categorial grammar for the fragment is not accidental. Indeed, as we shall shortly see, they stand 

in one-to-one correspondence Thus in IL, e is the type of individuals. while t is the type of truth 

values. For compound types. the triangle bracket notation parallels the slash notation in categorial 

\ 

grammar. In fact  both symbolisms are strictly equivalent. and the distinction made by Montague had 

been intended for exposition purposes only. What appears a little unfortunate is that the order of con- 

- - 

stituent? gets reversed Thus T t j p e  <a:b> denotes-the objects which when-combin'ed w i than  

object of type a give an object of type b. In other words. oGects of type <a. b> are functions from 

objects of type a to  objects of type b. The definition states that for any type a, there is the inten- 
z' 

sional or generalized type < s ,  a> that classifies functions from indices (s) into objects of type a 

Observe that although the type <s, a> consists of generaliAd objects of type a. they are treated as 

atomic concepts in IL. This is because no expression of this type can ever be a functor in IL, as s is 

not a type itself This move made intensionality transparent in IL. just as it appears in natural 

language 

Thus < 5 .  e> id the type of  individual concepts. or 'generalized individuals- irr our terminology. -If- 
1 

an individual j is of type e then its intension Ij' is of type <s. e > .  Similarly. the type <s. t >  is that 

1 

of propositions, or geperalized truth values. Other types are composed in the usual way. Some of ' 



- 

* 

- - -- - A d v a n c e & e m a n t i d h e o F i s c  

1 

- them, however. are o f  particular importance to  our discussion. If a is a type o f  IL then <a ,  t >  is a ' 

pL - - - 4 
type of sets of objects of type a This notion closely corresponds t o  the extensional one-place re lat io~s 

on objects of type a. Subsequently, the type <e.  t>  denotes extensional one-place relations on indivi- 

duals, and < < s ,  e > .  t >  classifies such relations on individual concepts. This gives us a straightfor- 

\ 

ward method t o  generate sets o f  sets. sets of sets of sets, etc. For example, the type < <e ,  t > .  t >  

is the onevof sets of sets o f  individuals, that is. the type of extensional one-place relations on'sets of 

Intensions of sets are called relations-in-intensions The one-place relations-in-intension are 
P 

called properties. If a is any type of IL then the properties of objects of this type are classified into the 
\ 

type <s .  < a .  t >  > . For example thq type <s. < e, t>  > contains properties o f  individuals. while the 

1 

type <s .  < < s  t > ,  t >  > denotes properties of propositions A step up in the hierarchy gives us pro- 

perties of properties. and so on The type < s. < < s. < e. t > >. t > > is the one of properties o f  pro- 

perties of individuals 

Many-place relations cannot tdentified with sets but the representation of appropriate types 
6 

IS equally straightforward Thus for-any two types a and b i n  IL.-the type <a < b t >  > is the one of- 

exteniional twoplace relaions between objects of type b and objects of type a In the same way we 

ran define t;$5 of 3. 4. and rnore-place relations For ~nstanck the type < e  < e  t > > classtfies 

extensional two-place relations on individuals Then the type < s. < e  <e .  t >  > > denotes two-place 

relations-in-intension' on individuals In e tweplace relations-in-intension between objects of 

types b and a fall into the t ype  < s. t >  > > Both a and be quite elaborate For 

instance. the type < s. < < s. t > ,  e. t >  > > is the one of two-place relations-in-intensions between k 
individuals and propositions - 

Not all types o f  IL are o f  equal importance f& classifying expressions of n a t u r d l l a n g u a g e A s ~ e  

shall shortly see, the proposed correspondence between categories of the frag&nt and the types o f  IL 

leaves many otherwise meaningful types virtually untouched Before we turn to a discussion of the 



problems of translation. however, we have to  consider the syntactic side of IL. 
\ 

Definition 10 - .  
For any type a E TYPES there exist two infinite sets Var, and Con, of variables and constants of 

type a. By E Var, we shall mean the nth variable'of type a O 
- 

Beside variables and constants each type will consist of well-formed (or meaningful) expressions 

Definition 11 

For any type a E TYPES let W F E ,  be a set of well-formed expressions For any type a E TYPES 

W F E ,  be a set of well-formed expressions 

(i) - Var, C W F E ,  
\- 

(ii) Con, G W F E ,  
\ 

(iii) i f a  E WFE,,andx E Var*. thenXx.a E WFE,b, ,  t 

(iv) if a E WFE,,b, .  and fl E WFE,.  then a@) E W F E b  

(v) ifa./3 E WFE,.  then (a=/3) E W F E l  

(vi) i f  c$. $ E W F E , ,  x E Var, for any one a E TYPES, then also the following are members 

(viii) i f  cr € W F E , ,  ,, then 'a F W F E ,  0 . 

We shall consider the sum U W F E ,  as the set of all well-formed (or meaningful) expressions 
,a€ TYPES 

of intensional logic. Some comments are necessary in order to explain the meaning of symbols used in 

definition above. For a variable x of type a. the expression  AX.^ is understood as denoting that func- 

-- - - -  - 

tion from objects of type a which takes as value (px) if a = p(x). or a if x does not occur free in a 
I 

Any expression a@) denotes the value of the function denoted as cr b n  the argument denoted by /3. 

t Observe the opposite ordering of derivPdtype tuples in comparison to categories of a categorial grammar. 



Z .- 

-- - -- 
- 3 3  

The logical symbols =. -. L. U. h V. 3 are understood to  have their usual interpretations O 
- 7 

may be read as i t  ;~.necessary that; 1 as i t  wi l l  be the case that.  1 4s it has been the-case that. 

~ h c e x ~ r e s s i b n  (-a) denotes intension of a: b denotes extension of n Observe that 'a is meaningful 

only if a dknotes some generalized thing i.e intension or sense 

The system of intensional logic is prepared so that i t  can deal with two classes of things Expres- 

sions of  intensional logic can include references to  generalized things (by using intensions). extensional - 
- - - -  - - - - 

things. and any mixture of them As the actual object base f a  the formalism. Montague introduced 

the set A of entities (or individuals. or possible individuals) which we can identify with A(e) from 

before. with respect to the set /V = W X  T of possible worlds. where W determines the possible world 

coordinate. and T sets moments of time Accordingly, he introduces the set of possible denotations - 
for any type a. w i t h  respect to  W and T Thus we have f" 

Observe that A ( < s . a > )  = S ( a )  is the set of senses of expressions of type a as introduced earller 

Montague introduces semantics of intensional logic in two steps 

L ? 

By an interpretation U of Intensional log~c we shall rncan a 5-tuple <A W. T. 6 .  F >  such that 

I 

fi) A. W. T are non-empty sets. 

(ii) 6 is a linear ordering over T. s 

- -  

(iii) F i? function from U Con, and such that for any a E TYPES, a E ~ o n , .  we have 
a E TYPES 1 n 



An interpretation sets. as we can observe, the pure semantics of the intensional logic. What we still 
-- -- - , 

need is some notion of phgmatics to account for meanings of arbitrary txpressions Let then g be a 

function from all variables i.e from U Vari, such that for any x E ~a;,. g(x)  E A(a). Therefore 
'&. a €  T Y P E S ,  . a '  

* w 
g plays the role of assignment 'coordinate, and i s  understood as setting the pragmatic context for 

interpretation Let us .call such an interpretation Ug. Accordingly, let Intug and Ext&' be two func- 
r 

tions whose domain is  the set of all well-formed expressions of intensional logic. We shall call intor 
A -L-L- 

and Extr8[ intension and extension respectively. Whenever i t  is not ambiguous we shall drop the SI+- 

scripts of the symbds Int, and E x t  for short. As usual. when < w.  t> is a point of reference then for 

any a E WFE+. lnt(a)(< w ,  t>) = Extw,'(a) The following definition establishes a full semantics 
* .  

(indexical semantics) for intensional logic 

Definition 13 

Let U ,  g be b n  interpretation, and assignment coordinate for intensional logic q h e  emantics of the 
* 

model according to U and g is  described as follows: \ *  

- (i) if a E U Con, then Int(a) = F(a). ExtW'(a) = F(a)(< w. t > )  
.#t TYPE-  A - - - - - -  -- 

(ii) if a E U Var, then Ex tw  '(a) =g(a) 
a €  T Y P E 5  

( i i~) if a E WFE,. x E Varb then ExtE;(Xx a) is  that function h from A(b) such that if /3 E A(b) 

/ 
then h(B) = ExtEgt{a) where g'is as g with one possible difference that.g'(x)= 0 

( iv)  if a E WFE,, b , ,  and /3 E ~ F E ,  then ExtWt(a(/3)) = ExtW'(a)(ExtW'(P)) 

(v) if a. /3 E WFE, then ExtW.'(cu=/3) is 1 (true) if and only if Ex tW '(a) = Extw'(/3) 1 

(vi) if t$ E WFE, then ExtW'(+) is 1 if and only if E ~ t ~ . ~ { t $ )  = 0 

Similarly. for other ordinary logical symbols: &. U. +. E. - - -  -- 

t 

(vii) if t$ E WFE,. x E Var, then ExtjJ:@xt$) = 1 iff there exists /3 E A(&) such that ' 

Ext)j:(#) = 1 where g i s  as in (iii). 
- 



? 
- 

'\ 

\ 
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Similarly. for V quantifier 
\ 

. - - 

(viii) if r$ E W F E ,  then '\ 
Eitwt (oQ)  = 1 iff for any w.E W. t * t :  T .  ~ x t ~ ( ( $ )  = 1 .  

\ 

Extw t(t+) = 1 iff for some t'E T such that t4  t:.&,,ExtW I(+) = 1 .  

ExtWt( l+ )  = 1 iff for some t*E T such that t . 6  t.t ' t t \xtw'($) = 1 

(ix) if a E W F E ,  then E x t w l ( k )  = Int(a) 
- - - - - - - - - - 

(x) if a E W F E C 5  a ,  then ExtW t(va) = ExtW ,(a)( < w e t > )  

Some comments t o  avoid any confusion in this point One should not Int and E x t  

with logical symbols A and ' respectively The latter are used to  
\ 

language. T h e y m e r  are parts of the semantics of the meaning representation langua&,itsetf 

The notions o f  truth and satisfaction for forniulas of intensional logic are introduced below 

Definition 14' 

If + E W F E ,  then 

(i) d is sati'sfiable with respect t o  U w t if for some assignment coordinate g: E x t F ! ( + )  = 1 ,- - -!- 

" \ 
jii) + is true with respect t o  U w t  if for any assignment coordinate g E x t E s l ( $ )  = . I  U 

\ 
In li of the above definitions elements of W F E , , , ,  v~ i l l  denote 1-place relations on objects of type 

\. - 
a. while elements of W F E < a < b l > ,  will denote 2-place relations between objects of type a and 

objects of t ypd  b Th.erefore elements of WFE, ,  ,,, ,, ., will denote generalized 1-place relations on 

objects of type a. i.e properties of these objects. c f  Montague (1974f) Whenever y E 

W F E , ,  <,,,, and a E WFE,.  then ("?)(a) asserts. that a has the property of y (at some point of 

reference <w. t>) .  Because y is of type <s.  <a. t >  >. "y is of type <a. t > .  i.e it denotes a set of 

objects of type a. Ths t o  say that a o f  type a has the property 7 is equivalent t o  the factthat cr - - 

belongs t o  the set "y at some index value < w. t >  . 
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I 
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?Q , . No mwe details 6f PTQ's ~ntensional l o g ~  sh,wld concern'us in this p i n t  as it would invdve the . --- 

. \  - 0 

0 MI paentationof k t a g h e ' r  idmepis T h e a n u l  step is to establish some translation system to 
q -  , 1  

d 
6 

,. may source bnguage expression (here. the fragment of English) into intensional logic. The general 

. ( . ,  ruks are simbk and eiegadt 

'&&&@A5 
I 

, .  
Let I k r function from CAT into TYPES. We ?hall call f a mapping from a categorial language L 

* * 5 1- - A - A -- 

I 

:into intensionat logic if , . . . . 
I .  J $ 

(i) f&) = e . . 
i 

- jrtf f ( f )  = t .  

* 0 . @i) for any A. B E CAT f (A/B)  = f (A / /B )  = < <s. f ( B )  >, f ( A ) >  0 

\ 
, *The idea of the ttanslrtion system such stated 13 to establish direct one-teone6&respondence 

*. O 
between categories of a source language and the. types of intensional logic. along the lines thqt for 

'e 
any category A expressions of :his category translate into expressions of type f ( A ) .  To account for 

- -  - -  - - 

ttanslatton of dcrrved categories as in (iii) we must take into account the specifics of inkmional logic 
I 

rem~nkkr as derlgned for PTQ Observe. theiefwe. that any expression of a derived category A/B is  
- 

inkrpfeied as denori-ng a function from intensions of e+pressions of category B (as they translate 

into f(8)) into expressiqns of ca te~wy  A (again. to their translations in intensional logic). Let then a 
, ! 

be any expression of category A/B. and f l  be from E(B)  Therefore, a translates into cr ' E < < s. 

I(V3) > f ( A ) > .  while 0 banslates into some E f (8 )  Applying a to /3 i n  categorial grammakte 

ha& g& a(@) E E(A)  The intensional logic redrerentation bf this process will be the expression . 
0 . - 

4 = a ' (3  .)E4 WFEtiAI  , 

To up* i r r th i rmnsbt ion we have to  digress a little i t  has been observed fo; some time-that--- 

rkc linguistic objects appearing at functor-positions (that of category AIB) fall roughly into two, not 
2 

disjoint cbssts One. cakd inttnsional. requires that at- the sefnantic level their elements take as 
8 E d 
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arguments intensions rather than extensions of appropriate type ~ h h  other called extensional. con- 

tAns all wdhay -  e x t e ~ s i o d  operatots T b ~ o B s e ~ v a t i e ~  w d ~ c t i e n 4 ~ 4 -  

sional verbs like seek. believe. rise or change T o  guarantee the proper representation of meaning of 

such sentences like a believes that or a rises we have to translate them as helieve'(a. -4) and 

r isep(-a)  resp&tively (observe that believe is intensional with respect to  object position only)  he 

treatment is asyured in PTQ by converting the categories I V l t  and t /e  containing believe that and 

.a; 
i ise into the types < <s. t > . f ( 1 V )  > and < < s.  e> t > respectively Similarly, the category t l t  

- - -- -- 

containing the intensional m d a l  operator 'necessarily has been transformed 'into the type 

< < s. t >  . t >  so that the expression necessarily 4 gets translated into necessarily' (It$) 

One of the #igenious moves of Montague Grammar was the unification of the intensional and , 

extensional classes by a c ~ o m ~ o d a t i o n  of the latter into the former The +tp. of thetftteftstonal 

class was additionally supported by the apparent examples of intensional intransitive verbs like rise or 

change, or such nouns as price and temperature. the category that has long been considered as 
~ 

-purely extensional The move allowed. inter alia. for the elegant solution to  the so-called temperature 

problem refer, for instance to Montague (1974f) Partee (1972) and Dowty (1981) The intension& 

ity assumpton created. as one may expect. s6me complications to  the treatment of the truly exten 

sional constructions We still n'eeded "ordinary" intransit.de verbs and nouns like walk or lish 10 

denote one-place relations, or sets. rather than properties We also needed transitive verbs to be exten- 

sional on subject position T o  ensure this ~ o n t a ~ " e  restricted the intensional logic of PTQ bv a 

number of so-called meaning postulates They tmpos.:d some constra~nts on interpretation of some 

IL expressions providing them with extensional significance The two postulates we are referring to  
- -- 

here are numbered 2 and 3 in Montague (1974f). and they-state that the following formulas are logi- 

cally true in the PTQ's IL system. a 

Postulate 2 - 

Vx q ( x )  + 3 u  x=-u] where 6 translates any member of B,,,, other than price or temper? 

Cure. 
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Postulate 3 b 

pL - 

3Mtl~U [b(x)= vM( "x) ]  where b'translates any member of B,,, other than rise or change 

In Postulate 2 variable x  is of type <s. e> .  while u  is of type e In the unconstrained translation S  

falls into the type < <s, e> .  t >  . that is. the set of functions from indices to  individuals. while only 

sets of  individuals are needed The postulate ensures the functions in translations of "ordinary" cam- 

mon nouns be constant functions. i e have the same extensions+at all indices. so that they can be 
- -  - - - -  

identified with these extensions, i e with sets of individuals The second postulate. where M is of type 

<s. <e. t >  > and x is of type <s. e> . says that the trtith conditions of sentences involving exten- 

- sional intransitive verbs are equivalent to  the membership of an individual ( " x )  in a set of individuals 

( 'M) .  as required T o  provide a convenient notation for extensional translations. Montague introduced 

the 6 .  symbd to.the effect that if S E WFEI I IV l  then 6 ,  assumes Corm Xus(>). where u  E Var,. The 

meaning of 6 .  has been determined by the logical truth of,the following formula 

o[S(X)ES,( ' x ) ] .  i f  8  translates any member of BCN or Blv other than price. temperature. rise. 

or change 
- - - - -  -- 

- - -  - - 

The -similar move was taken towards extensional transitive verbs.* The question naturally arises why 

we have to  go ~ n t o  all these troubles with intensional translation of categories t le  and t l le  just for a 

handful of "extraordinary" elements. Then by adding special meaning postulates we exclude the major- 

ity of "ordinary" elements, rather than make just the opposite decision Indeed. an alternative transla- 

tion system has been suggested by Bennett (1976) His category-type equivalence scheme. where the 

categories t le  and t l l e  translate into the type <e. t > ,  simplified many aspects of IL representation. 

Unfortunately. the system proved weaker than original PTQ as. for example. the "temperature" puzzle 

a 'e 

cannot be properly solved there See also Dowty et al. (1981) for discussion and comparisons. 

t Fot postulates concerntng transitwe verbs. and numbered 4 to 7 the reader is referred to  the original work. The.postulate 
. 1 mures that all names used in the fragment have rigid designations. 
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With the mapping from categories into types so described Montague sets a number of specific 
? - --- - 

translation rules f o i  expressions of  the fragment of English into expressions of intensi~nal ' lo~ic The 
> 

rules parallel in some sense the syntactic rules assisting the grammar The rules define a full transla- 

tion system for the fragment so that the main principle of meaning representation level (i.e its preseru- 

ing of semantics of source language) is maintained These rules state. among others, that except . 

category T of pseudenames all basic expressions but be and necessarily translate into constants in 

intensional logic. In other words. for any a € BA A E CAT. A # T, cr Z be necessarily. a translates- - 

into a constant in Con,(al Be and necessarily are regarded as second order ope;ators and get a spe- - .  
cia1 treatment in PTQ 

- 

Let us stop for a while to  look closer at the semantics of be mainly because it touches a very 

sensitive problem of logical equivalence The translation of the verb be mto PTQ IL has been designed 

to  uniformly cover bath the "identitym be as in Morning Star i s  Evening Star and "predication" be as 
~ 

in John is a man The t'ranslation is quoted from Montague (1974f) 

be + APhx ' r ' ( X y (  ' x =  ' y ) )  

The formula says that the meaning o f t h e - " ~ d e n t ~ t ~ "  be guaranties only that the two ind~vidual con 

cepts meet at some common value 6f index. i e they have common extensions liere 

P E V a r < ,  <,, c Z  I ,  , ,,, , X Y  E Var ,  ,, , Such an rnterpretation of ident~ty be has import.int 

consequences for applicability of the substitutivity principle The principle 2tates in rough terms. that 

if a formula @ contains a free occurrence of a subexpression a and a i s  ident~cal to 0 then substitut 

ing /3 for cr in @ does not change the truth value of the formula The principle. generally valid in exten- 

sional logic. has been long questioned in the context of modal or intensional operators. believe and 

necessarily are the most often called for examples in naturgl language. There is nothing surprising. 
- 3 

therefore, in the fact that the principle of substitutivity does not hold insgeneral form in - intensional - 
- 

logic. However. Montague (1974e) determined the extend to  which the principle can be used in IL 

According to  this. variables of common type can be substituted for one another without restrictions 
- 



As for other expressions the extensional substitution (like that of be) can be used whenever the 
- - - - - - - - 

Y 

expression t o  be substituted for does not stand in the scope of intension operator *. ~ m s s u r e s  

that extensional part of IL maintains its holdings In the general case. however, i t  is required that if 

two expressions are to be substituted for one hother  in a formula they must have identical extensions ' 

not in one but in all possible worlds. In other words for a formula 9 of IL 

where 43 comes from 4 by substituting all "free" occurrences of o for 8 .  We do not have to  add here. 

that all necessary variable renaming must be taken care of 

Elements of category T = t/(t/e) translate into (AP ("P(Lbr))) where a is from WFE,.  Observe 

that the type e is no longer empty and contains our non-lexical names In this sense. any proper 

pseudo-name of category T. like for example John, transiates-into type < <s.  < <s.e> . t>  > . t > .  i.e 
- -- 

a fu'nction from properties of individual concepts P (of type < s. < < s.e> .t > > . i e generalbed 1-place 

-- -- 
relations) into expressions of the form YP(Aa) of type t which denote that a generalized object a of 

type e (-a is of type < s. e > ) has that property For the full presentation of translation component of 
- 

5 
PTQ the reader IS referred to  MontagueP(l974f) us see however in one simple example-how - - 

6 

PTQ works on the fragment of English Take a rather straightforward sentence 

(1) John runs 

In the categorial grammar of the fragment it is assigned the p-marker shown on Figtire 2.9. In PTQ. 

John translates into (AP ( I 'P (7 ) ) )  where j E W F E ,  and runs translates into run E Con, ., ,, ,, 
According to the functional application rule discussed above', runs(John) E E ,  (before surface form 

refinement) translates into (AP (vP(y)))("run) = (v(iun(>))) = run(>) = run.6) This means that 

the property of running is among properties of  individual concept (or generalized name) of  j .  In any 
, 

particular corrtext <w. t>  it will denote that an individual j runs at w tn momeiit t. CXi€heliiiS-6f 

Postulate 3 i t  reducps however to  the fact that the individual j belorlgs t o  the set of  individuals 

denoted by nr" 
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t (John r u n s )  

John  runs  

Figure 2.9. The PTQ's categorial grammar analysis for 'John runs' 

2.1.6. Problems wi th  Possible World Semantics 

Possible world semantics is a honest. formal theory and its most 

Montague s PTQ i s  even more honest and formal A great deal of the 
n 

stems from the use of intensional logic as the meaning representation medium This IS IL that gives 

the Montague's system the ultimate appearance of the mathematical theory It is  also responsible (at 

least partially) for the level of complexity which makes the theory's direct computational realization 

/ 
out of the question at the moment Two notions. in particular. defy any computational treatment the 

- - -- 

intensionality, and the general deduction in IL The latter is  dramatically complicated. far-more than 

first-order logic deduction which. as we know, is only semi-decidable, see. for example. Warren-and 

Friedman (1982) and Warren (1985). The former creates foundational problems which have been sig- 

" s .  
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naled ever since the original publication of Montague works on semantics. The problem that seems to 

2 -- -- - - be the most sigiificant is inseparably connected to  the IL's notion of logical equivalence, and resulting 
I 

5 

from it version of tJe principle of substitutivity. Although Montakue's solution with the generalized 

equivalence notion is intuitively acceptable, the problems begin as soon as one starts to  talk of the 

interpretation of attitudes In possible world semantics the logical equivalence always involves. by 

definition, sameness of interpretations Let qb be a valid formula, i.e.. D$ has the truth value true. It 

follows that r$ is true in all possible worlds (Montague 1974ef)t Let 4 be another valid formula. 
- - - - - - - - -- - - 

different from r$ In IL the two are undistinguishable, as their interpretations (or meanings) are identi- 
4 

cal Suppose now that the fact believe'(a. -6) is true in some set of possible worlds W..  Theh, by the 

equivalence of $I and $ the formula believe'(cr. -4) is true also exactly in W .But a (whoever he or 

she is) may have never heard of $ 1  Also. if one day he/she finds out that 4 his/her discovery is 
\ 

reduced to  triviality The problem. discussed to  some I ngth by Dowty (1981). included similar kind of \ 
criticism of another long-standing assumption that nam s are rigid designators. More recently the 't 
argument was repeated inG~arwise & Perry (1983) and 4 r r e n  (1985) Montague himself was well 

aware of the problem although he never took a defintte stance toward i t  In some places he maintained 

that we have to accept, the-cc&lusion. d ~ G t a ~ u e  (1974d) In others he attempted to  modify the 

k account so that the logical equivalence has to be replaced by a stronger notion of synonymy in the 
- 

prtnciple of substitutivity l 
I 

Let us assume for that B is the interpretation for some language L- fcalled here the "Fregean 

~nterpretat~on") and N x C  is the set of points of  reference < i  J >  as defined earlier in this section 

Let further the subset A c N x C  be thaJ of "actualizable" points of reference (we may wish to  call 

,them "possible") Then we define a class K of pairs (B. < i .  j >) such that I , 

t Here O is tmderstood as the standard necessity operator in normal modal logic. See also Montague (1974be) and Cress 
well (1972). 
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Let now and 4 be any t w o  expressions of L (we simplify the original Montague proposal for exposi- 
\ - - - -- - - - - 

tory reasons). We say that t$ and $ are K-equivalent i ff both have same denotations in all < I ,  j > s . - 
such that (B. <i. j >) E K In other words. #I and $ have their intensions identical on A,' but not 

necessarily beyond that 0n ' t he  other hand. the two are (weakly) synonymous iff their extensions 

coincide over all the set N x  C 

What we've done here is t o  have traded our previous,notion of logical equivalence for that of 

--- -- -- 

K-equivalence Clearly. if #I and JI are synonymous +;ley are also ~-e~u i "a len t . ,6 " t "o t  converse$ In 

this way the intuitive interpretation of attitudes is being saved Now, t o  make a substitution of + for $ 

we need both expressions t o  be synonymous. hot merely K-equivalent That  is because K-equivalence 

guarantees the coincidence of extensions only at these points of reference that are -elements of A. - . 
1 .  

while the synonymy requires also all other points of reference, let us call them "impossible", t o  be 

accounted for. see also Cresswell (1970 and 1972) Warren (1985). for instance. points out that the 

meanings of 1+1=2 and the Goedel's second theorem are indistinguishable in t he  Montague system 

But if we allow "impossible worlds" to enter into the image. thdn the IL notion of necessity becomes 

very strong and one cannot tell with all certainitv that the two facts above are indeed necessarily 
- - - - -  - 

true We can say'that they are equivalent as far as we can go but thls IS not enough Indeed for 1L s 

logical equivalence T h ~ s  raises the obvious quest~on about practical appl~cdbil~tv of possible world 

semantics. I t  appears  extreme^'^ unclear how one could construct a suitable set of possible worlds for 

a reasonable fragment of English When we start from the,other end and assume some structure of 
' 

possible worlds then when lnterpretmg language expressions in such a system we must accept all 

consequences of this assumption: including a particular instantiation o f  logical equivalence. The prob- 

lem does not lie in the' theory itself but in developing any practical model t o  apply i t  t o  Thls means 

that although we have managed t o  represent natural language in formal terms, we still have no means 
- - 

of  properly representing i ts denotational base. We shall discuss these problems more closely in the fol- ,- 

lowing chapter. 



The only - other - alternative - is t o  - - - - -  reword the - theory in more discrete terms, that is, t o  take advan- 

tage of the fact that a conscious individual perceives only a relatively small part sf the surrounding 

reality, and uses his language accordingly. The fact that we understand,.each other seems t o  imply 
/ 

that we perceive the reality in  the same or similar ways In this sense, whatever we say or do ha&a . 
relativistic character. and can only rarely get a clear label as being true or false. good or bed, right or '  

0 

wrong. In such an account a good deal o f  what is meant by an utterance belongs in ourselves, and an 

- - -- - -- 

attempt t o  discover a universal meaning often makes no sense. That  is the drive taken by another 

important contemporary semantic theory which is said t o  hold a new promise for a general break-. 

through in the philosophy o f  langpage We refer here to  Barwise and Pe ry's Situation Semantics " 

,. 5 --. 
which will be discussed next. 
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2.2. Situation Semantics 
- - - - - - - 

In part. Situation Semantics evolved out of the frustration that surrounded the development of 

- h 

possible world semantics. especially as enunciated by such theorists as Carnap (1947). Lewis (1976). 

Cresswel'l (1973). and Montague (197.4a'f)" In their world. the meanings of even the simplest state- 

ments became sometimes irritating complexes of functions from functions to functions to functions on 

functions .... Critics complained that the semantic theory somehow lost its "innocence", that i t  took 

odds with reality, with the wa; people perceive and understand the world' It is not surprising-therefore 

that the critics of the possible world semantics, in their search for an alternative. turned to  pre- 

Fregean theories. Indeed. as Barwise and Perry point out in their Situations and Attitudes, the trou- 
0 

,bles with tbe possible world semantics can be traced back to the Fregean notiorr of sense. The intro- -- = 

duction of the third realm of senses (beside the "reality", first realm, and mental states. second realm) 

was dictated by the failure of the substitutivity principle according to which substitution of one of '9 
/ logically equivalent elements for another does not change the meaning of th  whole. This problem. 

that is by no means limited to  natural language usage, has been most often k entioned in connectiqn 

expression of attitudes Some of the classical examplesof the apparent failure of this principle 
- - -  - - - -  - -  

intertwined with the semantics of beliefs Thus 

(1) George I believed that Scott wrote Waverly Y - 

k 
Scott was the author o f  lvanhoe 

% So George I V  believed that the author o f  lvanhoe wrote Wave~1.y 

T o  prevent this. and similar kinds of rea;oning. Frege decided that expressions embedded by proposi- , 

tional attitudes like believe. du not have their usual references. but instead- they refer to  senses i e 

- functions from possible worlds to  (usual) references in these worlds.' This move abandoned the "inno- 
F' 

cencen of Fregean semantic theory. and pave the way for the concept of intension 
-- 

Situation Semantics is intended to  restore the pre-Fregean "innocence" of semantics in which. 

once again, the interpretation of every language expression has significance in the first realm, this time 
0 

- 



interpreted as the realm of situations. Situations are handy to  manipulate. They are relatively small 

and they can pick up almost any arbitrary fragment of .reality. In the sharp contrast with possible 

worlds, the situation theory appears to  promote computational realization. Is then Situation Semantics 
b 

the long pursued "philosopher's stone" for Artificial Intelfigence research? Is i t  an alternative to  possi- 

ble world semantics? Surprisingly. answers to  these questions are carefully non-specific. When the 

first excitement surrounding the emergence of the theory of situations abated. objections began to 
0 

arise whether the theory is not just an-informal 'notationaf variant* of the possible world semantics7-- 

Situation theory lacks the formal foundations of Montague semantics, and it carefully avoids any 
.= 

direct reference to lambdas, intensions, or worlds. Yet. the theory maintains notions which. 

although buried in theinformal notational s y k m .  closely resemble that of set. function. A-abstraction. 

and intension. which takes us close indeed to  possible worlds. 
@ -- 

In the remainder of this section we shallqbriefly discuss some major aspects of the Situation 

Semantics as presented by Barwise and Perry (1983) We shall not make any attempt to  claim 

superiority of either Montague semantics or Situation Semantics ove! the other. In the following 

----/ chapter we will relate both theories to  the Stratified Model of meaning representationhnd - - observe - 
- - -- -- 

how much of each of them can be utilized in this computationally oriented theory 

2.2.1. Primit ive Notions 

Although the concept of situation is the key notion of  the theory. situations are not primitive 

.concepts They are rather complex objects built out of ind~viduals. relations. and locations. Individuals 

correspond to what we commonly consider as singular objects: they are not atomic. bu t  they maintain 

uniformity across .some distance in bdimensional space. Relations tie one or more objects (individu- 

als. locations, situations) into some mutual dependency. Barwise and Perry (1983) carefully avoid 
- -- 

identifying relations with set-theoretic "sets of  pairs? they are primitive notions per se. Relations may 

be 0-ary (situational states). 1-ary (properties). binary. etc. Locations are defined as connected 4- 

dimensional regions in the space-time continuum. They may, be selected quite arbitrarily, much as 
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situations can maphatan arbitrary part o t  ~edity - L ~ & i o n ~ a j R - j t f R ~ m e f o ~ ~ ~ o ~ ~ k i p t o - -  

another- such as temporal precedence or overlapping spatial inclusion. disjunction, etc Beside t k s e  
- 

primitives, the set-theoretic notion of set is used among basic concepts of the theory. As a conse- 

quence. the assumption of an underlying set theory is being made (p 52) 

0 

2.2.2. Situations 
- -  

" ~ e a l i t ~ "  consists o f  real situations The latter are somehow individuated parts 

which is a real situation itself, a global one Real situations may overlap one another 

numerou3 relationships. They may be bigger or smaller. but i t  is not clear what is required to  
= - 

even the most elementary rea l  situation. I t  is an equally open question when one can say @ \ -  that a real 

situation contains this and that and nothing nd i t  begins and ends here and there I t  is 

extremely difficult if not impossible. t o  decide some)spect of the real world belongs t o  some 

real situation or i t  falls aside Consider the si tion of relevance t an; aspects of the reality ' 
9 

may seem irrelevant t o  a situation we are concerned with 'and thus may be classified as external t o  the 

- -  - - - -  

situation However some of these aspects can suddenly become relevant and their role must-be ack 

nowledged if the situation is t o  be complete. Therefore contrary t o  our initial assumption they have to 

be considered elements of the s~tuation Perhaps we can't even talk of other real situations except the 

reality itself If the only real situations were the global ones, we would find ourselves forc6d t o  admit 

\ 

that we did not manage to  escape the possible world paradigm This argumentation appears t o  be one 

of the most serlous problems of the semantics based,on s~tuations 

. 
Forturdely we can invent abstract  s i tuat ions which are no longer parts of reality. and we can 

arbitrarily constrain them Abstract situations may not correspond t o  their real countt?rparts ,Barwise 
U 

and Perry introduce the term ac tua l  sj twation t o  refer to-those abstract situations which exact&- 

correspond t o  some, real ones. This notion is controversial for the reasons explicated above Thus we 

are left wi th f a c t u a l  abstract,shations. that is, situations that say something a b u t  selec(cd aspects - 

o f  the reality. and are silent about all others. These factoal situations create the core of the theory. 
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Factual situations are useful creations. they appeal d i r e l y  t o  our intuition. It seems that all our con- - 
- 

tact with the surrounding world occurs in terms of factual situations. When we talk, believe, or 

disagree, we formulztte our thoughts with such incomplete abstract situations. which may or may not 
# 

prove factual, and then reason and act accordingly. In this sense our grasp of reality is somehow frag- 
t 

mentary. our reasoning simplified We do make mistakes, we are condemned t o  them. But we still 

take "chances" because the reality is too complex to be comprehended directly. Factual situations offer 

some help. Our ability t o  observe momentarily only the most relevant aspects ofLthe wotld. and - .  

abstract from those irrelevant aspects establishes foundations for our comprehension c f  "real situa- 

tions" 

Factual situations cannot be ig~ored. however, the concept.is by no means a new one. The utter- 

ance of even the simplest sentence as, for example. Johr, i s  sitting, creates an abstract situation 

which may prove factual or non-factual depending on when. where. and of whom it is claimed, but 

almost certainly the situation will not @E actual. Possible world semantics tries to  be actual. When 

interpreting even the simplest fact possible world semantics accounts for what ,is. would be, has been. 

etc going on in the world Perhaps the most explicit expositibn of this approach are Lewis' (1976) 
- - - - 

index coordinates This is why we often feel uneasy computationally about this theory. and its full - 
4 

application to  Al research looks so hopeless 

Situation Semantics may offer an alternative But to make i t  useful one has to  find a formal 

means bv which to talk of situations On the following pages we briefly describe the major aspects of 
. ~ 

the Theories of Situations and Attitudes. Barwise & Perry (1983). We a120 comment upon their utility 

(or alleged utility) to  computer applications 

2.2.3. The Theory of Situations 

Situations consist o f  objects: individuals, locations and other situations, and rel,tions which 

interconnect them. Objects and relations are not unique across situations. In fact they may appear in 
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many different and remote situations. or as Barwise and Perry call it. they persist An individual may 
rs r, 

appear in many different situations. and many unrelated happenings may take place at a specific l w a  

tion. Relations may persist just as many different people may be sitting at different times and places 

Also situations may persist as when more that  one individuals share some belief or another More far 

mally. we m i y  view abstract situations as being sets of triples <I. r .  i >  such that I is a location. r is 

a relation tuple, and i is the polarity value, either 0 or 1. Thus the situation e in which John walks at 

some location II and talks at 'some possibly differenb location I? is represented in Situation Semantics -- - 
@ 

<II (wa lks  John). 1> . <I2 ( ta lks  John). 1> 

Barwise and Perry call these constructs courses o t  events or coe's (we will often stick t o  the more 

universal term of abstract situation) In addition a number of constraints can be added to  a coe to 

impose some space-tirnc dependency between participating events For example. i f  John's walking 

temporally precedes his talking we would u s a 1 2 )  in the above c w  This information is also ~n t ro -  . . 

duced as a triple <I,, (< l1 I?) 1 > v~here I,, represents the universal loca t ion  such that rt contams 
- - -- - - 4- 

all other locat~ons In general I,, will. therefore denote the entire space-t~me contmuum 

+ .  

A coe at whicn all relations hold at the same location are' called s t ~ t e s  of affairs These are 
* . 

static situations in the sense t w h e y  address a fixed space-time region, in which all relations in quer 

2 .  

tion maintain their holdings When abstracted over the common location a state of affairs becomes a 

situation type or, as a possible world theorist would say, a (partial) function from locations t o  states 

of affairs Situation theory does not refer t o  situation types as functions In a sense, a situation-type . 

may be iderftified with some abstract object which, in turn. identifies the class of all situations of that 

type. Situation-types play a similar role t o  propositions in possible world semantics but they are far 

- -  

more "concretem- small. finite objects which, it is hoped. can be represented in a computer -A state of 

affairs is just a special case o f  a coe. In fact courses o f  events are nothing less than sets of states of 

affairs occurring a t  different locatiorfs. It fdlows. as Barwise and Rerry point out. that a coe is, again. a 
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'fpsrtisl) function from locations to situation types Observe that the triples <I .  r. i> may be 
- - - - - - --- - 'i -- 

tprrdcd birr <I. I> where r is a situation type constructed ih the. way that allows at most one 

stlustion type at a location so that. in effect. we are getting a function from iocations to situation 

types Let W be a global situakn. or a world Then W is r total function from lacations to sitwtion 

f l& af there laattons Further. let L be some set of locations, a subset of all possible locdtions We ' 
I 

hare then that a total functioh from L to situation-types is a coe. or in other wordi coe = WL. t h i h  

- -  ---- 
function W with i ts  domatn nivro* to L The definition is intuitively acceptable. A course of events 

4 f  
tuns through torations and marks them with situation-ty$es.   he only artificial element of.= c& is (if 

t , 
mciuded) a tr ipk d the form . - 

I 

3 <r. (GI, 1"). I > 
d 

d 

- 

tvhcrt! 1;s arc locations OP i s  a relition nqme. and I ,  is the universal Isation "mentioned earlier. . 

t 

Berause every .toe is extenSional the triple carries no information, as the space-time continuum is . "  
alredqr ordwed Its rde wilt be justified. however. when we generalize c ~ e ' s  to ev~nt-types . 

Eluaticon-types are a s i r&!  kind of event-types Event-types derive. from coe's in which at 

u - - - - 

l r ~ r f  rlt& ctsn'stmt has &+en repfaced b y  a variable. or indeter nr~nate Thus 

f f n t v  tt~ttntfuce thr noitan of tote to starrd for binding vatrable in event-types To use their notation 
3 .  

r La 

Ibr '*A' , .  

t t  t k t  d@np the-me w h  w a f i  at 1, and talks at l2 The process of duiving event-types is then 
ah% 

ivlcly m t ~ h  Biltr X=abstri#ting i f v a c t W  analysis b e v e t .  BMwise and Petty prefer not to regard 
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A role may be used outside the situation i t  derives from. but this situation is carried along with 
- 

the role. For example. the situation-type 

where < stands for temporal precedence . 

denotes the situations in which someone who walked at II and talked at l2 is eating at 13. and talking 

wholly temporally precedes eating - - - -  

Roles. aiid basic indeterminates, may get bound, or anchored, by providing valu6s t,or them indi- 

viduals. relations, and locations. and other complex objects including other~oles. Because event3ypes 

are not regarded as functions in Situation Semantics, the process of anchoring IS not a functional app!i 

cation Instead Barwise and Perry introduce a special function called anchor from indeterminates (and * 

roles) to objects that binds free variables in event-types The problem with this definition of an anchor ' 

is that i t  has nothing to do with event-type structure whatsoever A poorly chosen anchor may. result 

in a senseless coe unless the anchor's binding abilities are somChow constrained Indeed. Barwise and 

Perry constrain the anchor binding to the effect that ~t reduces to" the process of instantiation dm 
-- - - - -  

1 

event-types seen as funchons from objects to  coe s ,  or other event-types 

Desplte all thtsc difficulties the concept of event-tvpe and role appeal to our intuition So far 
6 

they appear to be just syntactic creations we still do not know how to  Interpret or manipulate them If 

the language of abstract situations IS to  become a meaning representatron medium we have 

lish its seiantics Faillng that theStheory can hardly be used for any practical (read computer) appll 

cations 4 

F& a greater detail of the theory 3 situations. the interested reader is referied to  Barwire & I 
Perry (1983) We now discuss the semantics of situations and how the theory explains and represents 

m e  of the most difficult 
B 

d 



- ---- 
Advanced Semantic Theories 72 

2.24. Meanings 

The meaning of a sentence 4 is a relation d.c[+]e between discourse situations d.  speaker con- 

nections c,  and described situations e. Discourse situation is the one in which'the utterance of $ 

takes place. All discourse situations are classified by a common event-type: 
8 

(7) DU = < I .  (speaking a ) ,  1 > . < I .  (addressing a b) .  1 > . < I .  (saying a a). 1 > I I 
- - A  - -  

where I, a,  b and (Y are indeterminate~. 

This structure can be flirther augmented by other elements crucial for identifying an utterance, includ- 
W 

ing the referent of every name or pronoun used in the sentence Not only names and pronouns need 

extensions to  make an utterance meaningful; every word in the,gentence used in d gets instantiated 

into the described situation e This process. which reserrtbles that +f taking the extensioq in Montague 
., 

semantics, is called speaker '5 connections. and is said to be a function from the sentence's words '* 

- into a described situation Finally the described situation e i s  the one the utterance of + is communi- 

cating about This is the very situation from which the utterance gets its interpretation. -, 

- - 

s~tuation Semantics preserves the Fregean principle of compositionality of &azng The rnean- 

ing of a sentence constituent (Y is therefore the relation d . c ( c r ] ~ . e ,  where a, called setting. is provided 
* C  

* 
b y  other parts of the sentence describing some situation e In some sense therefore a sentence con- 

stitbent describes an,euent-type with indeterminates to  be anchored by the rest of the sentencle For 

, 
example the meaning of the tensed verb phrase walks i s  the relation d c/walks]e, where e, i s  the 

event-type 
(r 

So. the meaning of a sentence constituent may be identified with an event-type thought of as 

representing a class of situations of that type. Here the event-type w, describes the property. a one  

piace relation. of walking This should give us a better idea of what the properties. and relations, are in 

Situation Semantics 
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The same analysis applies t o  the meanings cd singular ~ u a p h t a s e ~ i t h e x c e p h e x c e o t l o ~ L  

definite descriptions. Here a new element comes into the image. resource situation In order t o  iden- 

tify the unique object determined by a definite description the speaker (as well as the addressee) must 
- v 3 

exploit a resource situation satisfying the definite condition This situation, which may ofteh be 

different than the described situation. identifies the referent of the definite description so that i t  can be 

uniquely referred t o  in the described situation If we say 
- - - - 

(9) The man who i s  talking to John is a fool 
- 

the resource situation in which there is a unique man presently talking to  John is obviously a part of 

the described situation But in.the utterance of 

(10) The man whom we met in library i s  a fool 

the resource situation may be quite remote t o  the one we describe but certainly both must contain the 

individual in question. The role of the resource situation in establishing the meanin-g of definite noun 
d 

phrases is very important It provides' the necessary context for a definite description: so that we can 
d '  " A 

talk of referential or value-loaded use of the latter When on the other hand the resource situation is 
- - - - 

not available at the t m e  of d~scourse we have adon-referential, or value-free use of a defin~te descrip- 

tion In the latter case what a definite noun phrase describes is a function (or relation) between possi o 

ble resource situations and individuals 

\ 

When ive talk of the meanings of common noun phrases we.in~ariably think of quantifiers What 

would be the meaning of such words as a the everv. etc? I t  is certainly not enough to  identify a man 

with the property of being a man. or, in other words. with the event-type 

<I .  (man u).  1> 

- - 

What we want is a relation between the property of being man, and some other, undetermined pro- 

perty Q. see Cooper (1985). ~ e r c o n e  & Schubert (1975). For example: the meaning of Every man 
- 

0 .  



walks will be represented t by the relation every between the property mu of being a-man  and^ that of 

walkmg. w ,  Similarly. in A unicorn lives in the park we are getting the relation between properties 

of being a unicorn and living in  the park This is all very ordinary logical account of 

quantifiers. when the quantified phrase appears at subject Property Q is provided by 

the following it verb ptyase What happens however, when the quantified phrase occurs at some 
P 

o other position in a sentence? In John seeks a unicorn the property of being unicorn is related to  some 

unknown prope;ty Q we may try to  guess. one apparent candidate for Q is just-the property-of being 

. sought by John, and this effect can be reached easily by transforming the sentence into the passive 

voice, Passivation parallels the PTQ's de re derivation in categorial grammar. and determines the sub- 
F 

sequent translation into IL Nevertheless. there remains the possibility that the property Q is not that . * 
of being sought by John because of non-refergntial character of the utterance. A good guess would be 

I 

to identify Q with the property of being found by John, but there is nothing there t? prevent us from 

assuming other possibilities Some of the other possibilities 'may be exlluded for violating certain 

common-sense restrictions. but we are left with a great many options We can try, of course. to con- 
/ 

strain the number of alternatives to  just one alternative perhaps an implicit property that derives from 
- - - - 

the property of bemg sought by John We shall discuss this in depth in Chapter 4 

, We come to one of the most important issues of any semantic theory. the notions of interpreta- 
- u 

tion and truth Let us concentrate here on interpretations of utterances of indicative sentences, some- 

times called statements Later we'll briefly,discuss how Situation Semantics interprets utteiances of 
a 

selected types of 'noun phrases The contribution of other syntactic categories is not yet sufficiently 

elaborated in the theory - 
As mentioned, in Situation Semantics the.meaning of a sentence 4 is a certain relation d.c[$]e 

r, 1 

between discourse situations. speaker's connections. and described situations. In this way the meaning , 

of $ is independent of any particular utterance. and no commitment is made about truth or falsity of 

. t T o  be more accurate we should say that both propert~eq ol manhood and walking. as well as the relation between them 
are tonstituent\ of lnterpretatwn of (every) utterance of the sentence. In other words. they are parts of every situation e such 
that d.c[every man walksle 



+ 'We are restricted, however. in the way i n  which we can - - -  interpret - anyparticular utterance of 6. the 

meaning underdetermines the interpretation. t o  use Barwise and Perry's words Sentences do not 

have interpretations! their utterances do. When we utter a sentence r$ at any particular occasion it will 

uniquely establish Jhe discourse situation d and connections c But there may be any number of situa- 

tions that the utterance can describe, including 0 The interpretat ion of an utterance u of a sentence 

$I is therefore the set of all situations e such that d.c[+]e holds t More formally, let us use the symbol 

/ d I [ $ ]  for the interpretation of an utterance of + at d with c, then 

' -  Therefore. a sentence may be identrfiedwith the class of all i ts utterances past. present pnd future 

The meaning of a sentence uniquely determines the set of all-situations that may ever be described by 

any utterance of the sentence Some of these situations will be included in other blgger situations. so 

, . there results a structure of situations at the bottom of which there are coe s that contain just the facts 

expressed in any particular utterance In this way the assignment of meaning to  sentences i; more 

accurate than ~n possible world semantics - - Observe that sentences like o and o & ( P U  -.@)-will have - 

djfferent meanings In Situation Semantics When we identify meanings with sets of possible described . 

situations then M(o & (@ U +)) c M ( u )  because a minimal coe described by Bn utterance of o will 

be smaller than that described by an utterance of a & ( P  U -0) . 
Hawng the notion of interpretation for staiements wqcan  rh$? on to  define what ~t means for 

r a i  * I 

an utterance to be- true For this purpose Barwise and &rry indoduce the not~on of persistence A 
4 

staterilent is said t o  be pers is tent  if whenever i t  describes a situation e. i t  also describes every situa- 
-1 

> 

tion el such that e G el. It can be.easily seen thaieLextends t o  a world It follows that if a persistent 

statement is true in some situation e i t  must also br true in any extended situationlel which includes 
w 4 -- 

0 

e Barwise and Perry give the following definition of truth for persistent statements A ,persistent 
, 

t In other words. all sttuat~tns #R the tnterpretatfon of some smallest suhs~tqal~on ( c t  toe) whlc h 15 

expl~c~tly descr~bed by thts utterance See however. further pages 
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statemeit is absolutely true if there is an actual situation e, in its interpretation. In other words 
h -  

- 

(13) +d i s  absolutely true iff 

3e,, e, actual. such that eC, E /d,c(6) 

This definition resembles that of satisfiability "i the possible world semantics. especially when we 
. 1 

assume that the only actual situations are the worlds Recall that a sentence was satisfiable in 
O \  

Montague's (1974f) definition if, for ab given index value < w, t>, and a value assignment coordinate 
- 

g ,  its extmzion Exti;' = 1. Here w=e,. and t and g are provided by the discourse situation and the - - -- 

6 

spedker s connections. The notion of truth in Situation Semantics is weaker than that in Montague's 

system bt-.ause Situation Semantics deals with utterances of sentences. while Montague treats sen- 

tences t hen~selves -== t; 

Whcv it :ones to the interpretation of (singular) noun phrases we must take into account the 4 , 

assumption of compositionality of meaning. Thus whatever happens to be the interpretation of a noun 

phrase i t  must .be a constituent of interpretation of any utterance containing it Let a be a noun 

phrase and /(a) be its interpretation Let 4(a) be a sentence containing a and +dc(a)  be an utter- 

ance of +(a) Then - - - - - 

(I4) v4d (a) v e  e E I d  r ( 6 )  -' I ( @ )  E e 

What we are gettlng IS a function from situations to  some of their parts Or to reword i t  rn' 

Montague s terms a function from possible worlds t'o subsets of these worlds In the possible world 

sehantlcs the funct~on is  taken as the meaning of the noun phrase The interpretatidn is evaluated at 

any particular worid and with some specific value of assignment coordinate. This same move is made 

in Situation Semantics. The interpretations are elements of situations. For value-loaded use of cr the 

interpretation will be an individual. For value-free u: 2 i t  will be a function from situations to  individu- 
4 

sls. this function is the constituent of interpretation of every utterance u containing-a., 
-- 

?. 
, 

- - r Our acco"nt of meaning in Situation Semantics would not be compJete if we did not meration 
v 

' -4 

how one can deal with non-persistent statements. In everyday life we utter things which are not 
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persistent. but still we manage to  classify them as either true or false (if they make any sense of 
- - - - - - - - 

,, . 
course) Sometimes we use non-persistent statements. not concerned about wider consequences of 

d 

.l 

such utterances N o  one is walking on the road may be true here and now, but i t  is certair;ly non- . 

persistent. On another occasion we can produce non-persistent statements quite deliberately. In Ever- '  
b 

ybody is here. let 's begin the spegker s attention is concentrated entirely on a selected group 6f peo- 

ple in some auditorium those who are t o  play active roles in a prepared experiment. or so on Certainly * 4 * not everybody is here, probably not even every person who is supposed t o  attend In t is sense the 

statement is not persistent I t  is not di f t~cult  to  see that many utterances asserting uniqueness 

universal quantification. enumeration. stating proportions, etc will be often non-persistent 'Singular 

definite descriptions are almost inherently non-persistent T o  account for meanings of non-persistent - -- - 

statements Barwise and Perry idroduce the notion of truth relative t o  some actual situation e. and 

say' thst a statement u of 6 is true relative t o  an actual situation e i f e E Id(($) NOY~ ~ i l r  earlier 

notion o f  absolute truth for statements no longer sufFices For a statement t o  be (absolutely) true i t  is 

not enough t o  have an actual (factual) situation in its interpretation We must account for the state- 

ment In a wider context What is requ~red is some locally largest actual s ~ t u a t ~ o n  e,, say the one the 
- - - - - -- -- - 

statement In quest~on IS referrmg to  The statement may not descr~be t h ~ s  s~tuation fully, but the 

situation somehow Identifies the largest context we are concerned with Then our statement u of q!~ 

will be absolutely true if e, E l d c ( $ ) .  If we are skept~cal about the actual situat~ons, we can say that u 

is absolutely true in a world w if 'w E Id ,($) This last definition however, appears much stronger 

The notion of non-persistenc is not resent in poss+ible world semantics 5u; fi does not mean , 

L P, 

that the theory cannot treat such cases Indeed. the concept appears'dispensable =and every statement - 

can be thought of as persistent if only i ts interpretation is properly constraindd If one says that noone 

is walking on the road, he means (unless he is making amglobal assertioq which may be false) that nod 
I ,  ' 

one is walking on some particular part o f  the road Similaily. Ge can make clear that by E V & B O ~ ~  i s  

here. le t 's  begin we mean actually every one whom we need. now. Constraining int&pretations of 

* 
statements in possible world semantics is accomplished by the pragmatic stratum o f  thetheory and , 

. * 



- 
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this approach is very convincing. Some statements will be insensitive to  the pragmatic context, and 
- - - 

these we can ide&fy with 'persistent ones. Others whith undergo some pragmatic evaluation before 

we can interpret them fully may be called non-persistent So, in possible world semantics all state- 

ments are persisteth, The only problem with the pragmatic (contextual) coordinate is that one never 

knows how much prajgmatic information is necessary to  make a statement persistent. But this aspect 
& " $  

appears t o  fare no better in' Situation Sepantics, the situation e, will always be relative to  the state- 

ment we make - \\ - - 

t 

To this point we summarize the major differences'between Situation Semantics and Montague's 

approach As we observed at the end of  the last section. Montague developed a veiy powerful system 

for representing meaning of natural language expressions. but he virtually neglected the problem of 

representing the language's denotational base. Except for rough intuitions we know nothing of possi- - 
ble worlds and far less how to  construct them for arty practical use. The theory of situations takes the 

opposite approach trying first to build a discrete model of-the "realitym. then suggesting ways to  relate 

our language to this model situationstheory retreats frorn,some conclusions made in possible world 
C 

semantics e g logical equivalence, necessity, generalized notion of truth but as we saw, other's 
-- -- - - -  - 

remain virtually unchanged. One of the most significant consequences of situation theory isbthe local- 
' .  

ity of the notldn of truth Because S~tuation Semantics evaluates utterances qnd not sentences some- - 

s~ntact ic manipulations on the language expressions 'may, no longer be uniformly reflected on the .. 
semantic ground In particular the intensional logic's principle of substitutivity has to  be replaced by a 

- 0 J 

collection of weaker special cases and its app!icability carefully tonstrained- We shall discuss these 

and others problem. briefly in the following subsection. 1 

e 

A typical attitude report construction in Janguage consists of  an individual, a transitive attitude 

report verb. and a sentence w clause describing the situation being reported. Thus , 



AdvancedSepantifiearie s 79 

(15) 1. John saw the temperature be 100 
.I 

2 Mary saw John eat the cookie. 

3.  Mary saw that John ate the cookie. 
e 

4 John knows'that Cicero was a famous Roman orator. 

5. John believes that a unicorn lives i n  the park 

6 Bill doubts that a unicorn lives in the park 
r 

a 

, 
- -- 

are all classified as attitude reports The above definition is purely syntactic, a'nd as such insufficient to 

. properly capture the characteristics of the attitude report phenomenon There is an important semantic 

feature which distinguishes the "true" attitude reports of (3) to  (6) from a mere descriptions of some . -  

perceptual events as (1) and (2) The former. called epistemically positive, involve some mental par- 

ticipation of the individual. while the latter. called epistemically neutral. do not assume such particl- 
- 

pation Indeed. the epistemically neutral reports cannot give a basis for concluding any mental or emo- 

tional participation of the agent That is. from the fact that Mary saw John ea: the cookie, one can 
8 

not tell anything about the state of  Mary's mind One cannot even infer that Mary saw that John ate . 

the cookie as she may say that she did not know it was the cookie or that John-was eating it i c  

So episternically neutral reports do not report attitudes at least not attitudes of the agent 'Mary can 

,not be said t o  have anv attitude toward fohn s eating the cookie she mav have even noi recorded-rhe ' 

fact I t  is the speaker of (2) \;ho may have i t  On the basis of (2) the speakp h a y  come tp belleve or 
. " 

doubt. o'r something about Mary's emotional state In thts sense the epistemically neutral reports are 
I 

qu~te unlike those epistemically positiw This can d e seen more clearly in connection with some Iog~cal 
c 

principles we di'scuss' below But the distinction remains interesting' Epistemkally neutral reports do 

not cause any of the logical problems that are so characteristic of "true" attitudes. so we can narrow 

our investigation space to  the latter class. The same approachcis taken toward remaining attitudes. 
r * -- F 

and it is con_sistent with the discrete character of the semantic theory Because we cannot generalize 

beyond bur discrete model, we have to  trace down the sources of every relevant phenomenon, approxj- 
. - 

mate its scope and state well defined exceptions..to rules There remains however. a class of inherently 
3 . , 
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1 

logical y problemahattitude report which create the core of  the phenomenon discussed c. - -  - -  -- 

for years in p h i l o s i p h y k i ' ~ a f i u r ~  attention to  the Situation semantic treatment of 

these. 

The special place attitude reports have occupied in semantics and philosophy of language is. at 

least partially, due to  their apparent failure to  obey some of the most fundamental logical principles 

which were long considered at the core of mathematical logic These are (as listed by Baiwise and- " 

Perry) the principles of veridicality, substitution of logically equivalent elements. existenti&er+qa,lizs-- - - 

tion. negation scoping, distribution of and disjunction It is not trudthat the principles fail - # - 
I 

for any instance of attitude report. or failure range i s  the same for every attitude. What 
. r 1 

ried philosopners and logicians are the versions of the above principles we state below Vye assumc' . r 

. . rr * *  
d 

that a t t  is an al2trary (true) attitude report construction like a believes that, a know$ that. 
. . 

.. or (Y sees that and 9 is an- embedded sentence or phrase being reported Occasionally we may use a 
c \ ' , 

.parameter with r$ for example +(t). to  explicate that t is a constituent of 4 .  . 
" .  

I 
b 

1 Ve~idicai i ty Principle '- I 

, - 
- - 

If att($) t hen4  
0 

u 
I \  

2 Substitut ion o f  ,Equivalent Elements Principle - 4 

If att($(tl)) and*t1=t2 then att(+(t2)) ,- 

where is the logical eiu&ale&e O 
7 

A ,  ' .t 
3 Existential Generalization-Principle 

C 
If att($(the u ) )  then 3 x  $(x) 

If att(+(a u)) then 3 x  (u(x) & $(x)). 
, . . < 

C 
4. Negation Scoping Principle 

.T 

If att(+) then -att($). D 

P 

, 



- , - 
- .  - 

- -- ~ d v a n c e & ~ ~ i ~ h ~ & i e s  - a I 

5 Conjunction and Disjunction Distr ibution Principle 
- - 

If att($U$t) then at t (6)  U at t i$) .  0 - ' "  

The invalidity of dhe Veridicality Principle for the attitudes like belreve doubt. or even assert has 
4'. 

been long acknowledged From the fact that John belleves that a unlcorn livex in the park we cannot 

c~nclude that a unicorn lives in-the park. On the other hand, for attitudes like knowbr see the-princi- -- -- 

- 
ple holds all right One cannot knaw $ without $ being the case Similarly one cannot see or see that 

% 
C 

C#I without $ being the case-This is quite an important conclusion If you say I saw that thedempqs 
" 

, " 

-- " f .  
-r 

ture was 110 being unconscious vicdm of the pacalaxa phenomenon, while khe true ternpetat& was ' 

108. then your claim wadalse '  You did not see .the temperature to  be 110 What you saw. from your 
1 

position, was the thermxx!er looking as if i t  pointed at 110 So if something-was not the case you '. i 

could not see i t  You might believe you saw it, of ceorse 

.P There v o t h i n g  disturbing about this printiple except perhaps that it once served as an evi- 

., dence that in a semaritic theory t h e ' ~ r e ~ e a n  princide of compositronhity of meaning and the asrump 
- - - -  - -- - - 0 

tlon that the@&apngs of sentences are truth values cannot coexist The former survlved so the latter 
c L  

17 

had togwe the way Recall' far exampleL&ieapossible world sernantk; gencral~zed t h t h  values - 

i -  * ~ = 

i s A f  ' *  I - - 
, ~he fa i i d ; e  of the Substitution ~ r h c i ~ l e  for att~tude reports triggered a long debate in philosophy 

" D 
- I 4-2 

1 and lQ&%6[l\. bbecatjse ~t formed-;he foundations of extensional log~c reasoning The solution to 

h '  

' - ;he problem ,acceCttd in'tbe pbrsible &rld simantjcs was the regefinition of the notion of logical , 
- a a  0, 

equivalence *According to  this revised &&t i t i on  which laid the foundati6ns for emergence of inten 

sional logic, two e4iesdbns were / ,  equivalent if and- o Jy if their intensions coincided This ievision 
3 - 

f .  t 

preserved lhe validity. of the principle of substitutkity and kxtended it o v e ~ ~ t u d e  r&&ts This hok- -- 

A 

eve;. gave rise t o  other pfoblems which we b isc ised  in the last section 
E 

J 



- - 
b 
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Situation Semantics does not offer any better solution tt states. not without reluctance, that the,' 

7 

principle generally fails for non-referential uses of substituents. and is mostly valid in referential cases. 

The authors' observation;. although still too informal and incomplete t o  be taken as an evidence,' 

nevertheless. are quite convincing They replaced the intensional logic equivalence notion statin4 the 
*. . .& 

so-called Weak Subst i tut ion Principle which ik said to work for all 'non-negative attitudes. 
\ 

". 
6 Weak Subst i tut ion Principle . 

If rl and t2 are both either reterential or non-referential then 

if  att(q6(tl)) and att(tl=t2) then att(q6(tz)). 0 - 
4 

;he principle holds for all attitude report verb: discussed in the b&k. with the exception of doubt 

? 
that considered' as lack of belief This gxception is quite apparent and by no means surprising. If 

d 

-believe(+(tl)) and -believe(t l~t2) then one certainly cannot conclude that -believe(+(t2)). If John 

does not believe that Tully was a famous Romrm-orator, and he d&s not believe that Tully was 

Cicero he may still believe. or even know, that Cicero was the famous Roman orator Udfortunately. 

so stated the principle is plainly invalid It seems acce~tabie for simple attitude report cases. but fails 

whenever an iterated attitude is involved Suppose for that d stands for Ma ry  believes that I, was a -  - 

famous Roman orator. and tl and tz are Cicero and Vul ly respectively Let then a t t  be John 
- 

believes that Then from the facts that John believes that Mary believes t at Cicero,was famous 2 
Roman orator and that John believes that Cicero was Tully, it follows by the above principle, that = 

John belleves that Mary believes that Tully was a famous Roman orator. an obviously wrong conclu- 

sion An even more shattering counterexample can be constructed with the verb know for which-the 
*> - 

Vxidicality ~rinci$<-holds For non-iterated cases of  (positive) attitude reports the Weak substitu- 

tion Principle seems valid but i t  does pot get us any closer to  a better understanding of attitudes. 

--. 
Existential ~eneralization ~ A n c i ~ l e .  known also as the exktential qudntifiLtion scopi;;g' problem, , . 

x L. 

has i ts  sburce i n  a wiaer lirtguisti.~ phenomenon of distinguishing bet4een referenfial and non- 

referential uses of certain classes of noun phases. In general the principle is valid for referentially used 
I 



noun phrases, while invalid for the others F O ~  attitudes the principle is a c~rnbination of the veridical- - - - - - 

ity princ' le and the quantifier scoping problem We shall discuss the issue in Chapter 4 \ 
a,,  The prin le of negation scoping is said not to work for beliefs. doubts or asserting. although 

a 
as Barwise and Perry point out. we are willing to  accept it in certain cases If I believe that Jack is not 

sick, then I c k r t a i n ~ ~  do not believe that he is. The only cases where the principle fails appear to be 

confusions with the principle of substitution I may believe that Jack is not sick. but at the same time-I - -- 

can strongly believe that the person I saw from a distance last night. not recog~izing him as being a 

'P 

Jack, is apparently sick Barwise and Perry conclude that if the negatioil scoping principle were valid 
0 

for beliefs we would have to  accept the contradictory information that I believe and do not believe at 

the same location, that Jack is sick. This confusion comes from the implicit use of substitution princi 

ple which. as we saw earlier, ddes not hold for attitulles There is  nothing'contradictory in believing 

that Jack i s  not sick. and believing that the guy I saw last night is sick It might after all, happen that ' 

b? the guy was not Jack, as I certainly assume, or rather do not assume he w s 

The principle of conjunct-ion distribution holds for positive att~tudes that IS those !hat.do not 
# 

involve negation The parallel principle for disjunction generally fails Exactly the opposite happens :or - 
negat~ve att~tudes as doubt that by v~rtue,of some elementary log~cal laws The principle cf d~sjunc 

tion distribution works for episternically neutral see (called see,; in the book) for quite obvious reasons . 
, as the evidence for that kind of report is given entirely by the surroyndinr sitdahon and does not 

4 

involve the agent mental participation. It also works for so-calied primary use of ep~stemically posttrvc. 

see that (called see,). where the agent actually witnesses the situation he is reporting ThSs comes as 
, 

the result of the observation that if a sees, (hat q6 then he also sees,, @ '  where q6' is the ~nfintttve ,~ 

form of $ Primary see that report is therefore not much different than that of see,, the only 

I. difference being in the assu ption that in see, report the agent actually recorded the reported situa 

t~on .  'i e.. he actually comes t o  know that 4. but i t  does not invdve any more significant mental pm- 

cess The distinction, although interesting. 'does not help much with other attitudes 



Let us now discuss 'briefly the S~tuation Semant~cs approach to  the meanmg of a t t~ tudc  reports 
- - --- - - -- 

The meaning of an ep~stemi posttive attitude report a t t ( 4 )  is defined as the jel3tion 

(16) d c(at t (4))e 

- 

between d~scourse situations speaker connettrons and described situat~ons e 'The def~nt t~on would - 

not be very ~nformat~vr t  rf 11 did not relate the meanlng of the report t o  fhqt of the reported event 4s 

- 0 

requwed by the Fregean prtnciple of compos!tional~ty of meanmg Let therefore a.be tbe'agent of some 
- -  -- - - - 

att~ tude report a t t f 4 )  We have 

, 
(17) d clatt(c$)]e iff ~ e "  eitker d clr$]e' or e '  1 s  incompatible w i t h  e,, 

- where eo IS the s~ tua t~on  Q IS aware of by means of h~s/her at t~tude a?t towards 11 
- - 

The nd t~on  of ~ n c o m ~ a t ~ b i l ~ t ~  1s relative to  what a sees knows belleves or asserts et: In e i s  well 

as-what he/she is concerned about In a s~mpl i f~ed account e IS ~ncompat~ble w ~ t h  e,, II e , U  t.,, 1s 

mcbnsrstent i 8 contains somh contradictory facts That means that every s l t u i l on  e ' wh~ch IS not ' 

~ncompatible with e(, k t o  be described by some utterance of & These s~tuat~ons create the class of 
,, ' 

5 
appropr~ate at1 alternatives (seeing alternat~ves believing alternatives knowing altcrnat~ves etc ) of 

D 

hke the case of c o n s t r m ~ n p  "the other propertyn In de  d t c to  readmgs of noun phrases Thc most 
< 

e lernent~r \  constraint r ~ o u l d  be to requlre that every agent s att alternatrve has to conlaln LJc. rc.porlvd 

'9 

fact cf Cooper (1985) In general this may be too strong a restr~ctlon but ~t gwcs u< a pretty good 

rdea what the alternatrves are Indeed they resemble Montague s ~ntens~on\  Alternat~vrs dre po\s~hlc- 

= 

situations and this begins to  sound famihar 
' 

Therefore a is performing the following mental process t je  excludes all sttuat~ons e '  wh~ch are - 
incompatible with eo In all the remaining situat~ons 4 must hold to  guarantee that indeed a a t t s  4 

-t- 
The interpretation d att(r#~) given d and c will be then the *.;' of  a3 these situations e such that for 

every situation e'either tte-ielation < I  (incompatible,,, a2') 1 > IS In e or d.c[+]e' holds The at11 

tude will be true i f  at least one of e ' s  is actual (or factual) that 1s thpre exists at least one situation 
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2 .  

el suc that d. el and < I .  (incompatible,,, &e';') l >  js not in e and there IS no situation el such 

I - 
that h e 2  %id < I .  (compatible,,, a 4. I >  iCK,i~kro"k3lIjCS s atiitude can be dete;mined-by ' 

the s t of ets of situations which are incompatible with what he/she knows por seeing and knowing).- ( > ,  
or knows and belleves (for believing and doubting) Knowing i s  also restricted by gerieral laws, external 

to o s mind If what o "knows' does not agree with reality his ap ar&t knov~ledge appears mere P - 
belief 

A disturbtng thmg about this approach is the informality of the notion-of compatibility ln tu i - -A -- 
* 

e 

trvely a situat~on el is compatible,,, to a situation el if el G e;, and el involves,,, e2 Unfortunately. 

the relation of involving i s  rather subjective. and depends a good deal of somebody's mental state. If 

John believes thatSBifl took his book then he probably h a ~ ~ n s i d e r e d  a number of alternative courses . 

of events that might have resulted in his book not where he left i t  last night After exclusion of - - 
+ .  

all mcompatible srtuations such as himself putting ~n another place John comes to  the con- 
L 

clusion that all remain~ng situations include Bill walkmg away with the book That is wTy he believes 
z 

that B ~ l l  took his book ' -. 
I) 

- - -  - --- -- - 

2.2.6. Cbnclusions 

In the'last two sect~ons we drscussed often srmphfvmg the account two contemporary semantrc 

theories primarily aimed at providing a satisfactory account of semantics of natural language - two 

quite different theorres On one side we have the possible world semctnttcs very formal and elegant 

w ~ t h  roots In m M n  logtcffrom Russell and Frege onward The r ~ c h  rnathem&al apparatus of the 

approach often identified with theMontague s intensional logic system. gave i t  the characteristics of a 

-tical theory. with all the consequences of the model-theoretic foundations On the 
4 - - 

opposite side (but as we saw not at an antipode) there emerged the "innocent", intuitive, and to  some 

-- 

degree i w x m a l  Situation Semantics which from its first statement breaks with the Fregean concepts. 

and looks for its foundations in earlier semantic systems Although built on some set-theoretic base. 

the theory tries to work out its own methodology which. at the time being. is anything but a formal 

0 
% 
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sjlstem Some critics of Situatian Semantics maintain that the theory cannot be taken seriously until .. 
- - - - - - - 

its methodo lo~ca l  foundations are well defined - - I. . 

For us in Artificial lntellig;nce there ir hardly time t o  wait until the founda2ional piablems have 
& 

been settled If a theory no matter how informal i t  happens t o  be offers some advantage: over the 

existing approaches..we shall try to, utilize i t  in our work Situation Semant~cs does not give answers to 

'many questions that plagued possible world semantics and the cost of maintaining the "innocence" of ' 
* 

the theoiy may outweigh i t s  alleged virtues as seen from the computational viewpdint The power of--- -- - 
- 

the theory stems f rom the ingenious insight in the way people may actually comprehend the world by 
% 

manipulating mentally and numerous sorts of situations The concept of s~tuation i s  not a 

new one but  we believe thts is the first t ime it has been made so central and so explicit 'a notion in a 
* 

semantic theory Backed by the attainments of modern philosop'hy and set theory. Situatibn Semantics 
- 

tries t o  challenge the overly complex. *non-American" Montague'-system But when one looks closer at 

\both theories i t  can be seen that they me; in many places f h i s  is a'comforting observation The 

theories do not contradict each other and in fact they may be considered as mutually complementary 

In the f~J l0wlng chapter we shall present an olrtline of '~II alternative ~ t o d e l  for naturdl Ianguqiy 
- - - -  - -  - -  

understandtng It IS n av that we shall propose a new sernantlc tkeory ~n thts thesis What we 

suggest IS the way h at~onallv ortented svstern should be bud{ We shall also show how 

the major semantic t uage relate t o  the framework and why thelr direct computer apph . - 
f 

cations seem questtonable The proposed model whlch we call  A Theorv of Stratifled Maanlng 

Representation has a very h~gh-level character and we do not Intend to convince anybody univocalty \ 

at this stage that this is the only. or even the best direction In the following chapter we shall only 

loosely sclgg@ how the model can get instantiated in any practical situation, and why this appro 

promises computational tractability The next three chapters will actually fill selected slots In t 4 
-- - 

framework Although no attempt is made t o  build a new semantic theory for natural language we shall 
t 

demonstrate the ways in which the most valuablafeatures of the above presented semantic systems' 

can be harmonized giving a ground for a more powerful alternative 



. . . -  
Chapter 3 . u -  . - 

+ A Theory of Stratified Meaning 

3.1. The Stratified Model 
> 

Any meaning representation must mediate between a universe (or a worid) which is to be 
- 

described, and a language which is used to  express (or represent) whatever one knows. observes. fore- 
& 

sees. imagines remembers disagrees. believes etc about that universe The language is equipped 
J - 

with syntax and semantics rich enough. to be able precisely to  represent everything we want to  

represent In mathematical analysis. for example we use a carefully designed symbolic language to  , 

communicate about functions, sets. a* their properties and behavior In every%ay life, we speak our 

natural (human$ lang jage talking about-surrounding reality and non-reality Both situations-can be-- - - 

L 

included in the model outlined above. yet there is some stgniflcant difference between them This,:- 
1 

- 

difference 11es in the "d~stance" between a meaning representat~on - - language and unlverse In this b~polar 
-- -- - -  

;nodel (Figure 3 1) In the case of the symbolic language of mathematical analysis. this distance IS 

- 

rather small in the sense that no intermediate-level representation is necessary t o  map the language 

Into the universe that is  to  establish a correspondence between well-formed expressions of the 
\ 

language and parts of the universe This situation complicates significantJy,when we examine human 

natural languages as r n~ in i ng  representation languages Human languages evolved over centuries. and 

they are so copplicated and sophisticated that they require some non-trivial decoding process in order 
- -- 

to uncover the mapping between a language and ?realityn We can therefore revise our bipolar model as 
/- 

illustrated in Figure 3 2 Now. we can select some artificial. relatively small universe, e.g.. a blacks 

wwM. or extensional database for example. and devise a language which directly manipulates that 
8 



Figure 3.1. The %ipolar'model of meaning representation 

> 

c 

universe Some translation program would th$n map a limited subset of natural language into this data 

manipulation language problems emerge soon after one attempted to enrich the s t k t u r e  of the 
r 9 

-- - -- - -- - 

universe t o  make things behave more like the real wo'rld A more complex language IS needed to  
-/ 

9 

express properly what is on .In the universe Subsequently the Ianguagd decoding prae& corn 
\ 

plicates considerably Before long our translation program segments into number of not,necessarily 
-\.-- =-- . -4 

sequential subtasks. each of which presents a separate research and programming challenge At  the 

same time the gap between the,ultimate meaning representation level and the untverse widened We 
Y 

could no longer d~rectly manipulate the u~ iverse  with the meaping representation language- Most-ofL - - - 
b 

1 

the earlv Al  systems fell mto  this general framework 

- 

The denotat~onal base for human languages IS so extremely compl~cated that the desrgrt of ~1 - . 

full-size mapping from the decoding level in to the universe ma? be an enormous rask assum~ng that 
\ 

the decodmg level preserves the expressive power of the source languagc Although wr ma:, not 

Figure 3.2. A revised meaning representation model for natural languages 

w t 

Natural F Decoding M 
Universe 

Language Level - 
- - - 

t 

- 

A 
- 



romprehepd the universe dir&tly. we can paintain i n  encoded image so that the pappicg could 'be 
-- - - A -- -- 

$" 
, 7 -  

rected into it Ourmodel of mhaning representatio$.'therefore can be modified once again as shown' 
r - 

in F'igure 3.3 Thus we set off sirriultaneously. from- bothsend$ of the model, and create two intermedi- 
.tp 

ate levels of Source Language Approximatiob L A )  and* Universe Approximation (uA). t The '. 

a .idea of approximating reality is a l m o s ~ ~ s c i e n c e  itself. When the univgrse did not fully . 
' 

cotpirate w f  i t e n  cteated s impl i fYkdels /' 

r g "  

or another. If we chose our 

\ 3 . .  - -- 

model~ wisely. we could discove~ some actual laws Although- gavezperhaps only a -  --- 
---/ 

retouched,image of the universe, they were easier to manipulate and speculate upon the original world. * 

4 

Yet if we wanted 0th discoveries to "have any practical significance. we had t o  provide a' means of 

mapping the. model back into t C  original "niverse This p&ss might involve restricting o&-kvs  to 

only well-defined situations. but that depends to a considerable extent on'how precise our model hap 
il 

pens to be In general. the more accurate a model. the more credible our findings. For example. 

Newtonian mechanics once appeared to be a precise approximation of the real world until a relativistic 
* 

theory showed how simplified a model it was Nevertheless the -New,@nian model can quite appropri- 

ately be mapped into a well constrained part of the universe 
-- - - -- -A -- - - -- - - - -  - 

Analpgousl~ for language translation we may find it easier to think of the ufijverse approximation 

as a'step b~ siep process We can build an n-degree approximation which dois'not have to be done . 
a .! 

-- 

Figure 3.3. Bipdar meaning representatian model with bilateral approximation. 

A 

Source 
'Language - 
. SL 

t The proce~5 of deriving the trniverse approxlniatlon I5  of cotirse fro111 U to UA. even if in Figure 3.3 all a r r o m  lead in one 
d ~ r u t m n  In 1x1 these arcs tan be traversed In both directions and the one we chose here is to stress oui maln Interest tn the 

F SL Decoding 
. 
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Level , Level 
SLA U A 

t - 
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U 
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A  heo or^ ~f Stratified Meaning~Represesentatibn . 90 -" 
-- - -- . I 

skquentially , There is nothing. however, toprevent us from formulating .our present theory a1 a corny - 
a 

. - 
fortabty icteatizect tevet Tkus we have-a hnguage'and-its subsequent decodtng IGGls.' and there a , ' "  

universe with all these encoding md; lds.*~bw do these. both side approxim~tions relate t6 one another? 
\ 

t 

Well, they might Be just two indepeden< proce&es driving in opposite directions toward some more 
. 

or less close encounter In our theory however. we assume that for every language translation step 

there is B rsspective move (baikward) from on; un!verse model to another In -other words. every - 
meaning representation level for the langudge should have an accompanied universe model such that & 

- - - - -  - ,-- - - - A .  --- 

is fully capable of describing i t  In th is sense, we reduce the problem-of describing the relationship 
fl - 

between the source language and the original universe to describing a mapping between n-th 'degree 
* ,. 

approximations of both -One may object h i re by &erving that not every step .on the Left Side 
- 

(language) will change the face of the Right Side (universe) If this is the case. we can always intro- 
I, 

4 *  

duce some identity transformations where necessary But. for now the universe n~de l l i ng  i5 far less 

understood than the language manipuldtion 

- 
Now we put our discussion into more formal terms and add our intuition about what underlies 

this/general framework Let F 5L - SLA and G' UA -- U be the language decoding transforma. 
- - - 

tion and the universe encoding t;allsformation respect~vely If F and G can be deflned then the origi 

nal problem of discovering the mapping between SL and U v~ i l l  have been reduced to (probably) a 
- - 

I 

somewhat easier to  formal~se relation between SLA and UA There are two major factors influencing 

L 

the-relakve difficulty of this mapping we want to reduce One is the inherent amb~gutty of source ' 
* 
i 

language The other comes from the lack of a sufficient fragmentatton d the universe In the sense 

that we could always select a piece of  i t  which exactly 

This is. among others. what the Stratified Model is * .  . 
F. 

that the one-level approximation depicted In Figure 
/ 

sequence, d subsequent fbu# not m e s a &  sequential) both-side reductions 6. -F ,,, a*,. - . +--- 

language processing problems. I 
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+ .  - .* 
4 

such that' F i .  SLA,-j + SLA,. and G, UA,.+ UA;_j.J and such that the bipolar model a - - -  - * .  - - -- - - e, , , 
k? 

' < SLA,,. UA,;>: needseno further reductions ul;imathy we obtain a stratified mapping from SL into G. " ' 

' 5 - as shdwn scherriatically below 
- 

'k- p 
i 

# ,  

where M is  a mapping in the bipolar model 
It - 

v % 

The model presented above is quite-geueral, and idealized to some degree: we shall be a little 
- - - -- - - - -- -- . 

more specific about it later. The first point to be made is that the structure presented in (1) (slightly 

simplified for expository reasons) can be considered a s  a. jver-busy+machinery. possessed by some 
hl 

/ 

intelligent individual, which p-asses informati0t.l through and back between SL and U..Part of this flow 
- & - 

will accumulate at some SLAi levels, preferably at these levels closer to the centre of the structure. 
I Y '  

This information will then provide a necessary context. knowledge. beliefs. etc for interpreting further 
. , 

flow In this sense the transfotmatisns on-both sides can be steadily kriched. Another alternative is to 

I D b 

relegate the knowledge and beliefs" to some external knowledge base. thus making the model user- 
t 

independent In such a' case. the structure in (1) is incomplete because. to make it work. onk has to 

- - -  - --  - 

brmg I" some ~nd~v~dual knowledge base and ;lug i t  ~ n t o  ;proper place in the model B y d o i n g  so we 

can guarantee that ttic't~ansformations will get the necessary support Although we do not favor either 
\ 

of these possibilit~t&~ for the current presentation we assume the latter inferpretation Whenalking of 

transformations F, s and GI s. we shall always assume that an adequate knowledge base is being pro- 

vided 

The second question which arises quite naturally is how many strata are there, or perhaps, what 
, #  

s i s  the minimal number of them in a realistic natural language system. It is not easy to state any con- 

crete numbers but the ,need for at least one level <.SIA1. UAj>  over the original language i n d  
, . 

- universe should b e  ackm&dged (see our discunimearlier in this section) W e  feet, however l h a t  a 

few more teps will be Aecessary, andl most important of all. the9 cannot be reduced30 the single a 
t It should, be relalively &+ tha~ transfmtnations F,  (and G,) are not functions. in general. therefore the notation 

Fi S SLA;-, x SLA; nmy seem more appropr~ateat,times. 

- 



-- - ~ T b e o t ) c d % c a t i f i f l e a ~ i n g ~ 8 e p r ~ ~ t a t i o n  , , 92 

stratum scheme o f  Figure 3 3 without a serious damage to  the model Both the laiguage and the . : 
1 - - - -  * - - -- - - --. 

Z 

tn iverse can be ambiguous in many ways. an2 a practical model has t o  define explicitly all transforma- . . 
9 e . * 
4 

tions required.to rea=h the uli imaie stratum k&t in this matter may be provided by the fact that a t 4 -  
- is C .' -. 

different stages of language processing we requiree.different amounts and quality of extra-lingual infor- . . 

mation for interpreting language expressions Too much external knowledge. especially when applied at 
-- 

a too early stage can be as undesirable as its lack Recall for that the difficulties faced by the so- 

catled "semantic grammar" approach to  natyra! language understanding The question is difficult-to-- -- 

3 *-t 

2j / I I 

answer also because of the '3ck of balance in our knowledge bn what t o  expect on the Left side (the 

language matters) of the structure and its Right Side (the universe models) While we know a good 

deal of how t o  process the language. the urOiverse representatton issues wererarely addressed beyond a 
- - 

one aegree approximation The theory of situations discussed in the last chapter may shed some new . 

light on these problems. and we shall discuss the relationship of ,this theory to the Stratified Model .  - - 
later in this chapter For the moment we concentrate mostry on the Left Side as this thesis addresses 

,l 

the problems that we consider to belong somewhere to  the left of the M transformation However ,,,, 
E 

some issues like ambiguity for example ars characterrstlc t o  both sides 
\ - 

There are many ways t o  model the Left Side if we forget the accompanymg ~ l z h t  Side lor '4 

moment Specif~c instantiations' may vary but from the current At practrce one ran  expect someth~ng 

like the following Some early F, transformations (for I = 1.2.3 ) would be concerned wi\h such *' 

linguistic problems like phonology lexical an2lysis or syntactit parsing Those transformations closer 

t o  the centre of the model (i = n-2.n-1.n) would be mostly devoted to  semantic and pragrnat~c 

# 

issues like anaphora resolution, inter-sentential dependences, general discourse problems Again we - 
P -- 

do not insist that this old-fashioned segmentation has to be maintained In fact, transformations f ,  s 

- 
&e closely related t o  the changes in our perception o f  the u6iverse. These changes are reflected in 

deriving appropriate representations o f  involved utterances by the transformations on the Left Side of 
.% 

the Stratified Model Consequently, we can impose no limits on the quality or quantity of information 

4 4 .  

(linguistic and otherwise) that is t o  be used by an F, as long as the desired result )is produced Some 
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degree "of sequentiality of processing will probably be desirable. but the distinctions between different 
- -- 

\ 
- - 

transformations may be defined along some other the traditional dimensions 
0 - .. . i .T- 

4 
f -. 

A m.eaning representation languagedat any level'SLAi will be determined by the transformation F, 
+*4 

leading to it The better understood a tranM6rmation. the more we,can say about various deiails of the 

meaning representation i t  builds Recent work in Al, linguistics, and philosophy t w c h  on what to  

expect at different SLA, levels, for example, see Quine (1960). Cresswell (1973). Le is (1976). etc.. \ 
- - --- 

Many of  them are listed-in the biblipgraphy scKtion;at thetend ~f this thesis '$&hal# not 'nvestigate. 
, . n -- 

into these problems here Instead. we show how the two major theories of language disc sed in the - 
last chapter can be accommodated into this framework It would be i@@esting also t o  provide some 

0 

hints on how to  construct the ultimate SLA. level FZtT however- lei%$discuss briefly thdproblem 5f . 4 
ambiguity which inherently arises for any stratified model. no matter how we projec $ ~ t s  structure 

I IT - 9  
The problem is esent in bpth the Left a$d Right Sides of the model * .- ;; 

-3 rirp '$. 1. 

that at any level SL$ all expressions of the mearipng representation Iwuagd pf this 
?,$.r' 5.4- 

level are unambiguous in terms of the untverse UA; correspondin&to SLA; in the Stratified Model In 
", . . 

. other words d a, E SLA, then there;s at-most ones, E UA, such that M,(o,)=P, where MI is-the -- 

, - < A -  fi 2 AT 
? *.-;r 

semantic mapping available at the stratum <SLA, UA,> This condition extends on every stratum 
I , $ 2  

h r  O 6 1 6 n  'The English sentence (or an utterance of I!) E verv man I o v e s ~ a w o ~ n  is  unambiguous 
xi. 

$& y'. % .*" * 

in the real world although i t  describes more than one different "situation ?'T+ese "situations" are 
-% 

what the sentence gets unambiguously mapped onto Hov~ever when we try to represent the sentence 

rn first order logic (at some level SLA;) we obtain at least two different transiations each correspond- 

ing to  a different "situation" at some UA, Ambiguity is therefore introduced by transformations, and 

we should be aware of Jhis + 

i . "  . b 
Let a, be an expression at level SLA,. and let f,+l(a,) its translation into level - SLA,+I. - In -- - 

general ~ ; + l ( a ~ )  will be a set of expressions from SLA,+, that account for a; ambiguity relative to  the 

characteristic of this level a, may be very well ambiguous i m  some other aspects but it will go 
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& 
, unobserved here- lmdgine that for the transformation Fj+l tbkre is the inverse transformation F z l  

-- - - 

-4 

such-that it returns the set Fl+l(crl) back into cui at  the level SLA, We$have- 

"r 

is e'xplanation is slightly umeal~stic as some of the s win probably be elihinated as impossible 

(excluded by the SLA,,, s langu&). or even unlikely (if we admit some probabilistic or common- 

k,  

fprmedness. $%! example a lexically ambiguous sentence may prove syntactically uniform. etc So we 
a 

4 

have t o  add the obvious constraint t o  F,+l(a,)  t o  the effect that for any a, E SLA,. 
c-' P' 
i 

When it comes to  the next transforhation F,+?. all a,+, s will be translat'&d by themselves but we will 

probably want t o  keep track of the translation structure built by previous transformations , .  

More or less the same happens on the Right Side. when approximating the universe The fact 

that we discover an ambiguity in a i s  a consequence of the observation that the 
- - 

"s~ tuat~on"  the utterance refers t o  in the c$esponding universe model is not uniformly perceived, i e 
L 

l t IS amb~guous A new unlverse model IS being derlyed by some G, In whlch the old s~tuation IS , 

G replaced by t w o  or more new distinct situations although the former sltuatlon may still be observed - 

The corresponding transformation F, on the Left Side derives appropriate l~nguistlc representations of 

the ambiguous utterance As a consequence we regard a transformation F, as a llngulstlc process on 

an utterance that reflects a new perception of the universe new structuring new fragmentation, new 

generalization. etc In this sense most o f  the meaning-preserving string manipulations on a linguistic 

expression will not be classified as autonomous transformations in the Stratified Model A 

- - - 

Let us now examine the structure o f  a stratum <SLAi. UA,>. 0 6 i 6 n .  that is, a pair consisting - - 
v 

of a meaning representation level and the corresponding universe model within the Stratified Model 
t 

t W e  place the word " s ~ t u a t m "  tnto apostrophes here to a v ~ l d  a reference to the theory of s ~ t y i b n s  * 
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We have assumed eailier that the language of the level SLAi. the i-th degree transformation of'the 
- - - - - - - - - 

source laneage SL communicates about *UA,. the i-th degree representation of the original universe 

.'? , 
U In other words, there exists a m&bplng Mi, call this mapping semantics if you like. such that 

. a *  

Mi(SLA,) = UA, Except for the ultimate mapping M, = M in the Stratified Model, the relation Mi i s  
d 

- too com~lex to be computed di ectly It is quite common in -current Al practice' that an MI is  4 
9h 

-attempted for implementation before the ultimate stratum is reached, that is. for i < n  In effect we 
Q 

, normally describe some submapping Mi C MI such that b 
- - - - - - -  

0 ?4 

(4) SLAi 2 SLAf UA; Q UA, 
. . 

\ * -  * ' \G! 

> . P  

with the problems not covered by Mi given a&$est. some ad hoc solutiocs. Though undesirable, the 
4 

method resulted in quite a n-umber of satisfactkry. but of limited utility: Al  systems, e g .  LUNAR = 

(Woods et a! 1972). PLANES (Waltz et al 1976) MARGIE (Sc3tank 1975). etc Our ultimate goal 
\ 

can be roughly verbahzed now to' find that ultimate stratum < SLA, UA,> so that M, could be 
. h 

Y > i\ 

entirely computed A hint on what we'might expect to find at this stratum may be provided by what 
< 

we feel should be the ultimate meaning representation level for'the source language 

It iuould br most dewable by- the time we-reach the level SLA,,'when translating some expres- , - -- 

slon o from SL = 5 1 4 ,  t that we get a single (not a set of possibilities) representation a, o i  a at 

SLA,, if one can'br produced at all That 1s - 

(5) FnOF,,10 OFl(cr) 7 a, E ,SLA,, 

,?here F , i l F ,  is  a transformation t ,zit cornbites effects of constituent transformations The ievel 

SLA, wmld be therefore the' one at which every expression of SL gets a single. unambiguous 
. * '.. 

representatton We must remember that the notion of ambiguity is relative to both the SLA,,'s 

* 
language and UA, structure At one possible SLA, we may get a set A, of an's as the translation of a. 

* 3 

but at another, the same set will be considwed as an atomic expression- This considerati~n introduces -- - 

k 
an eleriient of subjectivity into the translation process which cannot be entirely avoided In a iense. 

+. 
. .  . .  

t Renirniber ttiat r#m&$ not have to  be any coninionly u n d e r s t d  s y n t a c t i  unit. and may stand for a entw d~rco~~rrs 

- &  
P 

a 3 

, - - 
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therefore. the original p r ~ b l e m  of f indingthe m a p p i a g M . m & ~ ~ ~ e h ( 5 )  W~LL&HI  11 ' 

'face value. language is unambiguous but an utterance can rarely be taken at face value When we utter 
f 

8 @ - 
anything we certainly mean something by that utterance. and i f  the hearer expects so as he mosi 

probably does, our utterance is potentially ambiguous for hlrn That m,eans that both speaker ahd 
?' / * addresseeLactually compute ~ o k e  steps in the Stratified Model ' to gat $he intended and presumed 

I 
\ mea&ng  of^ the utterance respectively, by reaching the sarn'e ultimate stratum cSLA,~. UA,,> This 

* - -  - -  -- -- I * 
-C 

'condition connotes that mot all stages in the Stratified Model are of equal visibility and some may b 

r "[ 6 passed unnoticed 

c dJ 
1 

- f " %  
3 

\ 3.2. Discussion 

Let  us excr dhe possible way to  accommodate M "d ntague PTQ and Sttuatlon Theory In our 

framework We show of these theories and suggest d way to  correct them Then we 

define the extent t o  which this thesis contributes to  the stratified Model t 

? .  
* *?&  

We take Montague s PTQ as - a partisular - example of a natural language system - based on posst 
- 

' ble world semantics When compared to  the Stratified Model ~ f b  exposes a strtktng tmbalancr in th r  . e u 

,*% , 

degree of development of i ts Left and Right sides i'Vhile the language transformatwn problems (.it 
- 

least from some level) are well worked out (especially when y o u d d '  some extensions to the urignal 

I , 4  -* 
+I theory as suggested by Partee (1976). Thomason (1976) Dowty (1976 1981) etc ) mde l l tng  the 

unlverse IS vrrtuallv neglectec! The most natural interpretgtton IS t o  consider the PT0.s s v s t c w  of 

- 
possible worlds. as the  (alleged) ultimate representation of the universe UA,,, Yet as we have hlready 

d y  % 

- 7 \ 
\ 

pointed out. no intelligible decoding p r y i s  suggested t o S l a  e possible worlds t o  reality nor how 4 
t o  build a proper systern'of possible world3 in .a general &e. On the languaee side we can clearly - -- 
differentiate three right-most levels. call them SLAW2. SLA,,,, and SLA,,. with SLA, bemg mapped 6 

v 
o n t i  UA, One can easily identify them wi th "the fragment', its image in%te categorial gramma,. CAT 

I 

f ' . 
and IL, respectively The earlier stages SLA; for i < m 2  are left implicit PTQ specifies then except 



, 
I 
s ' 

97 . , 

- the mppprng M, between SLA,, and UA, flL semantics) two major transfwmatjons on the Left Side 
- - - 

O r  I ' I  
-The transformatron f ,,, takes -the fragment" onto the language of pmarkers in the categorial~grarn- - . . 

k T A "  , A -  . 
mar Mmtapr (1974f) The.trinslalion into IL accounts fa the n u t  transformation );, ' ~ i ~ u r e  3.i  

B c h  piacts PTQ In the Stratified MeJ scheme f - 
" .  + .. 

rZ / .  ' 
.Perhaps the reader has observedu that we used some subscript m instead of n (m < n) in ;eltoting 

b 

YTQ a final stratum <SiA,, UA,> This IS because)ye think that Montague ctosed the Left 5 d e  . 
L i ,  = .  

- -2 " - 

tao w l y  Mcittagtre s sysrem l&es unresdved, the problems of inter-seniential dependewes, aidf ' 

drscowsc-anatysis We suggest some sdutions to these problems in this thesis \ 
1 

let us now turn to  the theory of sttuations From the perspective of our Stratified Model. the 
T 

- - L 7  - 
only ;hmg that 15 dearly visible is the ult~rnate stratum <SLA,, UA,,> with S L A , , ~ ~ ~  the language 

0 

- - - - - - -- . - - --- -- - 

- 
2 - 2 -  - - L -  ---+>----- 



of abstract situations and UA, being a system of "real" situations. Barwtse & Perry (1983) Altbough 
- - - 

no sp&i-fic decoding function is proposed the structure of real situations as presented by ~a rw l se  and 
B 

Perry (1983) is rich enough to  give one a pretty good idea how to build the Right Side and reach the 

-- universe This  provides some imight on how the approprtate transformations GI, GI,, GI hay 

look. although we won t bother to invektigate these problems here On the other hand. rbe Left Side ts 

Z + 

completely unaccounted for We might pickup some intuitton on what to expect in the f,, or perhaps 
- 

even F,,, transformatron but th~s'certainly does not close the gap between the-sour@ natural -- - 

language and the language of abstract situations Finallv let us observe that the ultimate stratum . 

<SLA,.  UA,> of Situation Theory is very likely to be the right one but as we remember f rqg  i h r  - 
last chapter the theory still needs to estabtisk. formal fouidations before one can fultysppreciatc tts 

-- - insights Figure 3 5 shows how the Situation Semanttcs theory looks from the Stratified Mcdel 
- --- -- -- - - - - - -- - -- -- - 

0 .  

viev~poin t - . 

Ftgures 3 4 and 3 5 actually show thai both language theories are mutually complementdry even i f  we 

feel thaj some more SLA,. i >  m levels are required In thePTQ scheme Suppose we can create such a 
~- - 

l e ~ e l  St! A,  (after s t i r ~ ~ f  necessary mqdificat~ons to-the other elements In the nrodt l )  If mw c c2uld - - - 

Figure 3.5. Situation Semantics in the Stratified Model 
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somehow Identify the modified PTQ s SLA, with that of Situation Theory. we would k very close * 

indeed to the Brst complete Stratified Modell What need todo is  the fdlowing Remove the exist- 

tng SLA,,, level (IL) in the PTQ scheme and replace it by two new levels SLA, and SLA,, to 

account for inter-sentential dependencies and discourse analysis problems. respectively Then rename 

levels so that the uit~mate stratum becomes iSLA,  UA,,> These operations may. in fact irrvdve 

>ome changes to some earher levels SLA,. J <rn in particular to the sentence representations pro- 

duce by the fragment s categorial grammar This aspect of the problem will also be discussed in this Q - - 
--- -- - - - A - 

thesi z/ Then comes the most difFicult step LO reach an agreement between 5LA, levels of the 

modified PTQ and Situation Theory This should not look so hopeless considering our discussion from 

the last chapter Finally. we build the Right Side and adjust both sides to obtam * a Stratified Model 

Finally we come to the last prohlem we want to mention tn this chaplet What we still requtre ' 
-- - - -- - - pp -A - -- - - - -- - 

for our scheme to work i s  some new ~napping M. the semantics at the < SLA,. UA,,> stratum Two 

i, 
possible candidates are in sight The pssible world semantics. and the Situation Semantics The 

Figure 3.6. The fragment of the Stratified Model built in this thesis 

from SL . . 

* . . 
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sttuat~ons The latter IS more promlstng though it lacks necessary formal foundations T o  use the 

situation thewv in an Al  system we have to formahze transformations GI and find proper foundations 

for M Thls seems to be a big job indeed Then maybe we can find another alternative? We think that 

this thesis takes us towards what we belleve is such an alternat~ve 

- 
A lot &f work remains to be done We do not provide answers for all of these questions We sug 

- - - - -  - - 

gest two extra levels to be added to a scheme resembling that of PTQ with strong emphasis on the 

fact that the ultimate. meaning representat~on should be identifiable (at least theoret~cally) with that of 

abstract situations Some elements of the two levels SLA,,-, and SLA,, are described in the next 

three chapters which make the kernel of the thesis The appropr~ate transformations F,,-, and TI,  will 
b .  

be the translatinp. into some A-catemal language A (chapte;s 4 and -5) and disarnliguat~ng I" ---- 
discourse (Chapter 6) We discuss whether thcso de'f~ned level SLA,, can be a right cho~ce for the rtltt 

mate stratum We shall also investigate selected problems of universe modelling especially at the - 
level UA,,,. in connection with our Theory of Names and Descripttons presented In Chapter 5 Figure 

3 G s h o w  the levels of the Stratified Model \.~e discuss in this thrsi \  



. i - .  
'2 1 

We assume that we have an arbitrarily selecjgd f3igtish-subset F M T  c SL Let L be that part of 
$ - 

the language at ievel SLAP2 in the Stratified Modd +be& -- F ,  O . 0 f-,,(FMT) = L. We concen- 
' .  

trate on the translation of some selected example expressions sentences and paragraphs of L into a 

typed h-calculus-based A-categorial language A defined at level SLA,, We assume that the reader is 

familiar with a categorial grammar of a simple fragment of English such as F M T  (for example, the 

PTQ s fragment discussed in Chapter 2) A number of examples are. presented in this and subsequent 

Y 

chapters which are formulated in FMT svntak The reader i s  reminded tiowever that the language L 
- - - $ -  - - - - - - - - 

may differ considerably from FMT skee L 1s the product of 17-2 transformations already performed 
0 

over FMT Although the transformations from F,  to  F,-3 are neglected in this presentation the 

transformation F,,? identified here with the categorial grammar CAT provides appropriately "parsed" 

expressions sentences and paragraphs of F M T  It is not necessary that F,*? be a categorial grammar. 

perhaps some-other svntactic system would be more suitable in practice Nonetheless the simplicity 

and elegjnce of CAT make this grammar most suitabte for this presentation Tbe transformation F,,-l 

w ich e construct operates on the level SLA,* to  which L belongs - 
\[ , u 

Some basic concepts are introduced which lay the foundations for further discussion. We {ketch 
. - 

-P - -- 

the definition of the language A as required for this presentation. A possesses adequate expressive 

power to  represent discou;se meaning at the level SLAWI We also speculate that the language pro- 

motes computational efficiency We formulate a number of rules in this work. Many of them are 



- - 

- -- t n t e t ~ e n f e n E h I ~ d e n c i e s  - 
2 - <.e .* 

L . " $  .t 

' verbalized in A - Later when we present - our Theory -- i;f%qnes and ~ e s c r i ~ t l o n ;  we shall enrich A to 
, 

cover the multi-layered model of language. and try t o  e&blish a cor!espondence between the two ver - - 

Definition 1 (Lexicon) 

* \ \ 
The well-formed expressions of A are built of symbols which fall into \he following SIX classes 

- 

- - --- ---A --- -- 
VAR of variables t u. x. y. z (individual variables). P. Q. R ~- C,. C? (predicate vari- 

ables). 

1 

CON of constants a 6. c. A B . D  - 

PAR of parentheses (. ) 

L A M  of lambda-abstractor A 

LOP of logical operators & U 3.  - 
QUA of quantifier symbols -3. V 

The nature of the sets VAR and CON I S  not uniform i n  fact a structure of types has be& G p e i ~ i ~  

posed over the language ST> that every element of VAR and CON IS ass~gned to some type Let a be 
- 

'such a t ype  then by VAR,, and CON, it is understood.the set of var~ables of t y p  c~ and t he  set of 
- 

constants of type a respectively 

0 - Definition 2 (Types) 
I 

- 
The set of types of expressions of A is the smallest set TYPES such that 

(a) t. e E TYPES 

(b) for any 6. u E TYPES. u/S E TYPES. 0 

Here t and e are the basic types which are not in the form u / 6  for any u. 8 E TYPES. With this con- 

cept of type we can define the notion of well-formedness of expressions in A 



> 

Definition 3 /Syntax) 
d 

- - - P Lp -- 

Let cu. /3 E TYPES The set o f  well-formed expressions of type a is the smallest set WFE,  such thab  - 

if x E VAR, then x E WFE,. 

if a E CON, then a E WFE, 
. . 

i f  E E WFE, and x E VARB then AXE E WFEOIa: 

if El  E WFE,,B E2 E WFE I ?  then - ( E l  E2) - € WFE,  - - - - -  -- - - A- 

if E l .  EZ E WFEo then (E l  = E21 E WFE,.  

if E l .  E2 E WFE,.  u E VAR then -E l .  ( E l  & E2). ( E l  U E2).  ( E l  3 E2). ( E l  E2).  

VIJE,. 3 u E l  E WFE,  tf - 

., f 

Let LtFz and Lkl be fully developed languages defined at levels SLAIp2 and SLAW1 respectively Our 

first effort is t o  describe the transformation F,, such that F,,+(LW2) = LW1. or more precisely, t o  

I 
\ 

fdrmulate a collection of rules = IRl,I,, , k,wl,2 
II 

, RF1 !Z FP1 such that RW1(L) = A By 
I - 

saying that the collection of rules kF1 is a subset of the transformation F,,-* it is understood that the 

sum of doiains of rules within this set does not exhaust the domain of the transformation Note that 
:* -- 

the transformation Ft,_l and m v  other transformation F,. 1 6 i %  is not a function in the set theoretic - 
1 

sense In general. an applicatmn of a transformation t o  a language expression may result in more that 

one different translations The first ryle we present here rummarizes most of the translation rules 

suggested bv Montague (1974f) Partee (1976) and Dowtv (1976) with A used in place of intensional 

Logic (IL) We assume the straightforward correspondence between categories of L and types o f  A. 
_ 6 

i e . if a is a basic category in L, thek FWl (a )=a  is a type in A:  if a is a derived category: u/6. u//S. 

. then FWl(a)=u16 is a type in A The file is stated below The reader is remainded that B(a )  

and E f a )  statid for the set o f  basic expressions of category a within t and set o f  all e x p r e s s l o n s o l  
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RULE 1 (The B a s i c ~ ~ m k i o n  Rule) -- , 

(i ) 

(ii) 

'- (iii) 

Let o be any category in L. different than T = t/(t/e) If a E B ( a )  then &,(a) E CONFtk I 
% 

9 

If a E B ( T )  then F,,(a) = (AP (P a,)), where a # €  CON, and P E VAR,,, 

% L 

1. 

For any categories a. 0 o f t ,  if o is any of the foUowing (YIP. a//P. then if El E E(o) 

operation oPL 

i 
b 

- - - - -- - - - - 

If E E E(t/ e j  then 

a .  

where x->y € EAR, Q E VARII,, and C is a context. C E WFE,, ,  0 f "  
; d . ,  . 

Example ~fi w$ 

3 

SZtppose we want to translate the L sentence * 

' 1 - - - -  - - - 

( 1  Bil l  inter vjgwed every applicant 

~ n t o  21 Suppose also the following translgt~ons hold t - 

.z 

inter viqw -+pi  

, -" 

applicant -- I$ 
s" 

Bill - (AP ( P  B)) 

The constants i .  a. a n d h  above belong to  types T V=(t/e)/(tL(t/e)). t/e, and e, respectively Apply- 
> 

5 
ing steps (iii) and (iv) ule 1 we obtain (based on a correct syntactic ana!ysis in CAT) 

2 

( i v )  1 -+ (Vx ( a  xj 3 ( i  B x )  j 0 

* 

t We shall use the symbol + as the translat~onbperat~on symbol In place of Rule 1 's  F,l 



-- - - 

Inter-sentential  Dependencies 

Suppose we have the following translations 

( i )  man -. m - 
, 

(ii) woman ,.-, w - 
\ 

(iii) loves -+ 1 - - 
Here, again. the constants m, w.  and I are respectively of? t/e\. t /e .  and TV The two-possible ---- 

- grammatical analyses of the sentence 

(2) Every man loves a woman 

+k - 

lead t o  two different translations called the weak and s t r o n ~  readings of (2) respectively. These are 

We n o h  focus on selected exarygles of two-sentence "stories" and try t o  discover and formalize 
- - - - - - -  - - --- - - 

q fe ren t~a l  tnterdependenc~es between them and the conditions in which such dependencies arise Res- 
-R , 

the dtscussion to  two sentence "stories" avoids, at this stage most of the problems of where 

to lobk for  the reference. thus we concentrate entirely on the question how t o  get the reference - 
A good ex?mple o f  the former was given by Nick Cercone (personal communication) in the form of the - 

three-sentence dialogue (in a restaurant. t o  a waiter) 

s p e a k e L ~  1.11 h a w  peps;. ' 

speaker_B I ' l l  have nothing 

s' 

speaker-C I ' l l  have the same 
V 

I b 

1'' Although we are aware of this kind of problem. for now we consjder only situations where a reference. 

if can be made a t  all. has a uniqde antecedent The fact that we restrict our discussion t o  two- 
s- 

sentential paragraphs should not be taken literally. especially when interpreting the translation rules * 
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(from Rule 2 onward). Most  rules will be written using two hypothetical "sentences" Sf and S2 where 

- -  - - - --- 

the latter contains a reference element t o  an object mentioned in the former The sentence S, will nor- 

mally be considered ta establish a context for making that reference In fact i t  IS not necessary that 

any. single such sentence existss k assume only that at 'the time S2 is expressed there is enough con- 
, 

text information accumulated by different means so' that. the reference can properly be q a d e . z  , the 

referent is uniquely identified In our idealized model all this is reduced t o  th&situations described by 

the sentence S, or its elements, but in general. S1 need neither be a single sentence norca collection o f  

sentences and may contain information acquired from other sources (observation. knowledge base. , 

- beliefs, etc) 

The traditional translation for the determiner which can be found in numerous works, see for 

example Montague (1974f). Lewis (1976). Partee (1976) tends t o  be 

If_ a is a common noun which translates to a '  and F ( a )  denotes t h e d .  then F(a)  translates into 
P [ ~ Y  (Vx  [ a ' I x )  x = y ] )  & P(Y)) ]  *. 

- - - - 

b .  

When mapped into our A-notation the formula above becomes 

the a - (AP ( 3 y  (Vx.(a x) r (x=y ) )  & P(y)))  

As explained by Partee (1976). 
8 

[ the king denotes] the set of all properties such that there is a unlquc entttv whicli 1s ;I ktng 2nd Iic 
has those properties 

Y 

According to  the type structure of L we can obtain the translation of the the determiner from the 
d 

above as 

(THEI )  
- - -- 

. - 
t h e  -. (AQ (A P (3y (Vx (Q x )  = (x=y)) & (P y)))) 



This translation has two obvioys weaknesses --- - -- , 

- 

(P I )  It presupposes the existence of the object it determines. 

(P2) It assumes we can always find an environment in which the entity is unique (i.e , unique king. " 
7,. 

man, qyeen, etc ) 

We show that translation T H E l  fails when a wider than single sentence context is used * 

- - - - - - - - - .- 
Example 1 

I 

Let us consider the following "story" 
v 

4 
I 

( la)  John inter viewed a man i 

C 

( l b )  T h e  man killed him (i e.. John. we shall assume this henceforth) 

- 

Accorging to the traditional translation of the by the formula THE l .  ( l b )  translates into 

( l b )  -+ ( l y  (Vx ( m  x) = (x=y)) & (k y J ) ) .  

where killed -. k man rn 

This translation i s  questionable Notice that i t  is not the fact of being a man-which makes the entity 

unique. Observe also that even a context-less sentence 

T h e  queen is wealthy 

cannot be properly understood without a clear reference to  the queen in question. i e.. 

T h e  queen such that P ( the  queen) is wealthy. " - - 

where P belongs to { I  know something o f  her. I can see her. . . . I .  t 
a 

Thus it appears that the use of a definite description requires some context setting situation C 

where its reference could be validated. The appropriate the translation could be modified to  

t There are sentences closely resembling the above which do not require restrictive context-setting situations because the 
use of the the P phrase is generic in then1 as in: The tiger lives in the jungle. Refer. however. to Vendler (1971) for furtnet 
dtscussiqn. In C h a m  5 when we attempt to lonstruct a general theory of names and descriptions we will see where to plirce 
the so-called "generic" and other attributive uses of n~ni ina l  phrases. 



Using THEZ. til- translation of sentences ( l a )  and ( l b )  become - a- 
* 

At  first glance the formula THE2 seems overstated One can observe that 'a definite description may 
- - - - -  - 

be used in a more or INS .definiten manner so that, at one extreme. we do not need any external con- _ 
text t o  refer unambtguaykly to an.object Subsequently the descripJion 

&" 
The man in a grey coat I saw yesterday in the library 

still seems amenable t o  proper translation by the formula THE1 Let us use following Barwise and * 
Perry (1983). the term described s i tua t ion  for the situation referred to  by the u t te rake itself We see 

..@ 
9 

that in the example above the described situation is contingently the same as the context settmg 
&. , 

situation There'fore w n consider formula T H E 1  as just a special case of the more general formula 
k 

THE2 Considerd however, g e t h e r  controversial example F 

-- - - -  - -- 

Example 2 

Suppose w e  have three different "stories" created by p a m  of sentences (2a 2b) (2a. 2c) and 

(A) John inter viewed a man 
.@+ I ' 

(26) The  bastard k i l led hi% 
*< 
2' 

(2c) The  employee k i l led him 

(2d)  The  woman k i l led him. 

(We assume that him refers t o  John, even if i t  needs not be the case in general.) Even a cusory glance 

at these sentences should tonvince us that the facts (P x)  and*(^ y )  in the THE2 trmslation formula 



cannot be specified arbitrarily. and actually their mutual compiftibility has a significant influence on the 
- - - - --L- - 

anaphora referent-taking process ~h~ the-referenced object must belong t o  a class at least as broad 

as the the intended referent in the context. !30 in (26) the bastard can be identified with a man while 
> " 

the same process for-the employee in (2c) igless obvious In (2d) it is apparent that the woman and 
-9 

b 

a man from (2a) operate in distinct .coniexts This is not to say that the woman of ( 2 d ) a b e  

taken as referring to the* man described in (2a) If that was the case. the fragment would assert of 

some individual that i t  is both a man and a woman Depending an a particular interpretation of these_-- 

predicates and certain other circumstances which we discuss in Chapter 5. such a reading may be dis- 

carded as inconsistent These conGderations lead to the final the translation THE3. 
\ 

Here the facts (P x). (Q  x ) .  and ( C  x )  &e characteristics of the referenced obj&ct The part under the 
J 

B 

universal quantifier emphasizes the uniqueness of the x under the context C The biconditional in 

THE2 can be dropped now as we explicitly assert P  and C of x Observe that the literal fP y )  in the 
i 

part under the un~versal quant~frer i s  often insignif~cant - for fixrng a'dntque reference for the - object 
- + -  

Examine for example the story consisting of (2a) and (26) The game cannot be said, however of 

the tnstance ( P  x) outs& the scope of t/ In this case we acqulre some addrtional knowledge about , - 
the already selected individu'al In the rest of this discussion we shall often drop the literal (P y )  when- 

F 

ever i t  does not lead to  an ambiguous situ$ion 
L 

The next question to  ask is how can we-uniformly establish the context of C? The following'two 

casqs are clearly perceptible 

(Sl) The context is unknown as in The queen (I can see her) i s  very wealthy. We must*yxqdoy 
t - 

pragmatics to  resolve this 
!- 

(S2) The context is known from a previous statement with a determiner. Having 

( 3 x  ( P  x )  & (Qx)) as . the context setting sentence, we get the context for x as 
- 



We are readyff now to present the first formal rule the 'perfect Context Translation R u k  far 
C 

translating two sentence paragraphs. 6 

". 

RULE 2 (Perfect Context Translation Rule) 7 

C 
2 

An object a'referenced by the has*been mentioned previously in a de r e  context thus rts extstence IS 

presupposed -Let S l ( u )  be the context sentence which mentions tt Let S2[u) be the sentence In gues 

tion. We have 

( i i )  S2(the P I )  + ( d u  ( C  u )  & ( V x  ( ( P I  x )  & (C x ) )  3 ( x = - " ) )  & ( f I  u )  & ( F ,  u ) )  
6 

The context C is derived from S1 as ( h u  ( P  u )  & ( F  u ) )  

~- 

Two examples which employ the THE3 the translation illustrate Rule 2 The ftrst IS stmplv o 

repetition of Example 1 from the beginning of this section In different envrronment The other exam 

pie shows the power of the THE3 formula when dealing with multiple h , k  env~ronmcnt 

Example 1 (modified) 

Let ( la)  be as given before. i e 

We derive the context C from ( l a )  as 

(Ax ( m  x )  & ( i ,  J x ) )  

The incremental translation of ( I b )  follows 

the Tan -, - 



f A Q  ( 7x fm X )  ( W J m  4 ti J X I ) )  - 4 - - - - - - - - - - 
*. 

tvv ( ( m  Y) P'((A*I (m  "1) J XI))  Y ) )  3 Ix=Y)) k (Q x ) ) )  -+ 

' 

fAQ I i~ ( m  x)  & Ii J X) & (YY ( ( m  Y) & ( i  J Y ) )  2 (x=Y)) k 1Q A ) ) )  

the man (whom ) kjlhd John -. , 
* ' 

- I  

f jx ( m x )  &.ti I x )  t (Vy ( ( m y )  P ( i  
, 

whtte kifled John .-- ( A v  (k v I ) )  as before 0 
,- 

- - --> -2 A 

Observe that if Irterais P and PI in the formula THE3 are identical. as will often happen in practice, we . 

can drop P ,  to  make the translation shocter, We use this convention in the following example Note. 

however. that il the woman was used in place of the man in ( l b )  the latter sentence would translate 

as (if we insisted that the woman and the man co-referred) 

N u  I b  Y )  & ( w  Y )  & ( i  J Y)) 3 (x=y)) )  
c 0 %- 

- 

Thss transtatloo can be discarded right away when we add an interpretation to  our language that pAe- 
9 B 

, riudes an rndividual from being both a man and a woman at the same t~me.  I n  a practical implementa- 

- - -- 

t r m  lhi4 feature \ ~ d l  constttutem important criterion for setecttng proper referents It must be noted 

ha\.rever that there are circumstances in whkh being a man and a woman is not contradictory even 
- 

without a change to the interpretation We discuss such situations in Chapter 5 

' Let us now examine how the iormula THE3 can be used to translate a variation of so-called 

'donkey sentences' which are rridelv discu&ed bv Heirn (1982) and Hornstan (1984) 

% 

Enarndt 3 ,  

' w e  shuw a detded transla!im of (3b) in the contextaof (3a) below It is assumed here that the-man 
' 

1 

and the donkey in (3b) are used to  refer to  the man (the donkey ov~ner) and the donkey as - addressed - 
-- 

e 

IR (b). respectively Observe that this presupposition though most feasible. is not the only way to  
*. 

rnterprtt this discowse See also section 4 3  for more discussion - 

:. 



b 

( 3 s )  A man owns a donkey 0 
-- - 

.% 

I ' 
. . 

( 3b )  T h e  man beats the donkey 

This time the context must be drqwn for both the man and the donkey from the same source. i e . 

from ( 3a )  but from the different points of view It  is interesting to  see how the translation "merges" 

the contexts in one common reference Let us start by establishing 

<. 
" the donkqy -. 

where donke-v + d 

Assume beat -+ b. then 

to. beat the donkey + 

( a s  ( ; v ( d  Y )  & ( C 1  v )  I (v; (CI y )  > (*=y) )  & ( b  5 v ) ) ) -  
- 

Now the man IS supphed as the subject t o  beat 

the man beds the donkey - 

partial translations for sentence 

In t h ~ s  pomt we cannot proceed further without establish~ng the contexts C and C, The translabton of %, 
d 

3a -' ( 3 x  (3 v (m  x )  & ( d  v )  k (own x v ) ) )  i 

According to Rtde 2. both contexts are derived as - - 

C = (Ax ( 3 v  ( m  X )  & ( d  v )  k (own x v ) ) )  



- - 
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i e from the man point of vrew a man who owns a donkey and - - -  

Cl = (Av ( g x  ( m  x )  k (d  v)  k (own x v ) ) )  

i e from the donkey perspective a donkey which is owned by a man Supplying C and C; into the 

translation of (36) we have got the following 
, 

( d  v)  & ( ] x ,  ( m  x,) & ( d  v) & (own xt v ) )  & 

(Vy ( 1x1 ( ( m  x,)  & (d  Y) 'c (own X I  Y ) )  2 ( v = y ) )  k ( b  x v ) ) )  

This formula is  complete but it i s  somehow too complicated and obviously contains redundant infor- 

mation Observe that from. the subformula ( -Jv l  ). and the subformula (Vy ( g x l  ..)) we can get 

v= v l  while from subformulae ( j x ,  ) and (Vy ( -gv l  )) we have x=xl  heri if ore we reduce our 

result accordingly obtaining 

1 .  

3b - 

(ky ( . r l ,  ( ( m  V )  & ( d  v l )  d;. (own y v l ) )  3 (x=y))  & 

(L'Y ( 1x1 ((nj X I )  ( d  Y )  (own X l  Y ) )  2 (v=y)) k ( b  x v ) ) )  

That is alwost our desired result We still have two separate context descriptions generated from two 

d~flerent points of vlew I c from the perspectwes of the man and the donkey respectively Taking 

these different points of view into consideration. further reduction yields 

(dx ( I v  ( m x )  & (d  v )  & ( owax  v )  & 
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The Perfect Context Translation Rule explaiAs some aspects of translatmp two sentence 

- - - - ----- -- 

"stories". but as we shall see it accounts-for only the most stra~ghtforward referential sttuations whlch 

do not involve'either imperfect or attitude report constructions 

We distinguish two very general classes of verbs found in natural language sentences These are 
- - - - - - - - 

imperfect verbs like seek want to  a go build imagine and perfect verbs like tind..lrome 

have. have written have imagined . An informal definition of Imperfect verbs follows 

Definition 

A verb will be galled imperfect if the immediate effects of the action or state described by this verb 

. 
last at most as long as the action or state itself does. and its results on the surrounding world cannot 

b 

be determined before the action or state is commitkd 0 
6 

We call such verbs imperfect for their ability to  create des d ptions of srtuat~ons wh~ch may never 

come to exrst When such a s~tuatlon is used as a context we shall refer to it as an imperfect context 
" 

- - - - - -- - - --- 

for the same reason This abillty to  produce imperfect contexts IS not always a permanent property o l  

a verb and may be limited Lo some of ~ t s  forms onlv (such as future tense for ~nstance) In such a - 

case our term refers to  these selected forms only 

The characterjstics of imperfect verbs can be'summarized as follows 
I 

They have no permanent influenre on on the situation surroundtng an utterance want to  marry 

must have . - - 
- 

They can be committed, however, when turned into a perfect form have married. have. . 
t 

They (but not only they) can create non-referential translations of sentences. 
-- - 

An imperfect verb v can be decokpored into an imperfect operator 5.  and the perfect form I 



-- -- 
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-- , , 
Thus s&= tr)r. &=liah~ - -- - -- 

(e) Complement taking imperfect verbs act as imperfectness operators on the complement. and its - 
b 

main verb. creating compound imperfect verbs. A special consideration will be given to the verbs 

want and must. 

The imperfectness of imperfect verbs may be further stressed by contrasting them with the attitude 

report verbs like see that. imagine that or believe that which can also create non-referential - - readings -- -- 

of sentences Observe that we must use an imperfect verb in ( lb) .  like must, to maintain a possible 

non-referential reading of this sentence in context of ( la) 

( la) John wants to marry a unicorn 

( lb)  The  unicorn must have a pink tail 

This is  not. however. the case in (2b) as read in context of (2a) 

f2a) John imagines that a unicorn lives in the park. 

(2b) The unicorn has a pink tail . 

- - - -  - 

Thts i s  because rmagines that as a perfect attitude report verb creates an abstract s~tuation that of 

the John s image which survives the utterance of (2a). and can be subsequi3ntly referred to directly by 

(2b) Imperfect verbs do not possess this prbperty We discuss attitude report contexts in section 4 4 
v 

Table 4 1 gives some examples of imperfect verbs and ;heir perfect counterdarts Observe how 

the context in which an imperfect verb is  used influences the perfecting operation Notice that an 

imperfect verb can be applied to a complement with another imperfect verb as in 

a John wants t o  seek a queez 

thus raising .the imperfectness level Two perfecting operations must be performed on the 'last 

example to get the perfect form of John has found a queen 

t In fact. the partick "to" is not a part of the inlperfect operatot such as "try to" or "*ant tow.,etc. In contrast with 
Montague's (1974f) cbssificatlon of these verbs in .the category (t /e) / / ( t /e)  we need imperfect operators in the category 
( l /e) / t .  with the particle "lo" bemg a part 01 the complement phrase. 



~ x a & l e  4 53 , . .- - A- - P - - 

Assume the following tranilations C 
marry + (As (Ax ( m  s x ) ) )  

want -, (As (Ax (AF ( w  s ( F  x ) ) ) ) )  

I t  should not be difficult t o  see that processing the sentence 

(4a)  John wants t o  marry a queen - - - -- 

leads t o  two  different translations We divide the derivation into several steps for-greater readability 
h .  

The first derivation is de dicto, the second is de re Observe in what order the A-reductions take . 
'L- 

place in both derivations. This ordering is consistent with our intuition 

+ [ ( A  P ( P  J ) ) .  (As ( w  s ( F  x ) ) ) ]  -. ( W  J ( F  x ) ) ) ) .  which means John wants him, to  F 

- \  [(AP ( P  J ) ) .  (Ax ( w  J (F  x ) ) ) ) ]  - ( w  J ( F  J ) ) )  which means John wants John to F 

(w J ( q x  ( q  x )  & ( m  J x))), which is the deswed result -- - - - - - 

- ---- I 

-- 

Table 4.1.' Imperfect verbs and their perfect forms - 
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The de re dqtjvation is gtven below 
A L -  - -- 

( w s ( m  yx)), which means he, wants himx t o  marry her, 

( 3 u  ( q  u) & ( w  s ( m  z u ) ) ) ) ) .  i.e . he, wants himk t o  marry a queen 
-a - 

- - - 

Then substituting 1 for-z (as before) we have 
, - - 

tP-* 

(AS ( 3 u  ( q  U) & ( W  s ( m  Ju)))). i.e.. he,, wants John twmarry 'a queen 

and finally. supplying the sentence subject for J,  the result.is obtained as expected ." t 

i ' 

Let us see now how the phenomenon extends to  two sentence paragra& 
- 

Example 5 , " ~ t  - I 4 'L 
s' . P  . . ,  - * 

Consider the following 'story" Z 

"I' 
3' 

3 (5a) John want3 lg marry a queen 
-- - - - - *w-,& 

/ i 

(56)- The queen must be wealthy 

- - 
As the reader has perhaps already observed the existence of the queen in (5b) is not rfecessarily 

A presupposed i s  consequence of'the possible de dic to  reading of (Sa) Notice also that (56) ivould '-a . 
'u 

,b 

have cgmpletely different meaning when considered without the context supptied by (5a) We can r' 

paraphrase (5a) and (56) as (in a possible reading), 
a . 

. The queen John would eventually marry. if any. must be wealthy 

or 

-5 John wants t o  marry a wealthy queen. 

A - 

Examining Example 5 and other similar "stories" we can differentiate two reference situations. The 

situation where the context setting sentence has its referential reading (i.e.. there exists a particular .l 



. . 
queen Johbwants  to  marry) is correctly represented by the Perfect Context ~rans&t ion  Rule This * - - - -- 

I . . 
rule. however. cannot be used when both sentences have their non-referential 

"oh-referential readings in imperfect contexts we formulate a newerul< called lrnperf+t Context  

Trapslat ion Rule given below - 
t 

RULE 3 ( I m p e r f e ~ t  Contex t  Translat ion Rule) 

An object u referenced by the has been recently 

existence is not assumed. Let S1. S2 be defined as in 

-- < 

mentioned in a de d i c to  environment, 

a Rule 2 Then 

where imp is the imperfect operator, such that it is derived from the imperfect verb of S1. 

(ii) S2(the PI) -, (impl ( 3 u  ( C  u) & (Vx ((PI x )  & (C  x)) 3 (x=u))) & (PI u) & (F I  u ) ) )  

Where impl is the imperfect operator of S2. and the context C is derlved from S1 

(Au (P u )  & (F u)) 
0 

e 
- -  - -  

If a sentence v ~ t h  an Imperfect verbhas a refefent~al read~ng la thetorm , 
- 

ca0 

( 3 x ( P x ) & ( F ' x ) )  . u 

4- 

- 

- - 
then the non-referen-t~al read~ng featured In Rule 3 IS obtained by realislng that im$ F :  F = F '  To 

support the formulation of Rule 3 recall sentences (5a) and (56) from Example 5 Notice that using 

the imperfect verb must (or wi l l .  wi th the same effect) in (56) we extend the "imperfect&ssn of (5a) 

and a t  the same time the de  d i c t o  reading, on (56). Notice further that i f  we used a. perfect verb in 

(56) as in 

(5c) The queen i s  wealthy 

-- - i 
- *'. 

-' -. 

t Here imp IS a hlgher order operator yarlable which stands for the ~rnperfert operator (classlf1ed'~tQ~ategory ( t / e ) / l )  
md other sentence elements wh~cb are not under the scope of this ~mpetiect operator. d apphcable T&us In non referentwt 
translat~on of ( 5 a )  above "john wants" -. imp - -*a 
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we would resolve the de - dicto(de - re -- ambiguity -- and both sentences would havaonly their de  re read- 

ings Thus the presence of an imperfect construction in (56) is essential for preserving (5a)'s de dicto 
< -  

readin2 and for extending i t  over (5b). lt-should also be clear that Rule-3 requires that the object refer- 
% 

enced in the current utterance has non-referentia1,status in an imperfect context. In other words, the 

passage 

(5a ') John married a queen. 

(56) The queen must be wealthy. 

B 
has onlga referential translation with must be wealthy considered as a perfect construction. 'I' 
i 

a - 
 haf formal de dicto translation of (5b) in context of .(5a) can be sketched'as follows. 

Select a reference context from (5a)'s translation, i.e . from ( w  J ( 3 x  ( q  x )  & ( m  J x ) ) )  (de 
/ 

I. dicto) We select (Ax ( q  x) & ( m  J x ) )  

Base translation of (5b) IS (according to (ii)) 4 
- - - -- 

(AC (must (-du ( C  u) & (Vx ( ( q  x )  & ( C  x ) )  3 (x=u)) & (wealthy u) & ( q  u)) ) )  
.- 

step3 

Apply the A-expression obtained in step 2 to that selected in step 1. After simple refinement we 

get the final translation of (5b) as 
i 

5b -+ (must ( 2 y  (q  y )  & ( m  J y )  & (wealthy Y )  & (Vx ( ( q  x )  & ( m  J x ) )  3 (x=Y)))) 

4 - 
To  assess truth conditions of the above formula we would have to  determine the semantics of the 

operator must first. This cannot be done, however. until we finally define>&he corresponding universe 

model at UA,, from which formulas like the one above take their interpretations, see Tarski @935)_- 

In Chapter 5 we attempt to  build UAPI but the semantics of must. and other second order operators , 

of A, are nevertheless left unspecified. The question whether must is to  be interpreted as the 

t The reader I S  remainded that consider only singular mterpretations of nominal descriptions in this chapter .r" & -4 "i,? 
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necessity operator and thus allowing for inferencess,like must(a)  3 a,  is not relevant at this stage 

- - - - 

Had itpbeen the case (5b) would have been reduced t o  a referelitial reading allowing for only a referen- 

tial interpratation of the-discourse in Example 5 See also the discussion of Case Ill in section 4 4 
1 

Nonetheless. Partee (1972) argues that 'there exists a class of contextual situations closely 

resembling that o f  Example 5 where no non-referential reading is possible According t o  Partee if the 

underlined .phrases in the following paragraphs are to  co-refer -they must also have referential interpre- 

1 
(A) John wants to  marry aTueen. 

Bill wants to marry the queen too. 

(B) John is looking for a pen 

Bill is looking for  it" too 

If (A) and (B) were indeed the counter-examples. Rule 3 would hdveto be rejected or at least reformu- 
. - -- -- - 

lated in some narrower sense But 'this is not the'case Both examples are somewhat unfortunate 

because they describe identical attitudes toward an individual VbhLchariinate from different sources - -- _ , 

and th is  i s  further stressed by the-use of the word too That cs w h y  the-non-referential read~ngs'are-- 
-- - 

so d e e p l  hidden f r o 8  our intejtion They exist however and are quite legitimate. If we consequently 
J- 

use Rule 3 then we can interpret the second sentences of (A) and (B) respect~vely as ' 1. - - 
" . Bill wants to  marry the queen John marries ( i f  any) too (no matter who she is) [because. \ 

say Bill always tries t o  do what John IS doing] 

BI!I is looking for  the pen John (eventually) finds ( i f  any) (no matter what i t  i s )  

- Observe that if we used the pen John is looking for as the an-ecendent for i t  in (B) we would have 

the referential reading all right: the pen's existence would be presupiosed by the first sentence How- 

ever, when the first sentence is used non-referentially the' pen can materialize 6.e.. I s  a=We for 

reference) only when John eventually finds i t .  Refer also t o  Montague (1974f) and Heim (1982) for 

similar considerations. Finally, compare (A) and (B) with (C) below where the non-reft rential reading 



for i t  as referring to  the non-referential use of a unicorn is clearly:perceptible. 
-- - - - - -- 

( C )  John is looking for  a unicorn- 
k 

Bill  wishes to  see (the unicorn John finds). 
- 

[because he is curious how a unicorn could look] 

We wish to  avoid any confusion when mterpreting terms "referential use" orBnon-referential use" 
- 

as applied to some language expressions By refeiential use of a (definite) description we mean the 
i - - 

use where the speaker intentionally assumes or believes that there exists something which fits that 

description In this sense the definiE'description in 

(1) The  present king o f  France is bald 

is interpreted referentially if we share G I J C ~  a belief or just lack information to  the contrary The 

question whether the description was used to  point to  some particular individual or only attributively. 

Donnellaw(1971). is not relevant at this stage and this is not the distinction we are making here. tater 

see that a part of what Donnqllan (1971) called attributive use.of a definite description is just 

case of non-referential (or rather semi-referential) use in attitude report contexts The other 
- - -  - - - - --- 

classif~catrons In the use of definite descriptions. for example inner attributive use, functional use. 

Barwise & Perry (1983) or generic use belong to a different dimension than singular descriptions. and 

therefore must be treated differently: see Chapter 5 

0 

Alternativeiy when we use the term non-referential use we mean that the speaker intention- 

sllv does not refer to anything at all That is. he knows or believes of nothing the description he uses 
' 

- 

is pointing t.0. or even if he does believe it refers to  something. thgexistence of such a referent is not 

relevant to what he is saying. Thus -O 

(2) John wants t o  marry a queen 

The queen must ,be wealthy 

with the queen used non-referentially, the speaker does not assume that anything being a queen actu- 
- - 

ally exists But unlike Donnellan's attributive use w en we failed t o  refer to  anything. thus cauging our 45. t 
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statement be neither true no: false, see Donnellan (1971). here (2) may be true or false of John (as a 

L 

part o f  his personal charact&istic. fo! example) 

4.4. A t t i t u d e  Report  Contexts 

When a description is used consequently non-referentially the context setting situation changes 

so sigaificantly that we need a separate rule t o  account for these cases In Example 5 from sect~on 4 3 
- - - - -- -- - - 

when a queen was used referentially we would further describe her as the queen John wants t o  

*" marry. while when interpretkg the "story" non-referenti.jiiy we could only speak of the queen John 

(eventually) marries ( i f  any) This difference has been properly accommodated by Rules 2 and 3 

We turn now t o  another class of verbs which can also create non-referential readings These are 

- a t t i t ude  report  verbs Barwise & Perry (1983). like imagine that see that  believe that, etc We 

restrict our attention to  the perfect contexts, in particular t o  those which do not involve any imperfect 

operators The attitude report verbs used in such situations will be called p a f e c t  a t t i tude report 

verbs Although we ar,e giving just one example with the attitude report verb imagine that. the dis- 

- - - 

cussion below applies t o  other perfect attitude report verbs as well 
d 

- 
Example 6 

Let us atfalyze the following "story" in detail 

(6a )  John imagines that a unicorn 11 ves ~n the park 

(6b) T h e  unicorn has a pink tail 
I 

Basically we can differentiate three reference situations between (6a)  and (66) As before we do not 

consider the trivial case where a unicorn of  (6a)  and the unicorn of (66) do not co-refer. Assume 
- 

first that we have the following trwtstation as given 

unicorn + u 

imagines that + imt 



We have now two options for translating (66).  In one case the unicorn used in (66) refers t o  some 

particular individual the speaker of (66) knows but perhaps John does not. In this case 

where C = ( A A  ( u  x )  & (imt J (lp x))) as before 

This translation correctly emphasizes that from the point of view of the speaker of (6b)'a unicorn in - 

(6a)  has been used referentially Therefore b o t h  sentences get their referential translatiork. and case 

II reduces to  case I Observe that case I1 is that of nitsunderstanding the intention of the speaker, but 

i t  1s how the hearer mterprets the discourse at the moment This situation may later be corrected to 

restore the original speaker's meaning if the assumed interpretation o f  discourse leads t o  ail incoherent 

representation (see Chapter 6 )  

-- 
CASE Ill. Let us assume that the speaker of (66) has the possibility o f  glancing into John's image of ' 

the unicorn and sees that it has a pink tail there The speaker of (66) is therefore extending our infor- 

mation of what John imagines to: g 



9 
-c 
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(6c) John imagines that a unicorn that lives in the park has a pink tail 
B 

- - - -  - -- ,, 

Here. we should expect (6b) to  translate as 

(6b) -, ( imt  J (3x ( u  x )  & ( C  x )  dc (Vy ( ( u  y )  & ( C  y ) )  3 ( x = v ) )  4 (hpt A ) ) )  

where C = (Ax ( imt  J ( ( u  x )  & ( Ip  x ) ) ) )  

and can be read as 

. /  
unicorn he imagines t o  live in the park has a pink tail 

- - - - -  --- - 

. P 
The~speaker of f6b) uses the unicorn semi-referentially taking the image of unicotn as the context 

setting situation It does not mean that the speaker of (66 )  takes the image of the unicorn as the 

referent The image is the only thing he knows about this uotcorn but he addresses the u n m m  tradf 

even if  the latter does not exist @ Moreover the speaker of (6b)  believes that the context Image 

L uniquely determines the unicorn. however non-existent, which enables him to use the dellnlte descr~p 

tion He doe$ not need any imperfect operator in his utterance This is because the abstract sttualion - 
created by an utterance of ( 6 a )  persists for some (short) period of time after the utterance l m k  place 

This situation jnvolves an implicit export of an attitude report operator from (65) Into. (Gb) Thal 1s 
A * L - - 

(6b) should be understood now as 
-- 

John rmagine> that the unicorn has a pink tail  

0 

but i t  is nat necessary that the actants in (6a)  and ( 6 6 )  must cerefer ,The attitude report verb i nk  
.., 

.- perfect (according to the definition given in section 4 3) has the ;bill~~ to  create 

and once created behave quite differently than an "ord~nar~'  perfect verb (Itkc. 
" 8  , 

those reported in se&ok$2) One may wonder whether other attitude report verbs would behave in 
>' Q 

the same rnankk: i s p e M l y  "cpistemic" attitudes such as know that or see that It has been wldcly , 
6 ... = 

assumed that such attitudes are always referential. see. for example. Barwise and 'Perry (1933) 11 is 

mportant t o  avoid iconfusion here When a has the form of ( a x  (P x )  & ( Q  x ) )  then know that(*) // 
about the existence of x until we employ a general principle known as Veridical- ( , 



- - - 

I 

*~~WBcscmf tnc ies  f-* 

tt y Ptmcrpitl P and staung that know that la)  3 cu Veridicality of some Sttitude repoh cons~ructions - .- ----- ---A- . - - 

d ~ j  no( chrngc things a bit I! the principle applies In certain cases i t  will hdp to simplify some 

expresstoas and reduce degree of ambiguity produced by the transformation But before i t  is used. 

* t mh ~ranslatms. referential and nm-referential. are legitimate and have to be considerent different 

Thts dacouery calls for another translation rule, the Attitude Report Context translation 

RULE 4 [Attitude Report Context Translation Ruk) 

An abject u refwenccd by the has been recently mentioned in a de d i t to  environment with an attitude 

c e p x t  g a b  at& Let Sf &'be defined i~ In Rule 2 Then .tb only non-referential reading of S2 wjtk 

respect te u can be obiained as 

The context C IS derived f r q  S, (Au (att  ( ( P  u )  & (F u)))) and att ,  is the implicit attitude report 

rywratrs tnrprlrd- trnm 5 .  - - - - 

8 

Thus fat tt appears Iltat case tll presents the only situatron when a non-referential reading can be 

axparted from an atlrtudc report context Montague f1974f) and Partee (1972) seem to agree with this 
1 

&setvation Otherwise we would always find ourselves in case I 1  unless. perhaps. the sentence Sz 

r n n l ~ ~ n c d  an rmpericcr construct~on RULE 4 can be easily generalized o'ver all cases where att, is an 

explicit attitude report ccuistrtrction in S2 as- in 
-- e 

r John believes that a unicorn resembles Mary 

He imagines that the animal hag a single horn 

- 
t R d t r  to w t a n  ? 1 5 ol  Chapter2 lar dcfinttwn and d~uussmn: also the discussion Idlowing Example 5 in sectlon 4.3 
: Hem ~ g a m  Ji I?. a hqhr i  order opefalot variable. See the note on imp following Rule 3. 



So stated. Rule 4 can also account tor the situations where S? contains an imperfect construction imp, 
- - - - --- - - - - 

in place of att, The non-rderential reading of the following paragraph where the animal is c o  referred 

with a unicorn illustrates this point 

>-John believes that a unicorn resembles Mary 

- 

But the animal must h&e a horn 
- 

An important outcome of Rule 4 in i ts  original formulation is that ~t can explain a part of what 
- -LL - - - - -L - A - 

Donnellan (1971) called the attr ibut ive use and Barwise and Perry (1983) called vatue f ree use of 

definite descriptions Suppose someone says 

( I f  l h e  man drinking the martini is a i o o l  

in the sense that the definite description the man drinking the martini is used attributively Donnel 

Ian (1971) For a speaker to utter (1) is t o  explore an implicit context-sett~ng situation In wh~ch  there 

is a man drinking the martini.  if the definite descript~on used in (1) is t o  be singular not generic as 

- we assume here Therefore. t o  say (1) is t o  make the reference In thiXiKowing context 

( l a )  / believe that there i s  a man drinking the martini 
- - - - - 

( I  b)  The man drinktng the martini is  a f o o l  

The context-setting sentence ( l a )  is implicit here A side effect of t h ~ s  assun~pt~on IS that one cmnot . 

use a pronoun in place of a definite description when saying ( l b )  1; general any dttltude report verb 

att can be ubed in  ( l a )  and then imported t o  ( I b )  according to  Rule 4 Three other examples illustrate 

this point further 

(2a) 1 imagine he has a w i f e  (irnplicit) 

(26) His w i f e  is the cook (explicit) 

(3a) 1 th ink she has a husband (implicit) 

(36) Her husband is k ind t o  her. (explicit) 



(4a) /.believe there is a book on my antique table (implicit) 

( 4  b) Take the book olE.my antique table! (explicit) 

We observe that. in part. the attributive use of singular definite descriptions is just a special case o f  

the non-referential use in attitude report context The latter does not account for all of Donnellan's 

attributive uses tn particular for what Barwise and Perry named inner sttribut~~ve and functional 

b 
k e s  We shall return to  this problem in section 4 7 and also.in Chapter 5 where we discuss the qws-  

- 

tion of non-singular uses of definite descriptions 

4.4.1. Imagine - 

4 
The structure and behavior of the imperfect verb imagine has a very tntere ting property not I 

found in other imperfect verbs As suggested in section 4 3 the perfected version of this verb may be 

verbahzed as have imagined (that). which suggests that the process of building some'image has been 

contpleted $ Therefore in saying 

(iM) John inragines a unicorn a 
- - - - -  - 

- 

we may aciually communicate that 

John tries to have imagined that a unicorn /ex is ts ]  

Except the straightforward perfect (referential) translation of 

I# -- ( ] x  ( u  x )  & ( i m  J x ) )  

where imagines -, im 

one can obtain the imperfect (non-referential) reading of (IM) as 

I M  . --. (try J (:jx f imt J ( u  x ) ) ) )  

where imt is the translation of have imagined that. 

t Thiq versron of ~nliagwteR (wilh "thatn) can be COIIIPJ~PCI to a Mil. The othet interpretation. of creatmg a mental magc 
n addressed m th~s sectmn -- - 



Indeed have imagined that behaves exactly like the attitude report verb imagine that ignoring the 
- ---- - - 

difference in tense Now the Rule 4 allows us to  derive yet another non-referential reading out of (IM) 

This is the imperfect attitude report non-referential reading 

IM - (try J (imt J ( j x  ( u  x ) ) ) )  

- 
Can we now combine try and imtnin the above formula and replace them by 1m7 In some sense we 

could do that yielding the following translation , -- 
- - - 

- - - - - -- - - 

IM - ( i m  J ( ' j x  ( u  x ) ) )  

But now the air of imperfectness characteristic far the origirial utterance i s  lost. and in this reading 

imagine appears a perfect attitude report verb Being both imperfect and an attitude report verb, - - 

imagine allows Rules 3 and 4 to  be simultaneously applicable thus paving the way for four possible 

Interpretations of an utterance containing i t  As the reader ha; perhaps observed. the use of imagine 

as presented in this section, requires a real or alleged model of the Image being created which is exter- 

nal to  this image Another use. named creative use tnvolves creat~on of an image without a model 

whatsoever We shall return to  this issue later (Chapter 8)  - 

We close but of course do not exhaust the dlscuss~on on Inter sentential references made by 

definite descript~ons with the si&ular the determiner As far as w e  have explored _the problem the 

translation THE3 suggested In section 4.2 proved itself correct and apropos when treating different 

reference situations Our presentation would not be complete howe~er if we did not menti'on of the 

references made by pronouns and briefly discuss the descriptwe use of defwte descr~ptions and their 

role in the information acquiring process These topics are the subject of the next two sections - 

4.5. Prorwminal References 
- .- 

In a sense. a definite pronoun can be regarded as the most concise form of a definite anaphora 

Although its referring capabilit~es are significantly narrowed as compared to  a definite description. we -- 



- - - - -  - -  - 

-- 
. . 

-- -- - -- * 
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P 
can formutate a set o f  transtation rutes For & e R n i o n o u n s  in discourse that c l o s e l y k H 3 i i l e s  2. 

3 and 4 

Example 7 

Consider the following "story" 

(7a) John wants, t o  catch a fish 

(76) He, wants* t o  eat i t l  

(Subscripts with the verb want are for identification purpose only.) The translation of pronouns has 

been suggested by Montague (1974f) as 

where x,, i s  a free non-linguistic variahlerom the category e of names (see Chapter 2) We adopt this 

representation here Observe that according to  this solution the variable xn stands for a name (unk- ; 

2 

nown to 'us) of some individual we refer to  consciously or not. by the use of a pronouc. We do not 

consider here cases where the pronoun it may be used in place of other sentence constituents than 
- - -  - - - 

names or individual'definite descr~ptions Suppose further that we have 

catch -, c 

eat - e 

- 

f ish -, f 

Applving RULE 1 we easily obtain the translation 

(76) -- ( w , x o ( e x o x , ) )  b 

which correctly represents the meaning of (76) if we have no idea to  whom or to  what the pronouns 
a 

he+-, and ill rdw VVe shall tdl such a reementat&i context-less or Qterat If. however. having (+3- 

as a context setting sentence we decide that heo has been used to  refer to  John. we quickly modify 
- . -  -3 

translation of (7b) along the lines of tke following derivation 
- 
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- - 

-C a- a?- 
( 7 b ) +  

-- - - - -- 

IW ( P  JD. tXx b 2  x (e  x x d ) l  + 

'-"X 

((AX'( w2 i ( e  x x,))) J) + 

b 2  J ( q  J 4) 

We feel this result is correct no matter what interpretation has been assigned t o  (7a) based on the 

assumption that names are rigid designators. Kripke (1972). that is. they persistently refer t o  the 
- - - - - - - - - - 

same objects4independently o f  the situation in which they are used  ha Same canni t  be said, how- 
9 

ever. when we consider the reference situation between a fish f rom (7aj and itl in (76) 

Stappose the speaker of (7a) used a fish referentially thus creating a de r e  translation of-his 

utterance By  using i t  in (76) we may therefore refer t o  the fish John wants t o  catch.  i e . in (76) we 
" l &  

claim that there exists a particular fish John wants to  c i t ch  and this f k h  (not any other) is to be I 

eaten by him The reference for itl wil l be therefore in the form 

More generally we can formulate the following rule 
I ,  

RULE 5 (Perfect  Pronomina l  Contek t  Translat ion Rule) 

When a context setting sentence S1 has a referential reading in the form 

( i )  Sl (a P) + (3x (P x)  & (F x)) -- 
\ 

and the object x is pronominally referenced by he, in a sentence S2 with,literal meaning represented by 
- -- 

(ii) S2 ( h e n F +  (FI xn) 

then the translation of S2 in context o f  S1 is derived as , 
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(iii) S2 (he,) -, [C. (Ax (6 x)) ]  's. 
- - - -  - 

where the context C is drawn as 

C 

Observe that the rule applies also t o  the situations when he, refers to  a name. altho&$ in such a case 

the context C will be set by the name itself. References to  proper names are discussed in section 4.6 

t . . a 
.* 

Suppose now that J fish in (7s) has been used non-referentially. ." What i t  of (7bFmay refer to  
% '. . 

now is the fish John catches (if any). That is. the catching will set the'ieference for i t ,  see Partee 

(1972) The reference would'now take the form 

(AQ ( 3 x  ( f  x )  & (c J x )  & (VY (.(f Y )  & (c J Y ) )  2 (x=Y)) & ( Q x ) ) )  
- 

In this situation, the meaning of (76) will be rather represented by 
d 

The following rule summarizes this case formally. 

- 4  - - - - - - 

RULE 6 (Imperfect Pronominal Context Translation Rule) 
i 

If a - context setting sentence 5, with imperfect operator imp is used to  h e r  its non-referential read- 

ing. i e . 

and the object x has been furcher referenced by a pronoun hen in a sentence S2 with literal meaning of 

then the translation of S2 in context of  S1 is obtained as the result of the following derivatjpn 

(iii) S2 (he,) + [ ( A 0  (imp, 4,)). [C. (Ax (F1 x ) ) ] ]  



It is possible to formulate further transjation rules for other contextual situations in the spirit of Rules 

5 and 6 By simple analogy the following rule may be expected for pronominal.attitude report con 

texts 

R ~ L E  7 (Att i tude Report Pronominal Context Translation Rule) 

If a context setting s'entence S1 with an attitude report verb a t t  is used to  utter its non-referential 
t 

reading i e 
4 

( s, (a P)  7 (att  ( 3 x  ( P  x )  & ( F  x ) ) )  

and the object x is further referenced by a pronoun he,, in a sentence S-, with the literal meaning of 
A a 

then the translation of S2 in context of S1 is obtained as the result of the following derivation 

/ 

where the context C is drawn from St as 

i )  C = (XQ ( j x  (a t t  ( ( P  x )  & ( F  x ) ) )  (VJ' (a t t  ( ( P  Y) & ( F  Y))) 3 (x=Y)) & 
-a 

and the attitude report operator of S-, may be either imported or explicit 

Let us now turn to  a different reference problem involving again the definite descr~ptions 

4.6. Referring to a Name 

Unlike the examples from sections 4.'3. 4.4 and4.5. the definite description is not used to focus 
' 

our attention on a particular object we are talking a b u t  but to  extend the information on that object 

which is unique - because we have already known its name. One aspect of this problem has already 
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been discussed in  section 4.3 (recall Example 2) and i t  i n k n c e d  both the form of the formula THE3 
- - - 

and the rules of translation. especially R~.les 2. 3 and 4 Consider the following example 

Example 8 

Suppose one hears the following "story" 

- 

(8a) Fatsy wants to catch a fish. 

(8b) The cat wants to  eat it,, - - - - - 

We shall concentrate here entirely on the possibility that the definite description the cat refers t o  the 

individual named Fatsy in context setting sentence (8a). Translation Rule 1 gives us the representa- 
- 

tion o f  (8a) as [concefitrating on referential reading only). 

where Fatsy -. (AP ( P  F)) 

The literal (de re) reading o f  (8b) is given below. 

- - - 

where ~ t , ,  -. (A P (Po)) and cat. -( cat 

T o  obtain context C for the cat as referring to  Fatsy we abstract the translation o f  (8a) over its sub- 
- 

ject, thus getting 

C = (AS ( 3 x  ( f  X) & ( w s ( C  5 x)))) 

'We then supply C as an argument t o  the literal translation of (86) above. obtaining an extended 

representation of (8b) as 
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We have merely applied Rule 2 t o  one o f  the possible referents for the ca t  (We could easily co-index 
F 

the ca t  with a fish) But  we want t o  achieve more than just saying that the actant of (8a) wants to  

eat ito. We actually learn that this individual i s  nothing o t h e ~ t h a n  Fatsy The name, as a rigid designa- 

tor, gives us an unambiguous context, independent of circumstances We therefore obtain 

4 [(AP (P F)). (Ax (cat  x )  & ( 3 u  (f u) & ( w x  ( c x  u))) & 

(;at F) & ( 3 u  (f  U) k [iv F (c F u))) & 

The part under the unb~ersal quantifier reports that the only cat around that also wants t o  catch a fish 

is Fatsy This is nbn-trivial information about the situation described which cannot be derived from 

literal translation ofP(8b) The next significant extension of our state of knowledge is the information 

that Fatsy is a ca t  Similar considerations may be given to  pronominal references (as we have already 
-sir 

- - - 
- - -*" 

ment~oned In assocrat~on with Rule 5) The use of utterance attr~butes such as stress and rntonatron 

will often decide whether a name is just contingent knowledge we acquire about an object we refer t o  

(we saw this si tuat~on in the last example) or whether a name is the ultimate referent whrch s~tuatron . 

will be discussed next. The approach we present allows for representing both cases Let us consider a 

/ 

further example 

Example 9 , 

(9a) F a t s y w a n t s  t o  catch a fish 
4 

- 

(96) The  ca t  belongs t o  John. 



The literal translation of (96)  can be easily obtained with formula THE3 as 
- - - -- - 

96 - ( A x  (cat x )  a (C X )  & (Vy ((cat y) & (C Y ) )  3 (x=Y) )  & (bt X J ) )  

where belongs to bt 

Suppose that the cat in (9b) refers to Fatsy in (9a) as a particular individual known to  the speaker of 

(96) by name. (Let us call him B hence.) In this case we cannot take the situation described in (9a) 
.- 

as a context-setting situation Rather. B refers to an individual whose uniqueness is beyondany doubt--- 

) 
for himself. In other words. upon hearing the individual's name B can fetch an unique identifying con- 

text from his knowledge base Observe that B cannot use the cat should he be aware of more than 
, 

one Fatsy at the instant he utters his statement. B may, however. disambiguate his reference upon -= 

examining what the speaker of (9a) (call him A) has said Assume though 'that i he  use of the definite 

article the in (96) is the reaction of B when he hears the name Fatsy which. at least for B. unambigu- 

ously refers to some individual B knows of. The definite description used by B is entirely drawn from 

the context-setting situation he refers to. and which is now hidden from us. and perhaps the speaker A 

as well This description conveys a piece of B's state of knowledge or belief about the individual in 
V - - - - - - - -  

question, and may vary from scanty remarks as 

(9c) / t  belongs to John 

, , 

to much more informative remarks like 

(9d )  T h i s  awfu l  animal belongs to John 

The fact that B exploits some external context-setting s-ituation known to  him becomes even more 

clear when B makes his reference mistakenly in the sense that A has had another individual in mind 

when uttering (9s) If B's utterance does not clash with A's knowledge base.then the latter acquires 

some false infocmatb-of F a y A  which is actually of  Fatsys What B means by his ttt+erancx+of-(9b)- 

, The individual F I refer to by the cat is a cat and its name is Fatsy. and this information is 
sufficient for me to  pick up a unique individual. that is F .  From my point of  view the 
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speaker A is talking of F too 

- - - - - - - - - 

In other words the context-setting situation has the factual form of 
- 

C - (Vy ( (cat  y )  & (Fatsy y ) )  3 (y= F ) )  - 

-, 
d 

The literal ( F a t s y y )  which may be read as:'being a Falsy. creates the core of the context-setting , 

situation the speaker B is (1975). Barwise & Perry (1983) The other literal '. 
may or may not be relevant here depending on the way B reaches his unique referent (that is, whether 

% .  

r 
-- 

~ ' u s e s  A's utterance for that or not) In geiveral therefore. the c o n t e ~ t  C the speakGrB uses in (96) is - 
- 

expressed as 

C = (Ax (Fatsy x ) )  

and the firlal translation o f  (96) follows as 

96 -- (cat  F) -  & (Fatsy F) '& ( V y  ( (cat  y )  '& (Fatsy y ) )  3 (.v= F ) )  & (b t  F J )  8 

Note ?hat the use of the literal (cat y).undet the scope of the universal quantifier although most prob- 
. *. 

ably significant for speaker B may be redundant. or even invalid if tt turns out that F is actually an 

alligator We have two  possibilities in the latter case Either the audience B IS addressing becomes 
- - -- - - 

misinformed. which can happen when they explort different context-settmg situatrons. or the audience , 

can still pick up F correctly if the context-setting situat~on they are lookrng at contains F and the 

This time B cannot mislead his audience on th; basis of the logical truth of the formula 

where P stands for B's incorrect belief 0 F 

The argument above accounts for the nature of the value-loaded use o f  definite descciptions, see ' 

Barwise & Perry (1981) (or what Donnellan (1971) called refererrtiat). and can be applied in  a similar 

fashion t o  other referential situations we have discussed 
.d 
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We formalize this discussion with two  new translation rules The rules account for the two dis- - . C 

tinct situations mentioned which we have named contingent and ul t imate references to  a proper 

name 

RULE 8 (Names as Contingent Referents) 
, , 

. - 
An individual N. npmed N. mentioned in a context-setting sentence S1 of the form 

(i) Si (N) - (F, Nj - 

- - - - -  1 - 
% ib . , 

is further referenced in a sentence S2 by a definite description the P referring to% actipn or descrip- 

tion in S, rather than to  its name. If the literal translation of S2 is in the form 

then the translation of S2 in context of S1 is derived as 
d 

( i )  S2 (the P)  + [(Ap ( p  N)). (Ax [(AC.L). (As (F1 s))])]. U - 
RULE 9 (Names as Ult imate Referents) 

. 

A n  individual d a r n e d  N inentioned-by a sentence 5, of the form -a <- - 

0 7 
( 1  S , ( N )  - (F,N) - a 

b 

IS further referenced by the P in a sentence S2 on the basis of its name only If S-) has the literal trans- 

lation in the form 

( i l l  L . ( ?x  ( P  x )  & (C  x )  L ( b y  ( ( P  y )  & ( C  y))  3 (X=Y)) (F2 x)) 
I 

then S-, translates in the context of S1 as 

(hi) S2 (the P)  -. [ ( ~ p  (p N)). (Ax [(AC. L). (As (N s))])] 

where N is the predicative use of name N. 



In section 4 4 on attitude report contexts we found thai a part of the attributive use of some , . 
0 

nominal expressions could be expi& d in. terms of non-referential attitude report readings In these 
D 

cases we assumed that the speaker was addressing an entity wh0s.e existence was relative to  h ~ s  attr \ 
tude toward i t  (beliefs, irnaginationr. etc) But this exarnmed just one side of the coin In the fd low  

ing example we list just a few sentences where an attributive-readmg cannot be explained by attitudes 
-2- - - -  -- - 

Example 10 

Apparently, the following sentences can be interp~eted non-referentially without any reference t o  

speaker attitudes 

who is drinking the martini is a fool 

(2) The  cat that Mary buys is a burmese 

( 3 )  A man who kilts somebody is a murderer 
4? . 

It should be relatively clear that the sentences like ( 1 ) .  (2) and ( 3 )  above roughly fall under the follow 

Ing scheme 

. ( 4 )  A/ The a such that P (h imk)  F's 

or. In other words 

(5) if a/the a P's  t hen  he, F's 

Rewriting (5) more formally we obtain - 
( 6 )  if ( 3 x  (a X )  & ( P  x ) )  then ( F  himk) 

Clearly (6 )  is just anothe way to  express (4) if the latter is t o  be understood. attributively No such - * 
/ 

equivalence can b N w h e n  (4) is used referentially The -&e between theanda in (4) dependr - - L 
on speaker confidence as to  the uniqueness of the entity established in the condition part of the sen- 

tence Observe that in (6) the part between if and then  constitutes our context-setting utterance St 

and the part past then is our SZ. I t  is not necessary t o  assume a pronominal reference between 5, and 
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f 
- -- 

1 3 P  

S2 as i t  has been suggested In (6) In fact the general form of a conditional context utterance may be 

taken as - 
CI 

* 

(7) if 5,  (8 P )  then S2 (the P I )  

Although sentences like those of Example 10 translate into conditional context form, not all conditional 

context utterances can be expressed in terms similar to  ( 1 ) .  (2) and ( 3 )  or the like, for the reasons 

that become dear shortly The importance of conditional structures in natural language has been long 
- - - - - - 

xknuwkdged see only Webber (1979) and Heim (1982) In Webber's (1979) thesis on discourse atia- 
1 

phcwi she recognizes both conditionals and attributives, but she did not see any correspondence 
Ir 

between them In this section we do not .attempt to present a solution to the general problem of con- 
b 

ditional constructions which are widely discussed by Heim (1982). Instead. we point out that a cer- - 
lain class of singular attributive statements can be reduced to a certain class*of conditional state- 

men ts  

Cansdcr the fdlowrng pairs of sentences If the first sentence In a pair is  used non-referentially it has 
- - - 

an equi~alent conditional context reading expressed by the second sentence in the pair 

I . t l  The cat t h ~ t  Marv buys is a burmese - - 

If Mar Y ~ U Y S  a cal. it is a burmese 

(bl  Ttw r n m  who i s  drinking the martini i s  a fool-  

i! 3 man i s  drinking the martini. he is a fool 

( c )  The man who kills somebody i s  a murderer 

I f  a man kills somebody. he i s  a murderer 
I 

Thus the first sentencein (a) gets its mn-referential con,ditional context reading in the form: -- 

4 

(a,) ( - ? x  (cat x )  k (buys M x ) )  > (burmese x,)' 
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Resolving pronominal reference of x,  t o  x we obtarn 

- 

(a?)  (3 (cat x )  & (bu,vs. M x ) )  3 

( 3 u  (cat  U )  & (buys M U )  & (Vy ( (ca t  y )  & (buys M y ) )  3 ( y=u ) )  & (hurmese u ) )  O 

This latter translation requires some explanation as i t  is ~mportant not t o  confuse things at thts point 

The translation is not t o  represent the meaning of the conditional statement featured in  the second 

sentence of (a) when taken alone Obviously the condit~onal statement does not contain the unique 
0 

ness implication tha t  is present in (a?) see for example Heim (1982) This translation represents-a- - -- 

singular, attributive reading of (a) in which the uniqueness imblicalion is clear What the first sen- 

tence in (a) says is that the definite noun phrase the cat that Mary  buy< has at most one antwen- 

dent which may be either a pacticular cat. or a concept of such a cat (which interpretation we spare 

here) If this sentence is used referentially then there is no problem with instantiating the referent 

which must be exactly one When the sentence is used attributively. however. we cannot claim that 

the antecendent of the definite description actually exists. and therefore we cannot tnstantrate our 
* 

reference We can do that i f  the reference proves successful that is under the condition that the , 

antecendent can be rnstantrsted Thus the paraphrase of the attr~butl 've staternen! rn (a) we arc arm 
- - 

- -  - 
- -  - -  -- 

mg at ts If M a r y  buys a cat then there i s  only one cat she buys and this cat rs J Burmese Other 

condrtlonal paraphrases In Exanlple 11 should be underctood I~I th15 v,,)~ t.ven;f t h ~ s  may not dppedr 

the mast natural reading as In (c) Note that if the unrqueness rmpl~catron could not be passed from 

an attributive statement such as (a)  t o  its cond~tronal paraphrase the tra ;lation featured In (a:,) 
.r 

would sot be acceptable Thrs srtuat~on &curs II we interpret the f ~ r s t  senfence In (a) as generic and 

the second sentence as addressing instances of a generic concept here the cat that Mary  buys In 

such a case we can only go 

resolve the internal anaphora 

cussed in Chapter 5 

as far as (a , ) .  and then seek some more elaporatc translati00 rule to 

The interpretation of generics. and other non-singular concepts IS dis- 
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(b) and (c). when taken alone. have a straightforward perfect referential reading This reading does not 

represent the general case. and other pronominal context translation rules may be useful for resolving 

pronominal references between the sides - consider only If John wants t o  marry, queen. she must 
- 

be' wealthy As we will see:this reading cannot be obtained from the imperfect reading of The queen 

" John wants t o  marry must be wealthy - 

An interesting consequence of discovering the equivalence between purely attributive readings of 

some sentences and their conditional readings is that we can now explain translations of utterances 

previously considered generic. see Hirst (1983) Consider for example 
- 

0 A tiger i s  more dangerous than a cat 
-Y - * v  

'4.- - 
In a referential interpretation we talk of a particular tiger and some particular cat l n a  conditional con- 

text reading with respect to  a tiger. for example we address some particular cat but not a particular 
6 

tiger In such a case we utter that i f  there is a tiger. i t  is more dangerous that a (particular) cat 

Still the conditional reading may be applied to  both a tiger and a cat yielding something like i f  there 

a r  a trger and 3 c d t  the tiger is more dangerous than the cat I think the reader should not have 

any prabtems w ~ t h  applymg the principles suggested above to derive proper representations for each of 

4, 

t h e y  read~ngs However. the truly generic utterances cannot be verbalmd thts vmv The followmg 
la 

sentence 

The president is elected every four vears 

when usid at some wnaminga level L,, (to be explained in Chapter 5) cannot be equated with 

t 

If there is a president. he is elected every four years 

unless. of course. the latter is used in a generic sense too 

We summarize these observations .as a formal translation rule. using the notion of conditional 

- 
f ' context pattern. which (roughly speaking) has the form of (AS, ( x S ~  (5, 3 S2)))) as expressed in A 



RULE 10 (Conditional Context Translation Rule) 
- - - - - -- -- - -- 

tf a sentence S has a singular reading referential over x translating to 

(i) S(the/a P) -. ( 3 x  ( P  x )  d;. (U x )  & (Q x ) )  

and every referential singulat reading equivalent to it assumes the same form where U is an optional 

.uniqueness clause possibly present when the is used in S. i e 

where C is an external context that cannot be instantiated then the conditional 

referential reading of S exists. and is obtained as the result of the following derivation 
, 

(iii) S(the/a P) -. [ [ L .  OJ. Pj 

where L is the conditional context pattern in the form 

, 

context non- 

and the pronominal reference of x,, is resolved to  the argument of S, by one of the pronominal context 

translation rules 3 

Comments and Consequences 

- 
I here seem to be numerous donsequences of Rule 10 Some of them are quite striking 

Consequent I. The l~teral U in the referential translation of S in Rule 10 is an important indication 

whether a referential read~ng of S is possible whatsoever I t  contains the reference to  a context sett~ng 

sentence S'poss~bly implic~t to S If no such context-setting sentence can be found. no referential 

reading exists Consider , 

(5') I met a man in  the library 

(S )  The guy 1 saw yesterday was a f ml 

If the guy refers to  a man I met i n  the library we have the referential reading A weak reference t 

t The notton al weak tPfetentr wili be explained in Chaptpr 5 Irrfo~matly. x we.rlrly refer5 to a set Y rf rt r ~ f c r s  to some y 
E Y 



Inter-sentential Dependencies -L-. 143 

to  S ' can sufkcetoa 
- - 

( S  ') I met some guys in the library 

( S )  A man I saw yesterday was a fool .  

If a man . . weaMy refers to  some guys .. the referential reading is assumed 

Confiquent - II. Condition (i) in the formulation of Rule 10 seems to  be quite restrjctive-regardingthe 

form a sentence can take in order t o  qualify for a condit,ional context non-refebntial reading. Observe 

that the literal P can be verbalized as 
' 

(Ax (P f  x )  such that (Qf x ) )  

as for example, in a mam who breaks the law Yet the restrictive wh-clause is not strictly necessary 
t 

to  maintain P in the requested form If one utters 
>->/ 

f 

r A tiger is dangerous. a 

-a- 

a non-referential interpretation is still possible in conditional context. with P = an entity such that i t  

is  a tiger. so that P translates-as - - - - 

* 

0 P -- (Ax (E x) & (t iger x))  
- 

where E is the entity predicate which as ngn-significant may be omitted 

The question naturally arises What kind of sentences do not qualify for conditional context read- 

ings? Obviouslv the utterance which presupposes the existence does not qualify (But this very sen- 

tence does!) Compare 

A (i) There is a unicorn wi th a pink tai l  which lives in the park 

(ii) A unicorn which has a pink tai l  lives in  the park. 

B ( i )  There is a man that killed somebody (and) who wi l l  be prosecuted. 

(ii) A man who killed somebody wi l l  be prosecuted. 



Both Afi) and B (i) have str ict ly referential r & _ a n b n ~ ~ c _ e f e t e n t i a L ~ e a d i n g i s e u e c p o s s ~ ~  

Observe. however. that A(i) has an equivalent referential reading of the form 

A(;) -. ( 3 x  (u-with-pink-tail-which-lp x))? - - 

/ 
which violates the restriction that every equivalent referential reading must meet form (i) from Rule 

10 In contrast. A(ii) can be translated as - 

a A(ii) - ( 3 x  ( U  X )  &_(hpt x )  & ( Ip  x ) )  - - - - - - - - 

wi th P = ( A x  ( u  x )  & (hpt  x ) )  and Q = (Ax ( I p  x ) )  

Consequent Ill. The next observation to  make in conjunction with Rule 10 is that sentence S does . - 
not necessarily have t o  be a top level clause Again consider the sentence 

C John wants t o  marry a queen. 

The referential reading o f  (C) assumes the form of 

C ( r e f )  + (3x ( q  x )  & ( w  J ( m  J x ) ) )  

Rule 10 imrned~ately provides us with the conditional context peifect non-referential reading as- - - - - 

.. .I 
t 

C(ccper)  + ( A x  ( q  x ) )  > ( w  J ( m  J her,,)) 

This translations reads i f  there i s  a queen. John wants ( t o  marry her) By Rule 3 we cm also 

derive the imperfect non-referential reading o f  (C) 

And applying Rule 10 t o  the embedded clause under the scope of the existential quantification we get 

thehconditional context imperfect non-referential reading of C 

C(ccimp) + ( w  J ( ( 3 x  (g x ) )  >. ( m  J her,))) 
' I: 

t One mtght overcor#te restrrction ( I )  In Rule 10 by tnsertrng the non s~gnificant hteral "enlityn rn place of nirsslng f' or (J 
component That wovfd lead t ~ ~ c o n d r t i o n a t  context readme, rooghfy paraphrased as '%,there rs sonlcthrng. ~t O'q" f h ~ s  read 

- Ing is. however. ucirkely enough to be taken serrously 



\ 
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4nter*nkentiaWependencks 
9. 

This latter reading may be verbalized as. John wants ( t o  marry the queen if there is a queen). 
-- - -- L- 

4 

There is a subtle difference in meaning between C(ccper) and C(ccimp). The former sotates that 

unless a queen exists John s attitude toward her cannot be instantiated. i.e.. her .existence causes 

John's desire t o  become in  effect. In the latter interprdation John's will or desire is independent of a 

queen existence Rather. her existence will cause John to marry her. relative of course t o  his will. More 

precisely, in C(ccimp) John wants t o  reach the state in which a queen's very existence will entail 

Similar considerations can be applied t o  utterances with attitude report verbs. Thus for the sen- 

tence 

D John believes that a unicorn lives i n  the park 

four non-equivalent translations may be derived: 

D ( r e f )  + ( 3 x  ( u  x) & ( b  J 

D (a t t )  -' ( b  J ( 3 x  (UX)  & ( 
- -  - - - - - -  

D(ccat t )  -, ( b  J ((+ ( u  x ) )  2 (IP x,))) 

Consequent IV. Let us briefly examrne how the condttional context utterances behave in discburse 

Consider for example. the following paragraph 

E (i) If a man breaks the law. he w i l l  be prosecuted 

(ii) He w i l l  be tr ied and sentenced 

! 

Wi th E(i) and E(ii) translated respectively as 

where bl,  wp, and wts  stand for breaks the law, w i l l  be prosecuted. and w i l l  be tr ied and 

sentenced respectively. - 
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we need t o  resolve the pronominal reference of xk in (ii) to either x or x,, in (i) Assume, here the 
- - - - - - - 

reference is to x. Applying Rule 5 between the condition part of E(i) and E(ii) we can get the full trans- 
B 

lation of the latter as f 

E(ii) -, ( 3 x  (m X) & (bl  x) & ( U  x) & ( w t s  x)) 

where U is as stated in Rule 5 But now the uniqueness clause U  cannot be instantiated since i t  refers 

to  the condition (hence nongeferential) part of E(i) Therefore Rule-10 must be applied to  the above 
- - -  - - 

yielding the ultimate translation of E(ii) as +- 

E( i i ) (cc )  '-, ( 3 x  ( m  X) 9! (bl x)) 3 (w ts  x,,) 

with the pronominal reference of x, resolved internally. Observe that if the clause U  in the referential - 

reading of E(ii) could be instantiated we would be forced to admit that E(i) has had a referential read- 

ing too This kind of backup adjustment throughout a discourse will create an important aspect of the 
-a 

transformation F,, a 

Finally. note that, although in the above example. we aisurned the external reference to  address 

the condition part of a conditional u'tterance. it does not have to be the case in general and the conclu- 
- -- 

- - -  
- - 

sion part can be addressed as well In such a case the uniqueness clause generated by a pronominal 

translation rule could not be instantiated for much the same reason The dec~sjon as to which part of 

the conditional utterance is being addressed by an external reference also belongs to the subsequent 

4.8. Indirect References , 

By an indirect reference we mean the reference situation where the object referenced by a 

definite description does not explicitly.occur in the context-setting sentence but its presencetherein 

can  be inferred. To  become more precise we first introduce the concept of individual knowledge 

base. 



_lo tersententiaLRqmdmDeaendencies~ 1- 

For every individual a. and,every moment of time t there is a knowledge base KBf, such thatLit 
-- - - - - - - - 

contains all facts about the universe a knows, believes disagrees about: etc. at time t .  Instead of the 

time instant t we may talk of some space-time location I ,  but its temporal expanse should be small 

enough t o  kdep the knowledge base in a fairly static condition. Suppose then that at some location I .  

an individual a, the addressee in some discourse situation. is to  interpret some utterance Sz(y) with an 

anaphoric expression y to the preceding discourse. Let Sl(x) be the current context-setting sentence. 

C 

and let x be an object referred to by the description x in S1. Note that x does not have to-correspond 

to any nominal construction in preceding discourse (noun phrase, relative clause, etc.), and may 

involve entire sentences. or sets of sentences. Consider, for example, the following paragraph where 

the description x i s  spread over a set of consecutive>entences rtsolting in the object x of six washed. -- 

cored, and cut into pieces apples i 

(1) John bought six apples. He  washed and cored them Then  he cut them into pieces 

Let further KBL be a's knowledge base at the time S2(y) is uttered. If KBL contains the fact xRy 

such-that - _ y is another object. and R is a binary relation and y '  i s  some not necessarily explicit- 

description of y such that rt canbe added to S l ( x )  thus creat~ng S;(x v ' )  then v refers indirectly tr, 
\ .. 

x iff y refers directly to y ' Here is a typical example of irbdirect reference 

- 

( 2 )  a John bought a car [x = the car John bought] 

b T h e  engine works well .  

y = x's engine: R = has: 

For additional examples 

selecting the relation R 

y ' = the engine of 

the reader is referred to  

which, as we saw, is all 

the car John bought! 

Brown & Yule (1984) One must be careful when 
- - -_ -  

important in indirect references. Certainly not any 

binary rdlation can be appropriate. In the fragment (2). for example, the relation hiis not would not 



create an indirect reference. In fact,  we need R t o  be a function such that y = R(x)'.t This function is 
- -- ---- 

- 

determined by the context S1, the current discourse topic and some other related phenomena 90 be 

discussed in chapter 6 It  should not be difficult t o  imagine that in discourse (2) the addressee may 
' I-. 

- F, 
recall some~other part of his KB, for example that o f  

- -- -- 

so that the R = has-not would be appropriate This attitude is relative t o  the diveloGent of 

discourse prior the utterance (2a)r 

We do not fdlly investigate the problem of indirect references in this thesis, beyond the general 

statements given above In Chapter 6. we compare this phenomenon t o  another reference 

called lost links We observe that the problem of indirect references is a special case of the inter- 

sentential reference phenomenon that we have addressed in this Chapter When we assume that the 

context-setting sentence S1 has already been evaluated against an individual's knowledge base before 

he attempts an interpretation o: S2, then the general reference scheme of context-setting 

sentence/current sentence is maintained _The-only difference between direct and indkect references 

hes In the way the context-settmg sentence S1 is be~ng produced 

4.9. Forward  References 

When we introduced our reference scheme at the beginning of t h ~ s  Chapter we did not constrain 
r 

in any way the mutual spatietemporal relationship between the context-setting sentence St and the 

current utterance S2 The only requirement was a relative physical proximity of the two so that they 

could be considered as-fragments of some larger discourse Avoiding unnecessary complications. we 

-- 

yielded t o  The natural limitation o f  written language which imposes explicit left- ter ight -ordering of 

words. In this sense. the context S1 always preceded the sentence SZ. and this was especially explicit 
t 

* T o  obtatn this functronal relat~onsh~p w e  have to choose R Inore carefully. Possible cand~dates are. "has a5 an engtnc". "k 
powered by". etc 
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the examples we presented thus far. What we have considered as a notational convenience before. now 

needs a careful classification. 

I n  practical applications of our theory we cannot ignore the fact that the language expressions 

ca'n be produced and recognized one at a time, which imposes a linear temporal ordering on utterances. 

This observation leads to  a quite natural division of all reference situations into backward references 
- - -- - - 

and forward references Perhaps surprisingly. the actual temporal relationship of Si and S2 does not - 

have decisive impact in this matter Clearly. if the context-setting sentence S1 has been obtained from 
a 

a discourse fragment that wholly preceded the current utterance S2, references made from S2 to  S1 
1 ' 

have the backward character Most of  the examples presented in this thesis exhibit this characteristic. 

which is only partially a matter of convenience. backward references are far more common in discourse 

than forward connections There are. however, situations where the context-setting sentence is not 

available at the time the utterance S2 is produced. often deliberately withheld by the speaker and s u p  

plied at some later time If the addressee reacts accordingly. postponing resolution of  references in S2 

until Sl IS provided we have the situation where S2 precedes S1 (more-precisely the discourse frag- 
- - -- - 

u 
ment that S1 derives from) In such a case we speak of forward reference of which the following 

- - 

example IS characteristtc 
- 

(1) He ran quickly down the stairway Inspector John Flynn had his reasons t o  be in such a 

Unfortunately. the backward/forward distinction is not always so clear cut. Often S1 and S2 will over- 

lap arbitrarily so that we need some more definite method to  decide whetb r  a backward oga forward 
4 

reference is taking.place. Sometimes the distinction will not make much sense: however. Consider. for 

example, the situation in which the current utterance, whkh includes S2 h it. &%s~lFa partmth-e- Y 
" " < < " - " - - " - " " ?  

context S1. For the sake of completeness. however. we attempt to  formally define the notions of back: 
- 

ward and forward references. 
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Let S l ( x )  be a context-setting sentence and x be a description which fully describes some 
- --- -- 

unique object x t o  be refereqced by an expression y of the "current* utterance S2(y) t Taking into 

account the temporal ordering of language. we say that y refers backward to  x iff the description +of 

the object x wholly temporarily precedes the utterance of y In such a case we speak of a backward - 
(co-)reference between y and x Conversely if x is not fully defined prior to  the utterance of y. we 

shall speak of forward (co-)reference between y and x Initially, this definition may seem overly corn- 

plicated Consider. however the following -paragraph in which the context-setting sentence -ST is; - -  

r" 

derived from the utterances (2a) and (2c). with the inter~ening "current" utterance S2 as (2b) 

(2) a John bought some delicious coffee in the pub 

b H e  drank i t  back in his office e 

c T h e  cream he used was not very fresh and the coffee tasted rather bad 

Clearly. the proper antecedent for i t  in (2b) i s  the delicious coffee John bo@ht with the not very - , 

1 

f resh cream he added and not just the delicious coffee he bought what' would be the case if i t  

referred backward into (2a). In fact the antecedent of it is not yet fully defined in (2a). and only afterl 

reading (2c) can one resolve the reference properly In this sense i t  refers forward although ne~th fv  - - -  

(2a) nor (2c) contains an explicit antecedent Observe also that the definite description the coffee In 

(2c) refers backward and has the sami antecedent as it in (2b) 

I *  

A word of warning IS necessary here After readmg (2a) and (2b) :he reader quite r~ghtly to  

/ 
the conclusion that the pronominal it. refers anaphorically (hence backward) to t h c  del~crous cof lcc 

John bought .in the pub Later. upon reading (2,). he may change h ~ s  earlier dec~sion and relate both 
\ 

i t  from-(2b) and the cofTee from (2c) to  the Lommon antecedent previously described This change in 

the reference of i t  involves some non-local processing that does not fit into our simple S1-S2 scheme. 

and therefore cannot be sdved by the transformation F,, Note that if the reader of (2) had emp!oyed - - - 

I the scheme independently t6 (2a) and (2b) first, and then to  (2a.b) and (2c). he would have obtained 

t By full description of an object x we mean here that x 1s ready for a direct reference from S2(y) .  Observe that the no 
tmn IS relative to  S2 and speaker's intent~on. Note also that the descript~on x may come from discourse as well a5 from art 
individual s knowledge base 

i 
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_ d i s t k t  &seaden& +OF ik  itnd +he ~ o f F e e - a w o b v i o t ~ I  ~ i r w t f e s t t ~ F o r - ~ r ~ ~ ~ ~ ; - ; r r r d s o ~  

others to be explained later, the transformation FP1 does not take us yet at the ultimate stratum in -. ' -- 
the Stratified Model. Another level is still necessary, and we shall discuss the problem in Chapter 6 

4.10. Discussion 

There are many other types o f  references which we d~ not discuss in this thesis. Among these.-- 
-L  

.the one-anaphora. clausal i t . and elliptical constructions are perhaps the most prominent. SeJ also 

Webber (1979). and Brown & Yule (1984) for more comprehekive lists These problems require 

4 separate investigation which is  not covered in this thesis A considerable number of rules resembling 

these of 2 to  10 have to  be added before the transformation FP1 could be regarded as nearing a com- 

plete form We limited our discussion to  an in-depth investigation of a small number of inter-serrtential 

reference cases since we believe that further rules. while undoubtly important. will not change the gen- 

eral image of the transformation FP1 which we have presented thus far As a matter of fact, the next 

chapter will introduce two more rules to  FW1. Rule l i  and Rule $2. These rules dctually add a new 
- - - -  - - - - 

4 

dimension to  the phenomenon of inter-sentential references, and co4eference in general, that has 

never been explicitlv addressed before in a uniform~approach We now summarize the characteristics of 

n 

the transformation F,,-, in the Stratified Model 

The transformation F,, takes from the level SLAfe2. a representation of some actual discourse 

5' 
entered originally in the source language SL and 'produces the subsequent representation of the 

former at the level SLAW1 Let A = 6,. . 6, be such a discourse representation at SLAW2. I 4 
Without sacrificing generality we may assume that A is finite and fully ordered. i.e.. 6i<6;+1 for 

- - 

I d i <  s. where < is a precedence relation. Each 6; E A is an image of some actud expresiion from SL ' 

in categorial grammar (and other early transformations), and in most cases 6i will be classified into the 

syntactic category of sentences ( t  in CAT). Because CAT is known to  introduce ambiguity, and also 



because of ambiguity introduced by earlier transfarmation.. a 6, may not be a single representation (a 
-C - 

I 

parse tree) but would be rather a set of these That is: 3, = IS! . 6!1 such that & E FtP2(S) 
a ! 

6 E SLAh3 It would be more convenient. however, to  regard the SLAIk2 representation of discourse -- 
not as a single set A but as a set A *  of sets such that every A E A *  is an alternative discourse 

representation and if d = kl.  , 6) then every 6; C A is a &gle p-marker in CAT In other words 

- - -  - 

let 8* be the SLAF2 representation of some actual discourse We have 
- 

. = 1 &  

where u, is the discourse fragment corresponding to  8, 
P 

w .  

For each A E A'  the transformation FF1 produces the representation F,,-,(A) at the level SLA,,,,.as 

a setc f prototype discourse representations. Let D be such a discourse prototype ~roduced by h 
FF1 at the level SLA,,, By cross-section D, of D. D, = < DT. D:> we shdl mean the discourse . ' 

@ 

I 
1 

representation D with a distmgu~shed point c and such that 11 D E f ,,-,( 5 ;  
x 

b l  & , - I  - .. . * 

., 
of A. in the sense that the set (6,. . , has already been praessed into thel&el 51/1,i1 Thqn 

- *  . J  . - 
the sum DLI  U D: = Sl is the context-sett ing sentence for S2 It, k nut to say that D: &d a 

are completely independent. In fact. D', will build not only on 6,+, 6 , . b u t a l s o o n t h ~ c o n t e x i  . I I ; $ 
I 

I .  

provided by Here is a possible discourse representation accumulated' by processing the 
1 

- - -  

dtscoorse p a t  from 6, to  a,-, into SLAW, The other constituent of 5,. @. stands for a preGpposed- , 

representation of the rest of the discourse following S2. In practical application the structure Dj does 
. , 

not have to  be complete. or may be even ignored but its theoretical rde  in resbtving forward refer- 1' 

I 

% 



The processing bf the trankfarr?ation F,-* can be now formulated into the !oIlswing recursive 

rule Let < S,.  S2> be the context-setting sentence/current utterance pair. with S2 = l j i .  Then 

Fw every such 5,. new S, and S-, are derived as follows 

- - -- --  - -- 

, This scheme-introduces a considerable d3gree of ambiguity The unconstrained Fpl has to consider 
- 

and process every pair < S t .  S2> that can emerge from using formulas ( 2 )  and (3). resulting in a com- 

binatoris1 explosion of possibilities (hiyhly undesirable in a practical implemeniation) The process is 

finite however ~ h e r i r r e  only finite11 many different Sl's that can ever be produced. and the number 

of dikrent S2.s is exactly the same as the cardinality of A which is finite by definition. The process 

starts with 5 ,  = 6, the ehpty Do. and a number of alternative which depends on S 2  The process 

- - - -  

q t o p s  :*/hen for every t i ~ s c o ~ s c  prototyl;ePD il Dl E SLA,,, then I = s 

The compiexitv of thls scheme can be reduced if we allow another transformation. F,. to parallel . 

f h one imr expect untastr~~ted Fll-l  can produce a great number of discourse prototypes of 

which only a handful will have actual importance The rest can perhaps be excluded as inconsistent. 

senseless etc bM the local character of the F,,, processing does not give any guarantee that the " 

proper prototypes will be selected That i s  why we relegated this job entirely to the next transforma- 

t~on F ,  w h ~ h  is outlined in Chapter 6. We have concentrated here on the performince of F,, on any 

. )  par l~ular  pair <S,. S2> in the following chapter we continue the descrigtion of FW1 along similar 

lines - --- -- 

d 

't 



Non-singular Terms 

Our account thus far 

Names and Descriptions 

provides the means to  deal with different kinds of singular descrtptions 
- 

appearing in natural language utterances for which we hope to  build a uniform strategy of translat~on 

into the lambda-calculus based meaning representation language .I We began with an idealized 

althdugh non-trivial, subset of English FMT and showed that using Rules 1 through to  10 we can 

transform this subset of Fsglish from the representation level SLA,,-? into the representation tevel 

SLA,,l according to our Theory of Stratified Meaning Representation outltned in Chapter 3 We use 

t h ~  adjective idealized when referring to EMT to  mean at least thretc th'inR.; first and what i s  prih 

ably the most obvious. we apparently ignored many unportant aspects of "natura l~ t~"  of natural 

language 'such as tense modalitv fuzziness etc Tnts ornrsslon w.35 netessarv hoivevtbr ta uncover 

. and properly capture the nature of some other phenomena in the language usage In particular that of 

mak~ng references in discourse We draw an analogy to  oiher scientific lnqurrv e g when phystcrsts 

s~milai reason the existence d the ideal gas or Itqurd or po~nt masses rn Nev~ton~an 

second kind of idealization derives from the fact that we assumed the trmslation rules 

apply to  the utterances somehow linguistically preprocessed. so that again in the range of that 

selected subset. Rule 1.rnay always be safely used But this should not be considered as a flaw in the - 
theory. We delegaie the job of delivering suitable forms of original utterances to  some early transfor- 

mations F, (1 < j < n-1) in our stratified model. so that at level SLAi,&. Rules 1 through 10 can 

form a piece of the transformation FPl which. in turn, can carry FMT onto leyel SLA,,-I 
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pr6nouns and names denoting scngular objects Although we appreciate the importance of-the 

drscourse situations involving. non-singular terms we restrained ourselves from appending appropriate 

rules to the transformation F,-I before we are in position to understand properly their rde in the 

language The following Theory of Names and Descriptions iccountr for the use of names and 

descriptions in natural language 
-- - - - - -- - 

5.2. -1tS Theory of Names and Descriptions 

Let us consider some example sentences which appear to escape any treatment in our theory of 

translation thus far developed 

* 

Example 1 

Many philosophers and logicians Quine (1960) Kripke (1972) Donnellan (1971) Vendler (1971). 

Montsgue (1974). Thomason (1980) Carlson (1982). Barwise & Perry (1983). appreciate that the 
%. - 

- - - - - 

usage of tht* underl~ned nom~nal phrases In the following sentences has a "general" or "generic" charac- 

ter except for "regulrtr" singular interpretations which are possible only In some cases 

The king wears a crown 

The president is elected ever v * f  our vears 

Gold 1s a yellow metal - 

Temperature i s  a measure of molecular motion 

One can imagine hundreds of similar examples invduing such non-singular objects as water. heat. the 
* -- - - -  

Pope. the number etc Certainly. the use any of Rules 2 to 10 does not suffice to properly capture 

their meaning The application of formula THE3 to translate definite articles' also makes no sense here 
* 

What we may hope to accomplish is only to derive the singular interpretations (if they exist at all) 
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Apparently. these terms belong to some other dimension than their singular counterparts - 

4 
Unfortunately. there is no commonly accepted account of these species in philosophical litera 

ture Some authors. see Vendler (1971). Barwise & Perry (1983)..cautiously called them, generic. or + 

general (for example the king) or functional (&ch as the number of students. the temperature) 

uses of (definite) descriptions Others. like Kripke (1972). were quite close to considering them names 

(or at least some of them heat. gold) Yet others, see Quine (1960) and (1973). advocate the notion 
- - - - - - - - 

of abstract terms as being made of attributes. such as /being] red (further abstracted as redness). 

or /being] the man dr~nking the martini (which cannot be so easily nominalized) which can predi 

cate about "concrete" objects In this light the so-called attributive use of singular definite descrip 
- - - 

- tions as identified by Oonnellan (1971) may be considered as addressing to some abstract higher- 

level and therefcve non-singular (in our interpretation) concepts Carlson (1982) discusses the case cf 

the so-called natural kinds. a specific type among generlc terms He advocates the view in whith gen- : 

eric terms are taken as denoting t itities tn the same way as ordinary stngular terms do This is  an 

interesting view, with which we essentially agree though the approach remains decply set into the 

possible world paradtgm see alsddrlson f 1978) - - - 

Qutne (1960) presents the fullest discussion of various categories of terms found among natural 

language exprewons In hts account almost everyth~rrg one can sap IS made up of different kinds of 

terms (appropriately connected to yield meaningful utterances) which he classifies as singular general 

relattve abstract attributive etc In our theory we do not classify terms so finely although it  is posst 

ble that a future extension to the theory may develop along the lines apprb-imating Quine's approach 
C 

in some aspects. Before we expose our theory, howevcr:we d~scuss a few examples which provide 

additional insight into our account of names and descriptions 

There a e  numeow striking linguistic puzzles invdving definite desciiptions whieir caused-a---_ 

headache for many theorists of language Partee (1972). Montague (1974). Barwise and Perry (1983) 

are among those offering examples and comments The following example illustrates the phenomenon 
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Consider the following inferences 

T h e  temperature is r ising 

The  temperature i s  ninety. 

so. Ninety i s  rising 

The  president met the Soviet leader many times. 

The  president i s  Reagan 

Reagan met the Soviet leader many times. 

The  tiger lives i n  the jung le  

My pet is a t iger. 

My pet lives i n  the j ungle 

The president lives i n  the White House 
- - - -  

The president i s  Reagan 

so Reagsn lives i n  the Whi te  House 

. The conclusions in (2a) to  (2d) are obviously wrong The explanation given by numerous researchers 

chiefly amounted to  the corroboration t h d  the definite descriptions the temperature. the president 

and the tiger in the first sentences of (2a). (2b). (2c) and (2d) respectively should be interpreted 

functionally i.e as intensions. Montague (1974f). or functions over situations. Barwise & Perry (1983) 

Observe that if the descriptions were to  be interpreted singularly or as enumerating all instances of a 

non-singular object (i.e. statements containing them were understood as making claims about each 

instance). the reasoning would be sound. The reason that examples (2a) to  (2c) appear odd while 

example (2d) seems fine lies in our reluctance to  apply singular interpretations in these contexts. Even 
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if we are inclined to  say in  (2d) that the hrst sentence should be understood as every president 
- - - - - - - - - 

l i ves  in the Whi te House the conclusion is incorrect in general terms We claim that unless some 

two  descriptions (or names) are used singulaily or measurably singularly at the same level no sim- 

ple reference can be made between them. In fact. another type of reference that we call remote refer- 

encr. can still take place and we shall put this view forwardin this chapter For now we can say only 

that inferences like those of. (2a) t o  (2d) are all false 

- - - - 

What does it mean for a description (or name) t o  be used singularly, or measurably singularly? 
P - 

What does i t  mean for two  descriptions to  be used at the same Jevel? The answcrs to  these ques- 

' b 

tions lead us to  the theory o f  names and descriptions which we explicate-below 

- 

Initially let us observe that our lang"age deals with singular objects only, no matter how complex 
0 

their structure happens t o  be Suppose somebody is being pucinto the position of the Observer. who 

perceives all these objects and has to  use his language to  describe them Some objects are sharply dis- 

tinguished from others so he chooses t o  give them names as J O ~ .  M a r y .  Fatsy .  Sun. The others 

have no clearly perceivable boundaries but he still may name them tea. water. grass. snow. . and 

then refer to some measurable quantities-of-them as some tea l ~ t t l e  snow etc 'ie; hers a p p e a ~ t u  

+ be numerous though enumerable d~splaying strong similarities t o  one another It would be pointless 
1- 

- - - - - - - 

for Observer to give them each a name Instead he decides to  refer t o  them as a cow the man thic 

tree.+ etc Still. he prefers t o  say the sun or the, lakerather than t o  invent new names'if he is not sure 

how manv of them are there even if, he is aware- of just one specimen Later he may find out that 

some objects were given ident~cal names so havmg encountered them together he must refer to one a: 

the John. the Sun, or a Fa tsy  Having completed his job. Observer. who is also a part of this world 

may nape himself Observer or the Observer. and happily sit down under a tree on the grass 

Let us call the whole collection o f  objects he has just described as thesobserver level. and use -- 

the symbol Lo for it Suppose then we ask Observer t o  tell us as much as he can about Lo Soon he 

t One could well magme th15 process 2s runnmg top town (from tontept to an tnstante) rathrr than bo t to r~~  11p as sug 
gested here. For the s a k ~  ol  argument we Ignore th~s  other possibihty at the moment. but we r ~ t n r n  to-fhr lssw htw ~n t i n s  

- 

t hapter 
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ti& ~ttt%at his marniRg-kriAs tmh- Ak ~ o t t e ~ ~ w F a & & & ~ w o r k F b e e r n m o ~  

and more cumbersome for him t o  communicate in terms of every man, some cats. s&eral trees. 

each president. etc. He discovers that some. things he originally considered distinct appear to be 

instances of some single object Also he must admit that the identity of some other objects has to  be 

put into quest9n Being smart enough. Observer invents two new levels. L+l and L-1, which augment 

his world At level L+l he places the new objects he discovered to  be generalizations (or abstrdctions. 
- - - - - - - - - - - 

if  you like) of some measurable amount of objects from Lo which displayed a striking similarity or even 

identity From the perspective of L+l he is able to  tell us that T h e  tiger lives in the jungle. that The  

president is elected every 'four years a.nd that T h e  Morning Star and T h e  Evening Star are 

actually two  appeaiances of  the planet Venus. The objects at L+l are singular there, but they 

appear "generic* or "functionat* or whatever of that sort as seen from Lo. Observe that these objects 

may not have straightforward measurably singular descriptions at Lo (like every tiger, some 

president, etc ) ,  and often it will not be possible to  refer to  them in the terms of the language avail- 

able at Lo In either case one may expect that some undescribable aspect of an L+l object can emerge 

at Lo even if  the" all have been derived from L l  (which does not have to  be the case) Next. Observer 

invents a new generation of names at L+ l .  the president and the tiger may be among those names 
- - 

On the other hand. Observer might prefer to  use definite descriptions here for the similar reason he 

frequently decided so at Lo In fact. we have no means to  distinguish'fretwqen names and definite 
'PC 

descriptions in discourse We can only stick to  linguistic conventions 

It probably would not take a long time before a new augmentation for L+l becomes necessary 
- 

Two new levels L+l+l and L+l-l can be added in a much the same fashion The level L+l-l does not 

necessarily have to  be Lo, although i t  probably will. More or less the same happens at the level L-1 
/ 

where Observer can now say that what he previously considered to  he the atomactual~deootes-- 

many different kinds of atoms (H. 0. Ca. Fe. etc.), that tea is not so unifor; and many different teas 

can be found. and that under the name Joe Alex was actually hidden a group of crime story writers. 
. %  J 

Subsequently the level L-l will expand by L-l+l and L-l-l with the former often different than Lo. 



- A  -- Names  and  Descript ions 

Let us now formalize our intuition - 
- - - -- - - -- 

Definition 1 

A use of a description will be called singular-if i t  denotes or refers to a singular object A use of 

a description will be called measurably singular if it denotes or refers t o  some measurable quantity of 

- a singular object Otherwise we shall talk of non-s ingubr  use 

It  is diff icult 'to give examples of these uses without a wider context so we postpone examples until 

later. Observe that the definition does not exclude non-referential interpretations o f  descriptions 

Definition 2 

A level will be an arbitrary collection of singular objects A level language will contain these 

only singular and measurably singular uses of descriptions communicating of the level objects 

Definition 3 

For anv level L,, all names appearing in the L,, language have singular interpretations fl 
- - - - - - - - - -  

. Definition 4 

and 

For any level L,, there will be at least t v ~ o  dlst~nct levels L,,, and L,,,, such that L,,,, contains 
I 

the non-singular objects as seen from L,,. and L,+, contains the objects for which the objects at L,, are 

non-singular C 

Definition 5 . 

The Observer level Lo is an arbitrary chosen level serving as a reference point 

Although the Definition 4 is intuitively clear. especially in the context of the earlier discussion, i t  is still 
- - 

not obvious how one can get from some level Lo t o  either L+, or L-, First we shall show how a des- 

cent t o  L-l can be done. and then how generalization leads to  L+l 
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to as a coordinate We shall often think of coordinates as ordered sets of which the time coordinate 
* 

will be the most frequently used In general, however, a coordinate does not have to  be totally ordered 

(pure time coordinate). or even partially ordered (mixed space-time coordinates) One can imagine ' 

coordinates as arbitrary sets of "points" or "locations" at which certain general (or abstract) objects 

(for example the president, the atom) are assigned more specific "extensions" or insbnces (such as 
- L * - -  --- - - 

the president Reagan or H. Fe.  Ca.  ...). Itshould also be quite clear that almost any object we can 
I '  - 

think of can be considered an instance of at least one more general concept, and often there will be 

more such concepts available Consider for example, water in a glass as being an instance of some ' 

totality of water in the universe (space coordinate), and as an instance of a concept of water such as 

in water boils at  100 C. 

Suppose further that. for the coordinate T, the Observer discovers that the identity of N along 

that dimension can no longer be accepted. That is, there are at least two x, y E T s.uch that N-at-x 

;t N-at-y Without losing generality we can assume that the coordinate T has. been chosen so that the O *  

- - - - - - - - 

following non-equation holds 

Let (N x J  denote an object N, for some x E T The OhServer cannot place N,'s at Lo without violat- 

ing definitions 2 and 3 Instead he moves them onto a new level L ! ~ ~  leaving the original object N at 
4. 

Lo N may be no longer a "real" object but the concept remains in language fEiT can be attached to  

any existing level provided that the definitions 1 to 4 will never be violated.. It can 'also give a begin- 

ning to  a new level. Note that,the distribution of N over the coordinate T may force other objects X 

from Lo to  be distributed over T as well. and their instances placed at ~ 5 , ~ .  This process may remain 

mostly implicit until we make an utterance relating (N x) to  other objects at L ! ? , ~  In genera~: we shall 

say that the level feiT is lower than the level Lo, and write L_NIT<L0. 0f&n we shall drop the super- 

scripts N and T over the level symbol assuming some lower level L-* whenever it hoes not lead to  



ambiguity Observe tha t  with the above account the level structurg of objects h i s  a dynamic, ever 
- - - - - 

changing chara&er Any new empirical fact t o  b: added t o  our world knowledge bears a potential 
P 

- 
. reverberatick in the level structure involving creation of new levels and moving objects between levels 

' . 
A t  probably non-frequent idle states the definitions 1 tb 4 assure the structure balance 

Moving at level L-l the Observer is aware of an enumerable collection of different objects N,'s 

Extending the description used for N over N,"s the Observer refers to them as the N, a N ,  some 

--- - - . 
N(s)  every N .  etc I t  is possible. of course. that some other object N '  found at Lo is now disclosed 

to  be an M, for some x E T What that means is that we have wrongly placed N'  at Lo: because i t  

actualiy belonged to L-l (for example. the Morn ing  S t a r .  the Evening S t a r .  and the planet Venus) 

But this was right at the time placed i t ,  i e.. i t  mirrored the state of our knowledge of the world at the 

time We may now give names t o  some N,'s and N can very well happen among them This time how- 

: ever N will not denote the old object from Lo. this will be actually quite a different name referring to  
A d 

'one selected N ,  and which may be replaced by o definiie description of (N x) A schematic illustra- 

tion of the descent process is depicted in Figure 5.1. 

On the other hand suppose we have some objects N, N2 considered dtst~nct at -L,, Sup 
-e 

pose then that we discover ,some striking resemblance? between them along s m e  dimension (coordi- 

nate) T so that we need a generalizing concept t o  talk about them We cirmb to  some higher level 

Ly iT .  i.e . L,,< L,NiT and establish 4 new object, a superobject. N there Now as seen from LYlT all 

0 

N, s are just the occurrences of N at Lo at different values of coor inate T In other words the foltow- P 
Ing equation holds 

Observe also that all Ni's now belong t o  the level L 5 I 1  which is a part of Lo As before we shhll drop 

superscripts N a n d  T for simplicity. 

t This need not be any "ordinary" resemblance. and the objects may be collected upon an arbitrary key 
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N T  f-i : a lower  level 

an ~ n s l a r ~ r  r of I I ~ I I  , i~~,qcllar obj eec t N over T 

Figure 5.1. Descent from Observer level onto a lower level 

No matter how we name N at.L+, the following Formula of Discovery summarizes our action 

(FD) V x V y .  x.y E T .  (N x )  = (N y) 

Remember that the formula FD is valid only when observed from L+l. At Lo. Ni's remaiti distinct. 

traditionally - so they remain distinct in the language as well if an obje'ct N satisfies formula FD with 

respect to some coordinate T w e  shall say that this object maintains identity with respect to (w.r.t) 

the coordi te T.. * C 
, I 
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The generalization of other objects from Lo onto L+, may follow but. as in the case of decomprt .. 
r - -- 

~ i t i o n  discussed above the process will r e m a i n d i i l y  implicit. Once the superobject N has been 

created it begins to  live its own life Some new objects from Lo, different than N;'s, may now become 

instances of N at some not yet utilized values of coordinate T Also. we may use descriptions (N x) 

without caring whether they actually refer to any objects at Lo The latter property of general terms 

which is widely discussed by ' ~ u i n e  (1960 and 1973) gets a formal explanation in our theory It is 

important not to confuse a superobject with a set S of instances at Lo which gave the beginningtothis 
pp-p 

superobject with respect to  a coordinate T A superobject cannot be understood as a set of appropri- 

1 I 

ate lower level iwances. as we would obtain a measurably singular concept only Instead, a superob- 
I 4- 

ject N can be identified with the function N from T into Lasuch that whenever sESS Lo then there is 
+ 

t E  T such that (N t ) = s .  The function N i s  then arbitrarily extended beyond the set S 
LJ 

Computational tractability of such a function will depend then on what T is In pnt rast  to  

Montague's intensions of common nouns. we can coacentrate on these aspects of generality of some 

concept which are of interest to us at the time In particular coordinates will often be just finite sets. 
r 

or at most enumerable There are of course infinite, continuous coordinate's (such as pure time points 
- - -- -- - -- - 

coordinate) For example the relatioriship between the conckpt of temperature and the temperature at 

t 
, 

a certain point of time requires a cont~nuous coordinate, Nonetheless we may approx~mate the con 

t 

cept by some enumerable or even finite subset of time points at which the measuring is being dsne 

b 

One further remark must be added here in order 10 avoid anv m~sunderstanding It is possible 
h > - 

i 

that some N, from among N, s was alteady recognized properly at 1, a$ our goal object N from L+,  

although its other occurrences N i  for i*j were not iden'tified with i t  Ig some sense, therefore the , 

C 
0 ,  

previous concept of N was incomplete since i t  did not cont?in these other instances The fact may be 

further stressed in our language when we choose to4ame N after N, Jhii should not suggest that N 
b. 

< 

and N, are one and th; same object. The former is somehow more mqture although, when referenced 
r .  

.% - 
by' name, one can hardly tell which one of the two is. being referred to  unless, pf cburse. some addl- 

5 - 
tional clarifying csnEext is present 
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Cek us now attempt Lo summarize thenntlnnathleuel in a s o w c z - ~  - 

introduce the following relation of relative singularity between objects of the universe UA,+, to  com- 

plement the Definition 1 stated earlier in this chapter. The reader may observe that to  guarantee tran- 

sitivity of this relation we have to  conceptually distinguish between instances of different objects 

(superobjects) even if these may prove identical in the original universe U 

Definition 1A P 
-- - 

A object N i s  said to  be singular relative to  another object M (and write NRM) iff bothare instances 

of the same superobject w.r t the same coordinate. i.e . 3 P  T 3ti..t2€ T P(tl)=M & P ( t z ) = N .  13 

With the above assumption in force we can see that the relation R divides the universe of objects into 
- - 

mutually disjoint equivalence classes These classes can be recognized as our naming sub-levels (such 
* 

as L!!,l) It may be also observed that virtually any two objects can be classified as being relatively 

singular w.r t some coordinates. while not w.r.t others The 'fact that some two objects are not 

classified into the same class should not be interpreted that they remak in some instance-general con- 
-- - 

cept relationship The relation <. introduced earlier. imposes a partial ordering among levels which 

md~cates where su'ch relationships can be found 

- 

That, in rough terms. presents our Theory of Names and Descriptions T h ~ s  initial presentation 

---_ 
- .. should sufhce for us to  discuss some advantages we obtarn from the theory when constructing the 

transformation F,, in the Stratified Model 

5.3. Remote References, Supercontexts and Subcontexts 

b' 

Let us examine the.impact the Theory .of Names@ Descriptions has on the transformation - 

FP1. and how the account of inter-sentential dependencies presented in chapter 4 call be extended 
- 

over non-singular terms. We begin with a few examples. 



We have the foliowing~distinct objects at some level Lo V called Venus MS  called Morning Stan and 
B 

ES called Evening Star Upon d i sco~ery~ tha t  they all-are just occurre&es of the same planet we create 

a new object V '  named Venus at some level L:, and such that for some x . y . z  E T \;.here T 1s a 

time coordinate ( V '  x) = V .  ( V '  y )  = MS. ( V '  z )  = ES According t o  the FD formula we conclude 

from L,, that V=MS=ES while the same conc~usisn made at Lo is false 

Example 4 
. m  

Let the level Lo be as in the last example, except that the object V i s  discovered not t o  be uniform In 

fact it contained occurrences of three different objects planet Venus and some two  heavenly bodles 

assumed to  be Venus in the mornings and the egenings. Now we=cannot use our time coordinate T 

from the previous example to  get the desired result of the object V *  at L+I  lnstead we first descend 
L=e- 

t o  some L y j s  o p r  a coordingte S to  differentiate the objects V,,. V,, V, for some sl 5).  s, € S Let t 

the V,, be the part of the ultimate object V '  In the same way we treate at L-l all instances of M S  

nate T (In fact ~t will be much hke T from Example 3 )  We ptace V;at  L!, A wh~ch  can glve begtrl 

ning 16 same new level L - l + l ,  or be just appended t o  Lo ~bservt?that  V '  1s smgular at L,, 

This example is more "realistic" than the last on& but thev both have equal l ingu~st~c  significance 

Note however that having L-, as Lo and L - l + l  as L+,  we would reconstruct Exdmple 3 U 

Example 5 
I 

A t  level Lo the Observer is aware of the object TP named The President. Let T be the time coordi- 

nate (different than in the last t w o  examplts). A t  Lo we have, according t o  the F D ~ M  that 



- 

* 

~ b l . r n ~ e s c r i p ~ _ ~ r s  1 6 L  
. , 

Later the Observer may, discover that* for some t l .  t2 E 7. ( T P  t l )=N and ( T P  t2)=R. and that at 
- - - - - ?- - - - 

rwnc kvel  (I[~ where N and R belong they are considered distinct and named Nixon and Reagan - 
\ 

respectieely But a t  Lo. R=N is true The last observation can be made clearer if one imagines that TP 

i$ some abstract individual which (like  enu us) when observed in early 70's is named ~ i x d n ,  while when 
* 

observed in 80 s is called Reagan C 
L 

-7  

4 

The next two examples show how the theory contributes to  our trarrslation scheme 
- - - - - 

Example6 
, 

Consider the following paragraph 

(Q) The preGdent, is-dectedl every four years 

(6b) The pr@sident2 is- Reagan + 

6 

Except for our own cFmrnon sense and intuition there is nothing in this "story" to  prevent us from 

tnterpteting the prgsident, aiid the president* at some levels Ll  and L2 respectively so that one of the 

fdlmwng takes place Either LI=L2 or Li < L?. or L Z C  L l .  or simply L l f  L2. whye < stands for fhe 
I - .  

I ~ m t * .  i r ~ v e I  retatton lnt tduced earlier The latter case does not-inte~est us since in such an int,erpreta- -- 

tmn both sentences were uttered at different occasions wifh no connection between them . 
\ 

Suppost !mt that -if= L,=L,, Then both sentences are translated 'with either Rule 2 or Rule 4 

w k c  the con loh  setting sentences 5; and S;' for (6q) and (6b) respectively are implicit a n d  . 

S ,  Z; 5 , ~ t l y  if the two definite'descriptions are intended to co-refer That interpretatio - 
. p%si.bk b a s  nd ag&.witj our intuition 0bservC that in this case the conclusion of 

\ . 

Assume then lhat 1?=1[2; ' if ,=fO whae TP is  some object at LI and T is a cbadinate. H 

I& pestdeaf 15 used as s namc we d n  expect the fpllowing translations + 1 

, , 
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.e 6a -. (eefy T P )  

66 -- ( 3 t  (S t )  & ( (TP t ) = R ) )  

with elected every four  years -+ eefy. the president -. (AP ( P  T P ) )  

where t E T and S is a selector over T  provided by the discourse situabon (for example now. here. 

etc ) 

in a more general case we would take the phrase the president, as an oidinary-definite-descrtp-- - 

tion. Assuming some external context C we can translate (6a) with either Rule 2 or Rule 4. and the 

translation of (6b) wil l change accordingly. Assume Rule 2 is used in (6a) Then 
P, 

where president ' + p. 

The role of the literal ( p  ( x  t ) )  is significant in the situation where a description different from theone 

in the ontext-setting sentence is used to  make the reference .for example when stattng some excel) #= 
tion t o  a general rule This poin: was alrkady discussed In association with formulating trdnslat~on for 

def~nite articles and we won t r e ~ e a t  i t  here 

v 
A point that is worth discussion here is the role of the selector S in the translation of (6b) This 

L 

selector mav bg interpretyd as a local context at L2 determined bv a d~scoursc s~ tua t~on  Barwise & 
, 

Perry (1983) T o  visualize i ts influence on the form of the reference-making sentence compare the , 

present example with that of (2c) repeated here for convenience 

(2cj T h e  tiger lives i n  the jungle. 

M y  pet is  a tiger 

Unlike (2c). i~ the 'story' of the p s i d e n t  the tocal context a h s  us to use the in ( A ) became ' there 

may be at most one instance of the general term at a p e n  discourre u tua t~on  (here' the pendent  of 
- 
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the U S ) This would not be the case had more than one value of the coordinate T satisfied the 

selector condition The use of definite description in such a context suggests, therefore. that a single 

instance of a general term is being picked up by the selector. This means. in turn, that eicept for a . 

main remote reference in cross-level relerencing. a side local reference is being made at these levels 

where the definite description i s  used to  denote some object The remote reference itself does not need 

a definite description to  be used for establishing a connection between the general term and its 
IF. 

Q I 
instance The fact that we use a definite article when referring to  an instance of a general concept (as- - 

-- 

in (6b)) implies only that the local context S contains (or is expected to  contain) exactly one instance 

of the general object Observe that the temporal aspect of this local context is extremely influential. t 

When we decompse a general object with respect to  a time coordinate, we are more likely to  get a 

unique instance in a local context. However. when a coo nde  does not contain a time element, as in v 
; (2c)  we cannot. in geperal. exclude the possibility* that instances other than th; one we intend to refer 

to  in subsequent statements may be present in a local context Thus a definite description is not used 

until the local context gets properly narrowed. In the case of (2c) above. for example. we may continue + 

the dlscours@ at the lower level saylng The animal i s  quite friend/." and referrmg to  the animal 
- 

- - - - - 

w h ~ h  IS my pet tiger 
- P 

The above d~scussion lends a strong support to o w  Theory of Names and Descriptions in part~c- 

ular to the existence of levels and coordinates Having established a higher level object (or superob- 

j e c t )  we can quite freely talk about its instances across various coordinates The ! x a i  references can , 
9 

be accounted for by the singular translation Rules 2 to 10 

At this point we are about to introduce a new translation rule. There are. however. two disturb- 

ing observations to be made about the translations above. These are the presence of some external 
* * 

context C, and the implicit assumption that the variable t changes over some not explicitly mentioned 
- 

coordinate T The former can be remedied instantly if' we generalize the example in terms of sentences 

I * ThL i,. quitr ~ k a t l y .  due to t k  temporal aspect ol l r i~ ior~ty dl sentences produced In natural language distot~rse (use of 
vrtb t e n w a n d  ren~porai adverb5) 
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St and S2 where Sf sets the context The Iat te-wi l  w n a h r d ~ e - p ~ e f e ~ A W  b w - d  

some e x t ~ a  literals and a quantifier t o  the formula Rather than unnecessarily complicating matters we 

suggest the clause ( g t  (S t )  & ) be read. there exists a coordinate T such that there ex is ls  

'4 some value t of this coordinate such that t € T n S. and 

Before Rule 11 can be formulated however we need to formally define the new concepls which 

have been introduced intuitively above. . 

Definition 6 

An  object N at-a level L,, is said t o  be remote1.y referenced if the reference comes from some 

level 1, such that either L,,< L,,, or L,,,< L,, 0 

Definition 7 

A context in a remote reference will be called a supercontext if the reference comes from a lower 
t' 

level The context will be called a subcontext if the reference comes from 'a higher level 

RULE 1 1 (Perfect Supercontext Trans la t ion  Rule) - - - - - - - - - - - - 

If thecontext-setting sentence S1 with the translation ' 

is interpreted at some level L,,. and the object x is remotely referenced from the level Lo by a descrip- 

tion P2 in a sentence S2 with theliteral translation of 

then -C2 rranslates as 

(iii) S2(P2) + [C. AU L] 

where the supercontext C is derived from Sl as 
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\ 

with S considered as a selector determined by the discourse situation 0 

Returning to our example, suppose now we have Lo=LI < L2=L[s T .  Our n~tory" may now look as 

- - --i" follows 

(Q) A president, sits in  the first row 

(6b) T h e  presidentl is elected every four years 

-- - - - -- - - 
We have changed the first sentence for simpli:ty The new (6b) has the following t~anslation with a 

remote reference to the president in (6a) 

.where sits in t h ~  !-rst row -* sfr  @ 

The above formula says th3t the president an instance of which with respect to a point t of some \ 

coordinate T (space-time locations) sits in the first row is elected every four years One may wonder 

whether the use of th t  definrte descriptioni i [Gb)-is strictly necessary to maitain the remote refer- 
- 

- .  

ence since wk rejected s'uch a necessity in supr cdntextr It is not easy to construct an example to 

support such a cla~m We actu~llv \.,ant to show that no such (non-artificial) example exists, and the 
i 

use of definite descriptions in subcontext is forced by the leirel structure of the object world 

"To support this-contention let us observe that when we mention an object in the context-setting 

sentence intending i t  to  be an ~nstance of a higher level concept, we have already presuppo'sed the 

uniqueness of such a superobject. and also have-determined the coordinate along which the superob 

ject is to be built One can imagine, however. the objec 1 in context-setting sentence is an instance of 

different supewbjec~s over perhaps Merent  coordinates. so that i t  is mot clear which soperobjectis 

being addressed Nevertheless. when we address a superobject in a subsequent utterance i t  will not be 

dear whether any remote reference whatsoever is being made unless one of the following takes place: * 
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eithkr we restrict our attention t o  $st these superO6iects~iihichour object is an instance of. or we 

invent some still higher-level concept generalizing over relevant superobjects 'ln the latter case the 

problem reduces t o  referring in  supercontext Consider for example t h i  following 

John wants t o  become a king rather than a president, 

That  i s  because a president3 is elected every several years, while the king rules for  a l i f e  

t ime - - - - -- --  

Here a presidentl is an Lo instance of an L+l level object, say, president?. and a president, is some 

still non-singular object (from the Lo perspective) at some L+,-, level Obviously here. Lo# L+]-, 
* 

There is no direct correspondence between a president] and a president3 What relates these two -  

"presidentsw is a compositjon of two remote references the one in subcontext made by some L+] 

object president* and the other in upercontext. made by a president, t o  the president-, This exam- $ .. 
ple is a little artificial still and one,would prefer t o  say the president in the second utterance or at 

least use some measurably singular description like ever-v president some presidents, or most 

presidents The objects and their respective levels just discussed - are depicted graphically in F~gure 
- - 4 - - - 

5 2  * .  

P 

The former case IS more complicated Suppose w4 hear the following discourse 

John serves as an editor f o r  several scientific journals 

1 cm editors are elected biannually 

where a mav be one o f  some. some of  these. all ( o f  these) these First let us determine what 

. ' kind of superobject John is intended t o  be an instance of This superobject may be I scientific ;our- 

nal editor. II editor o f  several scientific journ;l ls, or simply. Ill editor In the case of I the level 
- 

L+l contains a collection o f  objects E l . E 2 .  En such that for some- - 

j = 1. k k C n. J = (E;,  t,) for some coordinates T, t, € T, Let E be the set of all these 

E; 's  In  the case of I1 we have exactly one E ,  such that (E, t) = J for sbme t E T Finally, in the 
I 

case of Ill. L+, contains a single object E and John is just an instance of i t  over some coordinate T. 



Figure 5.2. The 'president' example another explanation 

i e . (E t) = J The b t te r  case obvi&ly requires three levels t o  analyze the second sentence and is 
1 

just another instance o f  the problem discussed above In the t w o  former cases whe" either some or * 

i - -  

some of thrrk were used in place o f  a, we W O U I ~  refer t o  some subset LPG /El  I .  , E l  not neces- 

U 

/ 

sarily being contained in  the set E indicated by the first utterance. i e not necessarily T ' S - f  Tgere- 
v 

-r 



fore. we cannot talk of any remote reference to  take place, at least in the sense defined by our theory 
- - - -- 

*. 
thus far 

A reading exists, especially wi th a representing some of  these in the second sentence. where we 

are referring to  some subset of these editors that John is an instance of For this reading the descrip- 

tion of editors pr  these editors refers exactly t o  the set E (case I )  or (case II) t o  all instances of E ,  

over some other coordinate T I  such that for any t l  E T k  ( E ,  L , ) = E , ~  and for some coordinate TI . 
I 

pp -- -- 

and t2 E T2 ( E  t2)=J The superobject E,, may be understood as an editor o f  a scientific jour- 
 sf^ 1 

nal. When we substitute al l  ( o f  these) for a the situation is even more clear A remote reference is 

actually bding made Because case II now reduces to  case Ill. we shall concentrate further on the case I 

only 

Symbolically. we can represent the meaning o f  the first utterance as (see also Figure'5 3 fur i l l~rs- 

tration) . -. 

0 V e € E  3 t E - T  such that ( e  t ) = J  

Suppose some is'taken f o i  a Then thesecond utterance translates as follows - -- 

- 
m I 

d e ' € ~ s u c h t h a t ( e b e ' )  
* 

where electei  biannually - eb 

. - 

Gwen a simple inference rule we can conclude therefore that 

Here, however. the reference-is made between a measurably singular object (the set of all these editors 

which John is an instance of) and some subset of it (these editors that are elected biannually). This is 

just a weaker Version 6f  a remote reference t o  a strictly singular objr;i;t where the, referent is a unique 

collection of,objects instead of a single unique object This phenomenon is not limited t o  remote refer- 

ences, and examples of "ssme level" references t o  measurably singular objects can easily be prod.uced t - 

t Consider lor example. There are some apples on the table -Some of these apple5 are rotten 
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John 

Figure 5.3. The 'editors' example (case I) weak remote reference 

- -- 

There remains the last option for o whjch seems the most interesting. when a represents these 

Np matter what the scope of th%se edrtors happens to be it would be now quite close.for the second 
, * 

sentence to say 1 ;I 

rl 

The  (Such an) editor is elected biannually 

where the editor (or such an editor) generalizes over the scope of these editois In fact we put for- 

ward- the hypothesis that some measurably singular descriptions like editors. these editors, dogs. - 

presidents., tigers, etc , somehow asyrrq&otically approximate the superobjects editor, dog. 
. G -- 

president. tiger. etc ~ h e  more fine-grained a measurably singular description is. the closer it 

approaches the general singular term. The idea. found in numerous works, see for instance Quine 

(1973) and Dahf (1975). i s  often extended to  the suggestion that the two are mutually exchangeable. 



Measurably singular descriptions. no matterhow fine-grined their referents happen to  be, nevertheless , . 
- - 

express plurality, which cannot be said of general singular descriptions We discuss this phenomenon 

further at the end o f  this chapter F 

4 '  
The following rule formally summarizes the case of remote references in subcontext 

RULE 12 (Perfect Subcontext Translation Rule) 

- a - - - - - - - - 

If the context-setting sentence S1 with the translation 

is interpreted at some level L-l. and the object x is remotel; referin;ed from the level Lo by a definite 

description the P2 i n  a sentence S2 with the literal translation o f  

b 

then S2 translates as 

where the subcontext C IS derived from S1 as 
- 

(iv) C r ( X U  ( i t  ( S  t )  & ( P I  ( u  t ) )  & ( F 1  ( u  t ) ) )  

with S considered as a selector determined by the d~scourse situation C-1 

Wi th Rules 11 and 12 we are getting a new fragment of the transformation F,*, i~ the stratified 

model of meaning representation These rules actually introduce a new dimension to  F,,, While the * 
Rules 2 through 10 operate within a single level only. the remote reference rules allow for crossing level 

+ 

boundaries Remote references account for a class of inter-sentential dependencies in discourse that 

cannot be observed in the single-level model o f  the universe We called the new rules perfect,  how- 
- 

ever. other remote reference rules may be needed. I t  is possible that the other types of contexts 

(impecect. attitude report. etc ) n be handled with either Rule 11 or Rule 12 where the context 

descriptions get adjusted t o  particular situations 



The use of pronouns in remote references may prove problematic. Although it'appears perfectly 
- -  - 7 - -  

right to use a personal pronoun in supercontext. 't seems doubtful to make any sense in subcontext L 
Compare the "stories" below where the pronominal he is used in supercontext and then in subc~ntext 

The  president is dected every four years. 

He is Reagan now. 

The president is sitting in the first row 
- - - L 

He is elected every four  years 

The discussion of these problems is left for future research. Let us concentrate presently on another 

example which illustrates why. despite Rules 11 and 12 and cxamples (2a) to (2c) from ~xam~ le -2 ,  the 

stories like i2d) still seem to be logical and acceptable 

Example 7 

Let us re-examine our reasoning of example (2d) 

(7a) The  president lives in the White Hou3k 6 

- - -  - - - -- 

(7b) T h e  president 1s Reagan , 

(7c) Reagan lives in the White House 

Does (7c) follow from (7a) and \7b)? The answer IS NO when we use either Rule 11 or Rule 12 to 
- 

translate the first two sentences Observe that if the president in (7a) is a superobject with respect to 

that in (7b) it. is not necessary that w,e make the claim about each instance. i.e.. the president usually 

lives in the White House Note also that this i s  not the problem of translation form. but the ques- 

tiod of reference if (7a) were interpreted as asserting about each instance of the president the trans- 

lation would be reducible to an enumerably singular representation (with universal quantification), and 

the argument woutd be sound. Ttre answer is YES if both (7a) and (7b) are interpreted at the same 

level (so is (7c)). and one of Rules 2 or 4 is  used. The interpretation with ~ u l e  2 is elementary, so let 

us concentrate on a possible w e  of Rule 4 here. 
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When Rute 4 i s  used t o  !ranslate-[Taj ~ e 5 s i ~ r i i ~ ~ e ~ ~ a ~ ~ r e a d o n t  there is used attribu 
- %  < 

I L .  0 

tively (cf Chapter 4) This rule g j v y  usUthe fd lowjng transldtion , 
1 * 

), 

r' 7'3 .- (af t*  ( 3 x 1  (P XI) & (cA-& (W ((;;I & ( ( 1 - 4 )  3 (x,=y)) k ( n 4 ~ x 1 ) ) )  . . * - 
with l ives in the Whi te  Houset-, ( W H  - 

* 

I il 

Here, the attitude report operator artl is1 imported frvm +me implicit cdntext-setting sentence SI 
. I  

(7b) can translate with either Rule 2 or Rule 4 giving (as with Rule 2) B - 

I 

Now. if both (7a) and (7b) refer t o  the same context-sefting situation St then C1 = C2. and i t  follows 
1 .. . 

that x, = x2  = R ~he;efore, the conc~usibnin 

P 

-]c - (at t3  ( t W H  R)) 

i 

ObsiSrve that the conclusion is relative to some attitude report operator. a t t3  which was imposed by 
* < 

at t ,  o f  (7a) (and, perhaps, by some att;.of (7b) if transl'ated with Rule 4) t his fact stresses the 

attributive character of the aboie reference w k c h  in turn gives the illusion of a striking resgmblance, 

- -  - --  

t o  the examples whlch led us to  Rules 11 and 12 It turns out however ,that the resemblance IS 

1 

linguistic only, and that there is a deep-semant~c d i f fereke in our reasoning O 

5.4. Superobjecis 

L 

Let us now examme the nature of superobjects i e the objects placed at  level L , :  ' We have 

. - 
already put forward the h y pothesisdhat the plural terms like presidents t igers. editors, etc as? mp- 

- 
I x 

totically approximate superobjects president, t iger, edi tor  iespectively As in the casewof singular 

superobjects. plural terms cannot be identified with sets of lower (level instances over some coordinate 

T. It turns out that the plural terms are actually prototypes of superobjects.t and they should there- 

fore be placed at the same level as respective superobjects. We will see that the generalization leads 
' 

i 

t Quine (1960) Faems to strongly suggest this contl~rsron. Refer. to1 example to his double ~nterpretation of mass t e r m  
(pp.  120-121). 



na[urally'to - plural terms pL which - may or m ~ y  not induce - equivalent - singular superobjects Co~vetsely. a 

plural equivalent to a superobject may suggest the most natural coordinate to  decompose the tatter 

onto some lower level When a superobject lacks a plural equivalent.'however, we may admit that this - .  
superobject s origin ha; heen traced dqwn A further decomposition is still possible but this process 

> 

may often produce objects that will neveri assume an independent status * a d  will remain recognized 
d, 

only as instances of this qeneral concept scattered over that or another coordinate This phenomenon 
.I 

- - -- 

is characteristic of the so-called mass objects and their corresponding mass terms duite naturally 

the question of where one level ends and another begins arises The followin'g example gives some * 

insight into the problem of level boundaries 
B 

Example 8 

Consider the following sentences 
5 

i (8a) Mary brings (some) water every day + 

(8b) John picks up the mail every morning 

p. I 

(8c) John buys 'bananas every weekend 

Let water in (8a) be the name'of some superobject w at the level L+, Presumably Mary brings only a 
- 

part of w but we can say that w'is being brought bv Mary every dav T h ~ s  is  the same w every day 

although each iime possibly a different part of it i s  in transit, which leads to the obvious translation (at 

(i) 8a -+ (br-e-d M w) 

where b r - e d  stands for brings every day 

# .  

On the other, hand. suppose that Mary brings some water every day. Except forsthe above interpreta- 

tion, we also have the rneasurabty singular reading at Lo where w is scattered over some coordinate T -- 

so that 3 t €  T a c h  tha: (w t) is being brought by Mary. i.e.. 
* 

f3t (br M ( w t ) ) )  This clause is. of course. relative to  every day so at Lo we could have 
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(ig 8a - (Vx (4%) 3 (3: (b r  M ( W  t ) ) ) )  t 
0 

* 
- -- - - --- ---- 

where brings 4 br.  day- +d -T 

* 
Both translations are essentially equivalent, and'this equivale~ce is by no means accidenlal For (8b) 

r - 

we can clearly produce the follo&ing interpretptions . -  

(iv) 86 + 

(iii) 8b -+ - 6  

" I  {3x ( m l  X) k (C x) k (Vy ( (m l  y) k ( c  y)) 2 (x=Y)) ( p i c k - r m  J x)) 
d 

A - - - - - - - - -- 

where p i cks  up every morn ing  -+ pickLe-m: m a i l  -+ m l .  and the context C is used to  ~ I S -  

tinguish John's mail 

Observe that x is an L+l object in (iii) as well as-in (iv) below which is suitable for the leiel  Lo 

(VU (morning u) 2 

Similar translations may be expected for (8c) This time. howeu,er the plural prototype will be used in 

place of the non-existent singular superobject i e.. ( b u y - e ~ w  J bnnz) where 'bnns stands for the' 
A- - a 1 plural term bananis The reader may observe that the translation feJt;red in:(iv~J can bel'rewpr&d 

= c  
C 

without a reference t o  the level L+, T o  do so we introduce a ned  pred~cate Johir 'c m$il an4 then (' 
- 

5 

rewrite (iu) as shown in ( iv ')  below 
6 

0 6 

. , ' r 
(iv') (VU (morning u) 3 (3z ' (John 's-mail z )  & (p ick  J I))) e 

tl G 

Are (iy) and ( ivJ equivalent7 The answers+is no while (IV j IS true qn!y 11.Por e a c h  msrnrng w'e ran 
6 - t 7  

.. 
instantiate the mail John obtains. (iv) remains true even i f  there are occasions that John gets no n.Al 

' 

t 

at all Refer also t o  Carlson (1982) for similar considerations A slmilar analys~s can be applied to.(&) . . 
r 

and (8c). Obviously the concept of a naming level extends the expressive power of our meanlng 
e I 

representation languege. 
I 

t T o  be preore we should reprebent Mary A S  (M t i  i e 4 5  an mstance of the L4,  obleit M \ o w  1 t 'T H o w r v r ~  OII: 

namtng conventton dtscussed tn sectmn 5.2 allows lor teplaclng the defmtv dewrlptwn by 4 w w  name 31 thc bvrl L,, W r  utlkrr 
t h ~ s  optton here 



Names and Descriptions - 

There remains however one-reading of (8b) which .does not seem to  require anv reference to 
- -- - - - - - 

- 
higher level objects. This ;eading could be paraphrased as Every morning there exists tk marl 

such that John picks i t  up, or more formally . 

- 

(Vx (morning x )  3 ( ]u (ml u )  & ( C  u) & 
Ls - 

The variable u-is-apparently boundat LJs this translation feasible? We can answei-both-s and nT-- 

Yes because the transformation gives us a singular interpretat~on of i8b) at Lo 0b;erve that because 

of the uniqueness clause In i t  ( v )  says no more than that John keeps picline up the sax; thing ;very 

-- - - 

morning since the context C does not depend on x and i s  t k m e  each time We can answer nop-- 
"h % 

i - & 
,-.2 

-5 .+*% because the latter most probably does not express our intentton Apparently therefore 
-%' -- - - 
I, 

w the translation.of (v) although possible is not equivalent to  'ellher (iii) or (IV) CI . _  
This discussion lends a strong support fo; our Theory of Names and Descr~ptions and expl~ins 

. . 
I the intuit~on underlying its :ormulat~on (recall Example16 which can be expl~ined in the similar terms) 

The key observation of this sectlon 1s-the dlscaver y of cq~iivdlencv bet \.JC*PII plural t ~r r n5  and- st~lgtil,g ) a  -- 

Z C 

superterms (denoting superobjects) For now we can assilrne that the pluritl terms ca~rtiously named 

equivalent singular versions like tigers . t i g i r  presidents prr,rdent etc Others do'not have this * 

0 

property compare bananas books Alternat~vel~ the s o  callcd ma5 5 t e r m s  vdl  ~rsuallv 1at.k plor.rl 

equivalents"ttill others may expose a surprising mixture of the properties like people wh~ch ts d 

plural term with morphologically slngular form and which may also be used as mass superterm 

1 I .  Let w. finallym this chapter. analyze yet another example quoted here from Hirst (1983) qnd 
b 

i 1 
i show that a certain class of general statements of language which dkfied ;-sat~rfactor~~e~resentation - 

-- i 

/ y -  
in other approaches finds an elegant solution in our theory In the follow~ng sentence computers . 

I , 



I B M  makes computers 

The L+]  translation is simple , (mk I B M  cmpts) where makes -. mk But IBM probably makes 

6 L - 4 ,  

(continually) some parts of tKe superobject cmpts This lea s us to  an Lo translation which neces- 
- 

sarily involves Elecomposit~on of imperfect verb makes The said translation 1s 

. 
- ( m i  I B M  ( J t  (mk lBM (cmpts t ) ) ) )  

-- -- - - - - -  t'- -- - . ..' 
3, where &k and mk stand for the imperfect operator (like try), and the perfect form:(like h i v e  

- 7 made) of the imper fk t  verb make 

5.5. Oiscussibn 

We briefly discuss how the Theory of Names and ~escript ions contributes to  the transformation 

F,, and the Stratified Model in general Certainly. Rules 11 and 12 add a new dimeniion to the 

domain of text coheiion They also introdice a great deal of ambiguity to  the transformation F,,l 

ConsGer - for example - - the - context-setting - - sentence 5, - Ererr-object x referenced - ir Sl that we have - - -  

prev16usly considered undorrn and a t o m ~ ~  can be now distributed over some almost lrbitrarily selected 
-,. 

cbrdlnatc or converselv rnav be thought of as an Instance of some more general s~perobject over 

some other often arbltrarv coordlnate With the notions of coordinate and superobject, the transfor- 

matton F,,-] no longer has a discrete characteristic which at least in theory. may pose sorae problems 
- -  - 

t 

for ~ t s  computat~onal realization Fortunately coord~nates only rarely have to  be specified explicitly It 
* ,  

will often be sufficient for our understanding 0f.a remote reference. that th'e objects in question are 
b 

defined at some different levels Lk and L,, suc'h that eiiher Lk  < L, or in< L,  hat was the case with 
I 

presidents. temperature or waterc Technically. nothing changed in our reference scheme. All of what 
- - \ 

- - 
p p  

we have said about the coqtgxt-setting; sentence. knowledge base. and current utterance lemains in 
f 

force. Moreover. we can regard remote references - as B special. though distinguish 

references defined in the last chaptsr X s"perobject x with a cmdinqte T. available q t h e  context- 



d 4 

- - -- - -- 
.- 

j' / 

Names and Descript ions ' 
bi 

- 183 
' ' .  * '  

- set tkg  sentence Sf c r & k i  5 h l f u o r t i o t ~ R  which u l a t . e ~ ~ s C c ~ e r & j e c t  ta one of its ~nstances 
I a i . ' * -  

* " 

( x  t )  t E T appearing in the current utterance SS2 For subcontexts R IS siaply the membersh~p . -- fi> 

3 ' -I 

fonction which'for any instance (x t )  giv'es us the superobject x ~ h . ~  then, bb thek i i t h  r ~ o g  refer 

r \ , .  1 I. J 

4 

+ ences at all? 

There is one major consequence of the Theory of Names and Descriptions that may have an 

impact on the'appearance of the strat~m~<SLA,~. UAlp1> and subsequently on the flnal stratum 
$ = - ? - 

- - - - - --- - - - -- 

- <SLA, UA,,> including the mapping M In our discussion ( to thlshpoint) we have deliberately - 

avoided any indication of what one may expect at the universe side of the stratum < SLA,,,. UA,, > 
46, 

that is at UA,pI For lack o f  information to  the contrary and also ~n the hght of t CUSS SO^ ~n 
- - Y . .  0 

- 

Chapter 2. the reader m i g h t ~ g u i t e  understandably imagrne UAIF1 as resemblmg the 
. * a. 

L 

tem of possible worlds Nonetheless the characteristics of the discourse meanlng representation at the 

level SLAP1 that emerged at the end of Chapter 4 suggested soke  smaller units4han possible worlds 
'1 

t o  be recognized at UAIFI In other words. i f  A was a discourse representation at the level SLA,,;, then' 

F,,,(A)-appeared as a set of 'discourse prototypes possible. though not yet complete discourse 

\ 
representat io~!~ They were not-tornplete in the sense that another tran5formatlon was necessiyv --- - 

before we could attempt t o  def~ne the semantics of sukh a representation Therefore we would rather 
I \ 

see UA,,-, a5 a set of possible."real s~ tuat~ons"  rorrespond~ng tb the dlscoa;rC prototyper at SLA,, ' 

The Theory of Names and ~escr i~t ions ' takes us a step in this d~rection observe that with the 

-. 
concept of superdbject and coordinate we no longer have to.,;fentify general terms like temderaturc. . 
president or water w ~ t h  intensions. i e fclact~ons over possible worlds Superobjects are not some 

- 
. * 

mysterious. extra-world entities. but they acquir<d concrete status which makes them as comprehen 

sible as "ordiRafy", objects T o  define an intensional term we nc longer have t o  specify its extensions in 

all possible wor4ds what may require prior constructidn of these uvwlds Superolje_cts may be found In 

reality. and they are often quite material Can we then elirnmate the possible w once and for all? 

It is much too early t o  provide a clear answer t o  this question Although the in this chapter 
+ 

seems t o  suggest so, the Theoty o f  Names and Descriptions k i t s  present form addresses only a part - 
1 
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i 

d theproblem more rpssardccrcpuled t a p l a ~ i d e a ~ s u f l t c i e o t  evidence in this matter But at least - - - 

fbr the class of objects that have been cudomarily identified with the types e <.&e>< 
I 

< s < s e > >  etc in the possible world teeory. ,we have managed f o  replace the notion of intension 
' 

'. - >; I  

by the notions of superobjecl and coordinate defined locally, and rrot affecting expliritly other com- 

.ponents of the uqiverse In a simplified account, our notion of coordinate can be loosely related t o  the 

possible world theory's concept of index (see section 2 1 for details) The coordinate is, however, far I 
- - 

- - . + -  - - 

more selective th'an the index In a particular discourse situation we can pick up that aspect of inten-  

* 
- sionality pf  some concept which is at present, relevant t o  our understanding o f  the discourse Our 

freedom in selecting that or another coordinate is all important Note also that structures of coordi- 
- - - - - - 

nates may vary considerably For example a pure time coordmate may consist of time points as well 
b 

as of time periods and time periods are of much greater significance in practice (examine the 

president) But coordinates connote more than indices They can .. be used t o  impose the non-singular 

status of an object which is otherwise purely extensional (the examples of mail. water. and bananas 

from the last section) In this sense. the concept of non-singularity has a local, and otten subjective 

character Both objects and superob~ects-can coexist alongside in the universe and as-such-may be - - 

. . 
elements of "real situat~ons" at any UA, 1 G i 6 n  

\/- --- - 
We do not Investigate the problems of d e r ~ v ~ n g  appropriate models UA, of the trnrverse In t61s 

thesis The discussion in this chapter should suffiaentl) depict the stratum < SLA,,, UA,,, > We - -  

now discuss some aspects of the next transformation F,, possibly the last transformation on the Left .. - 
0 .  

Side of the Stratified Model T h ~ s ,  transformatton IS expected to  dellver the ultrmate discourse 

' 
representation at the level SLA,, - 
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Toward a Coherent Discourse Representation . 

6.d An out l ine o f  t he  t rans format ion  F, ' 

In the last two  chapters we considered 'the general problem of representing the meaning content 
- -- -- 

of a natural language expression as uttered in the context of some abstract discourse sttuation We 
a 

made i t  explicit throughout those chapters that context IS an important part of the ikeipretation of an 

- - . - 
utterante and showed how context contributes t o  a sentence s meaning representation We discussed 

solutions t o  a number of the more charactenstic cases of inter sentential refereg@s d .- created by thewse 
, 

of definite noun phrases and pronominal constructions We also presented a dozen specific formal 

rules ~ns t ruc t~ng  hoiv t o  compute the meanlng representation for uttersncta set in ael ldef~ned~cont 'rxl  

s~tuations and w ~ t h  presurned,connecttons to  the surrounding discourse The scheme can be, roughly 
/ 

character~zed as the follov~tng Hav~ng an utterance &, a context c and a set 7 of possibl(8 connec 

tlons between the utterance and the context. find the representation 4; , d &, , assuming a particular 
P 

~nterpretation c '  of the context The rules we formulated tn Chapters 4 and 5 as well as those which 

exislence was only speculated upon conformed with this scheme creatlng the core of the transforma 

tion F, in the Stratified Model 

There are two  major sources of ambiguity arising from such a viewing of the transformation 
a 

FP1. The fir3t problem lies in establishing a unique interpretation - of utterance - context To illustrate 
- - 

this point let us recall the concept of the context-setting sentence S1 introduced in Chapter 4 Even 

with the set T of cohesive ties determined. we often had several possibilities for reading the current 

utterance S 2  depending on the &ding of S, This phenomenon has been explicitly captured by 

185 
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I 

prov id~nga selec(ion - of ruler -- for -- - each - - cohesive - - relation considered between S1 and S2 We were virtu- 

ally free t o  assume a translation of S2 with either &les 2 3 or 4 or 5. 6. or 7 or even between Rules 
-- 

PC 
8 and 9 Moreover the addition o f  remote reference rules 11 and 12 t o  FW1, significantly widened the ;"t 

9 ;I 
scope of ambiguity in each-case .A$ 

From a different perspe~tive, having agreed upon some particul~<nterpretation of the contextg 

we can often observe a number of possibilities t o  connect S2 and S1 into a coherent fragment of 
- - -- - - - -  - - - - - -- - - 

*c >*A. 
discourse Recall one of our earliest examples discussed in Chapter 4 4% & 

+ 

. (1) S ,  Johnfnterviewed a man , 

S2 The bastard killed him . 
I 

We have two (if no more) options toread S2 Either we co-refer the bastard with John (using one of 

the rules j!l or 9). and him with the man John interviewed (using qnd of the pronominal rules 5 or 6) . 

orfwe c h a s e  just conversely In general, the  larger the set T the greater (theoretically) the number of 
. I s .? 

possibilities to relate the curreht utterance to  the context 

In effec! when applying the transformation F,, t o  an utterance @, we cannot expect a single . 
- - - - - - 

representallon for & bul a collect~on of alternatlue representations relat~ve to  a particulaf interpretation 
- 

2. . 
pf c and 7 That IS for some'd E SLA,,? 

' 

I 4 - E SLA,,, I c ' is an interpretation of c and T ' is an 'instantiation o f  T G Sf A,,, 
I I 
CI 

\ .  Suppose then we have a larger collectio; of utterances A G SLAW, constituting a hypothetic 

discourse The translation F,,(A) of A into the stratum SLAP1 will be a set D* of discourse proto-  

types D such that 
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d 

i hypotks is  that A is connected and cohe'tent, and therefore creates a discourse the transformation 
1 

.,F + -- 
i 

FIp1 may still fail t o  account for some cohesive relatiops within A thus producing only partially con 

nected and partiany ordered sets D The question of drdcrmg utterances within some D is not a trivial 

one especially when we allow both forward and backward connections 50 context-settmg sentences 
, 

not immed~ately preceding or following the current utterancg For the discussion in th~s~chapter  we 
- - - - -- - - - - pp 

,assume that the ordering within D is uniquely ~uperimposeci~by the physical ordering of the set A 
I 

This still leaves us with the problem of finding the  "lost" cohesive links between subsets o f  a D which 

cannot be predicted by means of the co-reference relations computed locally by. the transfcrmation 

F,,, (if such connections exist at all) a 

- 

We now formulate the first approximation of what the transformati03 F, is expected to solve in . 

-order t o  deliver the ultimate representation of a discourse fragment at the level SLA,, If the coilect~on 

A of utterances is indeed connected. and has a singular, coherent meaning we would like the level 
" 

- - 
SLA, t o  be able t o  represent this meaning. perhaps in a form resembling that of an abstract situation 

(Barwise & Perry 1983) I f 1  has morethan f i e  possible meaning or reading that cannot be prurred by 

- widenmg or deepenmg the d~scourse context (for example a Iltetal and mehphor~c  readlng) we would 
* *.. 

w a n t  all such readings t o  f ~ n d  thew piace at the level SLA,, To guarantee thls cond~tion at least p a  

tlall;, the transformation F,, must meet two major requ~rements (A) From the set D* of discourse 

prototypes provided at the level SLA,, the transformation F,, should select a subset b o f  possible . 

I 

candidates for the final discourse representation, and (B) provide the m~ssing cohesive links w l th~n 

every D seiected In addition, we may expect F, t o  discover and remove (if possible) any remaining 

observable ambig$ty in every D E b In this chapter we concentrate on problems {A) and (6) pnly 

Summarizing. let D* be a set of discourse prototypes derived at the stage SLAW, from - an actual 
/ 

- 

t 
discourse A Then 

b E SLA, 13 D E D' F,(D) = D. and D i s  fully connected and coherent I 
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a $ 1  

. . 
ObswvetAwt attkot lgk &may s t i I L i " n k d w e - s o m P t h a L & ( D ) - w i l l b e  set rat her than a 

- 
single discourse representation we ignore this consideration No!ea also that despite the sequential , 

C .  
character of the transformations F,+2. F,, and Fn suggested by the schematic illustration of the 

7. &.ti 

> -- 
~ t r a t i h e d  Model in Chapter 3, the latter transformation should. in practic'e, pihallel the former two 

'1 

In the following sections we discuss the problems one must consider in  order t o  construct a 
- - - - - - -- -- 

transformation F,, as outlined abov-e We do not pro e any definite solutions. nor attempt t o  formu- P 
late pieces of the transformation Instead, we indicate a number of the issues involved in constructing 

-\ 
F,, and - estimate - the range and difficulty%%e problems y e  encounter 

- #  

6.2. The  discourse phenomenon 3 \ .  

A discourse is a commur~icative act involving a speaker or writer (the addresser). a mezsage. 4 
spoken or written expressed by means of some language and an audience perhaps d single hearer - 

(the addressee) that is a recipient of this- m_essage These characteristics of discourse are - widely - - - 
- - - 

accepted in l~ngu~st ic  . . iiteraiure refer for example t o  Brown & Yule (1984). Grosz (1977).' Webber 

(1979) Grosz & Sidner (1985) Recall also the Situation Theory notion of discourse skuation dis- t 

cussed ln Chapter 2 (Barw~se & Perry 1983) I t  should be clear that the t h e e  elements of a discourse - 
< ' 

situation need not occur in any kind of "physical" proximity. and this is especially t lue of written 

language If such a proximity takes place. allowing for role switching k t w e e n  the speaker and his audi- 

ence. we may tptk &onversational discourse. 

- 
The first problem that any discourse analyst has t o  face is how to represent a discourse. Cer- 

- 

tain1y.a full recording of the message communicated ( a . t k t )  would be a part o f  such a representation 

But  the recording will not suffice in general. If we consider a particular discourse situation we mbst 
4 

takesinto account what the speaker intended t o  put forward in his message. a s  well as how the hearer 

? This point is'of special significance when we consider a conlputer in~plementation d the Stiatified Model, especially-in 
'respect to tirile and rilernory efficiency. B 
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about his* audience and by the audience about the speaker The speaker may choose that :& inother . 
*J . -* 3 

version of his intended message depending on what he believes the audience is likely t o  understand . 
a 

4 C ' 

including a presumed audience's at t i tude fdwarp - , hirhself More or less the same happens for-the 
4 a . . 

hearer The audience tries t o  decobk the speal;ter message assumi g k m e  particular characteristics 
- - 

of the speaker what again includes the audlence s =perceives hifn or' I .I them This 
a' - - - 

- e -- -- - 

approach leads naturally to*a significan*t level of nesting of m u h a l  presupPositions made by the parties 
0 - L 

of discourse about o"e anotc,er, and for now we have no definite method for representing such situa- a 

tions For that reason most ofb the confemporary research on discourse problems concentrated on * 

b 
L 

developing a simplified version of a discourse model, that is a d~scourse representation as petceived 

by one of the parties in discourse either the"speaker or the hearer The concept of a discourse &el . 

which originates from Webber (1979). can be found in related literature (although partrcular definitions - 

and range; of the gotion may diher) underd the name of focus world model, or discourse represen- . 
tation. refer for example t o  Grosz (1977). Cohen (1978) or Allen and ~ e r r a u l t  (1980) There are two * 

Important aspects of a discourse model which have-to be clearlv separated One 1s the- structural - 

organization of discourse into various kinds of units (Pollanyi & Scha 1984) or segments (Grosz & 

Sidner 1985) reflectrng those discourse fragments that exhrbrt some sort of Internal consrstency such 
- 

as syntactic form, coprnon theme. level of detail, or common top~c-These u n ~ t s  may creatc fairly deep 

stack-like structures representing various levels of focusing that dynamically change&s the discouhe - - 
proceeds see for example. Pollanyi and Scha (1984) Cohen (1984) or Grosz and S~dner (1985) Srmr 

9 

larly t o  the structural programming. this organization of a discourse model can be used for dynamic - - * 
derivatim-of active context 'Qee section 6.4) which, in turn. will play a significant ro le in  selecting 

proper - antecedents - for - anaphoric. and other. -- rkferences ~n text The other aspect of a discourse model 
-- 

is the underlying meaning content of the speaker's communication that actually decides on discourse 

coherence. In the rest of this chapter we shall mostly-disregard the structural organization of a 
I .  

discourse model, and concentrate on& on the rneaningccontent i t  carries - 
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u 

PpJ According to  this view, ~ h c s p e a k e r m a i ~ m d & r e p r e s e r r t a t t o ~ ~ & ~ n  

' he kshes for some reason to  communicate to  the hearer, What the speaker intends to  achieve by 
3 

this act is all important If his intention is-honest. the speaker wants the hearer to  build up the same 
I 

@' 
or.similar model which the hearer could then. perhaps indirectly. decode into some other "real" situa- 

tion Ideally it woufd be the sp& situation the speaker is talking about But it may not a lwae  be pos- r I 

sible or even intended We think that what the speaker wants to  communicate is not a model of some 
I 

- - - - - - - -- - - 

part of t h i  reality. or indirectly that pait of the reality although it may app(/P(cthat-&"in many cases. 
8, , 

.% 1 

What is really significant here is a sense &understanding of the communica~d mes 
1 

j S- 
identified with some function that maps- the discourse model onto sorue part of  th  

% , then that the speaker is talking about some "real" situation sl maintaining some representation s; of i t  
' 

6 

J (at some s@,, level) What the speaker isawaie of is a certain function or mapping. F such that 
, , ' ? 

I ' ' F ( s ; )  = s, Suppose further that the hearer builds up some abstract situation 55 as the result of the 
k p 

discourse The situations s; and s; may be similar, or even the same. but i t  is 'iibt what the7speaker 

intends to achieve The speaker wants s tu have a similar. if not the same. significance to  !he hearer 

as s; has-to himself In other words he want3 the hearer to  discover F -not merely s, In fact sl may - - 

not be observable by the hearer The hearer may relate his model s to some other part of reality sz. 

but if he understood the message. there would be F ( s )  = s? In this sense what is communicated is 

the intension of F - 

No matter however what is the ul-imate intention of the speaker. the primary role of a discourse , - .. 
1s to pass mformation In this lrmited sense the task that the hearer is facing can be characterized as 

follows. Assume a certain set of characteristics of the speaker. taking into account his mental disposi- 

tion. cultural background. social position, etc.. etc.. and his attitude toward the hearer. .Then consider- . . 
ing the present discaurse situation context try to restore the speaker's discourse-model from his mcs - - 

sage The first step in this direction would be to  grasp the message's literal mea\ning by building up a 

proper representation of this meaning at some SLA, level This is the aspect of the discourse analpis 

we want to  discuss in the rest of this chapter. 9 



6.2.1. Cohesion and coherence - 
- - F 

# '  
\ 

When the speaker communicates about some situation. he usually needs a number of sentences 
r 

l to  describe all celevant aspects of this situatio What connects his utterances is the underlying mean- . - 
- 

ingful situation that he is discussing That assumption guarantees the coherence of the discourse It 

h.as been observed (see for exampie. Brown b; Yule (1984)) that whenever people approach a spoken 

or w e t e n  fragment of the Ian tyge  they tehd to  consider i t  initially as a Loherent discourse There. 

- - -- --- - 

may be many reasons for doing so. but the simple physical prqximity of utterances, or some specific 

typograph~cal organization of a written paragraph are probably dominant Brown and Yule (1984) show 

< 
examples where some' purposely incoherent paragraphs are nevertheless interpreted as' discourses as 

- -- - 

long as the reader can make sense of them These examples suggest that unless forewarned we t ry  
- 

5 

to  interpret a connected-pmgraph as a coherent d~scourse as far as possible f n doing so we almost 

automatically build fragments of the representation of the content of the alleged discourse meswge + 

0 

This image derives gradually. and each sentence adds some new elements to it If initially there appear 
b 

only some seemingly unrelated points we tend to expect that' the rest of the discqurse,provides the 

necessarv perspecti3 rather than abandon the-whole discourse as ~nedn~ngless Ttelat ter  reaction is - - 

, 
however ult~rnately unavo~dable when one of the followmg takes place E~ther the d~scourse %rids 

' 
, abrupt111 v~~ thou t  del~ver~ng enough data to bwld a coherent Image of ~ t s  contertts or the rrarrat~ve 

7 - 
\ takes anhnexpected turn awakening our attenihn that something is going awry 

The notion of coherence appears then to  be at the essence df any discourse What we need is 

some concrete means for telling a -discoursef.rom a mere collection of unrelated language expressions 
- '1 

For that purpose we have to  simplify ~ l i r  original problem. First. we assume that the speaker does not 

intend deliberately to mislead us by producing incoherent "discourses". Second. we shall consider a 
A 

discourse to  be any connected fragment of language that cannot be proven incoherent using some 

presumed criteria which may include the two mentioned above. There is an important aspect of any 

discourse whdich.rnay help us'to build that criteria. and seems to  be, at least theoretically. amenable to  

computer analysis. A (coherent) discourse exhibits internal connectivity between sentences. i t  is 
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i 

* 

, cohesive Although cohesion is ie  of discourse. it unfortunately does not suffice for 

3 
classifying a cdlection of sentences \p r utterances as a discourse Even with the simplifying assumption 

above. the cohesive relations in text should be considered with great caution We have no reason, how- 

ever to  underestimate the roje of cohesive links in discourse Two general and rattier intuitive princi- 

b 
ples can be observed that offer some guidance in selecting proper cohesive relations in text The prin-' 

4 

ciple of locality of context instructs l h e  hearer to  look for the narcowest possible context to find 
- - - - - - - - - - - pp 

i n t e r p r e t a t i o t ~ ~ ~ , o ~ e  discourse utterance. In this sense: when presentrd with the following fragment 
r , - 

I ' 

( 5 )  Ttp ba6j cried - - - 

4 

T h e  mommy picked i t  up. (Brown & Yule 1984) 

- mostly without hesitation we resolve the pronominal reference of i t  as referring to the baby mentioned 

in the first sentence Tho principle of arialogy is slightly less specific. It instructs the hearer t&t unless . 

9 

told to  the wntrary. he should assume that things do not change unexpectedly from one sentenc St" " 
another This principle alloiys the hearir for using a partially developed representation of the d i k r s e  ' 

content to interpreting incoming utterances+ Taken together the two principles seem to  promote the 
* 

- 

tendrnrr o: ,,:~criticaf $uTsult after ~ ~ E o ~ ~ G ~ ~ ~ e n s e o f  any piece of language when nonepoi t h 7  
I 

principles is ipplicable 2' some moment. we ma; .say without changing the representation of the 
JD 

. - 
discourse corrtent constructd thus far. that something went wrong and what we are experiencing is -- 

u 

- - 
no! a c o y t  discourse Unforiunately, things do not work so simply Another aspect of discourse. 

the discourse topic has 2 great influence upon deciding on discourse coherence The following subsec- 
- - . 

tion summarizes briefly some of the most important aspects of this notion 

6.2.2. Discourse topic and speaker's topic F - - .  -- 

Prdog 

can be 

- - - -- 
0 

Informally, a discourse topic is what the discourse is about. We may talk a b u t  politics, cooking. 

programming. how to  register for thqnext semester, and so on. Clearly. such characteristics 
- - - 

more or less to  the point, and the degree of precision strongly depends on our present interest , 
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and expertise in the sub;ect matter Ideally, we would Fiquire a discourse$opic~to be a s~ngle compacl 
*. - - - - -- --- - FqgL * - 

! 

expression' (a proposition) that acts as a precise pdtap);$; of the discou,se'??o~ent In this r e p e  the 
"- $r . * 

topic may be thought of as a title of a discourse Unfortunately this a p p r d - i s  not very realisiic In 

general We often experience discourses for which a single phrd&'title. if one can be given at 111. must 
t 

be selected from some wider context. and thus cannot be as precise as one would kvish it to  be Corn 

plirations compound further when one'considers a conversationq,~~iscour~e Although wo can often 
d. 

describe what-they aF$ talk ing about, it can only rareCy be precisely expressed in just one-phrase-- 
I 

sentence Thjrt difficulty stems, in part, from the fact that each party in a discourse may pur-sw hts . 

own subject so that the resultant topic becomes some rather casual combination of these But even In 
r 

onespeaker digcourse. the-tiltimate definition of what is being d is~wsed may differ kween Ihe - --:-= 

speaker and his audience as well as between members of this'audience From the point of view of a 

natural language understanding system. it would be most desirable to  identify each speaker s topic and 
-, 

then attempt to synthesize what i s  being discussed. To  accomplish the first of these goals wi..shsll 
- .  

once again simplify our hodel a n i p u t  the computer in the role of the sold'hearer of a one speaker 
-- 

5, 
discourse Now our task IS limlted to  6xtractlng the speakct%s top~c from his narra tw 

- - - 

2'. # 6- - 2- 

We have already expressed that an atterhpt to  provide &slngle topn often makes no 
't 3% 

sense Instead a notion of topic framework can be suggested t a notton of t#pic framework can bc. 
? 

d 
C 4$ * .  

suggested as a tool to derive the discourse topic t A topic framework will conslst of these e~emenhs 
.L 

/ 

and aspects of the context that are activated or evoked In the discourse It cannot be however just an 

a r b y - s e t  of entities In fact the elements of the topic framework should be only these that have the 

key signifitance to  the subject matter. and they should be organized to  reflect the 

discourse internal structure. see Grosz and Sidner (1985). Pollanyi and Schc (1984) Thebretically , 

however. any collection of active elements of context that include these key entitles would suffice 
3 

-- - - - 

Although the topic framework narrows our investigation space. i t  may be still a non-trivial task to  

t This concept IS recognized by numerous researchers. see Grosr (1977) W e b k t  (1979). Glosz and Sdnw (1985) I h u ~ t ~ h  
particular definitions may vary. T h e  term of topic framework 1s used here alter Brown and Yuk (198t) 

- 

-- 
A 4 
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delermine-&pi Lramxyen ihe most itccvrde topic framewofk Indeed the content ,of a discourse - 
G 

alone may not give ur enough clues to what is berng actually described Consider for example the f d -  

k i n g  paragraph 
- - 

Tht  pzocitd~irc is  actually qttitc stmplc First .you arrange things in% different groups _pf course one . 
pilc nrav br: sufircsnl depending orr how niuch thcrc i s  to do If YOU have to go soMEvhere else due to, 
l x k  of fazrlitres that 15 thc next step othcrwisc you arc pretty well set It is inSpoftant not to overdo 
tttmgs 7 ha1 IS t r  i s  h t t c r  to do too few things at oncc than too many In tfic shod run tbis may not - 

srww rntpwtant bit1 coniplicatioris can easily ansc (Brown & Yulc 1984) 

nttkaugb we can accept this passage as a piece of a discourse. we f d l  uneasy when asked about its 

topic One may sertoudy %onder whether the passage i s  coherent. - or even connected. until tdd, that it 

tx a h t  washtng cbrhes Thts example is a little artificial but i t  c l e ~ s h o w s  how the discourse topic 
- - -- - - - - - - -  - - 

tonttibutt~ to   our^ underrtandihg of language Situations i ~ k e  this are not so rare in reality When you 

, came rn to the middle of some conversation. after l~stening for a while youitnay ask wait a minute 

/' &B ' 
what are vuu talking about demandmg specification of the toptc. so-thit you can participate in this 

4 

d*scourr;c Such a s i tua tm happens when the discourse model built by the hearer d i f f m  considerably 

from that of the speaker A dtscourse model shquld therefore contain both the discourse topic and the 

4- ffilmewmk Aclu-sltv it tvilltontain;rll-the entities evoked in  the discourse {Webber 197-9) either 

ducctly nt from some wder context From the hearer s perspect~ve i t  may then look reasonable to 

nlstntan a topic trat~wwnrk as 511 approxtrnatmn of the speaker s topic 'When !he hearer feels at loss 
- 7 

wtth the cahvetsat~on he may always tnterrupt demandtng sonie help And although the top~c frame- 

wcwk docs not vet gttaiantee finding the topic i t  can as we shall see help in building the discourse 

mcdri br S C ~  tlng ptapet Pohestve links between utterances 

- 

The questton naturally arises how to indicate the members of the topic framework and select 

them from ammg all dhcr dements of discourse model We concentrate here only on these entities 

wkch are ~ o r c  or less directly evoked in the discourse message When one - - -  considers a disour_se mes- -- 

sage 3s J cd/eC~Ktn of propositions made by the speaker then the two following notions are of particu- .. .. 2 

hi importance the senkential topic. and the topic entity or discourse theme. A sentence topic may be 

kknkificd with th? object that is referred to  by the most e&xed constituent of 'the utterance In 



wntten language the phrase occupvtng subject pos~tron IS normallv 50 considered T h ~ s  may get 
-A - -- - - - - - - P 

altered however bv topicalrrat~on  a ad ford 1983) whrch plays the role of shifttng the usual sentence 
1 

'stress pattern onto some selected phrase Thus In 

(6) That small.green book I gave rt t o  you a f e w  ddvs ago 
2 1 

the sentential toplc is the phrase that small green book rather than the subject ' 1  ~ h h  notlon of 
' 

sentential toptc is  an ~mportant  part of the transformatton f , ,  It may help when w lec t~ng  proper local 
- -- - - -- - - -- +- 

coreferential links between adjacent sentences of a d&ourse We shall say more to  thts pmnt in  the ' 

next two sections ' 

The notion of sentential - topic mav be augmented over the whole d~scourse creatlng the concept 

of the discourse majn character . the top~c ent~:y There may be more than one toplc entity In .I 
dlscourse but they tend t o  be toplcalued or thematized in  considerable tragments of.discourse If such 

1 

a toplc entity could be traced in a discourse i t  would offer another crlter~on In resolving anaphorlt 

references in t ex t  

Another discsiirse phenomenon v ~ h ~ c h  may significantly complicate the image we have created -- 
- - - -  - - - -  

thus far IS t o p ~ ~  s h ~ f t  The problem of discourse tope sh~ f l s  also 111ciudes re1att.d p t r e n o r ~ ~ e n ~  of lwus 

~ n g  and changlng mternal structure of d~scourre see for e x a i p l ~  Grosz (1977) f'oll~nvi and ~ t 1 1 . 1  

= ;- 
(1984) Grosz and Sldner (1985) In general the rrlorc precisc spec~hc~ t i n r~  01 d l ~ o t l r \ t .  top(  tt i l  

more sensltrve ~t i s  on further development of the discourse Usually charige In dlscourse topic will 
F 

affect' the disc ours^ theme a nevj  top^^ entitv niav enter th r  dlsc % rse or the p r c k n t  thenw I ~ J V  get 

moved Into a new env~ronment T h ~ s  In turn. can influence the ability of a natural language under . * 

standing s js tem t o  analyze the rest of dlscourse and a period immediately followmg the actual change 

may be critical in that matter These changes include not only the top-level topic shifts but also vary 

ing levels of focusirrg created by daborating on some aspect of the cunerrt focus recwertng from 
\ 

digressions. flashbacks. interruptions. etc . see Grosz and Sidner'(1985). The problem of discovering 

discourse topic boundaries is not an easy one and we shall mostly ignwe the issue in this thesis Some 



-- 
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clues can be pcaui&d by the t y - p o g c a p h i c a L n r g a a i ~ o f ~ ~ t h _ e  use of special tex- 

tual markers indicatmg a change of the present subject matter. like Another question ~ e n e r a l l ~  

- Then . etc When these textual markers are unavailable. lack of cohesive ties to  the part of discourse 

that has already been processed may indicate a shift on the discourse topic We shall return i o  this 

latter question by the end of this chapter In the fdlowing section we discuss discourse coh&ion prob- 

lems which will play a central rde in the transformation F,, 
D 

- - -  - - --- 
f7 

6.3. -ations in text  . 

.Although chapters 4 m d  5 were almost entirely devoted to  the problems of format description of 

some cI?sses of cohesive links in discourse there are many more sources of .textual cohesion which we 
- - 

did not mention and some of them will not bebhg&o the domain of the transformation F,,, Some 

more explicitly marked cohesive relations could be traced without difficulty by earlier transformz'ions 

F,  I < n-1 Some others we would pass to  the discourse level analysis of the transformation F,, We 

present a list of textual cohesiv$ relations compiled mainly from Webber (1979) and Brown and Yule 

% 
- 

(3984) Fur each posit~on in this lisl we provide a brief comment where In our oplnion. that parl~cular 

class of rohes~ve links belongs in the Stratifled Model to  some earlv transformation F, I <  n-1 to  the 

- -- 
tr,tnzfiwrnation f ,,_ or l o  the transforrn~tir~ri f ,, - - /  

Q 

4 Textual cohesive relations can tie dwided intg two general but not exhaustive) classes of explr- 

crt markers and rnipltci~ ties Within the class of explicit markers Brown and Yule (1984) 

differentiate four smallb types additive markers (and, or. furthermore. ) adversalive markers 

(but however on the.other hand. ) causal markers (so. consequently ) and temporal markers 

(then finally ) Many of them can be detected and properly represented by some pre-F,, transfor- 
- 

mations preferabty at a syntax-domrnated level Others. like most of the casual and temporal markers 

after an early classification on a syntactic level, should undergo contextual evaluation with the 

transformation F,, %Temporal markers were not discussed in Chapter 4. but their treatment can be ~ 
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. say about this class of cohesive relations except that they will G r v e  as evidence of connectivity for I 
the transformation F,, 

The class of impl~cit  ties is more interesting because these links, have t o  be handled by the 

transformations F,,, and F,, Thls class lncludes subclasses of endophoric (~n- text)  relations and 

exi3phoric ties connected t o  extra-textual objects 'we shall mostly neglect the latter category in thls 
- - - -  - -  ---A 

chapter although our reference scheme from Chapter 4 can handle both types (recall our definition of 

pty The endophoric relations are what we the context-settmg sentence from the begmntng of Chapt 

generally ascribed to  the domain of the transformation F,,, They include backward in-text references 

(anaphora), and forward in - tex t  references (cataphora) The anaphora is the best developed type of 
. -P- 

impllcrt cohesive relation and we discussed numerous klnds of anaphorlc links in Chapter 4 For a more i 

'comprehensive list the reader is referred t o  relevant literature for example Webber (1979) In the 

classification assumed in  this thesis. cohesive in-text relations considered by Webber (1979) fall into 

the larger class of direet. single-level references (cf Chapters 4 & 5 for appropriate definitions) As 

such they all can br at least theoretica'llv handled bv the transforntatmn f,, , in the fnrrn presented 

In Chapter 4-- 

What rernalns for the t rsnsforn~at~on F,, in the area of text ( o h e i ~ o ~ ~ '  Thr  t v ~ o  general classes of 

text connectives we discussed above do not exhaust all types of cohesive links that can be found In 

discourse Indeed 'more sophisticated k~ndq of ~nt~r-sentent ia l  hnks can be found in natural language 

discourse and we slgnal these below together wlth some representative examples Whenever a 

classification comment is present. we refer t o  that level in the Stratified Model which is most likely to 

come in  contact with' the problem 

Advanced cohesive relations in discourse 

(a) part-whole relation 

John bought a newcar yesterday T h e  engine works beautifully 
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classification indirect reference F,, 

collocability relation (e g Monday-Tuesday) 

On Monday I went to see John Tuesdays are reserved for golf 
# 

classificatian. possibly handed by F,,, as indirect neference although the final decision must 

belong to F,, 

clausal substitution 

. - -  - -- 

John seeks a unicorn z o  do I 

classification F,,. not elaborated in this thesis 
_.. 

comparison 
\ 

All incoming applications will be considered Preference i i  given to  Canadian citizens . 

and permanent residents in Canada 

classification a more complicated case of indireit reference 

syntactic repetition 

We came in They came in (Brown & Yule 1984) 

classification deteited early selected-by-f ,, 

Besides~the above relat~ons. an observable conslstencv of tense or stvlist~c form rnav be regarded as 

an indication of discourse continuity This list. though incomplete. does not seem to leave, much for 

the transformation F, Observe however that in three cases (a). (\) 8 i d  (d) we suggested the 
1 

-- classification into the wider class of indirect references We believe that computation of such '"missing 

links" is the most difficult problem in text cohesion Recall from Chapter 4 that an element y of a sen- - 
tence S2(y)  referred indirectly to an element x in a context-setting sentence S i ( x )  if there was a piece 

I 

of knowledge revoked by the speaker/hearer from his knowledge base, that somehow related y to  x 

This process normally involves an inference which, as in cases (a) and (b) above. can be standardized 

to some degree In general. however. detecting indirect references will require some non-trivial mental 
& 

effort. and in some cases the local context processing by F,+, will not be adequate to  properly capture 



such links. Cohesive links that cannot - be properly detected -- by the transformation F,, are classified 
' \  

Into the category of lost  links which belongs t o  the domain of the transformation F,, We return to 

6 

the problem of recovering lost links in discourse in section 6 5 

Except the category o f  lost links and perhaps some other non-lo call^ derivable connections, the 

-'*",- transformation F,,, is expected t o  de1ive.r all possible cohesive relat~ons found ~n a discourse onto the 
5 

@ - - level SLAFl What we consider the primary role of the transformation F,, 1s i o  select these actual 
- - - - - - --- 

' cohesive links as intended by the speaker and then build an nambiguous representat~on of discourse P 
at the level SLA,, We call this process disambiguating in discourse The following section raises 

some issues that may be relevant in formulating this aspect of the transformation F,, 

6.4. Select ing proper cohesive l inks in d i s c o ~ r s e * ~ ~  . 
There are many factors that influence the selection of cohesive links in d~scourse We concen 

i 

trate only on in-text anaphoric references. since they are the most natural continuat~on of the discus 

sion which b e g h  In chapters 4 and 5 We do not propose actual solut~ons In the form of translation 
- - 

rules Instead we present and comment on a number of Issues v ~ h ~ c h  MII have II predommant influence 

on the ultimate formulation of the transformation F,, 

Suppose that the current d~scou;s~ utterance S2(y1 y k )  conta~ns k d~fferent anaphor~c (or 

cataphorjc) expressions v ,  , y, all of which have to  be resolved in the prevlous (or incoming) 

k 
d~scourse Let X be the set of all objects brought into the d~scourse model accumulated thus far and 

..I 

A = x G X be a non-empty subset of these such that each is likely t o  be referenced in 

- 
S Z t  We shall call the structure .5,(xl .x,) an (active) contex t -se t t ing  sentence for 

S2(y1 .yk )  In the rest of 'this.chabter we refer t o  S1( ) plaihty as a context-setting sentence 

- but the reader must remember that an active context may often appear only a subset of the entire 
4 7 

t The actual contents arid stmctt~rr of the set A will be determmed m part by the strt~ctttral organ~zat~on of d w o u r w  
model. Me do not mvestlgate these problems here The reader 15 rherred. however to poll any^ and Scha (1984). Cohen (1384) 
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context as defined in Chapter 4 Ob&ve that neither Sl nor S2 has t o  be a commonly under- 

stood syntactic unit As we have bointed out in Chapter 4 .  S1 accounts for the fragment of 

discourse model accumulated up t o  the current u t k d  (for anaphora):. arid it may include.new 
I 

e 

objects added in by the current utterance as well In this way. we can include sentence internal ana- 

phora in our framework for example John likes himself Assume further that for the S2 t o  be prop- 

erly understood. all of its k anaphoric expressions must find their antecedents among element? of A 
- - -- - 

A word of warning is necessary here elements of A are not t o  be identified with those "evokedn in 
9 

drscourse as suggested by Webber (1979) In particular. an individual, or a set of individuals, may not 

stand in one-to-one correspondence with a ce~tain nominal construction used somewhere in discourse' 
- - 

The example below illustrates this point 

(7)  a WasKand core six cooking apples 

< b Put them into a fireproof dish (Brown 6r Yule 1984) 

Although an object corresponding t o  the set of six cooking apples is present in the discourse model at 

some location 1, at some later location l2 this object gets replaced by a new object corresponding to  

the set of six washed and cored apples The former object IS  no longer available as an antecedent 

except when we explicitly refer t o  the location I ,  for example replacing (7b) above by (8) 

( 8 )  John bought then) i n  a supermarket 

Indeed the space and time conditions will be of some importance In select~rrg proper anaphorlc lin F drscourse For the moment hovjever let us consrder the refeience srtuation consist~ng of the curr 
i 

utterance S2(y1 * . y k )  and the context S1(xl. .x,) where no guidance is given on how t o  coindex 
- -  - 

r , s  with y, s No constraints are imposed on the cardinality of either R = (yl . ykl or A. e x u p t  

that both should Be finite. I t  is an open question whether k 6 n .  as some of the y,'s may refer t o  the 

same x, As an example consider 
> 

.- 

Grosz and Sidner (1985). 



- -- 
s. 

T o w a r d  a Coherent Discou~ se Representation 201 , ~. 

(9) " a Fcu Christmas Bil l  bmght Mary  a cassette pl-c a d d  bLw&ess 

b She liked the small machine so much that she carried i t  with her everywhere 

If (9a) is the sole context for (9b) then the set A consists of three elements Mar.y. a cassette player 

l and a blue dress. which are potential referents for the five element set R = sbe the small machine ' 

1 

I she, i t .  her of  anaphoric expressions in S2 = (9b) We have then k > n ,  and not all of the elements of 

A are being addressed in (9b) In fact both she and her refer to Mary.  while the small machine and 

i t  take the cassette player John bought as the antecedent. The latter reference case is perhaps4ot 

that clear as one may s y  that i t  refers only indirectly t o  the cassette player with its immediate 

antecedent being the small machine Aside from this debatable case, we have to Gxclude clearly from 

the above phenomenon situations where the intermediate a n t ~ e d e n t  is all ~mportant and a shared 
\ 

ultimate referent appears contingent Compare (10) below 

(10) a John has passed the exam 

b He 1s proud of himself . 
' 

Here the reflex~ce h imse l f  refers to he in ( lob)  and only rn a roundabout way to John by vlr-lue of the 

fact that he refers t o  John 

~ e t u i n i n ~  to 5, and S?, we can reason as follows Let S,(A) be a context-setting sentence with 

a non-empty, finite set A of ob'ects likely t o  be referenced in upcoming discourse Let S2(R) be the I - - 

fragment of the current utterance containing a finite collection R of anaphor~c'expresslons to be 

\ reso lved against S I  Then the number O of (theoretically) possible ways to tie S2 t o  5, is 

where 1.1 is the set cardinality f u n c t i o ~  The number 8 may be t o  some degree, considered as a meas- 

ure of connectivity (cohesion) between the current utterance and the rest of djscourse. With 8>0 the 

cohesion will be considered as probable: this includes the case when la= 0. In such a case the sole 

physical proximity o f  S1 and S2 is considered sufficient. However. when the context is empty. i e . 
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4 = 0. no cohesion can be claimed. This'is the situat' n where all o f  the elements of R.!H > 0. refer J* -- r P 

somewhere outside A If both A and R are empty. the stace-is undefined. no mntex t  is either provided 
- 

or called w o n ,  and the question o f  cohesion makes no sense there 

In example (9) excluding Bill  from A as before. we have 0 = 35 = 243 possibilities t o  interpret 
- - 

(9b) In the context of (9a) *The observation that in an actual discourse situation (as seen by the 

hearer) no more thsn a few feasible connections are considered, and most often just one is assumed. , 

is warranted by a number o f  constra l ts  we often semi-consciousty apply t o  rule out 0 t h  interprets- 

In (9). for example. we almost immediately exclude she and her as referring t o  anything but 

Mary  on the sole basis of number/gender agreement between the pronouns and the-name. T o  link 

the small machine t o  the cassette player John bought we have t o  fetch a' piece of our general 

knowledge which says that cassette players are more likely t o  be described,as machines than dresses 

and people Finally. i t  can be ruled out as referring t o  Mary with some lexical/grammatical considera- 

n - tions The choice between the cassette player and the blue dress as the antecedent for i t  in favor of 
-, -- 7 

the former is-dictated by more sophisticated pragmatic issues. but the concept of recency: a.cassette 

plaver - the small machine - it and the particular structure of the sentence (9b) (topicalization) may - 

suffice in many cases However obvious a particular reference case happens t o  be, the transformation 

4 ,, must be equipped with an appropriate collection of rules to  reduce the theoretically large scale 

ambiguity t o  just the numb& of possibilities an intelligent - individual would seriously consider feasi- 

ble. Below. we discuss a number of factors thpt wil l influence the formulation of such rules. 

Generally we can divide these factors into three groups: factors of ~exical/~rammakical origin, fac- 

tors which mvolve semantic/pragmatic considerations. and factors that 

ence 



A: lexical/grarnrnatical factors . 
- 

,, A straightforward numberlgender agreement constraint plays a profoundly important role in t h ~ s  

category This constraint often significantly narrows the domain of pronominal anaphora In (12) 
0 

below the preferred antecedent of she is Mary on the basis of the "femaleness" of the. latter 
. 6 ,  

(12) John bought Mary a blue dre& 

She looked very pleased. 
- -  - 

Though simple and effective. the rule has its exceptions, especially when the personal/non-personal 

distinction is involved Consider. for instance, the following 

4 

* (13) The  car has not got time to  avoid the person, and he hits i t  -- 
&re the antecedent of he is the car while i t  refers to  the person This is an example of a.situztion ..", 
where the number/gender 'agreement rule has been overridden by some clearly pragmatic considera- 

r 

tions ' 

Another rule that we classified within the lexical/grammatical category comes from the Transfor- 

mat~onal Theor" of ~ " n t a x 5 a d f o r d  1983) The - rule conslsts of three ;onditlons (A) Anaphor Binding 

Condit~on (B)  Pronominal Binding Condition and (C) Lexical Binding Condition Accordmg to these 

, 
conditions the following pronominal anaphora are resolved as showrt In (14) below (co-mdexing ~ n d ~  

cates co-reference) 

(14) ~ o h n ,  likes hi;, cat (by A) 

John, expects Fred t o  help him,. (by B) 6 

He, does not believe John, could w ~ n  (by C )  

, Johnl'does not betieve he, could win (possible by 4) 
-c 

The reader interested in formulation of these co'nditions in referred to  Radford (1983) Other relevant 

works in linguistics regarding problems of definite anaphor;: co-reference and logical form include that 

of Heim (1982) and Hornstein (1984). 
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, ij 

This category is probably the most frequently employed t o  resolve local anaphoric references in - a discourse Factors from this group are usually more decisive than those fa tors of purely 

lexical/syntactic origin, but they normally require a considerable amount of knowledge that is often not 

available from a discourse We list five types of such factors which will account for a significant part of 

the transformation F, See also Webber (1979) and Brown and Yule (1984) for similar classifications 

The simpiest ruk  in this category is derived from Fillmore's concept of sentence f r a m e .  

(Fillmore 1968) We shall call it here the role matching constraint According to  this rule. and the 

principle of analogy, an anaphoric expression should take as an antecedent that object in the discourse 
r .  

model which has been assigned a matching case in some recent utterance Thus in (15) below, the 

anaphora of he is resolved to  John, a i d  not to  Fred. as the former is responsible for the call, thus 

matching the role of "agent" with the antecedent of he who is responsible for the plea for help 

115) John called Fred because he needed help (Webber 1979) 
0 

The range of thislphenomenon is not all clear After all. with he referring to  Fred.  (15) may be still ,- 
- - - 1 -  

acceptable although the f~rs t  lnterpretatlon seems preferable .Observe that when the pronominal aia- 
e 

phora is replaced by a definite description the preference appears to  be biased conversely, 

(15a) John called Fred because the man needed help 
- 

An advantage that we %ay note is the relative computational realizability of the matching con- 

straint. Supported by discourse coherence conditions this rule should find its dlace in the transforma- 

tion F, 

Another constraint that may be imposed on linking a current utterance with remaining discours; 

has already been considered in Chapter 4 Recall that a certain classaof objects appearing in context- 

setting sentences was identified by two properties P and Q attached to  them. In other words, an 
-- 

object x M n g i n g  to  this class, and such that S1( . . x . . ) is a context-setting sentence for some . 

81 current utterance S2. has been characterized as a unique individual such that P(x) & ~ ( x )  held. 
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Suppose then that is an anapharic expressinnin SF Le.. S& -)~--)-ancLthkdex&&ss 
b b 

(literal) translation o f  S2 (see Chapter 4) i t  is identified with an object y such that Pl (y )  & QI (y )  is 

8 

maintained We have implicitly assumed in Chapter 4 that for y t o  be resolved t o  x. i t  is required that 

t h e  properties P  and P; are compatible. We call this condition the Property P Matching Con- 

straint This constraint instrdcts the hearer t o  link the poor animal with the donkey, John owns . 

rather than with John. in (16) below. 

- - 

(16) John owns a donkey I 

T h e  poor animal has t o  work every day * . * 

Here, the property P  of being a donkey is compatible with that of being an animal W~thout  some indi- 

cation t o  the contrary John is naturally classified as a human. and this is additisaally stressed by his . - 

position in the ownership relation One-of the weaknesses of this otherwise powerful constraint is the 

, 
difficulty of deciding acttlal compatibility between properties P  and P1 Compatibility d 

\ 
require a considerable amount of knowledge and/or reasoning and may depend on the describing con- 

8 

vention set up by the speaker in a particular piece of discourse Compare'(16) with (17) below 

- - - - - 

=- 

(17) T h e  k i d  hit, tortured t h i s  poor k ~ t t e n  agarn 

T h e  beast must be kept off my garden A--- 

Although in an ordinarv discourse situation the hearer normallv has no part~cular problems w ~ t h  c:m 

puting the compatibility of P  and PI as intended by the. speaker. the rule may prove insufficient in' 
' 

many cases What happens if more than one object in context have the~r  propert~es P Compatible with 

PI? In such a case we shall look for some other factors which may appear decisive Among these the 
-- 

Property Q Matching Constraint may offer some help The Property P Matching fails t o  produce a 

unique link betwekn S1 and S2 if either: (i) for an y  such that S2( . y . ) and Pl(y) .  we have a set 

' of objects x 1  . x, such that Sl(xl. . A,) ,  and for every i-= 1  k if P,,(x;) then PI is corn- 
* 

patible with PA,, or (ii) there is no such xi in S1, which indicates the hearer's inability t o  discover the 
h 

speaker intention (if there is one a t  all). The latter case may be considered 'as a special case of the 
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, 
respect as if i t  was not given at all In other woids the property PI is either too general (use of per- 7 

sonal pronoun. etc ). or is intended to  introduce a new, not indicated earlier, characteristics of =me - 

object in context These are the conditions in which we may wish to  examine properties Q of the 

objects involved Compare. for example. (18) and (19) 

(18) a John was busy a l l  day w i th  a paper. and i t  was Bill who prepared the supper :hat night 
- - ---- 

I 

b He did not know much about cooking 

(19) a John was busy a l l  day w i t h  a paper, and it was Bill who prepared the supper that night 

b He worked on tiis project f o r  a Prolog course 

In both caresathe context 5, (set by (18a) and (19a) respectively) contains two  relevant objects John 

and Bill withaproperties P of maleness. and properties Q of being busy al l  day w i t h  a paper and 

preparing the sudper respectively In (18b) the anaphoric pronoun he might be clai&d at best t o  

possess the same maleness as the property P I ,  which cannot help us t o  select between John and Bi l l  
0 

for the actual antecedent But  the objecttreferenced by he has the property Q, described as not know- 

ing much about cooking. which allows us t o  confidently pick up Bill as the antecedent For similar 

reasQns we link he with John in (19) 
L 

A number of variations t o  the above rules can be produced fbr example crossing PQ or QP 
- 

matchings The reader should not have much of a problem deriving suitable examples >We believe 

however, that these cases can always be reduced to  either P-matching or Q-mgtch~ng In (20b below 1 , 
the anaphora of the guy is resolved t o  the cook John hired on the basis o f  property Q matching. 

because the cook can be inferred to  perform some c between the moment he was hiredeby John 

and the t ime khe supper was ready \, 

(20) a. ~ o h n  war busy al l  day w i t h  a p e e r  so he hired a cook - 

b. The  guy p repred  a del ight fu l  supper 



fd property matching may be still generalized to  include some more subtle linking restrrr 

tions. somet~mes known as selectional restr ict ions These will almost invariably involve'reasontnp, 
\ 

in the hearer's knowledge base. most often outside the discourse model As an example cons~der palts 

of sentences (a-b). (a-c). and (a-d) in (21) with respect to qnaphora i t  

'. 
(21) a John'stopped the car in front of  his house 

\ 

b I t  badly needed a wash (it = the car) - - 
- - - - -- - - a - 

c I t  looked deserted (it = John's house) 1- 

d I t  badly needed new paint (undecided) 

There are two  additional types of factors in the sem~ntk jpragmat ic  class we would like to  ind tca t~  
- - -  - 

here They involve mostly pragmatic considerations and a good G ieGa t~on  In the discourse model 

accumulated -thus far One of these factors. sometimes called the  scene sh i f t  r es t ru t i on  s;e for 

example. Grosz (1977) and Webber (1979). i n s t r u w e  hearer t o  look for possible antecedents for an 
-- 

anaphcric expression within the limits of the current scene or situatlon described by the speaker s npr 
i 

rative For e;ample the door in (22) below is preferably resolved toeJohn s hbuse d m  rather than l o  ' 
?!s 

, the car s door as the effect of ~ c e n e  change between (22a) and (22b) A- - - -  - -- 

(22) a. John ref t the car in front -of his house 

b He slowly opened the door i 

0 

The other type of factor that we call si tuat ional restr ict ions complements thc scene shifts in  that i! 

.provides the  hearer with some gu~dance on how to select anaphora ijntecedents YJI~~IIII .I scene Tltt-.c 

factors are usually firmly set in the hearer s discourse model although some external knowledge n ~ y  

be used 

(23) a. John stopped the car i n  front of  the garage 

b He m m g e d  t o  open the door and got in  
a -  - # 

c.  H e  managed t o  open the door and got out 
& 



With the context set by f23a) the door In (23b) will normally be referred to the garage door while in 
-- - - 

C: diocuurse cuhcrcncc factors 

T k  factors inflbtencrng anaphora resolution as we presented them thus far made only a limited 

use of the aspect which domrnates the hearer s understanding of a discourse the discourse coherence 
- -  - - - -  

The tact that we ran find l o c a l ~ ~  bptimal anaphoric links does not guarantee that our discourse model 

$5 ruhcrettt much less that ~t accurately restores the speaker's intention In fact. all hearer's decisions 

arc subordinated to what the hearer belleves to be at present. the coherent drive of a discourse. This 

$ 
aftatudc may change more than once as the discourse progresses. which may frequently involve a par- 

ttaf tcfwmatttng of the dtscourse model The process of rebuilding a discourse model is often a costly 

endeavour that may patentially cause serlous perturbations in the hearer s ability to  understand the 

dtlsautse lullp Although it is possible for the hearer to maintain more than one competing version of 

dlscaursr madel at a time he ultimately selects one model and further builds upon i t  Therefore. the 

Itcarer v d t  f itst a tkmpt  to fii the inconling discourse into Iris model before he seriousiy considers any 

chart~cs  In ihc n d c l  and then he trles to ptnlrnlze the extent of these changes - 
Mmt of fhi- ~rvfi,rnrai rules for amphora resolut~on that we have d~scussed In t h ~ s  section were 

ullttwtclv based an hearer s preferences and thus bore a potential for misinterpreting the speaker's 

rntrnttcm 01sc t r r r r w  (ohctcncc f,tctors also are relatlve to the hearer s ukderstanding of the discourse 

but thcsc I ~ C ~ M S  address the global structure of the hearer s discourse model We classify these fac- 

tars undet a general criterion called the Consistency of Interpretation Constraint The criterion has 

a unrverisl rharitcrcr. and will result in a number of specific rules of the transformation F, We explain 

i ts r d e  by exampie 
S 

f 24) a l d n  ir LwLing for Smith 's murderer 

b I wonder where he i s  now. 
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b 
Assum~ng that t 4  relevant context includes only John and Smith s murderer we have to  deride 

D 

which of them is actually referred to  by he Previously discussed criter~a can give us one or the other 

but considering the overall discourse coherence only one of them John. appears the likely candidate 

Suppose therefore. that from the discourse preceding (24) .as well as from (24a) the hearer draws the 

conclusion that Smith s murderer has no actual extension in reality and that the description is used 
- - 

non-referentially by the speaker In the terminology of Chapter 4 t h ~ s  means that (24a) assumes i ts 

imperfect interpretation Now suppose that the pronominal he In (24b) is taken as referhng anaphori 

cally t o  Smith's murderer Since (246) has no clear imperfect readmg and he stands In a relerential 

position. in linking the pronominal t o  Smith's murders we qa r ld  break the consistency of the 
-". 4? 

hearer s discourse model by making the Smith s lmurderer an expl~cit though unknown indiv~dual 
, 

That  is why we would rather relate he t o  John especially because we do not have to  sacrif~ce our 

discourse model 
U 

There is another point t o  raise from the discussion above In (24) we coilid escape revwon of the 

d~scourse model because we perceived an altCrnat~fe continuat~on of d~srourst. What happen\, hovj 

ever when all alternatives consistent with the current model are excluded? In other words. let M b e 2  
/ 

coherent discourse model n ~ a i n t ~ i n e d  by the hearer and let y be the utlerdnce 111 quest~on Let furthcv 

l- = I l l  be the set of all possible interpretatlins of y ri levant t o  the present d~scourse t If 

- for every i = 1 f the model M U y, is no longer coherent then we have l o  revise M to sorw M '  . . I i 
such that both M *  and M' U y,  for some l< ibt  are coherent This process that we call the ( I 

Backward Adjustment Process may have varying impact on the structure of M. but it would be a 

shnplicistic view in general t o  expect only some local changes t o  the discourse model The process will 

- 
normally involve a retreat f rom some previously made decisions up to  and includmg the decision -- 

, t This relevance should conform to the d~scoi~rse topic disc~iswd earlier In t h ~ \  chapter 
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d~rectty responsible for the present tnfmsiskwp. In (24) if we W e d  4haLSmitbssw 

after all used. referentially we would have t o  revlse the dlsccrurse model beginning from the instant 

where. for the f i r i t  time. we assumed the non-referential status of this concept. On the other hand. 

when there is a yh E r such that M, U y k  is coherent then we extend M by y k  by computing I I 
Ad + M U I r k /  and relate the forthcorn~ng d~scourse to the new M Observe that from the computa- 

- - 

tlonal viewpoint we have to  keep track of all such extensions to  M as they are potentially of interest to  - - 

'i' 
the Backward Adjustment Process 

When none of the y,'s fits wto A4 the hearer has still at least three options for continuation. He 

may ignore y assuming that the speaker misformulated his intention In t h ~ s  case no immediate revi- 
\ 

I 

ary but we may endanger our understanding of the speaker s message if we. not 

him. were In err0 Secondly the hearer can create a revised model M' while maintaining the old ver- A L- 
ston especially when he is -'b n t sure who is at fault and wait for clarification in upcoming discourse 

\ 
I 

This is the safe option but the cost of maintaining concurrent discourse models can be considerable 
- - 

finallv the hearer can forget M concentrating ent~rely on the ;,ew model All these apprqvhes have 

thetr advantages and disadvantages and we postpone the ultlmate decision for future research 

Nevertheless the Backward Adjustment mess vd l  create an important pdrt of the transformation s" 

Wtth thts we end our discussion of the thwd and the last. of the classes of factors influencing 

resolution of anaphoric t~es  in discourse Before we close the present section. however. we shall briefly 

mention of two additional general principl s that are of some significance for the transformation F,, 2 
Two fairly general. but sometimes mutually contradictory. principles have been obser\.ed in con- 

nection with the problem of discourse anaphora. see Webber (1979). or Brown and Yule (1984). The - 

fiyt called the principle Sf nearest entity maintains that in a search for an anaphora antecedent the 

preference should be given h that object-tiom the set A of possible antecedents which has been most 
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B 

recentty mentioned m discourse According t o  t h ~ s  rute. the anaphotic r e f e r e r r c & i ~ ~ ~ -  
< -- - 

example is t o  be linked to  the survivors rather than to t? k s c u e  team on the sole bap~s of the 
I 

C I 

recency of .the former 1 
I - ,  

(25) a On the f i f t h  day the  rescue team found the survivors. - 

b T h e y  were very exhausted- - - 

w 
A somewhat contradictory view is enunciated by the other principle sometimes called the principle of 

A- 

topic entity. that instructs the hearer t o  instantiate an anaphora at the current discourse topic entity 

a 
(see section 6 2) In (25a) the phrase the rescue t e a m i s  thematized which makes it lacking evidence 

t o  the contrary. the topic entity of the discourse Application of the latter principle t o  (25) will have 

then the completely different effect on resolving the reference of they 

As one may expect these two principles often do npt, have a decisive impact on anaphorn 

referent taking process They can be regarded as "last sort" instances when the more discriminating 

factors can no longer be called upon The principle of topic entity should be used only In situations 
I 

v~here a topic entity is clearly perceptible In discourse and in this sense i t  has prior~ty over the prlnci 
- - 

ple of nearest entity 

Selecting proper cohesive links in discourse and modelling the discourse representation accord ' 

ingly will be the main task of the transformation F,, B I I ~  this does not srrrn to exhaqt  t h ~  prublcrn of - 

arriving at the ultimate discourse representation at the SLA,, level There remains a problem of recov 

erlng lost links in discourse lost In the sense that the transformation F,,,,cannot deliver them Wt. 

+. 
discuss-this problem briefly in the f o l l w i n g  section 

6'5. Recovering lost links 

Most o f  the examples o f  'missing' cohesive links in discourse given in linguistic literature (see 

for example. Webber (1979). or Brown and Yule (1984)) can be classified as instances of what we 

defined in Chapter 4 as indirect reference The problem of indirect references can be characterized as 
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follows Let Sf(x) be. as before. a relevant fra_gment of discourse &el M, considered as a context- 

settmg sentence Let S2(y) be the current utterance with an anaphoric expression y Assume. for sim \ 

plicity thatd-isisthe only object in context available for anaphoric ieference If there is no direct 

correspondence between y and x the hearer may nevertheless examine his knowledge base 

KB. M G KB, t o  see whether there IS an object x '  related t o  x. and such that x '  can be dir'ectly 

referenced by y In other words the hearer has to  augment his discourse model M t o  the effect that the 
- ---- 

relevant context for S2(y) becomes some S; (x  x'). and there is a direct link between y and x'. If 

such a process is possible we talk o f  an indirect reference between y and x As one may expect the 

hearer s ability t o  compute indirect references will greatly depend on content o f  his knowledge base 

When the speaker produces indirect references in discourse he normally assumes that the hearer will 

be able to  decode them In other words. he expects that the hearer shares appropriate part of his 

knowledge base 

The following is a typical example of an indirect reference -- 

(26) a I t  was dark and stormy the  night the mil l ionaire was murdered - 
b T h e  krller l e f t  no clues f o r  the police t o  trace (Brown & Yule 1984) 

t - 
The plece of knowledge suffic~ent t o  link the sentences (26a) and (26b) can be paraphrased as murd-  

errrrg' rnvolves a killer 'Some other connectrons i l ~ e  rrrurderrng causes the polrce rnvestrgatton arc 
f 

also possible What is really significant here is the Tact that we can resolve such links locally,  that is 
5 d 

hav~ng only S , ( x )  S z ( y )  .and KB we can ai\;.ays relate Y to A Thrs part,icular property of indirect 

references made them amenabte t o  processing at the stage SLA,,, 
e 

There is however a class of missing links we call these lost links that cannot be resolved 

- 4  
locally. This happens when the hearer knowledge base is not sufficient t o  relate x t o  y a t  the time the 

utterance Sz comes in The hearer may consider S2 as the continuation of discourse because the con- 

nectivity factor 8 is positive Besides. there may be some othdr links available between S2 and St 

Suppose that at som; later point in the discourse. the speaker delivers that missing piece o f  informa- 
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t ~ o n  so that the hearer can recover the previously lost reference consider the followrng example 
, 

(27) a John returned t o  his house and turned the T V set on< , 
r 7 . 

b T h e  movie was really bad (the movie = TV-movie o r h e  movie = 7) 

c He decided he would never g o  t o  that theatre again (the movie = theatre movie) , 

The example is slightly simplified as the sentence (c) does not have to  immediately follow the pair (a 

b) Also. the antecedent for the lost anaphoric lin~c (here that theatre) may be explicitly available In- 
-- 

5,. but the hearer's knowledge b a s ~  does not suffice for, or even precludes the connection T o  explain 

this condition let us make use of our schematic notation. Suppose the context contains two objects x ,  

and x2 i e SI(xl. x?) is the context-setting sentence, and y i s  an anaphoric expression in S2 Assume 

now that the hiarer s knowledge base KB relates y t o  x2 (on the basis of property P or property Q . 

matching. for instance). while the speaker's intention is t o  relate y to  xl If the latter relationship is npt 

supported in KB. i t  would be quite unjustified to  insist that the transformation F,,l should record 

that possil j l i ty too We only may expect from F,,, except linking y to  x2  t o  create an alternative 

discourse model in which y is left pending (linked forward) When new informqtion enters the hearer s 
~ 

d~scourse model or h ~ s  knowledge base In general he rnav trv to reevaluate pend~ng hnks and restore 

lost references Observe that the process of recovering lost lmks may rnvolve revlsrons to discourse 

model If the hearer has left some room in his model for such a l ~ n k  (because for example he expected 

3 
i t )  then nothing significant would happen But if he connected the d~scourse somehow' differently than 

Intended bv the speaker the new rnformat~on providmg the lost hnk (wh~ch  the hearer d ~ d  not per( ewe 

at all) may shatter the hearer s discourse model T h ~ s  s~ tua t~on  can happen at any t m e  rn d~scourse 

and is by no means limited t o  anaphoric connectives but we shall p t  investigate the matter here 

~ e c a u s k  of the non-locality of processing lost links, we think the process should belong t o  the 

transformation F; Note also that we have already gathered enough evidence t o  support the 

hypothesis that ,  in a practical naturat language understanding system. the transformation F,, should 

indeed parallel at least that of FP1. 



In this chapter we have highlighted a number of issues that we have found to  be of particular 

importance for shaping the transformation F, and the discourse representation level SLA, Not all 
bt 

relevant problems have been represented in our discussion. among them the organizational aspects of 

discourse acsuggested by Grosz and Sidner (1985) Morel research IS necessary in the area of 

discourse understanding. and this will ireate some direction for future work One question seems t o  be 

in order .Is the transformation F, the final transformatihn on the Left Side in the Stratified v d e l :  
- 

and the level SLA, the component of the ultimate stratum. <SLA,. UA,>? A definite answer t o  this - 
question is not an easy one, but we think i t  should be positive Tkeieader may have already observed 

that the discourse representation on the SLA, level. as we have tried t o  forward i t  in this chapter, will 

resembC in many aspects the concept of abstract situation (Barwise & Perry 1983) It will not be. in 

general. a single situation however nor tree-like structure of situations as advocated in the 

Theory s f  Situations Rather. WE would see the discourse representation as a collection of such situa- 

tional structures, roughly corresponding to  topic shifts in discourse It should be also relatively clear by 

. 
now that the discourse representation will not merely consist of skillfully coded speaker's message 

- _ 

B 
content The representation &ust also mirror appropriate fragments of the hearer s knowledge base 

I 

actlvated in discourse for example that used to discover and select proper cohesive links This 

amounts t o  the realization that the final discourse representation at SLA,, level will be directly deriv- 

able from the hearer s drscourse model maintained at the end of discourse As we have mentioned ear- 

her ~t is not compulsory ,to require a single representation be derivable for any particular discourse If 

more than one concurrent representations are obtained. we should accept them as the evidence that 
1 

the discourse in question has more than one possible readings These will most often appear at 

different dimensions. for example literal and m%taphorical?etc 

If we accept the above. another question prompts quite naturally What would be the other part 

of so established ultimate stratum. 

any definite stand in this matter. I t  

i.e. what could we find in UA,? We think it is too early t o  take 

may seem not so unreasonable t o  consider UA, as a system of 
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"real" s i tuat~ons and thus regard the mapping M as Situation Semantics Despite all the problems d ~ s -  
- -  

cussed in sedtion 2.2 the si tuat~onal approach may have some advantagcs over the possible world '  

semantics in  that respect Bu t ,  as we have said we did not gather enough evidence t o  favor any of 

these theories We feel that  none o f  them, in i ts pure form as discussed in Chapter 2, is appropriate 

The  revisions we expect as inevitable may in fact glve the beginning for a new semantic theory the  

alternative we called upon at  times This  is however a quite separate problem, outside the scope of 

this thesis 



Chapter 7 

Addressing Computational Issues 

Computer  Realization'of t he  Strat i f ied Mode l  
I 

In our discussion we have stressed the computational perspective o f  our theory of meaning 

.a 
representation The careful reader may have already assimilated some ideas on how t o  develop a com- 

-- 
puter implementation of various aspects of the Stratified Model This chapter summarizes computa- 

i 

tional characteristics of the Stratified Model, and points out other related problems not addressed 

directly in the thesis We do not propose an actual implementation for the Stratified Model since i t  

would constitute a separate research challenge. Instead. we highlight a number of, issues that have t o  

be investigated in detail before any computer realization of the theory can be attempted We discuss 

the computational side of the Stratified Model in general and then concentrate on the two most d ~ s -  

t ussed transformations F,,, and F,, 

To<mplement the.Stratified Model one must consider translating the source language from a 

natural form available at level SL into the ultimate representarion at level SLA,,. and appropriate map- 

pings of the "original" universe U onto various models including the ultimate model at level UA,, 

Finally. the mapping M specifying the formal semantics of the language at level SLA,,, should connect 

the Left Side of the Model with i ts Right Side, thus completing the implementation. Although each 

stratum <SLAi . ( /A,>,  0 < i < n ,  has a mapping M, such that M, . SLA, - UA,, which guarantees the 

meaningfulness of the Model. only M, = M must actually be made explicit in a computer implementa- 

tion. This observation has 

Stratified Model. We have 

a central significance in assessing the computational tractability of the 

already pointed that the  problems with contemporary natural language 

216 
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- 
understanding systems candoften be idiotifred witb attempts ta implement eithec-adU+uWh.' 

L... 

i < n  or even t o  relate some two  levels SLA, (usually i < n )  and UA, (also J <n) that do not belong to  

the same stratum, i.e, i * ~  In fact. implementation of the Left and Right Sides should be coordinated 

as we suggested in Chapter 3 For ever; SLA, t o  be created on the Left Side we should provide an 

appropriate UA, on the Right Side so that the mapping M, (however implicit)  preserves the original 
4 -- _ 

semant~cs Mo between SL and U It is not necessary that the entire Right Side be explicitly con- 
- - 

strutted With the exception of the ultimate level UA,,. and the universe U which is taken for granted. 
/ 

P 

the remaining levels UA,. l b i < n  are mostly transparent for a system based on the Stratified Model 

This becomes possible due to the implicit character of appropriate mappings MI s We must p rov ids  

however. a method for decoding the universe representation at UA, back into U .  and the transforma 

tions G, GI on the Right Side must be given explicit instantiations (refer t o  Chapter 3 for more 

detailed discussion) As far as our major concern is t o  derive a meaning representation for a discourse. 

however the Right Side may remain unspecified except for the final m c ~ e l  UA, upon which we base 

our ultimate semantic mapping 

Suppose that vje have already developed the Stratified Model with all necessary s t ra t2  

<SLA,. UA;>. O 6 i 6 n .  and described all required transformations F, and G,. as well as the mapping 

M In ch ip ter  3 we indicated that the Model is somehow possessed bv an mtelllgent ind~vidual who 

having also at his disposal an individual k n ~ w m . ~ e  base KB, uses the Model for on-line processing of 

information entering either by means of source language discourse or by sensing ihe universe or from 

the knowledge b a e  The flow of lntormation may occur elther In dlrectlon from SL to  U (understand 

ing) or backwards (communicating), often affecting4he knowledge base and altering its contents Let 
I 

us concentlate here. as in preceding chapters, o n t h e  Left Side of the Model.in-forward processing. 

that is. from S t  t o  SLX,. The requirement of on-line processing resiri* implementation of the 

transformations Fi's We cannot afford a purely sequential scheme o f  the Left Side I t  would be 

unrealistic t o  expect from a transformation Fi t o  wait until a ful l  representation of a discourse is gath- 

ered at the level SLA,-l before the transformation onto the next ~ t r a t u m  could be atteinpted. h fact. 
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except for onty some very a r t y  t ra~format ior ts (FI. FF-- ), ~ g ~ ~ o ~ ~ m e ~ e \ F d r ~ S b 4 F f f a I I  
5 

further transformations should work in tandem producing pieces of the ultimate discourse representa- 

tion at the level SLA,,. This is not to say that every word, phrase. or even sentence entering SL should 

- - 
- tugger a cascaded processing on the Left Side The process could be rather compared to  the counter 

mechanism where thi move of a next digit ring occurs only after-the preceding ring moves a number of 

times FOT example i t  wbuld often be advisable to postpoae the syntactic analysis of the input until a 
- - 

sufficient number of lexical items of a current phrase or sentence is available thus reducing the degree ' 

of non-determin'isrn in parsing' see Marcus (1980) . -. 
'L 

This point is especially importanltwith the categorial grammar CAT which assumes that all basic 

expressions (words) in a sentenceahave been assigned to syntactic categories Thus the following sen- 

tence (pointed -- to  me by Ray Jennings) - 

( 1 )  John interviewed a treat.  
6 

will result in two different parse trees in CAT depending on whether treat is assigned to  the category 

t//e (common nouns) or IAV (IV modifying adverbs) Observe that in the latter case the verb inter- 
J -- - 

vrew appears intransitive The transforrnat~on preceding F,,-? in the Stratified Model is theretor; , 

expected to  deliver all alternative lexlcal/morphologicaI analyses of the sentence in quesbi~n by mark- 
- 

ing words v;~th the svntactic categories they belong to The syntactic level evatmion will determ~ne 

which of these possibilities result in well-formed p-markers As i t  may be expected. some of the early 
B 

morpholog~cal ambiguities will persist beyond the syntactic level into the discourse analysis :Consider 

/ 

for example: a continuation of the discourse begun with (1) (? Jennings. personal communicatiorr) 

( 2 )  John interviewed a- treat 

But he was a poor judge of character. 

Similarly. to  the cooperation on morphological and syntactic levels, ar, extension to  the discourse 

model by the transformation F, may be considered only after the relationship of 'the current utterances 

to  the preceding discourse has been determined by the transformation Fp1. If we consider the 



discourse (3) below (discussed in Chapter 4) 
- 

(3) ( 3 . 1 )  John interviewed a man 

( 3 . 2 )  The baseard killed him 

then we already know that F,, can,,produce at least two distinct discourse prototypes involving dna- 

phora the bastard and him I t  is then up t o  F,, to  decide which of these can survive when a ~ i d e r  

discourse context is called for . 
5 - - -- 

I_ The prvcess will not. however. be as regular as a counter Some early transformations, including 

phonological. lexical. or even syntactic processing, which operate on fairly well-defined units 

. 
(phonemes. lexemes phrases), will be best realized sequentially. although this view may not be practi- 

P 

cal in general We must always remember of the presence of the individual knowledge base which. by 

generating various presuppositions. may occasionally activate further transformations that build a 
/- 

higher level representation o f  some discourse fragment before that fragment is even fully sensed at SL 
- - 

This happens when we recognize the beginning of some pattern language construction (idiom, com- 

monly used combination o f  words, e t ~ . ) .  and the knowledge base generates an expect& continuation 

In this sense the syntactic \./ell-formedness of utterances for example IS not crucial for understandmg 

them If the actual continuation of discourse can be fit in our expectations further processing reduces 
I 

to  a mere verhcatlon otherwse a revision has to  be performed i f  po'ssible We discuss the problem of 

cooperating transformations in the next t w c  sections where we examine computability of transforma 

hens F,,-, and F,, 

'Z 

We know very little about the-actual form transformations F ,  t o  FP2 may eventually take 

except perhaps that transformation FlP2 is identified with the categorial grammar C A T  We assume 

that transformations F1 t o  fm3 are computationally tractable (at least in theory). which a s s m p t ~ o n  is 

quite reasonable considering localized effects these transformations bring about the discourse represen- 

tation. Lexical/rnorphologicaI stage, as outlined above. would require an exhaustive lexicon on the 
- 

domain o f  d i s c o k e  i n  wh ich  each wad  is given all possible rnorphdogical interpretations Values of 



other m o r p h o l ~ ~ c a l  indicators such as number. gender or case should - - - - also - -- be included -- if applicable. 

For example. the word :ot may be expected to  have at Iyast the following-entry in the lexicon 

[lot. 
1 category t//e 
2 categor-y IAV 
3 category T V  ] 

- - 

For a detailed discussion on how to  design and manipulate large lexicons the reader is referred to  Cer- 

cone et al. (1983) 

Implementation of CAT should not be a great challenge either.? but we do not exclude some 

other. and more powerful grammatical system employed as Fre2. Although we believe that the prob- 

lems of language processing one may expect to be covered by the pre- F,L1 transformations are more 

or less worked out already, we shall investigate further their nature and role in the Stratified Model 

Let us therefore concentrate our attention on the transformatiotk. i e. F,,, and F , .  

7.2. Computability o f  the transformation F,., 
rFi 

, 
There are three aspects of the transformation F,,, that merit special attention from a computa- 

tional viewpoint These aspects include implementation of the rules which create the core of the 

transformation (presently Rule 1 to  Rule 12). automating the process of deriving context-setting sen- 
) , 

tences accordid to the recursive scheme given in section 4 10, and providing access to. and coopera- 

tion with an individual knowledge base T o  implement the reference rules one would generally need to  

solve the problem of A-reductions wtiere th,eir computational tractability is questionable. In practice, 

however. a relatively simple subset of A-calculus should suffice for this purpose.*To the extent that we 
- - 

are concerned with the problem. implementation of A-reductions has already been addressed in the 

computer literature. and concrete realizations have been suggested in standard programming languages 

t Categorial granintars create a subclass of context free grammars. T h e  reader may note. however. that Montague's syn- 



~ncludmg Pascal andALISP (Georgeff 1984). and PrologLDahl A 
- 1984) -- The relatrve c o m p u t a t ~ ~ a l  tracta 

bility of the language A is favorably compared to  the proble one bas t o  face when attemptmp A T a 

reductions in Montague's IL See also Warren (1985) and further references therein 

But even an effective algorithm for evaluating the rules will not have much s~gnificance until we 
1 

provide a method for\omputing context-setting senJgnces on which the ru lesee ra te  The recurrave 

formula of Chapter 4 is the first step in this direction We have already shown the algorithm IS well 
- - -  - -- -- 

founded and th ih i t  terminates We believe i t  wil l prove programmable. especially &hen close cmpera- 

tion from the transformation F,  is assumed. What transformation F,, should provide is a considerable 

reduction in the combinatorial explosion of possibilities generated by the formula One sf the mast 
- 

important factors in this reduction comes fro; limiting the available context to that part which IS 

actually referenced by the current utterance S2 (cf the definition of context-setting'sentence presented 
* 0 

in Chapter 6) An implemen'tation of the forward context (the component of discourse prototype 

cross-section) may pose a serious problem here. This part of the context derives mainly frbm presup 

positions made from an individual knowledge base 0 

Actesslng dnd man~pulating a knowledgebase creates a separate programmtng problem In arldi - 

/ 

tion to the well understood organizational questions'of maintaining a large data base one must qdve 

the genersloprbblern of inferences v l i th~n the knowledge base It would be lmpractrcal .~nd unreallsl~c in 

general t o  expect the owner of a knowledge base to be always aware (read can access directly) of any 
r! 

information that could be derived from what he knows or belleves However the actu i l  contents of thv 

knowledge base as well as i ts internal organization should guarantee that In a specrfrc env~ronrrtenl 

appropriate facts will Surface as the result of proper inferences This requirement. in turn raises the 

question o f  the quality and quantity of such inferences. i e . how fine and in-depth they have to  be In a 

particular situation. Inferences which are too fine 
-- 

low because they can undermine our ability t o  

speaker.' Take. for example, the Schank-style 

can be as harmful as inferences which are - too shal- 
- -  

understand discourse at the level intended by the 

(Schank 1972) conceptual information processing 

tax is not context-free. see Partee (1976). 
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p;rkadtgtn and k k c  &fficubes {kud hy th-e Ratutal laaguage understandln.svstemsasecLdi 

opprcmh &hank 1975) In short the conceptyal approach requrres an zdvzlnce specification of the 

efitrte wurM model on which language communicates as well as the level of  detail at which inferences 

rvithtn th~s  model are performed Although the framework can be quite successful in simulating some 

wdl deLne$ *ioy-wwkls' i t  proves hopiessly tmpractical in real world situations 

> 

A n d k t  proMem d~rectly connected with the transformat~on FW1 1s an implementation of the 
- - - -  - - 

tanrote rdercncc rules 11 and 12 What we require can be sun-tmarized as the ability of a natural 

langtiagc undetrtandrng system to distinguish between "ordinary" singular objects and superobjects. 

knd a relittionship between any two objects about to  be linked (same level reference. subcontext refer- 

cntc supercontext reference unrelated etc ) oand eventually select proper coordinates The above 

- - . - - d 
f i tm be c a n s r d ~ e d  as an incremen:al process Initially the available universe of objects is divided into 

i -  

k e r f s  with the relation of telative singularity defined in Chapter 5 The number and types of the cmr- 

3tnatcs invdved will depend upon the discourse domain we are dealing with but one may expect that a 

number of drflerent ttme and/or space ,coardrnates will be essential In almost any universe This initi31- 

nwdd n m  d w q u c n !  cxlended bv nFw objects and coordrnates v~hich situation may in turn 

L 
rvquirr- te rvduatton of the level structure For f~nite unrverses t h ~ s  procedure should not pose greatel 

ptoblerrir w t h  irt~plcnwntat ion Obscrvc that with the possible world approach we would need an 

undctet i twd number. of indices even for finite universes 

A wrcelrful mplcmentation of F,,-, will depend howevet upon considering all relevant aspects 

ai rorm present dfscourse situation. in particular the drscourse model Thrs kind of information IS nor- 

mally not availabk for the trans6rmation f,,. and may be visible only from the level SLA,, The fol- 

k i n g  seclton attempts to  shed some light on the computational tractability of the transformation F,, 
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7.3. compu tab i l i t y  o f  t h e  t ransformat ion Fn - -  -- - 

/ 

The major task of this transformation is t o  build maintain and evaluate a dtscourse model that 

will eventually result in the final discourse representation at level SLA,, Theoretically this process , 

amounts t o  the following (1) selecting the "best" discourse prototvpe from among those generated at 

level SLA,, by employing various criteria described in Chapter 6 (2) uncovermg remaining "lost links" 

within thewselected prototype (or prototypes) and (3) revising so obtained discourse po&l ,- (or - -- - 

mod&!~) by computing backward adjustments and indicating oscourse topic boundaries In pract~ce 
D 

however. F,, should parallel F,,. and the process of constructipg discourse model must be organized 

in an on-line fa5hion (cf our discussion in Chapter 3) Let M be the part of discourse model main- 

tained by F,, at some instant c. roughly corresponding t o  the discourse prototype cross-section 0, (cf 

section 4 ld)  If M is unique i e no alternative discourse models are considered at the time. the next 

step of the transformation - F P l  will pr0db.e a number of possible continuations for M. j bl 

such that Mj+, € MU F,,,(6,+,) F ,  assists F,, in computing these continuations and then 

P 
selects one (or more) that is believed to  be mtended bv the speaker Subsequently f , ,  will replace the 

- 

old model M b v  a new version M '  which derwes from this selecGd M! , , The revlslon may tntlutft. 

complicated adjustments t o  the old model and often w i l l go t  be just a simple extenston v ~ ~ t h  the 

d 
meaning representat~oi~ of the current utterance (refer t o  Chapter 6 lor detatled d ~ s c u s s ~ o ~ ~ )  A l t h ~ u ~ l t  

F,, should Conirnually assist F,,,. i t  would hot be efficient to replace the discourse model after everv 

single step of the transformation F,,! l n s t e ~ d  the transformation F,, should ust. a ktnd of "watt and 

see" strategy t o  intervene into the performance of F I p I  only if ather ( I )  the current step of f , ,  I .) 

resulted in  too large a number of possible continuations of discourse so :hat i t  mav soon escape con 

trol  or (2) F,,, is sufficiently ahead of F,, so that the latter acquires enough confidence t o  select the 

best continuation for M This technique. as we expect wil l significantly reduce the necessity hx bafk- 

ward re-evaluating o f  the discourse model A closer determination of the pace at which F ,  should aug- 

ment the discourse model is not an easy problem Partly, the decision k g s  t o  a particular imple- 

mentation, but for now. we know too litt le about the form the transformation F,  will eventually 
-, 
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-- - assume 
- 

The limited "wait-and-see" strategy will not however. protect the disc~urse model from further 

revisions The transformation F,, must be equipped with a good backtracking mechanism to  allow the 

process of backward adjusiment of the discourse model (see Chapter 6) to  be performed as Smoothly 

as possible 
.. 

A successful implementation of F, will depend on the transformation s ability t o  recognize the- - - 

proper continuation of discourse early. and to  prune those options which are less likely. This capability 

includes an efficient implementdiun of the text cohesion factors discussed at length in Chapter 6 

Most of these factors require a close cooperation with an individual knowledge base and its inference 

mechahism To say something more definitive about the computational aspects of translation rules 

based on these factors we would have to investigate the organization and content of a knowledge base 

which is outs~de the scope of this thesis 

It would also be difficult at present to  design an Butomated process for deriving discourse topic. 

+ traclng topic shifts and detecting topic boundaries The best we can hope for is to provide the 

trsnsforn,at~on F,, w t h  the means to compute topic framework (or focus) and d~stingu~sh so-called 

foptc entitles see Sidner (1979) Grosz (1981) Grosz and Sidner (1985) The discourse topic may be 
l 

generated then from the knowledge base by the means of .proper ~ n f e r e n c e s a e  success of t h~s  pro 

. cess will depend on both the content of the knowledge base and the discourse model maintained at the 

Finally the transformation F, should continually compute the actlve context. i e that part r ~ f  

the discourse model which is most likely to  be referenced in an upcoming discourse. An active context 

consists.  ripa art of a representation of some recent fragment of discourse. and of topic framework 
2/32 

" Maintaining such $:notion will greatly reduce the ambiguity of the transformation F,F,. and subse- 
-, 

quently speed up processing on the Left Side of the Stratified Model. More concrete decisions on the 

actual size. content, and organization of topic framework and active context should be left t o a  particu- 
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larrealization of the Model 

7.4. Conclusion 

/ aP 
Bv and large w,e are quite optimistic about the computational prospec 

,l 

The Model overcomes some of the difficulties of Montague s approach in 

ts of the Stratifled Model 

providing a discrete and 

more comprehensive scheme of language processing, Two  aspects of our approach are especially 
- -  

noteworthy a? seen from the computational perspectlve The intensional logic (IL) has been replaced 

with the language A which promises computational tractability This is in part due to  the correspond- 

ing universe model at UA,,-, from which the language takes its Interpretation The highly problematic 

concept f intension as function over possible worlds is challenged with the local drscrete notions of a I' 
level coordinate and relatlon of relative slngularity Whether -1 will ultimately prove to be no more 

- 
difficult t o  deal with than f ~ r s t  order logic remalns t o  be seen T o  fully answer thls question one has to 

deflne a semantics f r A in particular for A 's  second order 'operators like imp and att  This issue IS J 
left for the future research The Model maintains the flavor of a formal theory in cpntrast to the 

mostly lntultrve character of Theory of Situations Of course much WOIK renialrr5 to  be done lr~cludlr~g 

2 
development of a semantics for the discourse representation at level SLA,, and a closer investlgatlon 

of the ~ i ~ h t  Side of the h4odel All of t h ~ s  v d I  be dlscus5ed in the f o l l w ~ l n g  chapter vihere ivc t r y  to 

'define future directions for this research A fuller implementation of the Stratifled Model must be like- 
G ,-. 

v ~ ~ s e  postponed 
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8.1. Future Directions 

We examine four directions in which the work reported in this thesis may extend. Further investi- 

gations into the problems o f  inter-sentential dependencies that belong t o  the domain o f  the transfor- 

mation F,, is one direction Related t o  these investigations one may wish to  examine the problems 

of text cohesion discussed in  Chapter 6 and prepare a formal description of the appropriate fragment 

of the transformation F,,. preferably in the form of'translation rules similar t o  those defined for the 

transformation F,,l This effort would constitute another research direction which should'also address 

5 

problems o f  discourse organization discourse topic - discourse theme and modelling discourse 

representation A thlrd future tnvest~gatlon would be the further development of the Stratified Model 

lnclud~ng speciftcatlon of rematnine. transformat~ons F, l<n-2 G, j = l  n and Ad with special . - 

emphasis on the Right Side of the Model i e that devoted t o  modelling the language denotational 

base Flnallv an effic~ent implementatton of the theorv mav be attempted 

In the rest of t h ~ s  sect~on we list a number of dlscuss~on po~nts  that should be considered for 

these extensions Many of them have already been indicated at various places in this thesis 

8.1 .I .  Computing Cohesive Links in Discourse 

In the concluding section of Chapter 4 we acknowledged that Rules 2 t o  10 account only for a 

subset of possible reference situations that can be defined between parts of discourse. In particular. 
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rules for dealing with one-anaphora, clausal i t  and elhptical construct~ons have yet t o  be constructed 
1 . . *, " ,". 

and related t o  the five context situations disti there A more complete list of types of 

discourse anaphora can be found in Webber (1979) This line of researc offers perhaps the best esta- 3. 
tjlished direction for future work 

A related problem is to how formally describe new types of context situations. and thus prepare 

the ground for more rules within the transformation F,, In Chapter 4 we have already distinguished 
-- 

perfect contexts. imperfect contexts attitude report contexts contexts with proper names, and condi- 

tional contexts Although we do not report i t  in this thesis we have been investigating another context 

situatiori which we tentatively call the creative c o n t i x t  Roughly. a creative context may arise in con- , 
- nection w'ith creative verbs, like imagine. paint.  w r i t e  etc =which can produce non-referential read- 

ings of utterances containing them with respect to the object position, as in John has painted a 

gnicorn (recall also our earlier discussion of the verb imagine in Chapter 4) The notion of creative 

context requires more research before appropriate translation rules could be formulated Nonetheless " 

it establ~shes another excitmg line of developmentfor the transformation F,pl 

2 

There  are a fey/ addit~onal aspects of the tran$formation F,,-l that need future rnvestig31on In 
'% - 

the area of Indirect references (sec t~on-4  8) we may expect some formal gu~dance as to  when an 

~ n d ~ r e c t  reference could be ant~c~pated between t v ~ o  terms In forward references (section 4 9) a further 

specification of the context D', will be'required Similar consideration must be given to  the general pro 

/ cesslng schege suggested for F,,, in section 4 10 

A truly challenging research d~rection emerges from attempts to  extend the present verslon of 

the Theory o f  Names and Descriptions (TND) discusskd in Chapter 5 beyond ;trictly nominal terms It 

would be interesting t o  see how the concepts o f  superobject and coordinate could represent objects 

denoted by expressions from categories t l e  t l ( t /e )  and others Beside a number of new remote refer- - - 

/ 

ence rules. the res may result in  a new approach t o  natural language semantics that in turn may 

give the beginning formal definition of the mapping M on the ultimate stratum < SLA,  UA,>  
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This includes formal extension t o  the meaning representat~on language A a t  the level SLA,I 

8.1.2. Select ing Proper Cohesive Links in Discourse 

L' 
The job o f  selecting proper cohesive links in discourse belongs to  the transformation F, that 

(formally) follows Fel in the Stratified Model Ideally. at a particular reference situation <S1. S2> 

with the context Sl and the "current'kterance S 2  given a number o f  alternative connections between - 

S, and S2 provided by F,, in the form o f  discourse prototypes.'the transformation F ,  should select 

that continuation which an intelligent addressee would assume as intended by the speaker In Chapter 

6 we discussed a number o f  factors that influence in this matter. The most obvious direction for future 

- - 
research would be to  formalize these factors into a set of well-defined translation rules We expect 

these rules would assume the conditional form of IF  <condition> THEN <decision> The <condi- 

6" 
; tion> part is all important. Its primary role will be t o  restrict a rule's applicability t o  these cases where 

the <decision> dart is expecteddto have a proper decisive force If a rule is t o  be attributed deter- 

ministic effectiveness the condition must also assure that the decision will be the best possible at the 

moment I e a t  a grven p o ~ n t  rn drscourse It means that a rule cannot entirely rely on rts own judge- 

ment and often must consult other rules (refer t o  Chapter 6 for examples) We do not want t o  say 

that the effects of a n  appllcat~on of a rule are Irreversible The decis~ons may get altered a t  some later 

2 
point in discourse by the Backward Adjustment Process Lost links. unobserved forward references 

and a s~mple lack of knowledge are among these factors which may cause revisions to  the discourse 

model maintained by the addressee Further investigation of above problems leads naturally to 

another research dkection Among these. formal methods o f  constructing and evaluating discourse 

-B 

model. tracing active context (focus), and cooperating with individual knowledge bases have t o  be 

given attention A formal definition of the Backward Adjustment Process should follow, including rules 

specifying when and how the process will be activated Other related problems such as extracting 

discourse topic. tracing the structure o f  focusing. and detecting topic shifts have t o  be pursued as well 
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Yet another question i s  t o  work out a knowledge representation language at the- leveTrn, ,  that wou ld  

accommodate various discourse representations and provide an efficient m q p i n g  onto the ult imate 

representation of the universe at the level UA,, 

8.1.3. T o w a r d  a Comp le te  S t ra t i f i ed  M o d e l  

- -  - 

Introduction o f  the Stratified Model in Chapter 3 generated more quest~ons regarding the Model 's 

final appearance than we could provide answers t o  in this thesis In part~cular the fol lowing problems 

are lef t  open 

What  is the adequate (or alternatively. the minimal) 

What  can be found at  ~ r e - s L A , ~  levels on the Left  

are needed there? 

number of strata required? 

Side o f  the Model and what transformations 

How the universe U could be modelled t o  obtain appropriate approximations UA,. i=l  n and 
d 

what is the nature o f  the transformations on the Right Side of the Model? 

What could be said about the mapplng M a t  the inner-most stratum <SLA,, UA,,>? 

Some aspects of these questions have already been addressed elsewhere in this thesis and we do  not 

intend t o  repeat them- here Thev all require add i t~ur~ i l l  research l 4 t  can b e  more specific about (1.) 

however According t o  our Stratified Model hypothesis the number of strata can be determined by 

the number of levels at either side o f  the Model Except the source language level SL=SLA,, which 15 

taken for granted. we" referred explicitly t o  three representation levels SLA,,-? o f  C A T  p-markers 
- 

SLA,,, o f  discourse prototypes in A and SLA,, o f  discourse representations This  makes nd3 O n  

one occasion (section 4.10) we assumed- existence o f  the level SLA,,3 which appeared t o  be different 

than SL. W e  then get n 3 4 .  Is the four-level Stratif ied Model a feasible hypothesis? I t  may appear so if 
f 

we consider SL as wri t ten l a n ~ u a g e  Indeed. i t  appears reasonable t o  regard FrP3=FI as a primarily 

lexical transformation which produces lexically disambiguated texts a t  SLAF3=SLA1 A basic require- 
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ment here is tbat the representation at SLAl must be directly mimipulaaMe b y  C A T  We believe that 

future research into quest ins  (2) and (3) will evantually provide a more definite answer t o  this ques- 

tion The research into question (4)  should verify the other end of our hypothesis that SLA, is indeed 

the ultimate discourse representation level in the Model 

- 

8.1.4. Toward a Computer implementation -- - 

t 
The discussion of Chapter 7 seems to  indicate that a practical implimentation of the Stratified 

Model is not imminent. The initial effort in this area should concentrate on a computer realization o f  

the F P 1 I F ,  pair of transformations and development of a knowledge representgtion language at the 
- 

level SLA,, The following work schedule may be considered 
C 

operational implementation o f  Rules 1 to  12 with static representation of context. 

realization of the recursive processing formula for F,, as defined in section 4 10. 

.operational implementation of the text cohesion rules of the transformation F,. 
I 

lmplernentation of discourse model artive context and prim~tives to manipulate them 

operational implementation of F,,lIF,, as a pair of cooperating processes 

Realization of subgoals (1) and (2) should not pose much of a problem An exception may be imple- 

menting remote reference rules which have t o  be given special attention due t o  their potentially com- 

plex impact on the discourse model structure The remaining points have to  be preceded by the 

theoretical investigation outlined in 7 1 2 above This limited implementation may be further aug- ir 

4 
J 
1 mented by appending a categorial grammar pacser FPZ A new cooperation scheme between the three 

transformations has t o  be worked out toreplace that of (5). 
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8.2. Conclusions f 
- -- - - 

This dissertation introduces a computationaUy oriented framework for processing and under- 
.1 

standing natural language that is intended t o  bridge the gap between formal theories oTlanguage and 

Artificial lntelhgence practice The Stratified Model hypothesis deribes from the rich theoretical back= - 

ground in philosophy and logics while addressing problems of practical computer realization. It was not 

our intention in this research t o  create the complete Stratified Model. nor t o  testify the Model's 

psychological credibility Instead. we consider the Model as a convenient paradigm for investigating _- - 

more fully the complexity of natural language understanding 

The work reported in this t h e m  concentrated on selected problems of processing natural 
9 

language discourse and representing meaning of discourse content Within the framework provided by . 

the Stratified Model this research has identified domains of three transformations FIp2. F,,,, and F,,. 

and their respective meaning representation levels SLAIp2. SLAWI. and SLA,, The transformation 

FW2 has been a largely syntactic character We asiumed that a parsing system based on the 
-7 

categorial grammar C A T  defined in Chapter 2 accounted for a part of the transformation FtP2, even i f  

In practice mav need some more sophisticated grammar Nevertheless the d~scourse representa 

t ~ o n  provided by C A T  at thelevel FlI-? has subsequently been used t o  define the transformation F,,-', 

- ,  The transformatlon F,,_, takes a discourse represent;tlon front the level SLA,,_, onto the level 
- 

- 

SLAIFI by cohput ing various inter-sentential dependencies Thus the SLA,,, representation of 

dlscourse consists of a collection of dlscourse prototypes corresponding to different ways of linking 

utterances from SLA,,? into partially connected "texts" One of the major contributions of the 

transformation is a new. uniform approach t o  the problem of text cobesion by definite descriptions and 

pronominal references. The transformation operates within a simple recursive formula having at its . 
7.' 

disposal the notions of context-setting sentence S1 (a generalized notion of context). "current" utter- 

ance S2, and access t o  the individual knowledge base KB We distinguished a number of non-trivial 

4 

reference situations between S2 and S1 involving both referential and 
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phrases These included perfect and imperfect contexts, attitude report contexts conditional contexts 

and creative contexts Our findings have been formalized into translation rules (Rules 1 to  10) which 

created a fragment of the transformation FW1 These rules have been_~rtcorporated into the 

transformation's recursive,f~rmula In this environment the rules can be used for processing direct 

anaphoric references as well as indirect and forward references. The initial scope o f  the transformation 

F,,, has been subsequently extended beyond singular terms in the Theory o f  Names and Descriptions 
- p  - - 

(TND) The concepts of superobject and coordinate allowed for  the uniform representation ofiinguis- 

tic terms referring to  non-singular objects in the universe, including mass objects and intensional 

objects. The theory shows that the philosophical notion of intension as a function over possible 

worlds is not indispensable. and thus offers promise for a computational treatment of intensionality 

The T N D  theory contributes to the problem of inter-sentential dependencies by adding two rprnote 

reference rules (Rules 11 and 12) which account for cohesive links between linguistic terms referring t o  

objects classified into differenk naming levels: supercontext refere es and subcontext referencds. T 
Discourse prototypes generated at f he level SLA,pl are subject t o  processing by the transforma- 

tion F, which we presently consider as the final language processing step before mapping onto a 

universe model This transformation has t o  select a single t discourse prototype. the one most accu- 

ratelv corresponding to  the speaker's intend d messaee. $ restore its full internal connectivity. and pro- a -2 
duce the final discourse representation at the level SLA,, Chapter 6 discussed a nuhber of factors 

which would influence selection of proper cohesive links in d ischrse  and outlined the framework for 

developing appropriate translation rules We approximated the range of applicability of each factor 

and classified them according t o  their origin and decisive impact. This classification. that differs con- 

siderably from accounts given in related research 'was also intended to  facilitate mutual cooperation of 

the transformation F, with those prkceding it in the Stratified Model. T o  further promote parallel pro- 

cessing we equipped F, with the concept o f  discourse model. active context ( f ~ u s ) .  and access to  
w 

iF 

f See Chapter 6. however. for more discussion 

* This attitude is relative to the addressee's ability to understand the message. 
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individual knowledge base We defwed the process of b a c h d  a d j s k m e ~ t -  b d h h + e k o s p s t -  

revisions t o  discourse model and for recovering so-called lost links i e those unobserved at SLA,,, 

We also discussed the role of discourse topic and topic entity in selecting proper antecedents for 

definite descriptions and pronorninals ' The level <SLA,,. UA,,> is yet t o  be developed, but as we 
- - 

arrive at the ultimate stratum we are far better prepared to  build a comprehensive natural language 

understanding system than Montague was We have discourse prototypes where Montague had 

representations of sentences. we have finite functions or finite approximations of continuous functions 

rather than intensions involving unspecified number of points of reference At  last w e  do not have to  

deal with intensional logic what at least does not preclude a possibility of devising a semantic system 

that would prove tci be no inore complex computationally than first order logic 

Finally we summarize computational aspects of our theory in Chapter 7 We argue that the 

three transformations we discussed are indeed computationally tractable and that the concept o f  the 

Stratified Model for ndtural language processing promises practical computer re-, 

The Theory of Stratified Meaning Representation is at an arly stage of development Many con- 2 
cepts introduced here require further research Other problems renlained v~rtuallv untouched at the 

\ 

,-present time ~ncluding the problems of discourse structured organization and they have to  be given 

attention In future Nonetheless v ~ e  belleve that this thesis offers an attractive line of research in 

Artificial htelhgence toward a better understanding of the problems of discourse analysis. and ulti- 

mately the phenomenon of natural language understanding in general 



References t 

- -  

\ 

I - A~dukiev~ccz. K (1935) "Syntactic Connection." In S McCa (ed.) Polish Logic. Oxford University 

Press 207-231 English translation 1967 

Allcn J F C R Perrault (1980) 'Analysing intention in utterancecl~ArA61;iaLDItelligence. 15(3) 

-- - -- 

Barendergt H P (1981) The Lambda Calculus, i ts  Syntax and Semantics. Studies i n  Logic. 

and F undations o f  Mathematics vol 103. North- Holland 

(1983) Situations and Att i tudes. The MIT Press 

\ 
Barwise J J. Perry 

d 

Bennitt M (1976) 

(ed ) 

A Variatron and Extension of a Montague Fragment of English " In B H Partee 

Montague Grammar Academic Press pp 119- 164 

Bobrow. D G . T -Winograd (1977) "An Overview of KRL. a Knowledge Representation Language." 

Cognitive Science 1 3-46 

Bolc L T Strzalkowski (1982) "Transformation of Natural Language into Logical Formulas " 

Proceed~ngs Nrnth lnter-natronal -Conference on Computational Linguistics 

(COLING). Prague North-Holland 29-35 

Bolc L T Strzalkowski (1983) 'The Automat~c Transformation of Medrcal Texts into a Deductrve 

- 
Data Base ' Linguistics Computazionale, 3 Proceedings. 7 t h  International Sym- 

posium o f  the Association f o r  Literary and Linguist ic Computing (AL LC). Pisa. 

c 

1982 31-38 

Bdc.  L . T. Strzalkowski (1984). "Natural Language Interface to  the Question-Answering System for 

Physicians. " Computers and Art i f icial Intelligence. 3(1). 31-46. VEDA. Bratislava 



Bolt. L A Kowalski M Kozlowska T Strzalkowski (1985) ' A Natural Language Informgtcon 

Retrieval System with Extensions towards Fuzzv Reasoning International Journd 

of Man-Machine Studies. 23. 335-367 

rd 
Brachman R (1979) ' An i n t r o d ~ c t i o n ~ t o  KL-ONE ' In Research in Natural Language Understandmg 

- 

; Annual Report Bolt Beranek and Newman Research Report 4785 Cambr~dge Mass 

Brachman. R . R E Fikes. H J Levesque (1983) "KRYPTON a functional approach to  knowledge 

representation " I E E E  Computer. 16 (10). 67-74 

Brown G G Yule (1983) Discourse Analysis Cambridge Textbooks in Linguistics Cambridge 

University Press 
- 

Burton. R J ' S Brown (1976) "Semantic Grammars A Tccha~que of Constructing Natural 

Language Interfaces t o  Industrial Systems." BBN Repcrt No. 3587. B d t  Beranek.and 

Newman lnc Cambridge Mass 

Burge. T (1975)- ' Reference and Proper Names ' In Davison & Harman (eds ) The Logic of 

C Grammar Dicker son 200-209 

Carlson. G N (1978) Reference to  Kinds in English Doctoral Dissertation Reproduced by the 

Indiana University Linguistic Club Bloomington. Indiana 
- - 

Carlson. G. N. (1982). "Generic Terms and Generic Sentences." Journal of Philosophical Logic. 1 1  

Carnap. R. (1947). Meaning and Necessity. University of Chicago Press. 

Cercone. N . M. Krause and J. Boates (1983) "Minimal and Almost Minirnai Perfect Hash Function 
b 



Hcf erenccs 

Search Computers and Mathematics with Applications. 9(1) 215-232 
- - - - - - - - - 

Cerrone N J Boates and M Krause (1985) "An interactive Eystem for Finding Perfect Hash Func- 

tions * '  IEEE Software. 11 38-53 

Cercsna N R Hadley F Martin. P McFetridge. T Strzalkowski (1984). "Designing and Automat- 

ing the Quality Assessm~nt of a ~ n o w l e d ~ e - ~ & e d  SystemThe Initial Automated 

Academic Advisor Experience '' Proceedings The IEEE Workshop-GPPrinciples 
- 

of Knowledge- Based Systems Denver Colorado 193-204 

Cercone N G McCalla (forthcoming) "Accessing Knowledge through Natural Language ' To  

appear in Ad vanccs in Computers 

Cwcone N T Strzalkowski (1985) "From English to  Semantic Networks " In L Bolc (ed.). 

Translating Natural Language into Logical Form Springer In press 

Chomsky N f 1957) Syntactic Structures Gravenhage Mouton 

C horttskt N (1%5) Aspects of the Theory of Syntax Cambridge. Mass . MIT Press 

Cttc~rrtsk: N (1981 ) L r t ~ t  urcs on Government and Binding. Foris. 

Cahen P R (1978) "Planning Speech Acts ' .TR 118 Department 

of Toronto 

Dordrecht 

o f  Computer Science. University 

Cohen R (1984) "A Computational Theoiy of the Function of Clue Words in Argument Understand- 

ing ' ' Proceedings. Tenth International Conference on Computational Linguis- 

t ics (COLINC) July 1984 Stanford, CA 251-258. - - 

Colmerauer . A (1978) "Metamorphosis 

cation w i th  Computers. 

Grammar " In L. Bolc (ed.). Natural Language Communi- 

Lecture Notes in Computer Science. 63. Springer 



1 - 
References 

Cresswell M J 

Cresswell M J 

Speech given a t  the Workshop on The Theoretical ~ ~ p ' r o a c h e s ~ t o  Natural Language 

Understanding. Halifax. Nova Scotia. 28-29 May. 1985 

(1970) ' Classical intensional logics Theorra 36 347 372 

(1972) "Intensional Logics and Logical Truth Journal of Phtlosophrcal Log~c 1 

Cresswell M I (1973) Logics and Languages Methuen & Co 

Dahl. 0 (1975) "On generics." In' E L Keenan (ed ) .  formal  Semantics of Natural Language 

Cambridge University Press 9 9  111 

Dahl V (1985) 

t. 4 

Delacruz E B 

Personal communication 
. - 

(1976) ' Factives and Proposition Level Constructions in Montaguc Grdmmar In B 

H Partee (ed ) Mnntagw Grammar Academ~c Pres5 

Donnetlan K (1971 ) Reference and Defmte Descriptions In D D Stemberg L A Ji~kobovitc. 

Dowty D R (1976) Montague G;ammar and Lex~cal Decompos~tion of C ~ u s a t ~ v r  Verbs In H 11 ' 

Partee (ed ) Montague Grammar Academ~c Press 

Dowty. 3 K ti E Wall. S Peters (1981) Intro&ction to  Montague Semantics Heidel [lor 

drecht 

- 

Fahlrnan. S (1979) NE TL. A system fo;representing and using real world knowledge The tJ 

MIT Press 



-- - 

References 

Theory Holt Rinehart and Winston 1-88 

Frege G (1892) "On Sense and Reference " In P T Geach and M. Black (eds.). Translations 

f r o m  the Phi1osophir;al Wri t ings of Gott lob Frege Blackwell 0;ford English 

translat~on 1960 56-78 

- -  - 

Cazdar G (1981) 'Phrase Structure Grammar " In G K Pullurn P Jacobson (eds ). On the 

Nature o f  Syntactic Representation. Reidel Dordrecht 

- 
- - Georgeff M (1984) . Transformation; and Reduction Strategies for Typed Lambda Calculus:' A C M  

Transactions on Programming Languages, 6(4) 603-631 

Grosz. B J (1977) 'The representation and use of focus in a system for understanding dialogues 

Proceeding4 F i f t h  In ternat io~al  Joint Conference on Art i f ic ia l  Intelligence 

( IJCAI)  Cambridge. Mass. August 1977 67-76 

Grow f? J (1981) Focusmg and Descr~ptlon in Natural Language Dialogues In A Josh1 B 
- - 

Webber I Sag (eds ) Elements of Discourse Understanding Cambridge Univer- 

s ~ t v  Press 84 I05 

Grosz B J C L Sidner (1985) ' D~scourse Structure and the - Proper Treatment of Interruptions ' 

I Proceedrngs Ninth  ln~ernational Joint Conference on Art i f icial Intelligence 

(IJCAI) Los Angeles. CA. August 1985 832-839 

Heim I R (1982) The Semantics o f  Definite and Indefinite Noun Phrases. Doctoral Disserta- 

tion University of Massachusetts. Amherst 

Hirst. G (1983) Semantic Interpretation Against Ambiguity Doctoral Dissertation Technical 

Report CS-83-25 Department of Computer Science. Brown Uhiversity. 

/ 



. . 
References 
-- - - - 

t 

Hornstein N (1984) Logic as Grammar An Approach t o  Meaning in N ~ t u r a l  Language The 

MIT Press 

'Kay. M (1979) ' Functional Grammar ~ r o ' k e d i n ~ s  5 th  Annual Meeting of the Berkeley 

Linguistic Society 142-158 
- 

Kripke S (1972) Nammg and Necessity In D Dav~son G Harman (eds ) Semantics of Natural 

Language Reidel Dordrecht 253-355 . 
- -  Ir 

Lewis D (1976) General Semant~cs In B H Partee (ed ) Montague Grammar Academic 

Press 1-50 
- 

Marcus M P (1980) Theory of  Syntactic Recognition lo r  Natura /dmguage The MIT  rei is 
Cambridge Mais . - 

McCarthy J P Hayes (1969) ' Some Philosophical Problems from the Standpoint of Artificial Intel 

l~gence Machine Intelligence. 4 463-502 
/ 

- 
M~nskv M (1975) A framework for representing knowledge In P Winston (ed ) The Psycho1 

ogv of Computer Vrston McCrar~ ti111 211 277 
2 , -\ 

- 
, - -Montague R (1974a) Pragmat~cs In Thomason (1974) 

L 
Montague R (1974b) Pragmat~cs and Intenslon~l LORK In Tttorna5on (1974) 

5 

Montague R (1974~) ' On the Nature 3f Certa~n Philosophicalhntities In Thomason (1974) . . 

Montague. R (19744) "English as a Formal Language " In Thomason (1974) 

Montague. R (1974e) "Universal Grammar ' '  In Thomason (1974) 

Montague. R (1974f) "The Proper Treatment of Quantification in OrdinaryqEnglish " In Thomason 



Moore R (1981) "Problems in Logical Form ' Proceedings 19th Annual Meeting of the ACL 

Menlo Park C A  117-124 

Nash-Webber B R Reiter (1977) "Anaphora and Logical Form On Formal Meaning Representation 

', for Natural Language Proceedings 5th  International Joint Conference on 
\ 

/ Artificial Intelligence ( IJCAI )  MIT.. Cambridge. Mass 121-131 

Partee. B H (1972). "Opacity. Coreference. and Pronouns " In D. Davison. G Harman (eds ) 

Semantics o f  Natural Language. Reidel. Dordrecht. 415-441 

Partee B H (1976) "Some Transformational Extensions of Montague Grammar ' In B H Partee 
rT 

(ed ). Montague Grammar Academic Press 51-76 
> 

Polanyi L R Scha (1984) "A Syntgctic Approach t o  Discourse Semantics " Proceedings Tenth 

International Conference on Computational Linguistics ( C O L I N G )  July 1984 

Stanford CA 413-419 

Quihan M (1968) ~ e m a n t i c * M e m o r ~  In M Mmsky (ed ) Semantic Information Processing 

The MIT Press 227-270 

t 
Qume. V\' V (1960) Word and Object The M I T  Press. Cambridge Mass 

\. 

Qujne. W V (1973) T h e  Roots of  Reference Open Court. La Saller Illinois 

Radford. A. (1981) Transsf ormational Syntax Cambridge University Press 

Roberts.#R '1 Goldstein (1977) "The FRL Manual " A! Lab Memo 409. MIT. Cambridge. 

'Scha. R J. H (1983) Logical Foundations for Question Answering. M.S. 12.331 Philips 



- -- - 

References 

Research Labmatortes Eindhown - -- -- 

- 

Schank R (1972) Conceptual Dependency a theory of natural language understanding Cognrtrve 
\ 

Psychology 3(4). 552-631 

Schank. R (ed ) (1975) Conceptual Information Processing North-Holland 

Schubert L K (1976) " ~ x t e n d i n ~  thf  expressive power of semantic networks " Artificial Intelli- - 

gence 7 163-198 

Schubert L K R G Goebel, and N J Cercone (1979) ' The Structure and Organization of a 

Semantic Net for Comprehension and Inference In N V Findler (ed ). Associative 

Networks Academic Press. New York 121-175 

Schubert L K F J Pelietier (1982) . "From English to  Logic Context-Free Computaiion of 'Con- 

? ventionat' Logical Translation ' American Journal d Computational Linguist~cs 

Sidner C (1979) The role of focusing in interpretation of pronouns Procedrngs 17th Annual 

Meeting of the ACL La Jolla Californm 77-78 

Stalnaker' R C (1972) 'Pragmatics ' In D Davison and G Harman (eds ) Semantics of Natural 

Language Reidel Dordrecht 

Strzalkowski. - T (1983) "ENGRA Yet Another Parser for English " Technical Report 83-10 Depart 

ment of Computing Science. Simon Fraser University Burnaby. B.C 

Strzalkowski. T. (1984). "Toward a Proper Meaning Representation for Natural Languages " Working 

Paper 1. Natural Language G~oup.  LCCR. ~ i m o n  Fraser University. Burnaby. B.C. 

Strzalkowski. T (1986a) "Representing Conceptual Dependencies in Discourse " Proceedings. , 



- - --- 

References 242 

Canadian Artificial lnteltigence Conference f € - S € S t j S C : X W ' # ~ &  

Canada. May 21-23. 1986 

- 1 Strzalkowski. T (1986b) "An Approach t o  Non-Smgular Terms in Discourse " P ocedings 11th 

lnternat~onal Conference on Computational Linguistics (COLING) .  Bonn. West 

Germany. August 25-29. 1986 

- - -  

Strzalkowski. T . N Cercone (1985) "A Framework for Extra-Sentential References " 

Proceedings [ T h e  Workshop on] Theoretical Approaches t o  Natural Language 

Understanding Halifax. Nova Scotia. 107-116 

Strzalkowski. T N Cercone (6986). "A Framework for Computing Extra-Sentential References 

Computational Intelligence. in print 

Tarski. A (1933) . 'The Concept of Truth in the Languages of the Deductive Sciences." In A. Tarski. 

Logic. Semantics. Metamathematics English translation. Oxford 1956 

.+ 

Thomason R (ed ) (1974) Selected Papers of Richard Montague Yale University Press 

\ 

Thomason R H (1976) Some Extensions of Montague Grammar In B H Partee (ed ) Mon- % 

tague Grammar Academic Press. 77- 118 

Thomason R H (1980) ' A model theory for propositional attitudes "Linguistics atid Philosophy 

Vendler. Z (1971) "Singular Terms." In D. D. Steinberg. L. A. Jakobovits (eds.). Semantics. Cam- 

< 

bridge University Press 115-133. 

Waltz D L et al (1976) The  PLANES System: Natural Language Access t o  a Large Data 

Base. Tech. Report T-34. Coordinated Science Lab.. University o f  Illinois. Urbana. 



References . 243 

Warren D H p. L M Pereira (1982) "An Efficient Easily AdaptabESystem E r  interpreting 

Natural Language Quer~es American Journal -of Computational Linguist~cs 8 ( 3  

4) 110-122 

Warren D S , J Friedrnan (1982) "Using Semantics in Noncontext-free Parsing of Montague Grarn- 

mar ' American Journal of Cornputati~nal Linfiuistics. 8(3-4) 123-138 

1 - 

Warren D S (1985) "Using Montague Semantics in Natural Language Understanding ' Proceed 

ings: [ T h e  Workshop on] Theoretical Approaches to  Natural Language Under- 

standing Halifax. Nova Scotia 61-68 - 
Webber. B L. (1979). A Formal Approach to  Discourse Anaphora Doctoral Dissertation Garland 

Wegner P (1968) Programming Languages, lnf ormation Structures an> Machine Organisa- 

Wilks Y (1975) ' Preference Semantics " In E L Keenan (ed ) .  Formal Semantics of Natural 

< 
Language Cambridge Un~vers~ty Press 329-350 

W~nograd T (1983) Language as a Ccgnitive Process vol 1 Syntax A d d m n  Wesley 

Woods. W . R M Kaplan. B iiash-Webber (1972) "The Lunar Science Natural Language lnforrna 

t ~ o n  System Final Report ' BBN Report No 2378 Bolt Beranek and Newrnan Inc 

Cambridge. Mass 



l Introduction to A-calculus 

P 1. 

A-calculus is a very general theory of functions regarded as rules (Barendreg~ 1981) We restrict 

our discussion here to type-free A-calculus in which the objects we are studying are a t  the same time 

function and argument In computational terms we say that no distinction is made between programs 

(functions) and data (arguments) The formalism has found its \,day into Computer Science due to  its 

- - computational character in contrast with those mathematical theories based on Dirichlet principles 

(that a function is a graph) Many features of programming languages have been inspired by A- 

1. 
calculus. Those include Algol and Pascal where procedures can be arguments of procedures. LISP in 

which procedures may be also outputs of procedures, and GEDANKEN which is explicitly founded on 
- 

A-calculus. The following discussion. abbreviated from (Berendregt 198 and (Wegner 1968). gives Y 
an account of fundamental properties of the formalism 

\ .  

The formal (type-free) h-calculus deals with fugctions and thew relative behavior. The primitive 

operation of this theory is therefore application. For our purposes we shall say that a function f 

applies to  a' n argument a and denote i t  by f a  Whenever we have an expression t which contains a 

variable x i e t (x )  we shall call hx . t (x )  the function that assigns to  an argument, say a, the value 

t(a).  In other words 

If we observe then that any function of several variablks can be reduced t o  unary functions t then we 

have just learned one o f  the key principles in A-calculus known as X-abstraction. -From our 

t f(x y )  reduces to f, = hy . f ( x  y) and f y  = hx: f (x  y) 



perspective# the most important concepts in A-calculus are A-terms, and the notions of A-conversion 
- - - --- -- 

and A-reducibility 

Definition 1 (Berendregt 1981) 

A-t&ms are words (expressions) over the following alphabet 
,. -.p- , 

(i) vo. v l .  - variables 

f 

(ii) A - abstractor. 

(iii) ( . ) - parentheses 

Definition 2 (Berendregt 1981) 
'X 

The set of A-terms is the least set A such that 

(i) x E -4 

(ii) if M E A then (Ax M) E A 

(iii) i f  M N E A then (MN) E A 

where x denotes an arbitrary variable. 

In ( ~ i )  Ax is called the bound-variable part of a A-expression while M 1s a body of A-term In (iii) M 

IS called an operator part, and N an operand part of a A-term Some examples of A-terms are glven 

below 



Variables appearing in A-terms can be divided into three categories binding, - - bound, - - and - - free 

Definition 3 (Wegner 1968) 

(i) A variable is said to  be a binding variable if i t  immediately follows the symbol A. 
- 

(ii) A given instance of a variable x is said to  be bound in a A-term M if it is a binding variable, or if 

there is a A-term M' in M of the form Ax.M' ' where M' ' includes this instance of x .  

fiii) A given instance of a variablex is said to  be-free in A-term M  if it is not bound in M. 0 

For example in (Ax(xy)Ay(xy)) the variable x is bound in Ax(xy) but not in Ay(xy). 

Definition 4 (Barendregt 1981) 

The basic equivalence. relation on A-terms (or A-convertibil!ty) is defined by following rules. 
I 

(1) (Ax M)N = Mj, wnere Mj, 'comes from M  by substituting all free occurrences of x by N. 

-2 

Expressions of the form (MN) are the operator-operand pairs, and specify the applicat~on of a function 
I 

M to  an argument N If M has the form Ax .M then the effect of its application to  /V is the substitu- 

tion of all free occurrences of x in M by N. The latter rule is known as A-reduction rule and will be 

denoted by -, throughout the rest of this section. Below, we give some examples of  A-reductions ,, . 
quoted from (Wegner 1968) 



(5) (kx.(xx))(Ax.(xx)) + 7 yields a nonterminating reduction. 

- -  - 

We shall call expressions like (5) irreducible The h-reduction rule in i t s  unreltricted form, as 

presented above may sometimes produce undesired effects Let us take the A-term 

(Ax (Ay (xy)))(yz) ' t When A-reduced. i t  yields the expression (Ay ( (Yz)~) )  causing the free 

occurrence of y in operand part (yz) t o  be unintentionally unified with the the bound occurrence in 
I 

operator part Even more striking example is provided by Wegner (1968) where 

(Ax (xhx  (xy))(uv)) -, ((uv)A(uv) ((uv)y)) which is not a well-formed A-term It  foltows thatathe A* 

reduction rule must be constrained somehow t o  take care of the proper renamihg of variables prior t o  
C 

reduction 

Reduction Rule (Wegner 1968) 
\ P 

An expression of the form (Ax M ) A  can be A-reduced only if M contams no bound occurrences of x 

and A contams no free var~ables bound in M @ 

Renaming Rule (Wegner 1968) 

Let M be a fragment of a A-term other than binding variable If x is bound In M then M can bc 

replaced by M; provided M tontains no free occurrences of k. and y does not occur in M By M: we 

mean the term M in which all occurrences 3f variable x have been replaced by occurrences of variable 

. Clearly, t w o  A-expressions which can be 'converted into one another by Renaming Rule are equivalent 

i W e  shall omit dots in A-ierms whenever it does not lead to ambiguous reading 01 an expression. 
4 
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- - -- - 

It must be remembered. however, that two equivalent A-terms are not necessarily reducible to 
- - - -- - - 

equivalent expressions I t  is sometimes said that the value of a A-term is its reduced fdrm i.e the 

form from which no further reductions are possible. As we have seen before. not all A-terms have 

values In general. the question whether a A-term is reducible or not is undecidable. One can easily 
. -7 

imagine that for a given A-term more than one reduction sequence is possible. Thus we are arriving at 

the important Church-Rosser theorem 

- 

Theorem 1 (Church-Rosser) - - 

If a A-term can be reduced by two different reduction sequences then the obtained expressions are 

Unfortunately. the above theorem does not exclude the possibility that a-A-term cdn hpve an infinite 
- 

.zi' 
reduction sequence, even if other sequences yield a reduced form This situation'is illustrated in 

(Wegner 1968) with the example (Ax (Ay.y)((Ax ( x x ) ) ( ~ x  (xx))). If we first reduce by substituting 

all occurrences of x in Ay.y by ((Ax (xx))(Ax (xx))) the3 the reduced form of Ay y is obtained. If, on 

the other hand we first attempt to  reduce the operand part of the expression an infinite reduction 
- 

L r  

c. 

sequence will result It can be shown, however, that the only circumstances in w h i ~ h  two different __ 
reduct~ons vield finite and infinite reduction sequences for a A-term is when t k  A-tem has a farm 

i 

(Ax M ) A  where A is irreducible and M is reducible and contains no occurrences of x .  Proof can be 

found in (Wegner 1968) 
-- - 

We close our brief presentation of A-calculus by quoting another important theorem regarding 

computational properties of the apparatus. The theorem is taken from (Wegner 1968) and its proof 

can be found therein- 

- - 

Theorem 2 

If a A-term is reduced from left t o  right i.e. by applying the leftmost (outermost) reductions first. then 

the resutting reduction sequence wilt terminate if and onty if the A-term is reducible. D 



This result should be quite clear if one considers what we have said above 
-- - 


