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’ ABSTRACT '

Thls thesis analyzes the a‘ icability of the« monetary
’approach _to the balance of payments to. the Zamblan economy. The'
\‘most 1mportant determ1nants of the usefulness ofi the _monetary
approach 'are that the demand for money should be stable,'and B
that the supply of money of domestic origin can be controlled orr
pred1cted Accord1ngly, th1sy thesis examines the demandvand
supply of money in zambia. A money'demand function is deyeloped
and tested for d1fferent components of money in terms of
.expected 1ncome, expected inflation, and the 1nterest rate. Good
explanatlons of changes in the demand for money are achieved.
The resultsgare better‘for base money and M1, than‘ror M2, It is
more diff&cult to explainr the performance of M2 because one
‘component of~M2> time and"savings’deposits, appears to}act as. a
buffer agalnst vaqpous internal and external shocks.' |
The estlmates of demand for dlfferent k1nds ~of money nare‘
useful for the estimation _of 'the"money multipliers. Good
explanations are obtained’of changes-in the M1 multiplier. In
the iast- chapter, the estimates of ‘money demand,j and.the~
multiplier, together w{th actual values‘of domestic credit \are
’ nsed to explaln and predict the balance of‘payments. The best
results are achleved by using the base ‘money .demand ‘equationﬁ
Th1s suggests that one need not actually be concerned aboht
explaining the mult1pl1er. In any case errors 1n explaining the
mult;plxer have only a marginal effect on' the balance of

payments.

/
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More important is that the monetary authority be able to control

L4

its. domestic gssets. In Zambia this has been difficult because |

of the financing requirements of ;,government, and the reguiated——

, financial market ‘which has impeded the development of a market
for public'débt}, J - B -

- in"cqqclhsion,r’the monetary apprbgch Holds'~up well in

Zambié. It shows that, despite theﬁmény shocks Zambia has been

~exposed to6, the monetary . processes in the economy are quiten
stable. This is useful knowlngg\from the policyvpéint.qf view,
;f domestic credit can be Eontroiled, the authqribies can attain
deéﬁrea'balanpe.df payments outcomes based on accurate forecasts

of the demand for money.

<
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CHAPTER |

INTRODUCTION

The purpose of this thesis,is'toggssess the applicability .

of the monetary approach to the balance'cffpayments to th?—
 zambian gcono#y.A «
| A coyﬂtry;s balance of payheﬁts can be defined as the
change in the net foreign assets of the monetary authority or of
the whole banking system. In turn, the change in net foreigh
| assets is‘identically ~equal to the#‘chaége in thev monetary
liabilities less the change in ‘tﬁe domestic assets Bf the
monetary authority’ or the banking system, Unlé5s exchange rates
are freely floating the monetary‘ liabilities are in part
dézermineé‘through the balance of payments,‘nand ~are therefore.
paftialiy endogencus. If ﬁhe change in  the demand for a
country’'s moneta:y'liabﬁgities over a time period is greater -or
less than the change in domestic assets the supply 6f monetary
liabilities will adﬁust to the change in demané through a change
in net ‘fb?eign assets. If changes in the demand for momnm®y and
the supply ©of{ domestic assets can be explained the; past changes
in net foreign assets can, in turn, be explained accuratély in
terms of the difference between cha;ges in the demand for money
and changes in domestic assets. Erom the‘policy'point of viev a
desired change in net foreign assets is attainable if the

monetary authorities can accurately predict changes in the

~
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'dehand for Acney'and canvcont:ol or predicf chéhges §n domestic
assets. N | | | |
The empirical applicability of thé monetary approach hinges
oh‘ﬁhe 'éccurécy with which money demand and  thé domestic }
component " of mdheyrsupply can be explained and predié;ed. This
‘thesis ié thefefére primaiily an analysis of monéy demand and
money supply in Zambia. | o b
Tﬁc'origihaliﬁﬁ‘of this thesis derives. mhinly frbm the
relative laék of ‘app}ication of fhe_ﬁonegary'approach to-the
balance of pa}ments;;o an ‘African écoqohy. Tests of the monet;ry’
approach habe /Mréreiy?'been épﬁliéd to African ‘countries,
particularly Eastern and Cent&él African countries. To my
knowledge ntherehis no recent test in the academic literature in
the case of Zambia. Kimaro (1975) ltested‘ the Polak moée} (a
versiqn of the monetary approach) for sevéral Afri;an countries,
‘includiﬁg:2aﬁbia, but he had dnlyvabout 5 years' data to work’
with: the réliabil;ty of his results is therefore questionablé,
Also, the Pplak model assumes that the demand for money 1is
stable, through the assumption of a constant velocity of
circulation. It does. not try to find Treasons ;forf thahgesr in
—Vélécity should this assumption not hold true. Paljarvi and
Russo { 1979) tested for the stability and‘,p;edictability of
money demand and money supply in Zambia for the years 1966 td

1976. Their wvork therefore does not reflect the experience of

the last several years. Also, by their own admission, there are

; N
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admission,. there are areas of their work deserving,extra

research. The ithesis makes a further conmtribution” ~by *

'highiiéhting some of thevconéeptﬁal‘and empirical pitfalls that,
in my opinion, have not been adequately ‘d%seueéed- in the
literature 1 ’ |

| The maln‘conc1u51on of this thesis is that the demand for
money in Zambia can be satlsfactorlly explalned "and that the

demand function is stable. There are a prlorl reasons to suspect

“this might be the case. Domestic credit creation of the monetary

4

auﬁhority has a verﬁitighvinverse correlation with chenges in
net .fo:eign assetst% .

euepect that an_increase in money supply arieing from domestic
credit creation leads directly to an increase in expenditures,

and thence to an increase in imports. If the money demand

function was unstable it would be harder to predict this effect.

Analy51s of the money demand function shows that real

incomes, the expected rate. of idflation,vand,interest ra%es

explain money demand in Zambia quite well. The main exceptions.

are in 1978 'end 1879. These were the yeafs of the first large
scale conditioﬁal loan by the IﬁF to ~ Zambia. The errofs in
-predicting money in those years may 'reflect chenge% in
expectation formation, “and LasSociated behavioral patterns,
‘arising as.a consequence of the progrem.

The estimated changes in money demand, when combined with

the changes 1in the money; supplyf associated‘with'changesﬂin

' the monetary authority. This leads one to
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domestic credit creation, satisfactorily explain the performance

of the balance of paymehEs,'Out of samplerforécasts;prédgciiithe'

balance ~of .payments very well, and much better than if changes

in domestic credit only were used to predict the balance of

payments outcome. .

The demand equations for base money and M1 perfbrmv

significantly’ better ithan MZ,L with ther’base moﬁgy equation
predictiﬁg fhéibalante of éayments outcdmé‘ particularly well.
The reésons why' the M2 demand function does not fare so well
appears to be that M2 acts as a bUffer’ aéainst theA variéus
‘shoéks that haQe hit 2ambia dver the years. When credit is

tight, for instance, the stock of time and savings deposits is

drawn down, and 'is replenished when «credit is easier. This

factor is another reason swhy the error in estiﬁating money
deménd"in 1978 is 'so large. The error was much iarger for M2
than for Mi. ‘ ’ |
Zambia- has been buffeted by several eéonomié‘and political
shocks gver' since Indebendenée,n more so than -perhaps most

nations. Her geographical situation has made her vulnerable to

disturbances in neighbouring countries. Her almost  total

2

dependence on <copper as a source of foreign exchange has made

.. her economy very vulnerable to large swings in copper prices..

Given these factors it is encouraging that there is at least one

thing that is reasénably stable - the demand for money. . My

findings that the démand for money is stable confi?m results -

——

4 ~



‘obtained in other developlng countries, notably 1n South America

(‘see, for example, Ebi“horks of Diz and Deaver -{1970))}. el
: <

AMy findings on the money supply prooess are also reasonably:
encouraglng Using demand equat1ons est1mated for each component
of money I estimate money mult1pl1ers..I f1nd that I. can_predlct»
the- M1 multiplier quite closely. However, therevare vs1gn1f;cant
errors in predioting the M2 multiplier. This is not’ very'
surprlzlngrg1ven the d1ff1cult1es alluded to above in est1mat1ng;'
t ime and savings depos1ts.} : C 7 L |

As it turns out the errors in pred1ct1ng the M1 multlglier
only make a marginal difference to predlct1ons~of the balance of
PaYments.'If the demand for base moneytis‘nsed as a basis for
balanoe of payments analysis -tnen the multiplier becomes”
irrelevant. Wwhat 1is more important from the point of view of
control over the money supply process is that the domestic
component of the money base be an instrument of monetary policy.
In Zzambia it has become subordinate to the fiscal needs of the
| government and the mining companies. One probable reason for
this state of affairs is that a market forrgovernment debt has
not evolved, a function of the tight regulation of intereet‘
rates. Allowiné interest rates to find their market level might
make it easier for a debt market to develop.

The positive findings of this thesis will, 1 hope,

stimulate more monetary research in African economies, Monetary

£y

analysis in Africa 1is still in its infancy, at least at the



‘academic level. This thesis shows that monetary factors in these

economies are -analyzable and p;edictable."From Eﬁéi”boiiéyr

_ viewpbint; one “might find that more emphasis on analyz{ng,;he

determinants of money demand will enhance understanding by

policy makers of reasons for changes in ;he~baiance of payments, -

and will encourage them to .producé policiésr that will be

conducive to balancé of payments equilibrium at full employment.

There are undoubtedly areas in this-thesis which could be

=

further developed. First, the explanatory variables ‘in the money

aemandrfuﬂctioA could be explainéd in the context of a. wider
model, rathér than being .treated angiven as in this Ehesis
(some models discussed in this this thesis treat income ‘as
endogenous, but the§ do not give sufficient attention to the

-

best specification of the money demand function). Second, within

the money demand function itself,-further research might turn up

better ways of spe;ffying. pgrménenf income and. expected
infl;tion,b possibly within“a ratiﬁﬁal expectations framework.
Other variables (such as the 'harvest' factér)  could be built
in. Lag structures and- adjustment mechanisms could be more

precisely specified. 'Institutional' variables, such as Bordo

and Jonung (1984) 'use,'coulﬁtalso be defined, and included'in'

the money demand function. .
This thesis is organized as follows. In the next chapter I
review some of the general academic litérature on the monetary

approach to the balance of payments. Different vérsions_of the

6
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monetary approach are d;scussed namely :the 'Polak_cmodeL

LS

models. of the 1lk developed by Rhomberg (1977) and Prais (1977)
\‘. pep———

and °~ the. reserve -flow model developed by Johnson (1876).

leferences, if any, between the moneﬁary and non—monetary

japproaches, and ’ conceptual and empirical problems with the

monetary approach are dlscussed Some of the empirical work

carrled out on the monetary approach is descrlbed and 1nferences

are drawn. "The mgln conclusion to be drawn is that the monetary

approach 1is not»fUndamentally different'from other approaches.
It is not a different theory butvran different apprpach. It
emphasizes'”the monetary aspects of theybalance\ofgpayménts that
are not brought cut in text—booki'income—determination models,
althoughzéthe latter are con51stent’w1th the monetary approach.

- In .Chapter 3 I dlSCUSS some of the~monetary or1ented ‘l;terature

on African econom1és, 1nclud1ng Zambia.

Chapter 4 provides_an»overview of the Zambian economy. This

D

serves as a backgroundv to7"the analysisg in the followinél

B

chapters. It~expﬁains the performance of the ya?ﬁables .-that

.explain mbdney ‘demandr The chapter offers clues as to why the
balance of payments behaved the way:it did, and helps in the

task'vof' specifying a monéyvdemandffunction. This analysis is

e .

continued over into the first ~section of Chaptef—\§4 where

explanations for changes in velocity are sought.

The second section of Chapter 5 focusses _on the

determination of money demand in-Zambia. Money demand models are




then developed and te§ted, taking into account previous work and -

ffie;discussion in Chapter 4. Money demand is estimated for 'the

period of  Zambia's economic history and compared to actual money

§upply. The size and variance of the»differencés between actual

money supply and estimated money demand provide an indication of

»

~the accuracy with_whﬁéh money demand can be explained. Différent

components of money are énalyzed, including base money. Money

demand is also predicted for the vyears 1976-1983 through a

simulation ,exercise. The prediction errors provide an indication

of the usefulness of the monetary approach to policy makers. As

mentioned above the results are very encouraging.

’

‘Chapter 6 focusses on the determinants of money and credit

supply, in particular the money and credit multipliers. The -

multipliers form the link between base money and the broader

money aggregates. The accuracy with which changes in the

multipliers can beiexplained and predicted reflects the acéuracy

with which domestic assets of the 'bankihg sysiem can be
explained and predicted. As the monrey multipliéfs and their
component ratios reflect, in la;ge' measure, the 'different
éomponents.of monéy conside;able use.{s made of the fesults from

-

Chapter 5. Again the results are encouraging.
Chapter 7 brings the results of the previous two chapters
together in a reserve flow model of the Zambian economy. First,

the estimates of money demand and the money multipliers are

plugged into the reserve flow model. The estimates of the annual

~ 1



changes in net foreign assets are compared with the actual
chaﬁges. Changeé}in net foreignhassets are p{e@icted—,ﬁcf the
years 1976-1983’ through a simuiation’exercise. Second, changes :

in éet forﬁhgn assets a;erexplained énd pfedicted by -estimating

the reserve floﬁ model diréctly. The results arekencéuraging.

The errors in explaining and predicting the baiance of payments

are very small.

N
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OF THE LITERATURE N

In this chapter 1

. ’ .~
discuss some of the theoqetlcal'and
. |

, .-
empirical literature on the monetary approach to the balance of

payments outside of Africa.

2.1 General Concepts

!

- .
. . .
i ) —
- - !

There is a vast amount of literature on thegmfnetary

approach. The most important literature sources are probably

Frenkel and Johnson (1976 and 1978), and the IMF (1977). Qfficer
; : \

and Kreinen (1979) provide

the,monetary approach,

a useful survey of the literature: on
B \

|
i

The key to.the monetary approéch can be simply summarized.

Excess supplies of goods and servicesf(reflecting_the/balancé of

,exports'-'excess suppiy of
-1l%§§tess demand for
eguivalently, the current

services (represented by

balance of payments surplus, and, equjvalently, an exceSS‘ flow

demand for money. The excess demand for money is satisfied by an’

some goods and services - and_ imports

bther goods and services - ,- or’

account) and of future goods and

the capital account) imply an overall

increase in net foreign assets, which 1is reflected in the

balance of payments statistics = as a change in the fmoney"of

'below-the-line’' account. The increase in net foreign assets,

via the balance sheet of the banking system, increases the money
v C ' ' ~

-

/
10
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supply until -the excess flow demand is met. As thmberg:énd_}‘
Heller (1977) put it, "the change in'the4money account = in most

instances simply the‘ﬁhange.in international gross reserves - is

_difeqtly linked to monétary,bafanée in the national _economy by

the condition that the change in external reserves must equal
thé difference between the change in the demand for money and
the change in tﬁe supply of,ﬁoney of domestic or;gin." V

The adjuétment,mechanism by which net foreign assets adjust

to a discrepancy between a change in money demand and a change

in domestic assets is as follows (see Rhomberg, 1977). Assume

that money demand 1increases over  a time period by a larger

_amount than. domestic credit so that there is a temporary excess

flow demand for money. In the . process of '3ﬁjusting money -

balances to their desired level the public temporarily reduces

. its expenditures in order to build up balances to their desired

level, As imports are largely a function of -expenditures,
imports fall. To the éxtenf that interegf rates are market
determined they rise and in&ggi a cépital inflow. Both the 'fall
in impdrgs and tﬁé capikal inflow increase net foreign absets..
The rise in interest rates reduces the excess demand for money.
The 1increase 1in Anet foreign assets increases'the money supply
and therefore reduces tée excess demand for’money. A shbrtage of
domestically supplied credit induceé’impp:ters to seek-foréign

supplied credit to finance imports, thereby also inducing

short-term capital 1inflows. The fall in expenditures arising

11
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from the 7attempt by people'td bujld up money balances causes a
fall in-incomes. This may be in nominal and/or real - terms,

depending upon the extent of wage and price flexib@l&ty in the

economy. The fall in incomes reduces the excess demand for

mbney. To the extent ‘that the | exchange rate is allowed to
appreciate,(ih lieu of the accumulation ofrforeign reserv;;) the
'price of' traded goods félls, thgreby decreasing the excess
demand fof money. After a while the pricé of non-traded goods
mighﬁi fall also, as a result of the supply of such goods
increasing in résponse té the increase in their relative price,
and as a result of a switch in demand to traded goods. This also
reduces the excess demand for money.

As Guitian (1977) explains, "the transmission mechanism

operates through the behavioural reactions of . the public to

changes in the_policy-controlled variable. It provides a complex

___link between domestic credit and the balance of payments through

major variables, such as expenditure, income, domestic prices

and the demand for money. This line of reasoning implies a large

degfee of stability in the mbney market, and that the brunt of
the adjustment process falls on the flow of expenditure
channeled through the goods and services market."

N The adjustment process is much less complex if there is
full employment, wage .and price flexibility, and complete

mobility of goods and capital. Real output 1is therefore

exogenous and determined entirely by supply factors. Prices and

12
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interest rates are also exogenous, determined by factors outside
the economy. A shortage or excess of desired money balances will'
then” be eliminated immediately through the balance of payments.

~

éggg’acase is'’ not very likely, p@rticular}y in debélopihg

t

‘countries. o , ; .

H

When cast in this ffamework i& would appear' that ' the
balance ‘of ‘payments of a country gan be explained either by
analyéis of thé determinants of t#e current and - capitgl
accounts, that 1is, by an anqusis o% thé Qémanq_gna supply<qff
present and future goods and services,? or by an analysis of
changes in the demand and éupply_of money. The monetary approach
conantratés'on the latter. One appafent ‘advantage of the
monetary approéch, therefore, 1is its supposed simpliéity. All
that is needed is a stable money demand fuﬁction -and ;he>
assumption that the monetadry authorify can control or predict
the domestic component of the money supply. As Rhomberg and

Heller (1977) put it, "this (monétary) approach eliminates the

intractable problems associated with the estimation of numerous

elasticities of international transactions, and -of the

~ parameters ascribing their independehce, which are - inherent in .

other approaches ", Another apparent advantage was fhe greater
availability and accuraéy of monetary and balaﬁce of payments
statistics relative to statistics describing the 'real' side -of
economies. This aspect was of garti;ular ‘appeal> to IMF teams

negotiating financial packages in developing countries, and is a

13



o Vpr1me reason underlylng the development of the monetary approach f'

in that 1nst1tutlon; ©

—F

However, as Rhomberg and Heller (1977) admit, "the apparent
simplicity of the monetary apprcach is somewhat deceptive". One
reason is that the money  demand function is not necess;rily

%

stable and easy to estlmate. Money demand is usually defined -

-~
‘be a function Qf a small number of variables - ‘income and the
opoortunity cost of_holdlng money 1n*part1cu1ar. Howeven, these .
explanatory variables aré uéually determined by a wide array of
economic forces operating ?ithin end outside an economy. The™ .

-

dependent variable, mone%?balances[,ﬁeyvitself be an influence
on tne. supposed exogenous ‘variables in tne money  demand
function. From " the pOlle po1nt of view it may be difficult to
attain a desired change in net forelgn -assets on the basis of a :
‘predlcted ohange in money demand and an 1mposed limit on credit
expansion, if the credit limit itse}fv affects 1incomes, 'prices
and intefest rates and therefore changes mcney demand from its
original prediction.

Many versions of the monetary approach, pa;ticulerly those
surveyed in Officer and ‘Kreinen (1978),” assume that  the
variables in the money demand function are truly exogengus by
assumjng pricé and wage flexibility to ensure full employment,
and by assuming that economies afe reasonably open, so that A

'prices and interest rates are largely determined externally.

This may be true in the long run, but is probebly not true for -
- ¥



many countries on a year-to-year basis., For example, pricés are

—

likely to differ from world prices, at least in the short run,

because of the existence of non-traded goods. Exchange and
import controls mé?rcause local prices to dibgrge from world
p?ifes, particuiafly‘ Pf there 1is local  exce5s dgmand;‘Such
céntrqlsi‘may also cause local  interest _ratés to be very

different from world rates. If businesses are in arrears of

payments to overse suppliers, because of difficulties in

procuring foreign exchange, lotal prices ﬁay rise faster than
world prices, reflecting higher interest charges.

Fuil employment 1s -‘a very" unrealistic assump;ion. In
zambia, for instance, there has been substantial unemployment
" for several years. People are very sensitive to changes- in the

o

purchasing power of their money, with the result that real wages

are very inflexible. Businesses and governments take several .

years to adjust to changed economic circumstances, such ‘as a

permanent downward shift in the terms of trade. As a result of

these tfactors an economy may face balance ‘of payments
constraints at high employment levels. The use of import and

exchange controls to lessen these constraints causes economic

S 3ctivity " to decline as the flow of imported intermediate inputs

declines.

of a few variables, the monetary approach loses ‘some of its

.simplicity angd distinguishability};f the 'exogenous%lvariables

15
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are really endogenous;‘ Many of the models descrlbed in’ IMF

Y

(1977) specxfy income as an endogenous varlable (some. of“ these

models are described below).. However, these models are not

conceptually any different from 'Keynesian'-type or ISLM-type

‘models, as long as the model allows changes in net foreign

assets to affect the money supply.’ In these models,. as n

standard ISLbeype models, monetary”_factors tend lto have

stronger and more predictable economic influences if the money

demand function is stable.
Even if the explanatory variables in the money demand

function are .not exocgenous to the economic system the monetary

-

approach still has practical application if‘a good money demand

can be estimated in terms of past values of the explanatory

variables, and used to predict money demand, given values for

the explanatory variables. Given a predicted'money‘demand, a

level of domestic credit can be set by the authorltles 1n; ordet

to attain a given balance of ,payments>ntarget. A potentlal
~ . )

problem is that it may be difficult to identify the moneyfﬁemand

function if the same varlables that determlne money demand also

determine money supply (remembering that 1t is money supply that

is direetly observablelmp ThlS is - not such a problem if the-

domestic component of the moénetary base::is an exogenous oOr -

policy-determined variable. HerVer ~'th8re may still " be a
51multane1ty problem (resultlng in blased coeff1c1ents) if\ the

supply of nominal or real balances‘;affects the explanatory

16
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variables in the money deména function, From the poiicy point,bf
vieg the problem_is that the'predetermined level of é?éé§€'¢ﬁéy
éffect _income -and prices,y change money demand'and change‘the
balance ofkpayments gutcome. A fuller model is - heeded to find
the combination offinCOméAand~credit consistent with a,desired
balance of péyﬁents‘out;ome.' f S v  .
Laidler (1985) discusses the éroblems of identification and
simultaneous equations'bias. He'notes'that'previods studies have
indicated that these are not serious problems. The problems can
be lesséned if one ﬁsés’long, time -aggregated data series, - and
if money demand is estimated in fgal terms.
In practice, the 'IMF and its clients use an ad—hoé!
iterative, trial and error rapproach in vdevisiﬁg fin&ncial
'programs. As Rhomberg and Heller (1977) put it, " There vas oak

theoretical difficulty...:the growth of output and the Chahgé in

the price level had to be assumed to berlkﬁown without prior o

knowledge of the;magnitude>of domestic credit creation. But this
shortcoming can be - and has been' - surmounted by  iteratiQé
cdlculation carried to the point at which sufficient consiStency_
is obtained between thé'estfmated changes in output and priceﬁ;
on the one hand, and the calculéited vaiue’of doméstic credit
creation, on-the other hand." | |

There still remains the difficulty in estimating money
demand functions. Given the lack of financial instruments in

less developed countries  (LDCs) it could be argued. that money

17



demand functlons midhﬁ 7berhmofe stable than in developed
countrles as there are fewer alternat:ves to holding ‘mbnéy;”Of"
spending it. Working agalnst thls _argnment, hoyever,%are a
numbervof factors.'Eifst, income elasticiéiear may change-’over
time as LDCs become increasingly Tonetised (see Bordo and
Jonung, 1981 1984, and/Laddler,'1985)). Second, as residenﬁs of.
LDCs become more financially sophisticated théyrmay become more
"responsive to changes inl interest .rates and changes in --the
purchasing power of their money. ;nird, there may be greater
political and economic instability in LDés .than, in developed
‘ gountries. This may cause JmOre‘frequent autonomous shiftafin
money demand functions. For example, fears ‘of fntensified'
exchange restrictione or credit‘restrictions could‘cause people
to hold more currency per unit of income, or may ohange
expectations regarding future prices, and incomes; or the way
those expectations are formed. | (

‘Another - potential diff?tulty. in Aestimatinolmoney'demand
functions is that it may be difficult to spec1fy the - explanatory
varlables. People may determlne their desired money holdlngs on
the ba51s of expected incomes and 1nflatlon as well aa current
incomes and 1nflat10n. Asl expected 1ncomes_and inflation are
'unknown, progies such as an'average of past and present incomes
and prices are often used. This introduces a potential source of

-

error into the estimation process.

-

18



Even if the -~ :orrect spétiﬁication of the. independent

variables is found there is still a problem in that adjustment
of desired money balances to changes in the explanaféiy-

variables may not _take place in the time period in which the

explanatory variables are meésured, The time periods over which

variables are measured are artificial; there is no reason, why

adjustment has to be'complete. within the period. It may be

difficulta to speéify aCcurately an adjustment process,
particularly if the speed of adjustment changes over -time.

4 further difficultyrthat may be encountered in attempting

to estimate a money demand function is that the dependent

variable is a measure .of actual money balances, not desired

‘money balances. If the adjuétmeht of actual money balances to -

desired balances is not 1in the szme time period this will

~introduce a source of error into the estimation of md\ez demand.

The attempt to obtain the best fit by exper imenting with

=

different formats on the right hand side of the équation may

reduce considerably residual errors between actual and estimated

H

money demand.rln some years, however, errors may be large
because actual money, balances lhﬁve not had time to adjust to
~changes. in desired balances or Setause‘there has_been? a change
in’ money supply independently of changes in money deﬁand (for
examble, an incrg;se in domestic <credit), and any excess or
deficiency has not been worked out 7by the ehd of thé time

period,

19
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'?ihgily, a major .problem ;yiph estimating,ﬂmonéy demand
fﬁnctions is the gquality of the data for Ehé”éiﬁléﬁEféfy
variables. One 6f  the supﬁbsed advantages . of the monetary

approach is that monetary and balance of payments statistics are

’

more accurate and available relative to other statistics. This "

advantage, however, is spurious as the data necessary to explain

money demand is available only withAlong' lags, 1is subject to

revision, and is of guestionable accuracy even aftér it has been

revised., Price controls may mean that the official rate of

inflation may considerably understate the actual rate of -

inflation as implied by black market prices.'

In order for the mohetary approach to have empirical

relevance it is necessary to assume that, in princigple, domestic

credit crea;ipn by the monetary authority is a policy variablé
(although,in‘ practice, it is often thé residual financing
requirement of .the gévernment).v | | '

| Domestic credit expansibni and . money- éreation by | the

commercial banks are linked to base hohey by the credit'and

’ . . ! I . . . A
money multipliers. These need to be stable and explainable in

order for the authorities to be able td predfct total credit and

money supply creation. If the central bank can control bank

credit directly through credit ceilings, or can raise minimum
reserve reqguirements easily, then the importance of explaining

the multipliers is not so great.



It is useful at this juricture to éleég,up.some possible.

misconceptfghs“concerning the monetary approach.: Although _ the
balance of payments is a monetary phenonemon in the-sense that
the balance of péyments interacts with monetary variables, this

does not mean that all changes in ‘the balance of payménts are of
. . . - _ 7 . I ™Y . : .
monetéfz origin. Clearly changes in exports, imports and capital
- | ‘ ‘

flows can affect the balance of payments, as well as changes in

monetary variables such as domestic credit. This may seem

R

obvibuSAﬁ but one sometimes. obtains the impression from the

litefature (e.g. Officer¥Kreinen, 1979; Grubel¥Ryan, 1979) ﬁhaﬁl

balances of paymeﬁtsldisturbances are only Of_monetary origin.
What*the monetary approach does say is that balance of payﬁents
deficits or surpluses are temporary unléés éomestic credit is
continually changing by magnitudes 'different from changés; in
méney demand. An increase in éxpo:ts, for exémplé; will only
have a temporary effect on the‘balance of ﬁayments, as imports
and ‘income will \gyentually Eise to eliminate the excess monéy_
supply originating from the increase in exbéfts.' -

~

2.2 Variants of the Monetary Approach to the Balance of Payments

" 2.2.1 The Polak Model - IR -~

J.J. Polak,\Econbmic'Advisor to the IMF, .was the creator of
~this model in 1957, It is described in ‘detéil in  various
documents (for example, Polak and Argy, 1977; IMF, 1981; King,

Ty

1979).

21
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.It is essentially the same as a Quantity Theory-type mbdel

of an open economy, which, in turn, {s the same as ‘a. = _
Keynesian-type model that has a constant velocity ofgcirculation

, ahd a mbney”’supply, that 1is partially determined through the

balance of payments. The model is specified as follows:

M =mY ' (1)

t t : : ,
Y = vMo L (2)

t N - . v ’
AMo = ANFA +° ANDE - (3)

t - -t t - k S
“ANFA =X + CM - M (4) : ,
t t t t :

In equation (1) imports (M) are a constént proportion of
i%come (Yi. In gquation (2), income is a constant proportigﬁ of

the money »stock' (Mo), implying a constant velocity ’bf “oe
circulation (y); Equations (3) and (4) are identities. Equation
(3) 1is the identity representing the  balance éheét of the
bankid@ system. The change in the money supply from the preyious
= period (AMo) is 'identicalij‘»équal 'td the change in the net
foreign assets of the bankihg 'systemi (ANFA) plus’ the ‘net‘
domestic assets of the banking system {ANDC).'. Equation 4 is
the balance of payments identity. The chéngé>rin ~get -fdreign

assets is equal to exports (X) plus capital flows (CM) less

.

'Net foreign assets and net domestic credit could be defined as
those of the monetary authority only. In this case the
expression on the right hand side of equation 3 should be

- multiplied by a term representing a constant money multiplier.

!
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imports.? Imports (and therefore net foreign assets), income and’

the money stock are defermined_-endogenbusly rby the -exogenous
"variables, whiﬁh are net domestic aséets, gxporfs and capital
flows. A change 1in an exogenous ,var{ablee chapges. Mo;v and
‘thereforé Y . and M. A chanée in M negafively affects NFA, Mo, M
and so on. The process takes place over t1me, as implied by the:

difference operators in the model. If income is defined as an

average flow over the period and money stock as an end of the

year figure, then there is an implicit adjustment lag of money

balances behind income in equation (2). The equations <can be

solved in terms of 2 reduced form equat1ons for income and net

forelgn assets:

ANFA = 1 A(X+CM) - mv ANDC + 1t A NFA._, (5)
———— —_———— ’--—-—. \
1+mv ) 1+mv .. 1+mv
) . .
AY = v A(X+CM) + v ANDC + v ANFA_, (6)

1+mv 1+mv 1+mv

Equations (5) and (6) show the first'peribd effects on net

foreign assets and income of changes in the exogenous variables.

2 The formulation assumes a unit price elasticity of demand for
imports. The elast1c1ty of substitution of foreign goods for
home goods is unlty. This allows one to 1gnore the extent to
which a given increase in income is due to price and qQuancity
changes. That is, a change in income owing to a change in the
prlce level has the same effect on imports as a change in real
income. There is no need to explicitly model the price level
(see Polak(1977) and King (1979)).



In the long run, when all effects have worked themselveées out,
the change in NFA and Y will be equal in each period. Setting
ANFA=ANFA., and AY= AY.,, the gquations.bécome:

ANFA = 1 A(X+CM) - ANDC Dy

mv

AY = Alzeew) | (8) o

In the long run a unit increase in domestic ¢redit leads to
a unit decrease in net foreign assets and a =zeroc change in

income. The increase in domestic credit first increases the

money supply, creating an excess supply of money balances. This

causes income to increase, via eguation (2). Imports increase as

« : : )
a result, causing net foreign assets, and therefore money supply

and }incomes to dezrease. As the increase in domestic credit, is
) ‘

all leaked out of the etonomy in therform,of importé the final

change in the mohey“gﬁpply is zero (via equation (3)}), which,

from equation (1), implies a zero change .in income. °?

I1f domestic credit increases by a constant amount each

period, +then, in the long run, the change in net fofeign assets

will s5till be equal tc the change in the previous period, but

will not be equalr'to zero. The loss in net foreign assets in
3Net foreign assets would fall by

mv/1+mv)ANDC + (mv/(1+mv)2ANDC +. (mv/(1+mv)’ANDC.....
= mv/(1+mv)*{1+1/{(1+mv)+1/{1+mv)? +,....)ANDC = ANDC
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each »periéd will be egpai to the ihcreése in domestic‘Crédit id;{ 
~ edch period;rwith income and imports permaﬁenﬁly higher.

A onée and for éil increase in exports raiseS-incohe by'the
fattor 1/m.in the_longbgun. In turn this increases the demand
for money which is satisfied by the increase in net foreign
assets caused by the increase in exports. Long run equilibrium
A‘is' reached after income, imports and money demand have stopped
é:OHipg. That is, imports eventually‘rise to match the increase
'in éxpofts so that theé yncrease in net foreign assets per period
ﬁ;; evéntUally matched /by a- decrease.j Money supply is theh

‘constant, whi

-

implies that income is.constant. The stock of
_.net foreign assets levels off at a new higher level. Note that
in the long run, the change in income is independent of monetary
factors, and is entirelyidétéfmined by m. |
The model 1is interesting for peclicy purpoées.~1f domestic
‘credit can be used as a policy instrument and exports and
c;pital_ flows can be accuratély forecast, andithe product of m
and v prgatéa as a constahtg then the desired— change in net
foreign assets can be calculated. The lag structure of the model
also reveals the effect in each yéaf of a change in an exogenous
vgriablé:’and how many years it will take tc acﬁieve the desired
target. For exaﬁple, if'm=0.4, §=5,:theh mv=2, The effect on net
foreign assets in the first year of an increase in domestic
credit of one unit is therefore -0.67. The effects in tl'i?é".:.ec:onc'fw

and third Years are -0.22 and -0.074 respectively, sb that the

25



"fbtal‘adjusfﬁént»period iskroughly 3 years.
A.drawback_of this médél is that the product of m and v is
“unlikely/ to remain c;nstant every year, even if it is_constant
over a period of several yearé. Velocity may change because of"
chaﬁgeski;\*real income, ihterest_rates, expected inflation, or
institutiSnél factors. It may changé because of lags between
vcha;ges in ;fhe variébles affecting money demand and desired
money balanqés; or lags in the adjustment of,actpal to deéired
balances, 6f because of other shocks that méy shift the monéy

demand function, such as exchange controls. The marginal

propensity to import may differ_from the average propensity in

-

the short run. For example, imports may increase‘ by a greater
amount relative to an increase in income at.a high point of the
business cycle than at a low point. Import controls may also
changé import ﬁfopensitieé. Changes in v and m may offset each’
other so tha£ thé:product remains constant, but there 1is no
theoreticaiﬁgéason for this to happen. ,

One of the differences between the Polak model ,aﬁé‘ the
model described at the beginn&ng of this chapter is that ‘income
is endogenoué in the Polak model. In symbols, Athe model
describeé-earlier is:

ANFA = AM + ANDCi_
The firsf term Eon the right hand side is thercﬁange in money

demand. ‘This is the same as the first term on the right. hand

side of equation (7) in the Polak model. Another difference is

26



tnat the Polak model assumes a constant income velocity, so that
the money demand function is assumgd,té\pgfpg;fe;tly stable. The
reserve flow model shown here doegf;otf;ssume thié, and indeéd
implies that the central issue of the. monetary approach  is
whethér the money demand function is in fact stable.
The‘main'pélicy implications of the'Polakr model -are that
continﬁal balance of payments deficits or $Surpluses are only
possible if there is continuous monetary disequilibriqu This
can only happen if domestic credit changes by different amounts
than money demand. If domestic credit expansion is .continua11y~
greater (less) than fncréases in money demand there will be
continual balance of payments ’deficits (surplpsgs). Policy
measures, such as devaluation, iarger import tariffs'and,impbrt
controls caﬁ-only have a temporary "effect on the balance gf
" payments. A‘ devaluation, for example, raises domestic priqes,
and therefore money demand. There wiil be an increase 'in net
foreign assets as people adjust actual ;balancés to desired
levels. Héwever, once the adjustment is complete net foreign
assets will not change further. EQuiQalently,.ardevaluation.
'reduces the stock of real balances, and creates an excess demand
for real balances. Expenditures are reduced which reduces the
excéss demand. Devqluation may stimulate exports, but this‘ will
evéntualiy induce a corresponding rise in imports.

There is nothing particularly startling or novel about

~ these results. Argy (1977) and Polak and Argy (1977), show that
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the Polak mbdel is structurally_éimilarrto ISLM~type models, as

long as the money supply is allowed to be ”éfﬁeéted byyrtﬁe\
bélance of payments. The main differences rest on fhe magnifude
Vof the péraheters. The following set of equations represent a
more complex model in which the rate of ,iﬁterest affects

"expenditures, money demand and the balance of payments:

Y=C+1+G+X-M . (9)

C=cy " ' (10)
"1 = A - br ' (11)

M =my o R S (12)

CM= V + gr ’ ' (13)

r = ey -~fMo (14) .
AIgFA=x-M+cM" (15)
AMo = ANFA + ANDC (16)

Equation (9) 1is the GNP identit}.v Equation 10 represents a
consumption function.  Equation (11) v§hows investment as a
function of thé rate of iﬁ;ergst and én Sutonomous component, A.
Equation (12) is an import function. éﬁuatf%n_(IB) shows capital
movements to be détermined by the rate of interest and an
autonomous component, V, Equation (14) shows the (rat; of
interest to be determined by the level of income and the_m9ney )

supply. Egquations (15) and (16) are the balance of pa}ments and

money supply identities respectively. h -
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The main differences betkeen this model ahd the Polak model
lie in equations (13) and‘(f4). Eéuation (14% can be rewritten
as '

Mo -(e/{)? - (W /fir
in the Polak model, the money demand function can be written as

o = iy TN | |

This 1is the»éame as the more sophisticated model when (1/f) is

P -

| zero {(aoney demand is insensitive to interest rates)'and,(e/f)
(1/v).' Another importén; difference between the models is in
the cépital fiows equation, where g>0 in the latter model, but
i5 eqﬁal‘to zero in the Polak model. Another difference 1is that .
investment is'sensitive to the rétg of.interest in the second
- model, but unresponsive,in'the first mddel

The reduced form eguations for the second model are as

——

follows (assuming, for'simplicity, that g=0):

Short tun ) ,
ANFA = p oW - m AZ - bfm ANDC + p ANFA_, (17)

_ptbfm 'p+bfm ptbfm 'p+bfm

&Y = bf AW + 1| AZ + bf ANDC + bf ANFA_, (18)

- -—— - —————— ———

' Note that the larger f is (that 1s, the more 1ntetest

- inelastic the money demand function) the larger e must be to
obtain plausible values of v. e measures the respons1veness of
the interest rate to a change in income. In economic terms, the
more interest inelastic the demand, for money, the more the
interest rate has to rise to eliminate an excess demand for
money created by an increase in income. In the limit, as f
approaches infinity, so must e.
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Long Run [ P
ANFA = p AW = 1 AZ - ANDC x - (19)
A |
bfm  bf
AY = 1 AW o ~ (20)
m 7
where: )
p=1-c¢c+m+ be
W= (X+V) —- _
V = Autonomous capital inflows
z2 = (A +G + X) ‘
A = Autonomous investment (public and pr1vate)

In the éhort run the coefficient for domestic credit will -

t

tend to be lower in‘the second model than the Polak model as f

approaches infinity in the latter, and is much closer to zero in

* the former., In economic terms, money supply has a smaller effect

on income in the second model. Therefore, an ‘increase in

domestic credit, which increases money supply, has a smaller

effect on income per unit of time. In the long ruh, the effect

on net foreign aesets of a unit,increase in domestic credit is
the same. The effect, however, takes longer in the second model.

Increases in autonomous~expendituree temporarily worsen the
balance of payments ang improve income in the second model but
have no effect in the first model The’reason is th;t only money
supply affects income in the Polak model For example, a

decrease in government expenditures wlthout a decllne in money

supply implies excess money balances in the economy, which are
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then spent, so that there is no net effect éh the economy :In
the more SQbhisticated'modél the;ex¢ess money supply would”lower
interést rates, ;which would increase‘the'demand for money..Not‘
all the excess ;:iey‘éupply would be spent. Income would fall
and the -balance of paymentsx would improve. In the long run,
however, autonomous expenditures have no effect ‘on income. As
"~ ’ . ) ’ .
the balance of\paymentg improves as a result of declining income
thermoney supply(increasés~which‘causes income, and therefore
imports, to incfease. Also, a lower r will stimulate investmgnt,
whﬁch will also increase income and imports. During the process
'of adjustment _ foreién assets will be increasing as income is
“lower than itS’original Tevel, o

Finally, the 1long run effects on income of increaégs in
exports or capital fl;ws are identical in the two models, as .
imports rise to maéch tﬁe rise in éxpo?%s. The total gain in

reserves is larger in, the second model because income, and

—

\
' \ ,
therefore imports, take longer to adjust to the new level of
1 L , S
exports. If the increase in money supply following an increase

— ‘ : .
in exports did notﬂhave any effect on in¢ome (the 'Keynesian'
, | | : ' ( | :
velocity trap plus an! interest - inelastic investment function)
the 1increase 1n reserves would continue indefinitely. This is

|
[

the case where b=0,
1f g was greater than zero the long run effects on the
balance of payments of a unit increase in domestic credit would

remain the same. The adjustment would be gquicker than if g=0 as
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‘the fall in the 1nterest rate followlng an 1ncrease in domestlc

credit would cause a capital outflow. The etfect on the balance

of payments of an 1ncrease in autonomous expendltures would be

: amblguous. A rise in 1nterest rates following an increase in

income would cause a capital inflow, offsetting the increase in

imports.
R Polak andiArgy (1977),a}so consider the case where intereat
'rates are sticky and there is proldnged unsatisfied demand for
credit. A restrictive money supply wiil reduce expandiﬁure
1nd1rect1y through higher interest rates, and, dlrectly, Lhrough
unava11ab111ty of credlt. In this case monetary policy would
havg’a more immediate influence‘on'ﬁhe balance of payménts than
implied in the second model. |
I'n summary, the Polak model is structurally the saﬁeaas the

'"Keynesian' model, when the latter allows the money supply to

- respond endogenously to the balance of ,payments.avThe only

diffarences lie in- the magnitude of the parameters, and in

»

particular, the assumed constancy of “velocity in the Polak ~

model. If the authorities sterilize the effects of the balance

of payments on the money supply, both models will yield

different predictions. Suppose domestic credit increases.

Incomes and imports will start to increase. If money supply, is .

assumed not to decline as -imports increase (through, for

example, the monetary authority buyingrbonds on the open market)

then this assumes that some (in the limit, all) of the excess
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balances a}éﬂ w1lllngly held and not spent, implying a marginal
‘propensity to spend of less th@p t. Thzs is in contrast “to —the -
Polak model and the more complex node17 where the marginal
'propen51ty to spend is eqpal to one in the long run.

In" the - case of " 'an increase in exports, if it is assumed =
thet money supply does not increase, the resultant increase in
money .demand (as incomes _rise 1n response to the increase in
’exports) can only be satisfied by a reductlon in ‘expendltures.
Agaln, ;he marginal propensity~ to spend beoomes less than 1,
szth the result that 1mports rise by. less than exports.§ Another
way of putting ‘this is that the monetary authorlty sells bonds
on the open market. to sterlllze‘the effects on the money supply
of the increase in exports,‘Thelexporgiproceeds are held in the -
form of_bonds rather than being spent.

The assumption that money supply does not change in

A

response to balance of payments is,eyidently a special case, and
should " not be associated: with Keynesianism. In the long fun,
atﬁempts to sterilize*balance of péyments deficlts? will cause
countries to run out of foreign exchange Teserves. Also the

\ N
downward pressure that such an.exercise would have on exchange

and interest rates might stimulate capital outflows, Vitiating

-

the effec}s of the exercise. The central bank'might run out 'of

2

bonds to sell if it continually tried to sterilize~surpluses.
~ The upward pressure on 1nterest and exchange rates might v1t1ate

the exercise by stlmulatlng capital inflows,

.
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2.2.2 The Rﬁomberg Model - ~

= In the Polak model money demand wés, positedf'to_ vary in

proportion to-- income, implying a Vcbnstanf vélocity of
circulation. Rhomberg (1977) says that this can be interpréted
as .the long run money demand functioé.fHelsays that the Polak -
model does not capture very well the yeér~po year Qariations in.
imports ana’vincqme,_impIYing tha? velocity may not be constant
in the short fun. - | a x

One reason why velocity (and the pfopénsity to import) may
not be constant in the short run is that an excessj supply or
demand for money does not.immediately translaté into a change in
expenditures on goods and services. For°example, some;, or all, -
of an'éxcessvmoney_supply'may be spent on existing assets (both
financial and non-financial). The yield on thése assefs'falls as
a result, whichvinduces an increase inrexpenditures (and causes
the demand for monéy to increase, thereby reducing the ‘excéss
supply}. Expenditures change,'therefore, not only because‘of a
'7 changé in incomes but also because of a change of yields on.
assets. ’Because' the yield on asseté changes as a result of
ponetary'éisequilibrium, expeﬁditures can be bostuiated tb be a
function of incomes and.- the differeﬁce-‘between actual and
desired balances. Velocity can thefefore chnge in the short run
because expenditures do not change in proportibn tc income in )

- i

the short run as a result of the extra term in the expenditure

equation. The expenditu:%%ginnc;iQnwgheﬁ_uses;gnasggoriginally
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developed by Prais (IMF, 1¢ 977) .

) Rhomberg estzmates the followzng model:

(MO' + MO..1)/2

= (1/V)Y . (19) . o
.E = a,¥ +'a,Y., + a;[(Mo+Mo 1)/2- (1/V)Y] + ag (20)
M = mE + m, ) . (21)
Y=E+G+ZX-M * , T (22)
Mo =Mo., + X + CM - M + ANDC Co (23)
~a

*4The symbols are the same as in the Polak. modell' Qith the
- addition of E for expendlture, Mo* for desired money balances,
isnd G for government.expendltuge. Variables without spbscripts
are"in the present period. Equafion (19) describes the long run
demand for money function, whese the_ left hand side is _the
average desired balansES"‘during chezryear. Equation (20)
describeseexpenditure as a function,of current and . past income
and the deviation' of actual from desired cash balances 1n the
current year (alternatively, there could be a lag of expendlture
to the deviation). Eguation (21) descrlbes imports as' a function

of expenditure. Equation (22) is the GDP identity. Eguation (23)
4

is‘thevmoney supply identifya,

Rhomberg estimates eaéh behaQioUral equation by two stage
least sgquares for a number of c0untfies; both‘aeveloped aqa'
developing, using 11 years data. He expresses import and .income_
in terms of the previeus, year's inceme, exports and modey
supply. In turn the change in the money supply ean be expressed
in terms of the variables in eguatipn'(ZB). He obtains a good

fit (with very high RZs), He finds that a. change in the money



suppiy haS a large.eféécérén i;ports in the following year. for
both developed and deve;oping'coﬁntries.
thmbefg's model improves on the Polak model because it
allows for chahges in wvelocity in ;the short run. Thevmain
drawback is the asspmptionvof a constant iong ;hnv velocity,
which need not hgid true (although it might have done in his
sample;. A.so velocity may change in the short run for reasons
SQCh as changes in the expected rate of inflation.
Finally Rhomberg demonstrates ﬁhe equivalencé of his model

to a 'Keynesian' model in which expenditure and money demand are

both a function of income and the rate of interest.

Given:
E =a + bY + cr
Mo* =d + eY - £r
Mo* = Mg

and substituting for the interest rate (r) from the money demand
function into the expenditure function, and combining terms in Y
results in: : '

ey

E = (b - dc/e)Y + (c/e)Mo + constant | 7 K

This is in the form of eqguation (20), with ﬂc/e) equal to a;.

A

2.2.3 Reserve Flow Models

Reserve flow models have already been alluded to. In their .
simplest form the change in money demand over a period is

assumed to be egual to the change in money supply, aqd*is'
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substituted- into_ the balance sheet-of‘the banking system. This
producészr | ) P V
ANFA = AMA  ANDC ) e
In contrast to- the models outllned above, iﬁcome, which is
:thélwprlnc1pal argument 1n the money demand function is, asgumed,
_ to be exogenous. Other p0551ble explanatory varlables, 'such as
prices and interest rates are also assumed to be exogenous. This:
does not necéssarily ﬁmean .that one has to- assume | full
employ@eﬁt, wage and;\pricé flexibility, capital'mobilityrand
purchasing power‘parity., bne could assume instead .that ' the
values of these variables are calculated oufsidé’;he reserve
flow model, either through a forﬁal"model or 'vi; some ad-hoc
method., The aévantage of doing this 1is that isolates thei
fundamental principlé of the monetafy approach, namely that it
examines - the balancé of payments through the' money demand
function. If the rexplanatqu variables in the money demand
function are not exogeﬁous (that is, they interact with othe;_
’variableé in the economic. syStem) then direct estimation of
,equat?on\ (24) by ordlnary least squares could lead to problems‘
of simultaneous equations bias, and perhaps, multlcolllnearlty;
One does not have to éstimate the‘equation directly. The money
QETEBQ equation can be estimated first, in real terms, and

plugged \into the -equation. This may lessen any econometric

problems thqt may occur.



i Equatlon 24 is a long run equ1llnr1um model in the same
vein< as eguations (7) and (19)}. Long run equalxbf&umfmayftahr*4“9
more than one time period te teach, so it is . not neeessary‘,te
assume monetary market flow equ1l1br1um for the unit of time
specified in the equation. The change in net. fore1gn assets per‘
unit of time can be expressed as a fraction of the long run
change, so that it takes longer than’one time period for NFA to

- adjust t5/;—change in NDC or Md. |

| There have been numerous tests of the reserve flow model in
its different forms. Examplest are Aghevli and Khan (1977),
Zecher, Genburg, Bean and G?itian (ed. Frenkel and Johnsdn,
1976), Wilford (1979), and various euthers surveyed in Office:
and Kreinen (1978). Variants of the reservevflow model include
those where the variables are in first differencerform;.and rate

of growth form. The dependent variable may include the net

foreign assets (or some measure of foreign assets:) of the wvhole

banking system, or Jjust- those of the monetary atthor1?§ In some
variants, the dependent varlable includes, or is restricted,

short term capitai flows (see Officer and Kreinen, 1978).
Although short term capital flows_maylwell respond endegenonsly'
to changes_in intereet rates, or domestic credit restraints, it
is difficult to obtain an independent measure for this variable,

as it is usually a residual (often ‘erroreiend_omissions'), and-

is not independent of net foreign assets. Other,vafients include

——exchange rate determination models when exchange- rates' are -

=
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~ﬂ'£f§e%y floating {see Frenkel and —Johnson, 1978; Connolly and

Taylor,

1979), and exchange rate pressure models, where changes

in money demand and domestic credit cause changes ’in boéh

foreign assets and exchange rates (see Girton and'Roper,v1979;

"and Connolly and Da Silveira, 1980) .

-

Some of the reservé flow models are outlined below:

1)

Aghevli and Khan (AK)

AK test the model by way of a cfo;s-sectional analysis

of 39 countries. They assume full employment, an open

economy and capital mobility, so that the exﬁlanatory

variables in the money demand function are not affected

by any monetary variables within the/gconomy; Thus any
disequilibrium in the goods Or money mérket is entirely
reflected 1in tHe balance of payments. As was apparent
earlier such assumptions are not necessary for the

mohetary approach to be ?alid. Presumably they make

these assumpfionS—because, if they hold, there 1is more

chance that monetary equilibrium is restored during the

~time péﬁiod used for testing following a disturbance.

Various market imperfections would not change the long

——

run predictions but would ‘change the adjustment path-

{see Swaboda, 19765.

AR define the demand for money in real terms as a

function of real income, the interest rate and the rate

of inflatijon. Inclusion of both the rate of inflation

-
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.

and the interest rate is justified on the grounds that

" in developing countries the range of alternative

financial assets to money is limited, so that there is

substitution between goods and money. As inflation

measures the implicit return on holding goods and the

interest rate the opportunity cost of holding money they

~are both included.

=]

AK then transform the money demand function into

[

rates of growth, with the coefficients representing the

relevant elasticities. Using the money multiplier

identity, and balance sheet of the monetary authority,

converting 1into rates of growth, and assuming monetary
@
' | N 3 3 " »
market equilibriuim, the following eguation 1is arrived

at:

(R/H) AR/R=AP/P+n AY/Y+n Ar/r+n All/MI-Am/m-(D/H)AD/D

AR estimate "the mone; dema:d function first, both in
“nominal and real terms. They leave out the interest rate
for lack of data. The general fit is poor. However, the
income elasticity is well over two. AK say this is to be
expected as the public holds most of its savings in

money form, and savings tend to increase more than

proportionately with economic - growth. The inflation

coefficient is significantly lower than 1, so that the

assumption of homogeneity in prices 1s rejected.
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However, they say .that this could be due to
'mplticollinearity between inflation and the rate of

change of inflation.
: They :éxt estimate the reserve flow model. The fit

. is much better than~£9r the;money demand function. The
coefficients for inflation and the rate of change of
inflatidn hardly change. However, the coefficient for
‘the rate of change of inflation reaches significance;
The income elasticity £falls to unity;’AK contradict
their previous hypothesis and say that this 1is to be
'expected. They dé not explain why there is such a large
fall in the coefficient. The signs for the multiplier'
énd domestic credit are much 1lower than unity (in
absolute terms). They ascribe this to the possibiliti__—/'
that pricesr and incomes might not Be exdgenous - an
increase in domestic credit might increase :prices,
‘and/or real incomesQ Tﬁis incréases the demand f0{ money
with the result that the effect on the balance of
payments of an increase in domestic credit is reduced.
in statistica; térms, if exogenous variables are highly;
correlated ié is mofe difficult to obtain'the true
-regression coefficient which meésurés the partial effect
o{ a varieble on the dependent variable, assumihg the

others are held constant. They do not mention another

reason, namely that it may take lgnger*t&snvone time

/\J
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period to reach money matket equilibrium.'lf this is the

case, a regression of the change in foreign reserves on
the change in domestichcreditbmay therefore not produce
a coefficient of -1 on the credit vafiable. S 1f¢
reserves do nbt adjust fully to a change “in credié
within a time period, this implies'an excesé‘demahd or
supply of money, which reflects the error in /estimating;
the change' in »foreign resérves.'.Uée of ~a partiél
édjustment»mechaniSm specifying the-adjusthent'offactual
to desired money balancgs-could help in improvfﬁg the
fit of the model. | »

AK plﬁg the estimates of the money demand function»

into the reserve flow model. The simulated values of

international reserves track the actual values far less

closely than the estimates of internatiqnal 1fesérves
obtained directly from estimating lthe reserve flow
equation. They do not explain why this is so.

AK omit to mention that thé money multiplier is.a
ratio of two elemenfs of money and is really determined
by the same factors as for money demaﬁd. It is theréfore

not valid to treat it as an exogenous variable, In this

—— - —— - ————————

I tested@ this on a made-up set of numbers, assuming that a
change in credit is not fully reflected in the balance of
payments until 2 time-periods. The coefficient on 'credit' was
significantly less than 1, using several different sample

periods.
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light the low significance and low coefficienf of the
multiplier maif;otfbe‘too surprizing.
2)72¢cher _ o | .
| iéché; (1976) te5t§ the role of money in explaining
changeszin foreign reserves in Australia. Like AK he

‘estimates a money demand function directly and within a

reserve flow mddelfAHe tesfs the model on quarterly, -

semi-annual and annual data f;om 195b‘t°,1971' Instead
of ;urrent?income he uses a measure of perm;nént_income,
‘based on a 16 quarter weighted moving average of GNP. A
méaSure of interest rates 1is the other exélanatory
variable. His results hare difficult to interpret,
although he claims that the model .explains foreign

e

reserve changes well. There are several anomalies.

First, estimated income elasticity is lower using anrnual

. data rather than quarterly data. Because of adjustment

—————————

iags one would expect the opposite. Second,'hemdbes ‘not

explain why the'coefficieﬂts for credit expansion, and

the money multiplier are higher than their hypothesized

values (contrary to AK in -the case of domestic credit).

This could be because of reverse causation betveen

foreign reserves and the right hand side variables (see
Connolily and Taylor, 1979), which biésés the coefficient

on domestic credit upwards. That is, an increase in

foreign reserves increases incomes, which increase money

- | 43



-demand ‘and hence reserves, and may, through 1ncreased

tax revenues, or a deliberéte government pollcy to

stabilize incomes, leadd to a reduction in domestic_

~credit.® Third, the éoefficient on domestic¢ credit 1is

lower using annual data thén qﬁar%érly éata, whereas one
would expect the opp051te. |

3) Genburg" |

Genburg (1976)}tests the reserve flow mbdel for
Sweden. He ingludes a short run adjustmént'formulaﬁiqn

in his money demand function, whereby‘money'balances are

~equal to long run desired balances plus a fraction of 

L3

the dlfference between last period's actual and long run
desired balances. His estimates of income elast*c1ty are

—very low, ~even when he ‘uses 'permanent' income as a

variable. He substitutes predicted money demand into the

reserve flow equation {(in the same form as Zecher's),
we ' .

- .. rather than estimating the model as a whole. He uses

actual values for the money multiplier rather - than

predicted values, which he admits is not valid (for

—— - ——— ——— ——

¢ Connolly and Taylor (1979) note that such an income

stabilization policy is unlikely for a developing country, as it~

1mp11es, in the case of decreasing foreign reserves, steadily
increasing domestic credit which will eventually lead to the
exhaustion of jbrelgn reserves. Also increased government
revenues may lead to an increase in government expenditures,
which increase imports and diminish reserves. Finally, if the
policy was to stabilize the balance of payments the coefficient
would be biased below one.
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reasons explalned : earlier) He finds a 'hlgh'

correlatlon between actual and predlcted forelgn‘reserve'”'7

flow values. EHowever, an R? of 0.76 1srnot very high.

There are significant errors 22 some years.

7 .-Genburg‘ nOtes that his results showralcoefficient
. , - ,

for domestlc cred1t dxfferent from unity. He attributes

this to a time lag in,:tne adjustment of foreign

reserves. If tne change 1in reserves per unit of time 1is-

a constant fractlon, a of the predlcted change, AR’,

so that the coéfficient on AD will not necessarily equal

-1. This is eqpivalent to saying that there is a-lag in.

the adjustmentrpf actual to desired money balances.

—

-

Genburg notes  that ' the lag should be built into the

specification of the money demand functlon. However, he»;,

leaves this »problem for future research. One problem
~with building in adjnstment lags, that he does not
discuss, 1is that one has to- assume thatladjustment
coefficients are constant. If they are not constant then
sizeable errors in predicting reserve flows may-occur.

7 The der1vat10n is explained in more detail in footnote 2 of
Chapter 7 : .
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Adjustment sﬁeeds may vary over time‘and fof/Qiffgggntlrr
types of disthrbances.. For instance, the speed of
adjustment may bé differént.fbr excess ﬁoney‘demand than
for -excess honex supply. A change in }eai 'iﬁqohe may
cause foreign rese;ves‘ to 'édjugt at a different'rafé
than a change. in domestic credit, pafticula;lf it theré,
is also a lag between the adjusimen; of desirgd money
balances to changeskin income. Policy meagures, such as
import and exchange restrictions and credit équeezéé,
may also chaﬁaé adjustment speéds. Iﬁport~.re5t:icfions
may lower the spéed of» adjustment of actual monéy
balances to excess balanceé.a o

4) Bean

Bean (1976)}§ests th; reservefflow'modél fot Japan,
1957-70. Althoﬁgh the» results are significahtly
different from those hy#othésized, she recognizeé~ this
may be dbe the Use \of quarterly data, implying that
monetary equilibrium will not neCessariiy prevail oyer

such a short time pericd.

‘6) Officer and Kreinen

? t—

Officer = and Kreinen (1978) (OK) survey various
articles on the monetary approach to the balange ’of

payments. I have some general comments to make on their
!fPor a discussion of partial adjustment formulations see the
Appendix :

o
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work. First as discussed ear11er, the monetary approach

is not 1nherently different ﬁromrfthe incomes  or

-absorbtion (or 'Keynesian') approach if 1t is accepted

that forelgn exchange reserves are, by def1n1tlon, part
of the money ’supply under fixed or managed exchange
rates. The wvarious articles, surveyed fabove,r"in
IMF(1977) make this clear. OK wrongly treat the monetary

-approach as a fundamental new approach.

Second, OK appear to consider that the monetary

approach is the one epitomized by the reserve flow
-equation {and 'its\variants), where the»money market is
assumed to reach equ111br1um in one time period ‘and the
arguments in the money demand function are assumed to be

exogenous (that is, full employment,a capital mobility

and purchasing power parity are assumed to hold). All

‘the art1cles surveyed in the art1cle are assumed to be

in thls vein. However, as mentioned above, the long‘run

predictions of. the monetary approach hold 1rrespect1ve

of the nature of the economy. Neither does the monetary

approach preclude looking at short run effects. What OK

fail to‘emphasize is that the characteristic_feature of

the'r.monetary approach is the stability - andg

predictability of the money demand function (as Johnson

(1976) repeatedly emphasizes). o | c“4£§
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Third, OK argue that the main difference bet&gen

the monetary and the non—mbneiary approach- is thatfthe"

'offset' coefficient in the reserve flow equation - thét

is, ~the coefficient on the domestic credit variable -
should be -1 under the monetary apprdach, and less than 

~=1 (in absolute terms) under the income-absorbtion

approach. As pointed out earlier, a long run.coefficient
of less than -1 assumes a degree of sterilization of the
impact of the balance of payments on the money supply.

This is only a special case of the income-absorbtion

approach. Moreover, gé pointed out abo#e, '¥f monetary -

equilibrium is not restored‘?~followihg a disturbance -

within the unitvofntime selécted forithe méasurgment \éf
variables the coefficient on domestic credit will not
equal -1. Failure of the estimated coefficient to equal
-t in no way invalidates thé~mohetary theory. It only

indicates that it may take longer than one period to

restore equilibrium. It should be remembered that the.
time unit used for empirical stUdies is an artificial

construct, based on the way that the data is measured,

and‘hés little.to do with theory.
' 7) Wilferd
Wilford (1977) tests the reserve flow model for
Mexico, using data from i954 to 5976.AHé firsfuestiﬁates

money demand functions using annual data with income and

~
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igkerésfirates' as explana;ory variables. The ’incqme
igpérest rate coefficient is insignificantly different
from zero but has the expected sign. Tbe R? is véry lbw,
iﬁdicating‘that much of the variation in the depeqdént
variable is unexplained. He does»not coqsider,this to be
7.péfticularly damaging to the monetary approach,- perhaps
because he obtains 'good.results when he estimates the
reserve flow model ‘directly.‘ However, the estimated
money demand function would be a source of_cghcern for
the practical applicgbilify of the monetary approach.

He also tests the model»using§quarterly data. The
re5ql£s are much wor;é:. Surprizingly, he does not‘
attribute this to the probability that thé money market
is less‘likely to be in equilibrium on a dharterly basis
than on an annual basis. Finally, he expands the model
‘bj ‘Bre;king down the money multiplier into its
- components., This does not give satisfactory results.
Surprizingly he does not conSider that it is invalid to
ﬁse ﬁhg money multiplier as a separate variable, a§Ait
is a ratio of different components of money, and isA

therefore explainable in terms of the same factors as

money demand
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2;37Summary,and Conclusions

In Section 2.1 I outlined the general concept of the -

monetary approach. The essential concept 1is that a country'sr

‘balance of payments can be explained in terms of the difference
between the change i he demand for méney, and the change in

—

the supply of money of domestic origin. The concept implies ﬁhat

for the monetary gpproach to have ény relevance in the real

world the money -demand function must be stable, and the monetary

authority must be able to control the domestic component of the
monetary -base and be able fq predict accurately the mohey or
éredit muléipliers. | N |

| Despite its apparent simplicity, there are conceptual.ahd
‘empirical problems with the .monétary Aapproach. It may be
difficult to estimate single money demand equations or reserve
flow hodels without running into problems 'éssociated’ with
'identification and simultaneous eguations bias, arising from the

endogeneity of the explanatory variables in the money demand

function.. From the pdlicy point of view, it may be difficult to

calculate a domestic credit ceiling, based on forecast money

demand, in order to achieve a balance of payments target, as the

ceiling may’feedbaci on'the'variables detefmining honey demand.
Another problém is that it'may be difficult to derive a

stable money demand func;ion. Frequent economic shocks, such as

changes in government policy, bad weather, and wars, may make

the function difficult to determine. Another problem is 'that it
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may be difficult to specify the explanatory- variables

accuratel&, particularly if the variablesuéfg'ofighé~'éipeéEééTJ*
variéty (such as permanent income). There mayvbe time lags in
the adjustment of desired money balances vto chadges.in the
explanatory variables, and in the adjustment of actual ubaiahces'
to desired balances. These ‘may be difficult to formulate,
particularly if the.coeffiqien£s>of adj&stment change over time. \
" There may be considerable measurement errors in the explanatory
variables, particularly therincpme variable. On the supply sidé,
the  money multipljer may be difficult to explain, for the same
| reésons as money demand, because the mohey multiplier is pértly
demand-determined. |
Section 2 examined some of the literature on the monetary
approach. The Polak ana Rhomberg models, déveloped in the IMF,
recognize that income,, the principal explanatory variable in the
money demand fpnction, is uéually endogenouslyfaetermined within
the economic system. They therefore develop income-detefmination
models, which inclﬁde a money demand function, and  which
recognize that the money‘supply ié partially determined Aby.'the
balance of payments. Reduced form equations are lderivéa,
explaining both income and the changes in foréign‘ assets (the’
below-the-line equivalent of thé balance of payments). These
models .are not 'concéptualli any differento from staﬁdard,
‘textbook income determination models, as 1long as the méney’ 

supply is allowed to respond to the balance of payments. The
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'ﬁéiﬁ‘ﬁfoblem with theserﬁédels is that they 46 "not -go to any

great—lengths to accurately specffy a money demand'fnhctionT“ThE'

models assume a constant income velocity, which in effect
assumes the stability of the money demand function.
R . . . .

Another class of models are the ‘'reserve flow' long-run

i

equilibrium models. The money demand function can be specified

in any form, and tested within the model. The literature tends
to lay too much importance on estimating the model direéfly, and
‘getting good coeffiéients for épmgstic éredit expansion (that
is, close to minus one), and not enough,imﬁortance<on getting
good_fesuits for the ﬁonéy demand function. The - reserve flow
model is in parglan iQentity; based.on the balance sheet of the

banking system, so that a strong inverse relationship between

domestic credit expansion and changes in net foreign assets is-

»

highly likely. Also, failure of the domestic credit coefficient
to equal minus one may just mean that it takes longer thaq;one
time period to reach mdnétary equilibrium following a

disturbance. The important point is to estimate a 'good' money

demand function. To take an extreme example, if - the change in

money demand ovef a period is estimated, and is exactly equal to

the observed change in tpe money supply, then, by deﬁinitig;;

the estimated chaﬁge in net foreign assets of the'bahking«system

wiil’be equal to the actual change. Any errors in predicting
’ 4

money demand will be reflected by equal errors in predicting the

balance of payments.

52



Altefnatively} it is possible to'estimatg the'ﬁoney demand:
function separately and then plug it 7iﬁ£6 the reserve flow
equatioh iﬁ"order to estimate changes in net foreign reserves.
This const;ains‘ the'aomestic‘credit coefficient to be minus 1,
thereby Vassuming money markét Vequilibrium. Any ,e;fors -in
predicting the balance of payments yiil then refiect random’
efrors in the money demand function or miSSpeéificatiQn of that
function.v Running tﬁé reserve flow model directly,.and testing
whether tﬁe domestic credit coefficient is significantly
different from minus one, would enable one to determine whether
it is‘valid fo assume money market equilibrium. The monefﬁ
multiplier can also be estimated directly from demand functions
of various components of money.- Estimating the reserve flow
model directly usually entails the .inclusion of the money
multiplier as a 'known' variable, when it 1is in fact largely |
demandfdetermined. | '

Finally, the literature on reserve flow models seems to
éuggest.'that Ehe monetary approach only holds in‘the Iongvruﬁ
(that is; with all the explanatory variables exoggnousiy
determined outside the economic system). The IMF models show
that this assumption is not a prereguisite for the applicability
of vthe monetary approach.fHowever, it may be more difficuit to
estimate the trﬁe money demand function -if the explanatory

variables are endogenously 'determined within the economic

system. However, the literature on money demand (much of it‘
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summarized in Laidler(1985)) suggests that this has not been

much of a problem, pérticular&y if the money demand function is
specified in real terms. - ) » \\\\‘

In conclusion, it seems that the best approach to take is

to concentrate directly on specifying and testing a money demand

function, as the stability of the money demand function lies at

the heart of the monetary approach. Although ‘a ‘multi-equation

model could be developed. (in which the explanatofy variables in

‘the money demand function would be endogenous),g whicﬂ woulé
allow .for experimenting with different'money demand funcﬁions,
this would add considerably to the séope~of~fﬁf§_fﬁésis.
——Before 'going on to develop money demana functions for
Zambia‘I will first discuss briefly some of the monetary work
ﬁhat has been . done on African countries. This is the subjéct of

Chapter 3 -
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' CHAPTER 3

REVIEW OF LITERATURE -'AFRICA

. The purpose of this chapter 'is to discuss ‘some of the
monetary analy51s that has been undertaken on African economles,
;nclud1ng4Zamb1a. Previous work;mlght prov1de useful gu1danceron
hoﬁ best - to 'proceed in applying the monetary approach to the
balance of payments to the Zambian situation.

Relative to, for example, South American countries (see,
for’e;ample, ed. fHEX:elman (1970)), ‘there has been little
published academic ana ysis of African economies from a monetary
v1ewp01nt. A probable reason is that most Afrlcan countrles did
not obtain 1ndependence unt11 the early '60s, and d1d ‘not have
the freedom to pursue independent monetary policies until then.
There is probably much unpubllsheo material, particularly within
the IMF - a result of numerous m1551ons. AlSo,v if budget
'speech\ and central bank reports in Zambia are anything to go
by offjjials in theserorganizations are'reasonably aware of the
influence on the balance of payments of monétary factors. Actual
poiicy measures taken may be at variance' with this
understanding, but these may reflect political‘constraints. For:
example, restrictions in domesticicredit.creation in - order to
avoid pressure on the balance of payhents may be politicallf

unacceptable
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3.1 Discussion of Literature
Kimaro (1975) tested the Polak model (defined in Chapter 2,

section 2 above) for several African countries, including Zambia

for the years 1964 to 1969. After experimenting with different

R

definitions, he finds that the propensity:to import based on
customs data displays the greatest constancy.

He then examines the ingome velocity of money. (v), for both
broad and narrow definitions. In zZambia, both definitions showed
a distinct downward trend. The coefficient of variation was
distinctly higher than for m.. | |

The Polak modelruses the product of m and v (that is, the
ratio of imports'to money). The product showed significant
variation, thereby casting doubt on the accuracy of the flgures,
the constancy of the ratios, and the the assumptions of equal1ty.
between marginal and average values of m and v.

For Zambia, the reciprccal of mv was in the region of 0.3
to 0.4. As shcwn in the last chapter, this is the long-run
foreign reeerve multiplier (equal to ANFA/A(X+Cﬁ)). Kimaro shows
that the lower the multiplier (the higher the import .money
ratio), the smaller the domestic crest expansion that a country
can afford for a glven increase rn exports, and for a desired
ratio of foreign assets to imports. For Zambia, this means

keeping net domestic credit at less than 50% of the level of net
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foréign assets.? o ) ‘
Rather than regressing imports directly on: the exogenous
variables in the Polak model, Kimaro first obtains estimates of

.

the parameters ffdm the strudtural eguations ;and then
5ubstitutes ‘these into the.reduced form. 1o He estimates annual
percentage deviations of estimated from actual imports. The
‘annual ‘average deviatiorn was about 1.2%. Using a 3 year lag
eguati cn, about 70% of the 1mports were explained 1n the curren;
year with most of the remainder qxp1a1ned in the previous year.
The model‘estinateé imports much better than a variety of single
import equations - the best of which stipulated imports as a

linear function of exports.

One drawback of the study is the very short time period

_ o c
used. Kimaro couid only explain imports in two years (because of

the lagzs involved). A more fundamental drawback is the assumed

~

constancy of mv, when v, in particular, was not constant. As
pointed out 1n the 1last chapter, ‘the assumption that v is

constant presumes 2 stable money demand function. If v 1is not
* Money supply {(Mo) Y/v. Imports are postulated to be in
proportion to income: M = mY. Let ¢ = desired NFA/Imports. Then
desired NFA = cmY, Therefore, L -
NDC = Mo - NFA = Y/v - cm¥, and -

NDC/Desired NFA = (1/cmv) - 1. . . i -1
In Zambia's case, mv is about 2.8, c is about 0.33 so that the
ratic of NDC to desired net foreign-assets is only about 0.1.‘

L

'® He claims to lessen the errors produced by the unrel1ab1l1ty
- of income figures by computing m as the ratio of (M/Mo)/v and v
‘as the ratio of (M/Mo)/m. He cannot achieve this effect as v and
® still have to be computed separately using income figures.

3

~
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constant, and neither is mv, the model ﬁay not -track thé data
well. The "model will not enable us to say why it dld not ‘track

- well, and in partlcular, what the reasons for changes in v vere.

]

As was concluded in thé ‘last chapter it seems better to-
concentrate on ther reasons for changing velocity, -that s,
examining the money demand function. waever, the model is of
interest to policy makers. Even if mv is not constant the @odel
provides a rough guide as to the level of domestic credit the
country can afford relative to a‘ desired stock of - foreign
reserves.j The next 'chapter shows «clearly that the level of
domestic credit in Zambia was far too high in this regard.3‘
'King (1979) examines stabilization policy in Kenya from a

monetary viewpoint. He compares the ability of Simple income

-

-expenditure models and Polak-style models to explain and
predict the . balance of payments, prices and employment.
concludes that the monetafy theory works much better than the

simple income -expenditure model.

''1 estimated the reduced form ‘equation for foreign assets in
the Polak model (equations 5 and 7 in chapter 2.2). A very good
R? of 0.99 was obtained, even using the long run model. About
90% of an increase in domestlc credit was leaked out within a
year. The coefficient for the first term on the RHS was not
significant  in both the long and short long run equations,
showing that changes in export and capital flows do not have a
significant effect on the balance of payments, even in the short
run. However, the magnitude of the coefficient was not :
consistent with plausible values for (1/1+mv) and (1/mv). The
residuals are gQuite large in some years, indicating that a more
refined analysis of money demand,. which allows for changes in v,
might produce better estimates. - '
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Rﬁng's dlscu551on' of the dlfferences ~between the two
approaches is, in part, a red-herring. As d1scussed earl&ef,gthe;nw
Polak and Keynesian models anexanalytlcally equ1valent 1f the

unrealistic and unnecessary assumption that money supply is

exogenous is dropped from the Keynesian model. Also the income
-expenditure model he uses ~ for comparison 1is only the very

simplest kind without any monetary sector whatsoever. Therefore

it is hardly surprizing that 1t does not deplct the real _wotld_

very well. Klng makes some mlsleadlng comments on the conceptual

*

nature of the monetery approach. He says that the monetary .

approach implies that, in'*equilibrium, a change in-domestic

credit is exactly offset by a change in net foreign, assets.

However, it is poséible to have flow money markét eguilibrium (a

change in money demand‘eqﬁ%ls the change in money supply) SO

that the <change in domestic credit does not eqnai minus the
change in foreign reserves. For example,\domestic' eredit' might
increase by 40 milYion .un}ts,r incone‘might increase so that
money demand ‘increases by 20 million units, and money suppiy
‘might alsp_ increase by the same aneunt.' Foreign feserves
therefore deerease’by 20 million units. In general, .as Guitian
(IMF, 1977) points'out; flow monetary equilibrium is consistent
yith any combination of changes in domestic credit and foreign
reserves. T |

_King uses a modified Polak model to . produce a quarterly

model of the Kenyan economy for the_éeriod 1965-1972:
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Y=A+X-M :
Mo - SA = -900 + 1.7Y
M= 100 + 0.4A
A(Mo-SA) =ANFA - V + A(NDC- SA)
ANFA = X - M+ CM + V

— p— i
DN~ N =l
S D e N i

—~

In equations 1 and 3 A stands for domestic absorbtion. SA
is'a seasonal adjustment factor to allow for the bunching of tax
payments at'the end of the year. V is a factor -allowing 'forf

changes in autonomous changes in NFA as a .result 'of SDR

. allocatlons or revaluations of foreign assets. Equation (2) is a

money demand equation, where veloc1ty decreases with increases
in income. Qunatlon (3) expresses 1mports as a decreas1ng‘
function of domestic absorbtlonfﬁrfhls allows for impert
substitutien. As King admits, it is unrealistic as it assumes
that exports have uo import component. |

The coefficients were estimated manually by trial and error.
until ‘the esfimated values of the endogenous’variables were
close to the actual values. He did not use OLS technlques for . a
. humber of reasous, including 1nsuff1c1ent, data p01nts:'
measuremeut errors 1in wvariables, use ef lagged endogenous’
variables = and simultaneous equations bias. He obtalus fairly
accurate predictious of NFA, Income is predlcted with far less
aceura;y. This is partly because income is only available oh an
annual basis. |

King then conducts simulations using different values for

the exogenous variables. He shows, for example, that foreign
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}ésefvé;iéérihe ehd of 1972 were considerably lower >than if
there rhad been no credit adéanced to'govérnment;~6iven*aftarget a
i lével of:fdreign reserves (as a propértion ;Qf impofts)- her'
calchlateS‘ ‘the améunt of éredit expénsion to government
consisteﬁt with the térget.‘His conclusion is that ﬁhekoﬁ;g safeﬁ
fule' féf ~credit expansion to government is that none should be
undé:takéh. | A
Although King's modified money - demand is .more realistic
than Ehé one ‘used by Kimaro,' as it~/éilows for declining.'
veiogjly, it still Qmits 6ther vari;:I;;Tﬁ;GEh*ag“Thterest ra%gs‘
anduéipectéd inflation that mightlaffect money demana (although
these may not have been significant factors over the pefiod heb
was analyzing).Aﬂbwever, one is inclined to be suspicious of_hig
- money demand function, as it implies'implausibly high income
elasticities of money demand (even after allowing for blocked

expatriate money holdings as an explanation).

- Another further comment (which is a criticism of the Polak
model in general) is that domestic credit of the banking system
is treated as an exogenous variable. This is not accurate as’

only domestic credit of the monetary‘authority can be treated as

- L]

exogenous. The model can be modified by introducing a term for
the money. or credit multiplier. However, this |is largely‘
demand-determined and is therefore: itself an éndogenous

variabie. -
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King is criticized by Brough and Curtin (1981). Thei appear

to interpret King as saying'thét bélance of payments problems =

only arise as a result of credit expansion to goVetnment.

However this is not a val}d criticism. A sustained ba;ance‘ of
payments deficits can"only arise Aasw a fesultvof continued
domestic credit expansionvin excess ;of “the growth in° money
demand. Changes ‘in foreign reserves péauéed by cﬁanges‘ in
'fexpofﬁs, ‘autonomous iméofts and capital fiéwS" a;e oﬁiy‘
temporary. Thus the large fail'iﬁ'ﬁoreign reserves in Kenyaﬁi@
1977-78 cah be expléined, at l;;;ENEEFEfiily, in  terms of the
increase in iﬁports resulting from the export bbom~of‘1976. This
is completely consistent with the monetary approach, which,
because it is essentially the samé;‘is also consistent-with the
income determination approach. | |

Brough and Curtin also claim that " the main weakness-in
the monétariﬁzrgggiti9n is the failure to take into account of
any government's need to deal with the kind of real thla.
fluctuations Kenya had to‘ face since 1964 (e.g. climate;
fluctuations in '"import and export prices)". The Kenyan
Government has felt ob}}ged'at times to run high budget defiqitéﬂ
financed by «credit ;ibansdon, in order to stabilize incomes in
‘the wake of.balance of payments disturbances. The b;iticism is
invalid, as the monetary approach only addresses? via its bolicy
iﬁp}ications, what policy’measures’are needed to correct balance

of payments problems. It fully recognizes that a fall in.credit
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expansion to induce an increase in foreign reserves may cause a

fall in incomes. A government must use other measures in its

htoolr kit -ifrit wants. to stabildze both incomes and the balance

of payments (see also Polak, Argy (1977)). 7 T

" If the monetary approach is .to be useful the monetary
authority needs to be able to exert control ‘Over the money
supply. One implication of this is the necessity ofyaistable-and
predictable relatlonShip‘betweengthe money base and the money
stock. Bolnick (1981) investigated the behavour of the proximate
determinants of +ithe money supply 1in Kenya. He shows that
variations in thermoney multiplier have been large relatryesto
changes in the money supply and the base. He f1nds that the
banks' reserve ratio has shown much greater variance than ther
public's> currency ratio,. and that the ;sens1t1v1ty of the
multiplier to changes in the reserve ratio 1s half aoain as much
as for the currency ratio.

He then 1looks for explanations for changes in the reserve
ratio. He rules out interest lrates and inflation as being
important as both ‘these variables were lou and showed little
variance during the per1od under study (1967-1973). -One possible
hypothesis was that bank 1end1ng 1s determined by credit demand
which is itself a function of import demand. However regresslon
analysis did not support this hypothesis,'possibly because some
imports were financed by overseas credit, or possibly because

- imports were financed by running down money balances.

63



~ Another possible hypothesis tested by*Bolhick was that the
?eserve ratio varied with fhe,éfrﬁcturé of deposits. The higher
the ratio of time and savings deposits £6 demand deposits the

lower the likelihood of sudden withdrawals and the lower the
raﬁio :of excess’ reserves' to deposits' needed (Diz, ‘(édt
rMeiselmah,‘1970),Aalso advan¢ed this hypothesis for Argentina),
: HoweVgr;, he found no significant relationship. He aiso tested

" the pbssibiiity that tﬁerreserve 'ratioQ vas affected ‘by lags

bétween chénges, in reserves and bank lending. The historical

evidence seehed to support this, as,chqhgeé in the multiplier

tended to dffset changés in base money in_its effects on honey

supply (Diz also tested a similar hypothesis). He found a

significaht’ relationship, particularly when the'reserve‘ratio

was adjustéd for changés in the legal reserve ratio. HoweVér)

the'results were ambiguous as the actual reserve ratio tended to
move, perversely, in the opposite direétion from ’theb legal

reserve ratio. L

Given the inabiiity to explain adeduately ,changes in ‘the

reserve ratio, and the éhanges in the currvency ratio (which he

" does not try to explain) he conclﬁdes that control over thg
rmoney‘supply is imperfect, giyén éontrol over thé baSealHowever,

his conclusion is perhaps p:ematﬁre. First, ﬁe does not analyze

‘the determinants of ' changes in the currency ratioc (which also

significantly affected the multiplier, although to a much

smaller dégree than the reserve ratio). Second, he does bqt
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~
adopt another practical approach to the matter (as Diz, 1970,

— S

does), which is tovang;yze,the demand-fé?xfﬁé ¢ompqﬁénté ofi the
ratios k(giﬁher in terms 6f_curréqu, reserves and depoéifs,”dr -
in terméAof deposit-inclusive money and baselmoney).,Third,  usé
of annual data (which-he did not have.enough'bf),might reveal
different conclusions; as the multipier might be more stable on
~an annual\?asis.
He algg\dischsses difficuities in conifrolling the bése.' Hé
"claims_that it is difficult for the monetéry authority to offset
the endogenously (tﬂrohgh the balance of payments) determined .
part of the money - base. First, opén market operationéiére
.iméfgbtigable,"given the limited market for government bonds.
Second, ‘;elling financial instnhments; such as Treasury bills,
to banks is, ineffective -as tﬁese can readily" be discounted at
the central bank. Third, he claims that the domestic'portion of
the money base is determined'endogenousiy By the 90vernmént‘s N
f}hancing requirements. o - ;_,afﬁf V

These a{guments lack force. Boinick does not mention the
ability of the central bank to‘vary the legal reserve ratio to
offset the liguidity effects of -balahce of ‘payments o
distufban;es, and the potential discounting of Treasury bills.;

Although the Treasury's financing requirements might nullify

such actions, in principle the domestic component of the
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monetary b&SE\ is a policy variable.'? Also, the reason why open
market operations are impracticable 1is probably not because
there 1is a limited market but because interest rates are not

o

subject to market forces. i

’Grupel and Ryan (1979) (GRJ test a reserve flow modeinof
‘Kenya's balahce of payments, with the variables inb growthl.fate
form.'Theif estimated equation is:

" (R/H)gr = 0.143 - 0.92gy + 0.57gP + 0.15gSE - 1.43(D/H)gD
(1.32) (0.11) (0.06) (0.76) . (6.7)

2 R? = 0.95 . . DW= 2.29
The s;mgol 'g' 1is a growth rate. The coefficients are

elasticities. R is net foreign assets, y is real income, P is a

price index, SE is Nairobi's Stock Exchange Index, serving as a

proxy for asset yields, and D is net domestic credit. _The money

L

. multiplier is missing as the authors recognize that it cannot be.

estimated ‘independently ¢f money demand.
GR claim that the results show that continuous balance of
payments equilibrium is assured if D is varied so that the base

grows at the same -rate equal to that of real output growth,

given exogenously determiﬁed disturbances and a stable money

multiplier. They <claim the money multiplier is stable on an

annual -basis, based upon the following estimated equation:

e - —— - ——

"2 This becomes obvious in the course of negotiations with the
IMF, '
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1nM2 = 3.8 + 0.561nH + 0.104T o
(15.5) (15) (19.4) _ :

R? = 0.99 DW = 1.47

14

- where T represents trend. o
They also claim the money demand function is stable and

&

predittable based.upon an. estimated eguation:

InM2 = 5.0 - 0.11nY + 0.183P + 0.311nSE + 0.162T
~ (2.3) (0.15) (0.24) (1.9) 3.5)

_{
-

R = 0.99  DW = 2.33 N

A numbefv‘of critical comments are,in"irdér. First, a high
R? for the resérve flow equation (the firs%_ of GR's _eguations
above) does not brove anything. A high R;;is almost inevitable
because of the bank balance sheet idéntitx:ffparticularly when

changes in D and R are very large relative ;6>money supply). The

important factor is the money demand - function. When estimated

within the reserve flow equation the coefficents on the money o

demand variables are very unsatisfactéfya‘Thersigns pn y and SE
éfe' contrary to expectation, and are insignificaht.’The sign on
P is positive, as expected, but does not indicate thatl demand
for nominal money’is proportional to money balances as expected.
The coefficient on D is much higher than the hypothesized value
of -1. If anything one would expect it to be lower if actual
money balances had not had time to adjust to desired balances
within the time period. A higher coefficient might be‘possible
P
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if tééfé i; réyégse causality befween fo;éigh’reserves,;hg money
demand and domestic credit.u Thisr may indicate éimﬁiiéﬁégug
equations bias. As noted, however, ih footnote 5 in Chapter 2
Connolly and Taylor (1979) consider that"any. such bias .ié
unlikely  in developin93 countrieé. A more plausible reason is
correlation betwéen domestic creéit~ and tﬁe omitted moneyw
multiplier variéble - an increased demand for credit is likely
to be‘associated with an increase in the money multig}ierfzﬂé§/
excess reserves may fall,f.The low coefficients on the money
demand variables bgd;d indicate multicollinearity with domestic
credit. However;~¥éR‘s money demand function, when estimated
~ separately, is éfSo highly unsatisfactory, with the signs
showing little difference from thé,;eéerve flow model. The high

R? is entirely attributable to the time trend. As fhe key to the

monetary approach is a good money demand. function GR's results

would lead one.to,cénclude that the monetary approach is not

applicable to Keﬁ&a. However, the results are so bad that one

suspects that‘thererwas somethingrwrong with the specificatién,‘
or econometric pEocedureé, or both.

Second,. a high.;Rz doés not guafantee a good year to year
fit..Althouéﬁ GR are optimistic abdut their results, their gréph,
compéring actual and estimated values show large errors in some
years (Killick (1983) also makeé this point), reflecting,.in‘

part, errors in estimating money demand.
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Third,vGR left out the money multiplier as ‘an explanatory

livariable.‘:While the reason for doing so is valid (namely, that

it is determined by the same variables explaining money demand) |

it is nevertheless an omitted wvariable. This creates

‘autocorrelation problems in the errors, and biased variances of

the coefficients, making the results harder to interpret.

\  Fourth, the estimated money supply functidn is highly -

questionable. A time trend accounts for much of the'explanation
of money sdpply, which disguises the'aétual factors accounting
for changes in . the money supply. The eoefficiént;on H implies
that changes in the multiplier also account for much. of .the
.chahge in money supply (as Bolnick, (1981) poinés out).

Fifth, GR conclude frcm their work that Kenya's. balance of

payments imbalances are almost solely the result of deliberate A

monetary authority actions, implying that the authorities oniy

.needed to vary credit sufficientiy to bring about balance.

However, as noted several times already, other factors are

responsible for payments imbalances. As GR admit, the high-

surpluses of 1976 and 1977 were the results of high coffee
prices. Killick (1983) attributes the surplus 4n 1975 to a
lowered demand for imports in response to higher imporﬁ prices,
and the 1imposition of import coﬁtrol. The dissipation of the
surpluses in 1977-?8 can be attributed to 'higher imports

foliowing higher . incomes. It is true that the balance of

payments could be kept in constant equilibrium if the monetary
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authorities could immediately alter the quantity of domestic

assets to offset changes in foreign reserves. However to do this

they would need a very accurately specified money demand .

function, and would need to know the true dinks between base
) -

money and the money‘éupply and bank credit. GR's results, which
aré"hot.refiected in their conclusions, indicate that iﬁ wodld
be e£tremely difficult for the Kenyan monetary authorities to
manage the balance of paYments in this way.

§illick {1983) also comments on GR. He points out the

importance of the dindustrial and price structure. If full

employment income is no longer compatible with balance of

payments equilibrium because of, for example, declining terms of -

trade, structural changes need to be made in order for full
employment to be attainable at balance of payments equilibrium.
This is'a valid point but, of course, does not detract from the
monetary approach. He doubts whether key parametefs, such as
those in the money demand function, the money multiplier, and
the import function are sufficiently well-behaved enough to
permif-accurécy in short-term forecasting.

Paljarvi and Russo (PR), part of the IMF téam to Zambia
during the 1978-80 Standby Program,.producedvd detailed study

(1879) of the demand for money, credit ceilings and the balance

of payments in Zambia. In summary, they find sizeable prediction

_errors in estimating money demand functions, which imply large

errors in predicting changes in net foreign assets,
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given a predetermined credit ceiling. If the credit ceiling is
. on tﬁe dé;estic assets of the monetary authority only, there is
extra er;or in predicting.the balance of payments outéome, as'~a
result of the error in predicting total credit expansion’
(arising from the %rror in p:gdicting  the credit mgltiﬁlier).
Because .base money tomprises a much ‘smaller‘%proportion of
‘changes in for;ign assets than deposit-ihclusive money, errors
in predicting the demand for base money may not imply such 1afqe.
erroré_ig predicting net foreign assets, if'a baSe money demand
function can be aecurately 'sbecified. They conclude that the
demaﬁd {or‘baQe,money épauld figureh‘far' more imss?tantly in
£11anc1a1 programm1ng - |
PR first attempt to estlmate money demand functlons, bgsed
on quarterly data from 1966 to 1976. They‘~ex:lude dehédd
:débosité of the government-owned copper mining companies, on éhé_,
gro;nds'r;hat these can Be“qorg accuraiely derived from théir
}deiailed financial préjections; They assume that the public"s
" demand for real balaﬁfesl is a functicn of real income andv
expected inflation. The latter proxies for the opportunlty ;ost
of holding money, given the lack of alternatxve'assets to;money
apart from real asséts.‘lntereﬁt rates are not included as an
explanatory - variable, perhaps because these showed very little
- variation’ OVer the perzod under study An adaptlve expectations

formulation is wused for prices and ‘incomes, which implies a

lagged adjustment of des:red balances to actual values of

A
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incéEéS'andAprices.‘;’.ZﬂoweQ;r,‘;slfPR admit, this mechanism
assumés that expectations concerning real income and prices are
formed in the same way and that adjustment takes plaqe at the
same constant speed, :which is  not necessarily vélid;
particularly during times  of insﬁaﬁility. Ther adaptiQe
expectations mechanism also lacks ratibnality as it doés ﬁot
provide ény mechanism for adjustin@‘ the way expectations ére
formed if Fhey are often wréngﬁ Too muchikeight‘tends to be
gfven’to past values and not enéugh to current values of the
‘'variable and any «cther relevant information (such as new
government policies) (see Attfield, Emery and Duck, 1585).
Howe?er, the adaptive ;xpectationé mechanism may gork betfef'on
guarterly data, és the past values used £0r'£orming egpectatiohs,
are still fairly recent. PR did not have annual data to work
with. A | '
*'The -equation they és;imate for M1 (publicly held czsn hlus
demand deposits less mining cbmpany deposifs) is (t wvalues in

brackets):

Ln(M/P) = 0.6 + 0.741n(M/P)_, + 0.261nGDP - 2.01n(P/P.

)
Y/

’ (10.5) (2.83) : (-2.86)
R? = 0.92 SEE = 0.062

This implies a long run income elasticity of

'3The adaptive expectations,mechaﬁism is ﬂescribéd in the_f
Appendix ‘ ‘
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un1ty (=0. 26/(1- 7ﬁ5l{”§lfiing the same equation to time and

sav1ngs dep051ts y1elded'

: Ln(TS/P) = 0.271 + 0. 96ln(TS/P)-, - 3. 11n(p/p-ﬁ)
| (2.3) (=2.3)
R? = 0;96' SEE = 0.106

fﬁe,adjuSEment pa:ametef‘in,the' second equatiOn' is muén
.smalle}, (q,04), whicn, according téiPR, may reflect theAsmaller
transactions EOnpenent in tlme and savinge deposits. GDP was npfl
;signigicant in tnessecond equation. One reason that PR advance
is that ‘intensif;ing exchange x;estrictions and increasing
~liquidity after 1972 ‘caused Va 'shift into time and savings
,depos1ts, which dom1nated 1ncome changes. However, they also say
) that the small 1nfluence of real income is 1mplau51ble, given

"the usual presumption that money ° demand tends to .be' h1ghly

I T

income elast1c,. They say that data could be a problem as 1ncome
figures are only available annually, are subject to measurement
error, and are frequently revised. They interpolated the annual
'series using copper pfoduction and manufacturing _output aé
benchmarks. However, thia would only produce very rough
estimates of quarterly income.

VPR do not mention that the1r econometric pro cedures are
open to questionf An equation with an adaptive expectations
mechanism has a moving average -error structure. PR use the
Cochraine-Orcutt procedure to correct for this.- However,

strictly speaking, it 1is only valid to use this method for an
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autoregressive error -Structure: Moreover the estimators are
inconsistent as the lagged endogenous var1ablei‘{sf7correiated -
with the 4lagged error term, which is also Correlated with the(
currentrerror term-(see Kennedy, 1979). Therefote”the est‘mators

. are biased. Thief may not in fact be a problem 1f the equatapn'
estimated actoally .contalned a- part1a1 adjustment process,

whereby 'actual balances adjust by a fractlon of the change in

desired balances. In this case the error term is spherlcél The

’

estimating_ equation is identical for both ﬁormulations,.so that
without knowing what the estimated error structure was ﬁor PR's
work, it - is difficult to know what the adjustnent’coefficient '
represents, '° |
PR estimate a demand for base money equation, u51ng the
same explanatory var1ables as for other kinds of money Th1s is -
justified. Currency held by the public depends on the same
variables. Exoess bank reserves should vary with the opportungty
cost of holding money, and,required’reserves are derived from
demand deposits, which are a funct1on of the same variabies’ aS'
in the money demand function. They’ adm1t the formulatlon could»‘
' be improved by explicitly adding in reserve requirements as an
explanatory variabie, and introducing the discount rate;roryloan
rates, They leave this to future research. The equation they
Y

obtain is:

—— e — e e em e -

'*Laidler (1985) discusses adjustment mechanisms. His views are
outlined in the Appendix. .
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(5.0) (2.0) ¢ (2.5)

R?Z = 0.9 SEE = 0.07

The long-run -income elasticity is 1.66, which is co
higher than fpr“the other elements of -money, and, fu

is. more in accordance with expectations.

PR obtained prediction érrors by running the model for the

first few years only, predicting one year ahead, reru

* Ln(Mb/P) = =2.6 + 0.71n(Mb/P)., + 0.51nGDP - 2.1(1nP/P.,)

nsiderably

rthermore,

nning —the .

model and pred1ct1ng for the next year, etc. Average prediction

errors were 5% for base money, 9% for Mi1- (other than m1n1ng

company. dep051ts), ' 15% for time and savings deposit

~for mining company deposits (estimated by a separa

unsatisfactory -. equation). . Base money clearly per

A best. However, when the different elements - of m

s, and 48%
te - and

formed the

oney were

cbmbined into M2, the errors were. much smaller. They also found

the average annual predlctlon errors “-be smaller
Quarterly errors, 1nd1cat1ng -some offsetting durin

(although this was not the case for base money). The

the shocks introduced in that year through intensified

and trade restrictions, and a 20% devaluation agains

The underpredictions indicate a possible wupward shif

<
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than the
g'the»year

prediction

exchange

t of the

errors were large and negative for 1976. PR attribute this to.



moneyr deménd curQé in ;esponse;i%% théset factors. Ahofher
possible reason - for. ther‘uhdefprediction is ‘that* thé iafge
in¢rease in the gbvernménq budget defiqit that yeér may  have
caused an excess money supply that people had not fully adjusted
to by thé‘end of 1976; PR added a-dumh? variable for 1976, _ and
‘this considerably:réduced_the prediétion error. ; ‘ A
| 1 haQe a number of comments on their work on money .demand.
First, Ph do‘not eXperifﬁyt with real GDP,adjusted-fof £he;terms
of trade as an explanatbg} variable (at ,ieast,' they "do not
mention “such uexperiments).ithis gives a better measure of théh

purchasing power of nominal income than real GDP.'® S

Second, PR do not use interest rates as an explanatory
variable. This is perhaps:because interest rates showed little

vafiability,before. As discussed in Aghlevi and Khan (1977, and

3 . . \ - . .
"Section 2.2 above), and Laidls;'(1985) it is usually valid to

use both interest rates and expected inflation as ‘explanatory
variables, unless nominal interest rates fuliy reflect expected
inflation - which was wmot the cdse in Zambia, as will be shown

in Chapter 4 (also see Diz,'1970); ’ o ‘ . -

Third, they do not consider the possible . effect - of
population as: an explanatory variable if the income elasticity

- ———— . - — v — -

'5 Real GDP does not necessarily reflect changes in the
purchasing power of exports in terms of imports.as a result of
changes in the terms of trade. These will affect real income, in
terms of purchasing power, even if real output of growth and
services stays constant. For a discussion see Harvey (1977).
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of ﬁoney demana is not equal to unity. Friedman (19%9)j
demonstrates thié point}‘He expresses pef'éapita ;E;éiﬁﬁbaiéﬁEeS“'
:as a fﬁnétion‘ of per capita real income (assumiAg that money
d;maﬁd §r0ws‘iﬁ'propbftioh‘to popUl.tion): | N

- M/NPV='7(Y/N§)6 ' | |
so that - M>

o 1-8.8
.m*= 9N Yy

1f G'doesAnot qqual oﬁe,'thgp populatibn,should enter as a
separate vafiable, if money ‘demana‘is estimated in aggregéte
terms. in‘econom;c terms, -a fall in‘real income per‘capita leads
to- an equal percéntage fall in'real balancgi per capita.if )
equals”unity. The perceﬁtage change in total income equais the °
percentage change in real balances(‘If the incbme elasticity is
greafér than oné} a fall in pér,qapita income due to a risé in
population will cause a fall in the naemand for ;otal reél
balances, eveg if total real income stays the same.

-‘Fourth;‘ although PR did not have a long enough time series
to estimate money demand functions based on»anﬂual data, use of
annual data would. be preferable. This would avoid the use of
questionable proxies fér real income, aad might avoid. the;'heed
to wuse ad ﬁoc expectations formulqtions, with the restriétive
assvﬁptions and possible econometric difficulties these imply.
From the policy point of view a gquarterly model fécilitatgs the
setting of quarterly credit ceilings Qith a view to attaiﬁing

predetermined balénce of payments targets. However, the -lack of

k 77



accuracy with which a5hg§'a§m566“556'be predicted on a quarterly
basis casts doubt on thé merits of this process. An .annual
credit cgiling, based ‘in a money demand function derxved from
annual data/ might achieve more accurate results;“ B

PR then examine the stabi{ity of the'link between base
money and tha - broader monetary aggregates, inclﬁding bank”
credit, «They find significant differences bétween'the growth
. rates of base mdneyr and each, of the other variables,' and
considerable variation in these differences,”.indicating.
instability in the multiplierg..As domestic credit_ is the policy
Qariable, they examine in detail the bank credit multiplier.

This is defined as the ratio of commercial bank credit to base

money. In symbols it can be expressed as: '€

(t +e-r - f)/(c + ) - , A

where: ¢ = ratio of publicly held currency to total bank
deposits,

r = ratio of total commercial. bank reserves to total
deposits; , ‘ ' -

e = ratio of 'other items net' to total bank deposits, _
f = ratio of banks' net foreign’ assets to total bank
deposits; ’ _

They find that the .contribution of these ratios to changes

~

. " ¥
'6 Derived from the balance sheet of the commercial banks:
Bank Credit + Reserves + Net Foreign Assets = Deposits + Other
Items Net,
and the expression for base money: H = Publicly held Currency +
Bank Reserves; and then dividing each element by Deposits.
Alternatively, Other Items Net can be consolidated with Domestlc
Credit so that 'e' disappears.

<=
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“in the mulfiplier‘vary considerably eaéh,year.‘7' Assumy ~that

the growth rates of these components are normally .distributed

random variables/PR show the confidence limits for chaygiges

bank credit, for éhahgés/ in each component, given ch
base money. As the annual vafiation'ihrthe ratios is. high,
éonfidénce lﬁmits are very wide, indicating that it may be ve
v difficult to predict bank credit\accurafely,- 7 |
N PR admit that they ‘have not attemptex to explain éhé
variations in the ‘component ggtios, as  impliéd by " their
assumption that they are random variables. They sug§est that the
ability to pfediét these variables, and thergfore the money and
. credit ‘mulgiplié}s, could be significant}y improved by

developing and testing hypotheses about their behaviour. Diz

(1970), for example, does this using Argenfinian data. I shall -

-

—

c o . ' . L R
discuss Dlz'fqork more fully in Chapter 6. - e

3.2 Summary and Conclusions

Teo daté€ the monetary work on African economies  has' been
Yimited. This chapter has discussed the work of Kimaro, King,
Bqlnick,(GrubeE and Ryan, and the IMF. Kimaro (1974) and King

(1979) —develop Polak-style models of the Zambian and African

N

economies respectively. While they are interesting simple macro

-————— - — T - ——

'7 Changes in the credit multiplier (b) can be represented by:
db = (8b/ér)dr + (8b/éc)dc + (8b/6f)df + (6b/ée)de + interaction
“terms , ,

-
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models from which impaftéﬁfjpbiidy conClusibng ‘cah be drawn,

'they are essentially similar té income absofbtionvmodeisj~as'"”*‘4
shown in_ChaSter 2. The§,dornot focus on accurate sbecification
of money demand functions, which are the heart of the ﬁonétary
approach. Because they either assume veiocity to be éonsfant‘(as
in the case of Kimaro)‘or‘ignore other»explanaﬁoty variables,
while postulating an implausibly high income elasticity for
maney balances (as in the case of King) their estimates ofstﬂé"
balance of payments are probably not as good as they could héVe \
been withl more research into money demandf Also both models

would probably fail to track the balance of‘ppayments well in

latef years when interest rates and expected inflation may have

played a greater role. Another criticism is that they ignore the
' ~

role of the money multiplier, which is partially

demarid-determined in the same ﬁay AEWEBHéy"demand.,

Bolnick <concentrates on the mdney,Suppiy(process in Kenya.
He examines the determinants"of the changes in the money
multiplier, . specifically the reserve ratio. He finds this to be
quité vériable and contributes significantly to the variation in
the multiplier, which in turn significantly affects the
.variability of thé money supply. He tries"to explain the changes
‘in  the reserve ratio’in'terms of factors such és credit demand,
tﬁe ratio‘of time and savings deposits to demand deposité, the

rate of change of reserves, and the legal reserve ratio. His

success is limited. He does not try to explain changes "in  the
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currency-deposits ratio, nor does he try to explain changes in
the multiplier by ‘ahalyzing the demand for the " different

components of money that are embedded in the multiplier. There

~are also other factors that he might have included in his

N

equation for the reserve ratio,'éqéh as én interest rate, or the
rate of inflation (as Diz (1970) considers). Howe?er, Bolnick's
work points the way to further research. In Chapter 6 I conduct
similar erk in theuZambian‘situation.

Grubel ahd-Ryan (1979) estimate Kenya's baiance of payments
in a'fesefve flow model, and estimate separately a money demand
function. The resulfs they obtain are not good. They claim that
theirvrmodel fits the Kenyan situation well, although their

results do not support this.claim. Their data and econometric

_ procedures are -suspect as it is difficult to rationalize the -

estimates they derive for the money demand and domestic
coefficients. They do _not analyze the'monéy subply process,
except in very general terms, even.though their results indicate
that the money multiplier is unstable.

Paljarvi and Russo of the IMF examine money demand and

- money sﬁpply in Zzambia in the context of the balance of

payments, Their work is limited partly by lack of annual data,
which forces them to use guarterly data invo&ving guestionable
groxies for real income. They also use an adaptive expectations
mechaﬁism, which has both empirical and theore£ical

difficulties. They do not use interest rates as a separaté

Ry
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explanatory variable, paﬁtly because . interest ‘rates showed

littie variation during their sample . berioa.ﬁhowevér; théré j7ﬁ4447
woﬁid be jugtification for using this as a Variéble for 'fufure'
‘research. Their resulfs shdw considerable prédictionfe:rors in
‘their money démand functions, although thése are lower:-for  base

money, and are lower when averaged out -annually.

®

They‘;lso analyze tﬁe moneyl supply procéssﬂ' specifically

j

the bank credit mﬁltiplier. They show that tgg multiplier has K
shown considerable wariation as a result of fchanges ~in the %

' component ratios. 'However, they do not analyze reasons for

3 P R

changes in these ratios. _ h o
Paljarvi and 'Ruéso 'for the‘hoétvpart fecoénize possible”f
difficulties in their -work, and suggestv areas of  further:
research. Specifically, they suggeit thaf‘the demand function
for base money should receive more attention, qand‘ ~that;’
empi;ically‘ testable propositions explaining chénges in the
money and credit multipiers should be developed. ‘
Chapters 5 and 6 of this thesis largely continue from where e
other researchers into monetary factors in African economies
havé left off. Chapter 5 focusges on the estimation of money ¢ -

demand functions, and Chapter -6 focusses -on explanations of

changes “in .the money multiplier. Before 'we cTome to these

°

chapters\howeQer, Chapter 4 provides a brief description o( the

economic processes affecting money demand and supply in Zambia. )
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CHAPTER 4

THE ZAMBIAN ECONOMY

%

.lThis chapter describes the performance of the Zambian
economy with ,particular bemphasis on monetary facters,‘ the
vbalance of payments, and var1ables e11g1b1e for inclusion-in a
,money(demand funct1on~ ThlS provides the basis for the emp1r1ca1_—
work in the follow1ng chapters. Knowing what happened 1n‘the
economy o?er the period of:Zambia's hiatory will? for instance,
make-ip easier to‘underatand‘reasons for shifts in, or movementa
aloﬁg the money demand function, and ultimately to interpret the

changes in Zambia's balance of payments,

t

4.1 Overview of the Econcmy
Zambia 1is a landlocked country\of some 6 million.people in

Southern'Afriéa* bounded by Angola and Nam1b1a to the .west,

~ Zaire to the north, Tanzania, Malaw1 and Mozamb1que to the east,

and Botswana and Zimbabwe to the sogth. From 1953 to 1964 it was
part of the Federation of Rhodesia and Nyasaland, and was known
aS‘Np:thern\Rhodesia. It became independent in 1964.

| «The copper mining industry has ‘been a large contributor to
GDP throughout Zambia's econom1c hlstory. It has con51stently
prov1ded. 90-95% of Zamb1a s export receipts, ana betweep t5 and
40% of GDP, The agrlcultural 1ndustry has grown but still . only -

contributes about 15% of GDP.
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The Zambian economy grew rapidly from i965'to 1969, 'The

.balance of payments situation was healthy. The economy stagnated-

from 1970—1972 and 1ncurred 51zeable balance of payments

defic1ts in 1971 and 1972. Both economic growth and the balance‘

of payments improved in 1973Aand~1974. In 1975, copper prices
collapsed, and the teérms of trade detefiorated by 50%. The terms

,
of trade have deteriorated. nearly every year since then. The

economy has registered zero growth since 1975, and per capita

incomes have fallen significantly. Zambia has incurred large

overall balance of payments in every year since 1975, with the

»

exception of 1979. The level of domestic credit has increased

rapidly since 1975, mainly as a result of the gove;nmenl's 7

financing reguirements. The rate ~ of pgice' ihcrease has
accelerated since 1975, .

Zambia is' one of the most urbanized countries in Africe,
~although some 70% of the populetion still lives in ‘the« rural

areas. Like most LDCs there 1is a wide variation in income

‘e J g -
‘levels. Incomes have tended to be higher in the -urban than -in

the rural areas, encouraging a rural-urban drift.

4.2 Income
Table 4.1 summarizes the composition of .GDP.. Copper m1n1ng
has always been a major element of the economy. Its contrlbutlon

Qgg GDP fell- 51an1f1cantly, however, from 50% in 1969 to 15% 1n
19 3'

refngylng both lower copper prices and productloan

a\l /';

-
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Agr1culture s. share of GDP has been small Hoﬁever 1ts share

xncreased from 6% in t969 to 14% in 1983 partIy reerct1ng

del1berate government policy to 1ncrease agr1cultural

_product1on.,Maqufactur1ng 1ndustry 1ncreased rapidly unt1l 1969

\ Its contribution to GDP has been in the range-of 20~ 25% s1nce

1970. Serv1ces as a proport1on of GDP have r1sen s1gn1f1cantly, o

lfrom 28% 1n 1969 to 48% 1n '1983. : . . T/*”“\\ o .

Table 4. 2 shows the compos1t1on of expendltures in terms of

¥,

‘percentages of GDP. Consumpt1on 1nclud1ng government .

consumpt1on, has 1ncreased its, share of GDP s1gn1f1cantly,

rrs1ng from 58% 1n 1970-74 to 90% in 1980 82 The share Qf Net_i

Investment in GDP fell from 33% in 1970-74 to 15% in 1983. .

':Savings,_including government savings, fellﬂfromldz% in 1970f74,”

\,
3,

to 14% in 1983. Exports, as_a proportion of GDP, fell from 48%
. o N o . . 'R‘ PO CT

in- 1970-74 to 33% in 1980-82. Imports rose;fromr39% to 42% over

the same period.

“The increasing propartion of the service industry ‘in
Zambia's GDP, and the declNning ratios of fﬁbestment,isavings

" and exports 1mply ardeterioratinguecenomicrsituation;aThis is

shown in Table 4.3. Real incomes increased rapié&y at first. In

per capita terms they have dec11ned since 1970 There are

various reasons for -rapid increase in. 1ncomes 1n the 19605

- {see Seidman,1973; Elliott, 1971; Jé&ly and W11;1ams, 1972;
' v ‘ o T : :
Harvéy, 1971; Bostock and Harvey, 1972,: Harvey, 1977), First,

_ zambia ehjoyed high copper prices and a favourable balance of
| \ ices & f |

-
A

8s



Bl ’ S o R : ’ —

pé;ﬁénts during this period. Gove;nm;nt development expenditures
'uerei}abl;‘ to inéreaéé rapidly‘uithopt punning,int&%ﬁélahceroiff—m—lf
payﬁents'fgnstraints, and'aé a fesﬁlt‘of h{gh revenues stemming '
from large mihing: company profits, :ariSing fndﬂ‘high copper

prices.  Second, the iiambian‘_:Gowgrnment' acquired, - at . -

<@ ;

independenCe; the4mineralrf0yalties fhat had prebiousl§ accrued

to the British South Africa’ Compahy, -and which had ~lafgelx{
flowed jbut gﬁ;‘}he‘ céﬁntr&;'»Tﬁéée also‘helped\to;financi;the»"~
rapid rise in goiéhnment expenditures,'Third, the'nedigévernment  .
inhe;jted, ghe tax reVeRQés that héd previ9u$1y~accr§éd Fé the
,v;Fedérai Government, based ih Southern Rhodes;a,;not all of which - -
had been —spent—in Néfthern Rhoéésia.'lt was also able to tax |
impérts from Soutﬁern~ Rhodesia. '® Fourth, ;hé ‘ Unilateréiw
Declaration of - Independence (UDI) by Southern Rhodesia in 1965
resulted in the United Nations approving ,ecqﬁomic sanctions
against that counﬁfy. This factor, combined with the tériffS‘oh‘
Southern Rhodesian goodé‘fmadé possiblé - by  Independence,
stimulated the . large increase inithe manufacturing industry,in
Zambia. The p;oportion of manufacturing industry to éDP ﬁearly
doubled over this period.. Fifth, large \wage increaéeé were
granted over this‘period as a matter of gOVernﬁent policy.‘These;

—— - ——

'® Faber (1971) estimates an increase in government revenues 'ng‘
from the cessation of interterritorial transfers, recovery of
mineral rights, and increases in copper prices, of around K
(Kwacha)170 million over the 3 years after Independeénce. This
compares tJ total government (Federal—amd Territorial)

expenditures of K60 million ih 1963. = :
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helped to fuel a large increase in consumpriog&\/

e - Table 4. 1

Structure of Production
(8 of current GDP, period averages)

65-69 70-74 75-79  80- 82 83 d
Agriculture . 9 12 15\\ 14 14
Mining ‘ 36 - 30 ° 15 : 14 15 . ‘
Other Industr1es 18- 21 25 24 23 e
Services - . 37 37 45 48 48 .
. - ’ ) ' . - V ) ‘A S
GDP 100 100, 100 100 100 . - L

Tabie‘g.z

Expendituré>
(as % of current GDP, period averages)

65-69 70-74 75-79 80-82 . 83

- —————— —_——— - — - - ———— ————

Income \ 100 100 100 100 100
Imports o 43 . 39 42 42 7‘V§1‘
Exports 59 48 40 23 30
-Consumption ‘ 57 58 77 90 86
- Gross Investment 27 33 25 20 15
(Net Investment) (21) (17) (10) (6) ~ (3)
Savings T 30 42 23 | 10 145

Source: World Bank (1984), and Monthly Dlgest of
Statistics, (MDS) Zambian Government. : -
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Table 4.3

- _ ~ “Real Income =~ =
(K millions, 1975=100) 2

GDP' %ch GDP %ch Inc- %ch Inc- $ch  TOT %ch Pop.

S apc ome ome ) T M1ll
- : . ' pc
65 967 18 261 : 888 v 240 208 3.7
.66 1097 13 289 11 1213 37 319 33 265 °27 3.8
67 1237 13 317 10 1217 0 312 -2 200 -25 3.9
68 1329 7 328° 4 .1348 11 333 7 209 5 4.05
69 1577 19 383 17 1790 33 434 30 268 28 4.12,
.-—70 1397 -11 329 -14 1538 -14 362 -17 241 =10 4.25
71 1398 0 318 =-3 1344 -13 306 -15 166 =-32 4.39
w12 1535 10 339 7 1442 7 318 4 154 -7 -4.53
73 1520 -1 325 -4 1714 19 366 15 203 32 4.68
747 1623 7 336 3 1846 382 4 197 -2 4.83
75 1583 - -3 318 -5 1381 -23 277 =27 100 -51 4.98
76 1652 4 321 1 1516 10 295 7 108 8 5.14
77 1568 -5 296 -8 1399 -8 264 -10 101 -6 5.3
78 1628 4 298 1 _°1397 0 255 -4 87 -14 5.47
79 1503 * -8 266 -11 -1398 0 247 : 1 5.65
80 1556 4 267 0 1269 -9 218 -31 5.83
81 1628 5 279 5 1276 1 *219 -15 5.83

Y .
82 1595 -2 265 -5 1191 -7 198 -10 49 -14 6.03
83 1623, 2 260 -2 1356 - 14 217 10 65 33 €.24

Sourcé: Internatlonal Financial Statistics, :
(IFS), MDS, and Bank of Zambia (BOZ) Reports.

Notes: a) Income = Real GDP adjusted for

changes in the terms of trade. The methodology for

~doing this is d1scussed in Chapter 5.2;

b) pc = per capifa, in Kwacha;
c) TOT = Terms o¥/ Trade.
d) Pop.= population in millions.
There was a sharp fall 1ip real incbme in"1970,. partly

because of a fall in thé terms of‘tradg and’pértly because of a

mining disaster which reduced production. Real income also fell
iriggliz;nbecause of a fall in copper prﬁces. Increases in copper 1wfi
prices aerlayvthe increase in incomes in 1973 and 1974. Copper “;,,U
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Vprﬁces plunged in 1975, while‘import"prices were‘,risingﬂ'faster

- in response.to the OPEC priée—h&ke 0f’19?4 The*SG%ufall*rn*the B

terms of trade underlay the 25% fall in per capita 1ncomes ‘that ’
year. ‘ | A |
Since 1975 real incomes have been staghant ‘and’have fallen
in per capita terms. There was a Significant rise in the terms
?fftrade in 1979, However,rthis was\offset by a large fall iniy
‘mining production; Mininéjprddﬁdtion‘>suffered, aduring ’this
period, from a number of factors, including shortage/oi skilled
uersonnel, transportation difficulties (in part, related:to'the
civil war in- Rhodesia), shortage of inputs arising from a
scarcity of foreign~exchange, and, lastly, decliningﬁore grades.
Another negative inglugnce on real GDP was the ueather,h which
affected agricultural productién Rainfall was excessive from
1977 to 1978, and def1c1ent in most of the followlng years. The:
manufacturing and . construction industries were adversely,
affected by a ahorfageo of imported inputs arisinga frOmf'the
balance of payments yconstraint that. prevailed during these,‘
years, Lastly, as. seen 1in Table 4:2,f economic growtﬂs was
retarded by -the ﬂdiminiShing prdportion 6f GDP going to
investment, a function of the pressure on thefQOVernnent‘budget;
“the balance of payments constraint, and the\’eurtailed_
availability of credix to the non-goVernmenE; sector in many .

years.
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‘1ndustry and final demand and the development of other

meant that the full employment of the 19605 could 1«

sustained without a decline in the 1mport —1ntens1v ness of

opportunities, This called for,government pollc1es.to in
domestic §upply-uhich did not materialize, ~Oor. were slow t

materialize,'9%°

4.3 Balance of PaYments

Table 4.4 shows the balance of payments for Zambia over its

4

history. In brief, net foreign assets of the commercial banks

are treated as a below-the-line financing item, as, - in

e —— e _ W]

'%Government controls on prices Gefe in effect over much of this

period with conﬁ rols be1ng'intens1f1ed in 1971, This meant that
prices have only justed slowly in response to market

- pressures.-Most price controls were lifted at the end of 1982,

The government has been reluctant to use the exchange rate as an
instrument of pol1cy. While the Kwacha depreciated against the
SDR by 23% between the beginning of 1975 and the end of 1982,

and by '31% against the dollar, the terms of trade deprec1ated by
112% over the same period. A more active exchange rate policy

was not developed until 1983 (see Section 4.5 below). The

government has also been reluctant to use interest rates as an

instrument of pol1cy. Interest rates rose only very slowly unt11‘

1983, when there was a sizeable 1ncrease (also see Section 4.5).

- 2%The volume of imports in 1983 was only 32% of its level in

1974, whereas real income was 73% of the 1974 level, 1mply1ng a
large fall in the propensity to import. World "Bank (1984)"
attributes the reason for real income not falling further than

it has to: a)import controls, which have eliminated the import

of 'non-essentials'; b)a degree of substitution of dogest1c
goods for foreign goods, partly in reaction to the foreign ,
exchange constraint; c)deference of maintenance of the capital
stock, and draw-down of inventories, :

90

rn"general, ‘the deélining terms 6f,trade after the 1960Qs
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pr1nC1ple, the monetary authorlty can use them as such The 1tem

arrears refers to unpaid bills that began to accumulate after

1974 as a result of the shortage of fore1gn‘exchange. They cre.

treated as foreign 1liabilities of —the monetary atthortty,
although, in the ‘accounting sense, they are ~unclassified

non-monetary liabilities of the commercial banks. IMF credit is
B ‘ -

treated as a foreign liability of the monetary ahthority as it .

is used specifically to finance above the line items.

The trade balance was high from 1965 to 1969, averaging 23%

of GDP. The reason for the large jump in 1969 was a‘large'

increase in copper sales from a stockpile that had developed in
k ’ h R . :
"earlier years as a result of transportation difficulties

associated with UDI. After 1969 the trade balance became much’

‘worse as a proportion of GDP. The trade balance 'was particularly

bad in 1975, because of sharply reduced copper prices,

transportation difficulties resulting from the civil war in

- | N
"~ large issue of import licenses in 1974, that d1d

not becdme effective until 1975, and a large government deficit
financdd througf the banking system. Thertrade balance was lower
in 197 1978, partly because of low copper prlces, and

partly because o) tranSportation difficulties assoc1ated with

the Tanzanian- Zamblan railway, which led to copper being

stockplled The trade balance improve? considerably in 1979,
maln;y ‘as a result of high prices of copper and cobalt (a

by-product of copper production). The trade balance was negative

: 91 - LT
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in 1981 and 1982, because of low copper prices and a drought iﬁ  ‘ﬁ~\ 
1982, which'necessitatedflarge food imggrts. ‘ Tl ~:'17w1f%¥
N ©
( ™
~

173
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Net 1nv151b1es have 1ncreased sllghtly as a proport1on of

AGDP; desplte attempts by government, through exchange control
measures, to control the outflow of items such as profits,
dividends and remittances.’t However, the buiid-uo“ ot eﬁternal
debt in  the late 70s 1led to larger 1ncreases in interest
payments ahroad.22 ‘The drought of 1980 and 1982\B§ also Ted to
Vlarge outlays onftransportat1on for food imports.

The capital account was generally negative over the f1rst 5

years, reflect1ng, in part, " repatriation of equ1ty by

non-Zambians. The surplus in 1972 part1a11y reflects measuresa

(described 1n section 4. 2‘below) to 1nduce bu51nesses to' obta1n
~ Ry

trade credit from DVerseas rather than domestically, and thereby‘

offset to some extent the current account deficit of that _year.
There was a sizeable inflow in 1974 as a result of government
borrowing, and a change in the method of enpor financing. Thig
more than offset.the oapital outflow ﬁnduced by a policy measure

encouraging the use of local credit to finance imports, rather

__________________ / R ) 7 e.’ -

' For example, a series of measures known as the Mulungushi
reforms were taken from 1968 to 1970 to control outflows by
_expatriates and expatriate-dominated companies. The measures
included nationalization of seveéral large companles,‘lnclud1ng
the mining companies, Further measures were taken in 1971 and
1974. In 1974, the consulting contract with the minority
shareholders of the mining companies was cancelled. Restrictions
wére intensified after 1975. Trade and exchange restrictions are
documented in the IMF's Annual Report on Trade and Exchange
Restrictions.

22 The debt service burden reached the point by 1982, that
Zambia was forced to request a rescheduling of her debts.
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than forelgn credit. There was a 51zeab1e 1nflow 1n 1975 ma1nly E

because'the goyernment asked the m1n1ng-compan1es to borrow $230
million from overseas for balanceVOEHpayments reasons (see PR,
1979). There were large inflows ifn 1980, 1981 and 1932, .
reflecting heavy borrowing by government. | ,‘:; 4‘i1'

The balance of payments deficits ef 1971 and 19721ﬁere€
financed directly out of foreign,exchange‘reserves.'This was no
longer possible after 1975, as reserves were insufficient. The
deficits were financed by a mixture of IMfi t;ﬁlts, accumulatfon
of arrears, and, in 1982 and 1983 by borrowing from forelgn
banﬁe, Zambia used IMFrcredltmto a small degree between 1975 and
1976. A Standby agreement from 1978-1980 ptov;ded some SDR 210
nillion. AN Extended Facility agreement in 1981 provided a

further SDR 320 million. This was scrapped after one year, and

replaced by a new program;in 1983, that provided SDR 60 million

s

that year.

4.4 Money and Credit

Table 4.5 shows the balance sheet of BOZCJTﬂEre was a rapld
decline in net. forelgn assets after 1970, with the exception of
1973, 1974 and 1979. Conversely, domestlc credit (both including
and ekcluding 'other items net') rese rapidly in ?571 and 1972,
and ‘from 1975 gnwards, with the exception of a decline in 1979,
- Most of the credit went to the éovernment. A major factor

underlying - this trend was the declining terms of trade which
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é?bﬂed the profitability of the mining sector, and-cons{derably‘

-

reduced the révenues of thehgoverhment. Since 7{975 ‘the mining
Epmpanies ha;en contributed very littleife government fevenues.
qusre 1975 they contributed between 15 and 60%. Govérnment
eXpenditdres, however, cdntinued to increase aféer ‘!975!

" particularly expenditures on fcod subsidies??, debt servi5e

payments, and defence expenditures?®, The budget deficits that

resulted were largely'fiﬁanced»through th@ banking system. Some

of the credlt also went to the m1n1ng companies as they “were

‘#kpwoduc1ng below <Cost in some yeaﬁf’ Credit to these companies

rose substantially in 1977 and,1982. " ///

’

: . . o
™
™,

]
/

23These were intended to protect consumers from r151ng food

imported inputs used for domestic food production, andspartly
the result of the inflationary pressures created by rapidly
increasing credit to government.

prices, partly the result of increasing world prices gi{jood and .

20_ related to the civil war in Rhodesia.ﬂ
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. The government ¢ould have _avoided bofrowing ‘from'i}n§;¥;

'Lentral bank | bi - cbnsideraBiy r duéing expendxtures' and
rundertak:ng supply sxde measures‘whxch would eventually 1ncrease
revenues Houevetf :n inj tlal effects would have be\z a large R
decline in inndmes 'This presumably )ﬁwas 5 aflxt1cally
‘unacceptabie; although it ,would have ?eligved pressure;qn*thé,
balance of payments. 25 ; e

Thxs has "not aB@éYs beenrthe case, Inkﬁhe early years;tne
: govefnment seemed more concerned about Wmaintéining baiancé of

-—

payments equilibrium then the levels of income. The authorities

were concerned about the small balance of payments vdeficit in*"’

1967, whicn they. attributed . to rapxdly rising government and

R R e e S o A ey

ISAn IMF package includes demand-reducxng‘and (partxcularly in
the case of an Extended Facility) supply-increasing measures. As =
the package includes foreign exchange assistance to tide the
country over the period of adjustment, the drop in incomes is

not as great, and is more temporary, than if the country

restored balance of paymerits equilibrium without any such
financial assistance, and without taking any supply-side
measures. Zambia has found it hard to accept even the milder

"~ deflationary packages offered by IMF programs. An explosion in , ,
government expenditures followed the 1978-80 Standby Agreement. . -
The government broke the terms of the 1981-84 Extended Facility
Agreement within a year. The IMF suspended financing of the 1983
Standby Agreement in January;- 1985. The IMF has .been criticized’
(see Killick, 1981 and 1983) for placing .too much emphasis on
demand-redueing measures and not enough on supply-increasing
measures. This criticism could be levied at the 1978-80 program,
where the performance criteria were mainly restricted to credit
ceilings. A recent Washington Post Article (in Guardian Weekly,
October 6th, 1985) quotes IMF officials as admxttlng they might
-have made a mistake - not 1nclud1ng enough supply-increasing
measures in the performance criteria, and perhaps bexng too
lenient with the demand-reducing measures.

4
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1968-69, and a fiscal cutback in 1969. ;Indeed these measures

N JEU B S

ueré-’ probablyr , unneceasar§ly : conservat;ve,, as -~ ‘the
11qu1d1ty dra1n1né;3ffects St ’the 19677 balance' of lpaynents
deficit were “T*a_‘Tng_‘the rate of inflation and 1mprov1ng ‘the
balance of payments w1thout any need for government action. For
example, the banks were short of l1qu1d1ty in 1968 even before'

the credit squeeze (fo:,comments on this,  see, for"”‘

Harvey, 1977). | - ' B —
' Anothearise’s' from tl:he- enforced repatriation from
© 1969 to 1971 of the profits and foreign exchange{proceeds of the
mining companies. To prevent these from unduly expanding
- liquidity in the economy the BOZ ordered much of the proceeds to
be kept on special deposit at the Bank of Zambia (this explains
the large ;ise in 'Other Items Net' ?n”Table 4.5).2“

In-'1972,v both the government budget and the balance of
payments were under pressure. Although ;he790vernmen£.consideredf
it coulé not redUeeﬂits\own demandfit feit.obliged to enact a
severe credit sqaeeze on therp;§§aaéeaector, and tel force ~the
}brivate»‘sector to seek more fereién financing for its impofts.
(see BOZ Annual Report, 1972). In 1973, speeial, deposits were

called again from the mining companies to prevent a latge{

_________ i

¢ As it happened the mining companies were feluctant to spend

, the money anyway Because of uncertainty over impending
natlonallzat1on. Instead, they invested heavily in Treasury
Bills and built up their time deposits in the banks (as shown 1n‘
Table 4.6).
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11qu1d1ty bu1ld up aSSoc1ated with h1gh copper prlces

The growth of base money pr1or to 19707;;g der1ved from the‘

growth qf fore1gn assets Wthh exceeded the decllne 1n domestxc

credit. The growth in base money in 1971 and 1972 der1ved from

the growth in domestic credit whlch exceeded the decllne 1n

foreign assets. After 1974, the growth in base money was, ;m1th
: _ 5.

the exception of 1979, entirely der1ved from the growth -in

domestic oredit, which exceeded ;the decline in net . foreign

. N

assets, - | ~

Table 4.6 shows the balance sheet of the commercial banker
Net foreign' assets are oniy a small prooortion of net foreign’
assets held by BbZ.rMost of the‘foreign assets received by the
banks are surrendered to Boi, ;ith‘the banks'reteining.enough
for day-to-day operations. | |

Credit to government expanded significantly in 1968 and

1969. This reflectedla desire by the banks to increase their

liquidity, which had declined significantly in previous years as

o

a result.of;rapid economingrowth -;aé evidenced'’ by the rapid

increase in cred1t to the. private sector. Cred1t to government

i

also expanded rapldlx in 1972 as. a result of the latter's-

budgetary requirements. As mentioned earlier the BOZ initiated a

credit squeeze on the p?fﬁate sector. 2?7 T

27Lending by the banks, rather than by BOZ, to goVefnment was
BOZ policy, as bank lending has less of an expansionary impact’
on the money supply. Lending by banks to government cayses money
supply to increase to the extent of excess reserve

government by BOZ causes bank reserves to increase juy an equal
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Private sector credit, grew rapidly in 1970 and 1971.

Causes included a large budget deéficit in 1971,  which

contributed tb ligquidity, the:pélicy,ef iambianization which was

~ inducing the _establiShmént of local firms, the = incréésed L

| stringency of price controls which fedUCed profitvmargins,,a?j/f
good agricultural ‘harQest,b and thg__jnitiation iéf‘,a mining

=~ inVestment program (see BOZ, 1971). : o

)

v

e

— 27(cont'd) amount, and sets off a mult1ple expan51on in the
_money supply, the size of which depends on the size of the money
mult1pl1er. However, the banks still have the capability to
initiate a multiple increase in the money supply, as they can
sell their Treasury bills at BOZ. BQZ could lessen this danger
by inducing a credit squeeze. As PR (1979) point out the banks
were reluctant to lend to government during this period because
of the pegged interest rate on Treasury blllS (see Table 4.8

below).
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Private sector credit declinedrin'197?;§$7gﬂggggigfgg;;ggmi

- credit squeeze. The lafge'increase in bank reserves in 1972 B

refleéts one ‘item of the squeeze - the\;éising of lejél reserve
ratios onAdéposits.z"‘ | | ‘

Credit  to gove;nment - decreased significantly in. 1974,
reflecfing the large increase in government réVénueS thaf year
as a résult‘ 6f high copper prlces.29 Credit - to the private
sector expanded very rapidly in 1974. A major reason was a BOZ
directive that imports should be financed locally’at‘uinterest'i
rates lower than abroad (se® ﬁOZ, 1974). Also high copper prices
meant that foreign ;xchaﬁge was in relati&e abundance, with the
result that import restrictions were eased. Another reason wés
that importers needed substantiél: bridginé finance, mainly
because of a\requirement to»pay for goods upon shipmewt' (to
avoid higﬁ overseas interest rates) which could be many months
before arrival.

-

More ~stringent import and exchange restrigtions after 1974

led to a downturn in economic activity. This" factor, rpius the

__________________ /

28 gee Section 6.2 for a description of the monetary measures [
taken in 1972. ‘

9% Another reason for the large increase in government revenues
was a change in the mining company tax structure made possible
by the redemption, in 1973, of bonds issued to mining company-
minority sharehclders issued at the time of nationalization in
1969. A withholding tax on dividends and interest was
introduced, the 100% depreciation allowance on new investments
in the year of investment was abolished, and majority.
shareholding dividends were able to accrue direct to government
(see BOZ, 1974). )
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demands for finance by governmeht, plus a BOZ-initiated credit

squeeze in 1976 caused cfedit to the private sector te'grow very
slowly after 1974,'whié§7égedi£ to government inereased \:apidly
in 1976 and 1977._‘CredfF to government decreased in,1973,
reflecting an IMF Sﬁandbybﬁreérava,which impdsed ceilings on
’cfedit extension to government. Credit td'ﬁhe pri;ete sector
also decreased as a result of thevsredit'Ceilings, the inefeases
in iendihg rates under  the IMF program and the low le?el of =
eéonomicractivity.{ ' .,
Eank lending ‘increased significantly in 1979 to both
goVernment and the private sector. The governmeht was having
difficulty in keeping 1its budget under control, but wae'
restricted from bor;owing direct from BOZ by the IMF program.
Much higher copper prices, along with the kwatha'devaluation in
1978, (part of the IMF{Erogram) enabled the mining compahies to
pay back some  of their loans from BOZ. Under the terms of the
IMF agreement, this increased the amount of credit availeble to
other sectors of the ecenomy. The repayment of some arrears made
it Qo;sible to reopeh some lines of cfedit for imports. Import
allocations increased, which 'inereased.the demand for credit.
The‘iﬁerease in net foreign assets thatA'year 'provided the -
.liquidity for expanding private sector cfedit.
7 TheTe was a large decrease in credit to fhe ‘governmenﬁ in
1981‘ end ‘a large increase in credit to the private sector. The

decrease in credit to government that year was partly a result’
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of the IMF Extended Facility program that was initiated in 1981,

which placed a ceiling on. overall credit expansion and a -

sub-ceiling on credit to government. However, another reason was -

_the big increase in private sector credit demand, which caused

the banks to liquidate some of their holdings of Treasury bills
in order to provide the resources for satisfying credit demand

The demand for credit had two sources. First, the mining sector¥
was exper1enc1ng financial difficulties as a result‘ of
increaSing costs and falling metal prices. Second, the .
agriCultural .sectcr experiencedv a bumper harvest; a result of
favourable weather and large increasee in producer prices and'
the“ prov151on of other incentives. ThlS led to the exten51on of
large overdrafts to the handling and distrlbution agenc1es‘ to

facilitate the rapid movement of crops to storage depots. The

large increase in credit caused the credit ceiling to be broken

and led to the suspension of the IMF program.
Government financing requirements led to a large increase -
in credit to the government in 1982, while cr:git‘to the private
sector enly increased marginallyr, In 1983 credit to the
governmeﬁt decreased as a result of another IMF program which
placed ceilings onlcredit\to government. Private sector credit
expanded significantly towards the end of the year, mainly as a
result of demand by the agricultural sector, for the same

reasons as in 1981.
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The increase in bank credit over the years was reflected on

the liabilities side by an increase in dépdéiés. Time and
savings deposits ‘have tended to increase at a\fasterrrate'than

demand .deposits. One reason may be the rise in interest rates

over time (see Table 4.8 below). Another reason is that'impért,r

~and exchange restrictions éombined with rapid credit'.expahsion

have created excess . 11qu1d1ty in many years. People have tendediﬂﬂ

[

to keep their money in interest earning deposits while awa1t1ng"

foreign exchange allocatlons. In 1978 both classes of dep051ts

fell, in response to the IMF-initiated liquidity squeeze of that

year. However, time and savings deposits fell further as people
divested themselves of the money balances.they had built wup " in

previous years when 1liquidity was high. In 1979 liquidify‘wes

- more plentiful. It was easier to obtain credit for imports, and

consequently easier to dispose of liquidity. The result was that
time and savings 'deposits did not rise as fast as demand

deposits,??®

Table ,4.7’ shows the behaviour.: of total assets and

liabilities of the banking system. The pattern is ‘cleaf.,.ToteL

net foreign assets have declined over time. Domestic credit has

increased in most years. Most of the increase has been to.

government. In 1974 credit to the private sector was four times

30 The rapid build-up of time and savings deposits in 1968-70
was explained above by the repatriation of m1n1ng company
foreign exchange proceeds. -
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- the size of credit to govérnmént. By 1983'credit to govérnment

»

was’ over tw1ce that to the prlvate sector.v As domestic assets

have 1increased fastgr’ than forelgn assets have declined money

"supply has increased. I£~rose rapidly-in the 19605,j reflecﬁ}ng
growth inuthose yearS;fSince 1975 money supply has risen fépi&ly
in most years, althoﬁgh ecdnomic activity has not increésed. For
reasons given above,’ the broad'vdefihition of honey; M2, has L

*'ipéreased faster than Ml in many years. Money supply decreased

in 1978 in response to the IMF program, but increased by 30’/ig,/~——”
1979. '
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'4;8 Prices, Interest Rates, and the Exchange Rate

Prices ,
Table 4.8-shows.the behaviour of prices, interest rates and

the exchange rate over Zambia's history.

' Prices rose at an average rate of nearly 9% a year between’

1966 and- 1968. The " full employment situation caused by rapigd.

economic : gfowth, - cost-push pressures arising -from
policy-initiated large wage increases, transportation

difficulties associated with UDI, the need t m%(nd different and

more distant sources of 1imports because of UD1, and the

plentiful liquidity éuring that petiod were all factors putting

pressure on the price level. The credit squeeze and fiscal
cutback of 1968 and 1969 helped to moderate‘the rate of increase
in prices. The rate of- increase started to rise again in 1973

and 1974 as a result of large increases in the money supply (20%

in 1973, and 10% in‘1974), and the OPEC oil price‘inCreases of
1973-74. | o

| After 1974 -the rate of price increase accelerated in
response to excess liquidity, import and exchange restrictions,
rising world pricésﬁ ba 20% devaluatfon:of the kwaché in 1976,
the loading of import prices by foreign suﬁpliers-in responée to
payments arrears} and difficulties with transpoftafion routes.
The raterof inflation reached 20% in 1977. The liquidity squeeze

of 1978 and the lower rate of monetary expansion in 1977 caused
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Stlll 1ncreased because of factors such as the 10% devaluation
of the Kwacha in 1978, increased agricultural producer- prices,
N - ) -

and ‘the partial reduction in consumer subsidies in 1978.

s

The rate started to accelerate again after 1979. This '~

" reflected a number of factors - first, the large money' supply

increases in that4year and thereafter, which could not be leaked

out of the economy because of import and exchange restrictions;
A _

second, - the OPEC o0il price hike of 1979; third, rising world
prices; fourth, loading of import prices by foreign suppliers in
T response to rising levels of arrears; fifth, policy-sanctioned
increases in agricultural producer prices; sixth, a decline 1in
the value of the kwacha againét the dollar; seventh, the
devaluationband subsequent depreciation of the‘kwacha in -1983;
eighth, the abolition of price controls at the end of 1982.

The existence of price controls and excess liquidity over
much of the periqd,means ;hat the price figures stated in Table

e

4.8 may not be the true price figures. Shortages of goods _and

long queues have been common in Zambia, implying that there may.

have been black markets where prices charged were much higher

than the official fiqures. The Bank of Zambia makes reference to
these markets (see BOZ, 1983). Official prices were increased
periodically 1in response to the liquidity pressures experienced

by companies and pressures on the government budget caused by

'incfeasing subsidies. Therefore official prices probably do

i

S SN

the rate of pr1ce 1ncrease to moderate in 1978 and 1979 ‘Prices
"’\ - - -



ge!}ec:'actdélvpficés but with a lag. - S

! B

Ex*hange Rate

The kwachs was pegqed te the pound unt:l :9?3 In'Decembgf;. S
1971 the ’k&acha vas pegged to the dollar implying an 8% 7? 

‘devaluation against gold : Thxs at first implied”ah effedtivé{

6eprecxa*aon o! 9% against the pound As the settlement price- of
‘Zambaan copper depends largely ~on the London Metal Exchange

(LME) pr;ce, this xmplxed a rxse in kuacha recezpts per pound.

However, the pound wasuiloatad 1n7Augn$t. 1972, andkdapreciated

against the kwacha. Although stetlinghpricés vere rising, this .

¥as not enough to offset the effects of sterlxng deprecxatxon so

that kwacha prxces fell The dollar.vas devalued by 10% in 1973,

However, the ~kuacha maintained 1ts gold content and therefore

'app:eczated agaznst the dollar peg. However, its value agaxnst

the SDR stayed the same in 1973.and 1974 as other currencies

appreciated against the dollar by a larger' amount ‘than the

‘kvacha. The ef!ect:ve (import- wexgh:ed) exchange rate stayed the

same in 1974 (see BOZ 1974). The kwacha apprecxated against the

SDR by 4% in 1975 in line with the dollar's appreciation a§ainst”

other major currencies. BOZ (1975) notes . that ‘the effective
exchange rate appreciated 15% in 1975, mainly as a re;hlt of the

depreciation of the pound and the rand against the dollar (also

see Feltenstein et al., IMFzsiaff Papers, 1979). Epﬁs wvas hardly

in Zambia's best interests, given the dramatic decline in her

v 112
s
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terms of tréde that year and ~the :iéfge balgngg:jqi,,paymgnxs;,,ﬁgg
deficit shé{inchrred, 3 - | :

6;”IMF~advice the kwacha was pegged to the  SDR 1in July,
1976, and dévalged at the same time'by 20% agaiﬁst the SDRffThis
impliea a 20% devalugtidn against the dollar. In 1977 the kwacha
aépreéiated 5% V'against "the‘ dollar as a fesgltr of the
appreciation of currencies in the SDR basket against ihe dollar.
In March, 1978 thevkwacha Qas devalued againstvtbe SDR by 10%::
as a pferequisite of fﬁe IMF Standby program that commenced at
that time. However, the depreciation against the dollar was only
4%; és_major currencies appreciated against<;he dollarhin 1978.. -
The average exchange rate ‘against the dollar“hardly changed
between 1977 and 1980. Given the declining:terms of tradeﬁv this
‘may have not been in Zambia's best interests. |

The kwacha remained pegged to the SDR at the,'éam; ~%ate. ;
cuntil 1983 when it was~6§$§i§eﬁ;hy 20% and pegged»to«éndfhéé‘ T
basket of currencies that,i?géé§fdiééf to BOZ (1983), better‘i
’refiects Zambia's trading péféé#aé.iéfAfter‘1980;7“however:f the‘;
kwacha depreciated substanfféiiyfagaiﬁsﬁrtﬁg dollar, reflecting

the appreciation of the dollafnagainsp-the other currencies in

' One benefit of having a high effective exchange rate was that
the price level was lower than it would -have been if the rate
had depreciated. King (1978) analyses the use of exchange rate
policy in Kenya to stabilize prices. :

22 B0oZ (1983) did not give the composition of the new basket.
This information does not appear .to have been published. . ' i
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_the SDR‘basket ; '7 : : o~ ,'f<f//

hi;ﬁ4983 a far more active exch;nge rate,bolicybwas
dopted. The kwacha was allowed to float .against its »new pe;j_
BOZ' (1983) notes that the kwacha had deprec1ated ‘by 40% agalnst
mostkmajor forelgn currenc1es by the end of 1983 By the end of
1984, the kwacha had deprec1ated by 53% against the SDR,
relative to two yéars earlier; and by"nearlj ,60%‘»against._the

,doilarr33

Interest Rates

Interest rates showed very \littlg change until 1976.
Intereéf rates are/not.determined by market forces in Zambia. Itrﬂ
would not be Sufprizing'iﬁ rates charged by _unofficial mhney
"lenders were much higher. fhere is some element of parket forces
in the Treasury bill rate. In 1969 and 1970 the rate declihéd,
reflecting excess iiquidity stemminé from large ,ha  ce of
péyments surpluses, and the: repétriation' of miningljigpany
foreign - exchangé‘iproceéds. The resuifént demand for treasury

bills pushed the rate down.
Interest rates showed a significant rise 1in .1976,
reflecting the anﬁounceq policy of credit resﬁraint, and an

EXd

- ———— - ———— -

33 zambia initiated an exchange auction system at the begﬁnnlng
of October, 1985, similar to a system used in Uganda a-few years
ago. The Economlst Intelligence Unit (EIU - first quarter, -1985)
 makes reference to this. The Kwacha immediately fell by about
55% agalnst the dollar. - - , ~
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effort to increase sav1ngs. There . was another increase in - 1978,

, reflect1ng the IMF =imposed cred1t squeeze. However pollt1cali%i
resistance towards }ncreased interest rates meant that'there}wasf‘
little further' increase until 1983, As with exchange rate
poiicy,rthe authoritiesldecided to pursue a more active interest
rate policy that‘year, as part of the~new IMF program.w

Interest rates of other financial intermediaries refleeted

the same pattern, although rates tended to lag beh1nd changes in
commercial bank rates.? | |

Interegt rates are clearly low, and in real terms (after

o,

allowing for inflation)- have been,pegative,;Nevertheless people
are clearly prepared to hold their savingsrin banks and other

'financial,institutions. It is safer than holding savings in the

34 The other f1nanc1al 1nst1tut1ons in zambia are in three broad
categories: a) Organ1zatlons supplying social security benefits
out of accrued past contributions - these comprise  the Zambia
National Provident Fund and the Zambia State Insurance
Company;b) Savings and Credit Organizations, consisting of the
National Savings and Credit Bank of Zambia, and the Zambia
National Building Society. The former makes a special effort to
mobilize rural savings; c) Purely credit organizations with _
funds directly and indirectly supplied by the government. These
include the Development Bank of Zambia, and the Agricultural
Finance Corporatlon. The former provides project' loans for
industrial projects. The latter provides seasonal loans for crop
finance, and longer term loans for equipment and land- clear1ng
(see BOZ Annual Reports, passim).

35Crime is prevalent in Zambia

tns\;‘ °<.\



form of cash, s and at least prov1des more interest than: Cash.‘

38 Real assets m1ght prov1de a better return, but suffer 'fromi
problems,' of lower 11qu1d1ty, ' safety, storage,‘ physicall
:depreciation, andvtbe costs of search for»suitable a$sets during
A trmes of excess demand and shortages. ﬁeal'estate would be tbe
obvious asset to~hold,'but‘tbis is'not for sale'ineiambiai fb it
E ca " only be leased Peoﬁfe 'also ‘appear to be respons1ve to -
changes in 1nterest ratesv,There is ev1dence of this from the
rapid rise in time and.sav1ngs deposits after_1975I‘7

Tbe discount rate appears to have little significance in
Zambia. It does_not'seem to be much of a deterrent to banks
using aoz as a lender of last resort as the loan rates have,been

" above the discount rate. This may be immaterial as BOZ can

simply refuse to lend the banks the money.?

26 BOZ (Annual Reports, pass1m) mentlons the success that the
National Credit and Savings Bank appears to have each- yéar in-
mobilizing savings. .

*7Although, as mentioned above, excess 11qu1d1ty in the economy
may also be an explanatory factor. .

s Lending by BOZ to the banks has not been common. BOZ lent K54
million in 1974 in response to the decline in liquidity ‘
experienced by the banks caused by the large amount of ‘private
sector credit that year. In 1981 BOZ loaned K68 million, to the
banks in response to high credit demand :
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Table 4.8

Prices, Exchange Rate and Interest Rates , R o
- . .-
CPI  $ch SDR § Bank Tbill Sav. -Loan. .. -
'75=  CPI /K- /K Rate Rate Rate Rate -
100 o ' % % % %
66 ~ 0.58 10 1.4 1.4 4.5 3.8 3.0 6.5
67 0.61 5 1.4 1.4 . 5.0 4.4 3.5 7.0
68 0.67 11 1.4 1.4 - 5.0 4.5 3.5 7.0
69  0.69° 3. 1.4 1.4 5.0 3.3 3.5 7.0
70 0.71 3 1.4 1.4 5.0 3.1 3.5 .7.0
71 0.75 - 6. 1.29 1.4 5.0 3.4 3.5 7.0
72 0.79 6 1.29 1.4 5.0 4.0 4.0 7.5
73 0.84 7 1.29 1.55 5.0 -~ 3.8 4.0 7.5
74  0.91 8 1.27 1.55 5.0 4.0 4.0 7.5
7% 1.0 10 1.33 .1.55. 5.0 4.0 4.0 7.5
76 - 1.19 19 1.09 1.26 6.0 4.4 6.0 8.25
77 . 1.42 20 1.09 1.32- 6.0 4.4 6.0 8.25
78  1.66 16 0.98 1.27 6.5 4.5 7.0 9.5
79  1.82 10 0.98 1.29 6.5 4.5 7,0 - 9.5
80 2.03 12 0.98 1.25 6.5 N5 7.0 9.5
81  2.31 14 0.98 1.13 7.5 6. 7.0 9.5
82 2.6 12 0.98 1.08 L, 7.5 6.00 7.0 9.5
83 3.11 20 0.78 0.66 10.0 7. 8.0 13.0
84 3,73 20 0.46 0.45 14.5

Eource: BOZ Annual Rgports, IFS, MDS;
Note: - Exchange Rates are end of period

4.6 Summary and Conclusions = '\~/:

o

In- this chapter, the behaviour'ofrrealv;ncome, the  balance

of payments, money and credit, prices, interest rates and the

exchange rate were outlined. The picture hopefully will pfovide

a clue as_td the forces affecting.the demand for real balances.

The behaviour of the economy at first'sight seems qQuite  complex
with various different variables reacting to each other. Zambia

appears to have incurred numerous shocks, ' in the form of

government and monétary authority —actions (monetized budget
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deficits, - credit squeezes and various other monetary measures,-

import and exchange restrictions, nationalization measures,

price control measures,

example), -and

in the

transportation problems,

copper prices,

Zimbabwean war).

dfought,

devaluation, and 5Zaﬁbianiz€f&6nnfor‘
form of - external shocks (UDI,j

OPEC o0il price hikes, fluctuéting

the Angolan civil war, -~ and - the

Rl

At‘first'glance it miéht"be surprizing if, despite all

these events,

- one

could

still’ derive a stable money demand

\ .

function with only a few key. explanato{} variableé. \%oweverl

Table “4.5  above suggests a strong relationship between the net

foreign ‘assets and the

net domestic assets of the monetary

authority. This would suggest that mpnéy market diséquilibriUm

created by a change in domestic credit is corrected ‘by changes

in expenditures which induce monetary flows into or out of-the

country.. S sugbes;s a stable money demand function. This

relationship can be seen very clearly ih Figure 4.1. There is

clearly a potential for empirically identifying a 'good' money

demand function.
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As ‘a summary I will -attempt to prcvide a. plau51ble

explanation for the behaviour of real per cap1ta balances in
terms of the various events in the Zambian economy.'Such an

explanation may help to identify a money demand function. Per

#

capita real balances are depicted in Table 4.9 .and Figure 4.2. I

am assuming that the demand for nominal balances responds
proportionally to changes in the price leyel, so that the demana
for real balances is unaffected by the price level. The realism
of this-assumption can be assessed later,

Real per‘capita balances grew steadily_from~1965 to 1968.

Table 4.1 suggests that rising per capita incomes are a reason .

for’this.JPer capita real M2 balances continued to grow in 1970
despite a fall in income,. This is probably due to monetary
policy-induced repatriation of mining company foreign exchange

proceeds, and the uncertainty over nationalization. At first

sight it would seem difficult to model this in demand terms.
However, M1 balances declined until 1972, which appears to trackl

the decline in per capita incomeS)'exceptfffor'71972,r—when ‘per - -

capita income rose. The 1972 credit squeeze may be a factor
here, and‘this might be difficuit to model in a. money demand
function. Movements in M1 and- M2 ' money balances then‘;gn
parallel until 1975. The correspondence with per capita incomes
is not <close. Incomes rose in 1974, but per capita money
balances fell The 11qu1d1ty shortage that year may be a factor,

perhaps reflected by r151ng inflation a$ credit grew rapidly.
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1675 was a crisis _year - the,Angolan war and associéted

transportation difficulties, -and the collapse in copper prices.
Per capita M1 balances rose while incomes fell, Inflation may
have been a faotor,‘butvthe large increase' in liqu1dlty
prObably also relevant' The fall in per capita M2 balances may
be partly due to~ r1S1ng inflation while interest rates stayed
.constant. However, ‘the uncertainty asspciated with intensified-
exchange controls may.rnave beenagaf}factor} ~which would be
difficult to model. Per capita M1 oalances fell in 1976,
’irefleoting perhaps rising inflation'and higher interest rates
Higher interestr rate#ﬁumay explain the d\se in per capita M2
balances, although import controls and high liqu1d1ty may be a

- factor, which may be difficult to model.

Per capita M1 and M2 balances then fell every year except *

‘1979 and . 1982. Falling per capita 1incomes may be one

explanation .as well as rising interest rates and *%flation The

years 1978 and 1979 are“difficult té explain. The IMF program .

’may be a factor. The large increase in M2 per”capita balanoes in
1982 may reflect the massive increase in credit to government
that year.

In"summary, the foregoing casual analysis suggests that

there may be plausible explanations. for changes in real per

EY

capita balances each year in terms of a few key variables that

‘reflect a complex of economic events. It appears that it may be

easier to do this in terms of M1 balances than M2 balances, as

121



4]

"17A*”’j"" e - : ) : ;7 \ .. ] o 2 ‘
the latter appéar to respond directlyti various economic shocks

[ S S S

" than via key economic variables to' a greater extent' than M1
balances. These surmises will be tested more fo;mally'in Chapter

5.

Table 4.9
—_—————— -~
Real per Capita Money Balances
(Kwacha)
Year Per Capita ‘ Per Capita ‘
Q% - . Real M1 Real M2 -
65 ' 39.5. 55.5
" 66 48.0. 66.3
67 51.7 71.9
68 59.1 80.4
69 64.0 99.4
70 - 62.0 118.5
71 ‘60.4 96.9
72 56.4 95.6
73 *61.9 104.7
74 60.5 100.4
75 64.7 99. 1 .
76 61.7 102.0 3
77 . 51.2 - = ’ 92.6
78 : 43.3 ‘ 70.6 -
79 50.0 81.1 :
80 43.0 76.7
81 B S I 72.6
82 - 43.2 83.5
5 74.9

83 40.

Note: - per capita real M1 is nominal publicly
held currency plus demand deposits divided by the
CPI times population. The figures are from the tables
in this chapter;

- per capita real M2 includes time and sav1ngs dep051ts

-
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CHAPTER 5

MONEY DEMAND IN ZAMBIA

v

The recurring theme of the monetary approach is that ‘money
demand should be a stable and predictable function of a small
number of key variables. The pﬁrpose bof this ‘chaptéf. is to
attempt to defiQershch a.function for'iambia. |

Theblast,séétion of Chapter‘4»£ook a preliminary look at
the money demand’ fgnétion, baé&d on the information provided
veaflier in thaﬁ chapter. The firgt section‘of this éhapter takes
this investigation further by analyzing the perfo:ménce of the
income velocity of circulation. In Section 5;2 a mbney, demand
functiqn is derived using the éombination 6f variables that
seems to explain money demand tﬁé best. The model is tested for
differéht components of monéy, 'inéluding base 'monef. This

enables us to determine which element of money is most stable.

3

El

It i‘élsﬁ enables us to analyze the stability‘ of. money
multipliers, and hence the stability of the money supply
process. The results of: this chapter theréfore foreshadow
Chapter 6. - A O . |

5.1 The Velocity of Circulation

The Polak model; discussed in Chapter 2 above, assumes a
, Pret

constant velocity of circulation. However, this assumption is.

not necessary for the monetary approach if it can be shown that

- -
v
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velocity is a stable and predictable functionm of <certain

variables. Friedman (1969), in his restatement of the Quantity

-

Theory, suggests that money demand, and therefore velocity, is a

function of; a) the nominal return on bonds (rb): b) the nbminal

return on equities(re); c¢) th{ expected vrate of changé in a
price index, _reflgcting changes in the yield of durable éoods

relative to 'mohey ((1/P)drP/dt); d) the ratio of human to

non-human wealth, feflecting the relative yield on human capital

(w); e) expected income, reflecting total wealth (Y);. f) tastes

and preferénces and any other factors (u). In symbols, assuming.

homogeneity of degree 1 in prices and nominal incomes:

AM = £( AP, rb, re, (1/P)(dP/dt), w, AY, u )

A (P, rb, re, (1/P;(dP/dt), w, Y, u)

Assuming A = 1/P ‘
M/P = £(r , r , (1/P)(dP/dt), é} Y/P, u)
é o A:éuming A= 1/ |
M/Y = £ rb, re, (1/P)(dP/dt), w, P/Y, u)
- 1/v ( rb, re, (1/P)(dR/dt), w, ¥/P, u)
| so that
Y = v( rb, re, (1/P)(aP/dt), w, ¥/P, u) M i |
Because of data problems most studies restriét the
explanatory variables to income (of a measure of 'permanenf
income') and .a measure of the opportﬁnity cost of hBlding honey

(e.g. Deaver, 1970; Diz, 1970; IMF, 1977; Frenkel and Johnson,

1976). . ' -
. ) Ei
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In Zambxa, the veloc ty of cxrculatxon, by any definitionf ,

has not been constant, as Table 5.% below shows.,
Table 5.1 |

Velbci;y of Circulation

Vl-GDP}Hl VZ-GDP/MZ
65 9.3 6.6
66 8. 5.8
67 7,9 5.6 B
68 6.6 4.6 -
69 7.2 4.7
70 6.8 3.6
Ty 5.9 .7
72 6.7 4.0
73 6.6 3.9
74 ST 4.3
75 4.9 3.2 "
76 5.0 3.0 ’
77 s.] N 2.8 L,
78 5.7 ‘ 3.5 -
19 5.2 - 3.2
80 5.5 3.3
81 6.1 3.5
82 5.2 2.7 ]
83 5.4 . 2.9

£l

Source"IFS

Notes - money figures are year end; ,
- = M1 1is publicly held currency plus demand dep051ts,
B H2 'is M1 plus guasi-money.

Velocity fell sxgﬂxf:cantly between 1965 and 1968. G1venf

\_/

Friedman and Schwartz' work (1963), and various studies c;ted by‘

A\ : A o
Bordo and Jonung (1981), this is to be expected given the rising

per .capita incomes _during this period and incteésing

e

monetization of th§ economy Bordo and Jonung (LDB agd 1984):

suggest, lowever, that, because 1ncrea51ng  1ncomes and.

_increasing monetization tend to be highly correlated, estimated
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income elasticities may be biased upwards; if monetlzatlon

_varlables are omitted 39 When they inelude mqnetlzatlon'
varlables (such as the number of i bank offiCes per fcapita) in
money demand equations the income elasticities fall below unity,
which is in accordance'withbﬁahmol's (1952)"inventory—theetetic
view of the. transactions demand forvhoney; However, groﬁth;;n
incomes may berovefstated, as measured by ogficiel statistiés.
Harvey (1977 suggests' thatA estimates of incqme- in the
noh-monetized.sector.tend-to be too low. 'EStimates of income
growth may the:efpre be too ‘hith ifrthey pattially reflect
commercialization of village life,’and subseqqenth recording of
income Where it was not adequately recorded hefore. The upwa:de‘
bias 1n’ income elasticity caused by the omissioh Tiéf

'monetization’ wvariables may be offset by a downwards bias

.

©

caused by..the possible overestlmatlon §¥ peccehtage income
growth: ; : | o

Bordo -and Jonung point. eut/ thatv increasing fihancial
sophistication - in an economy may counterect the'monetieation
effect after a whﬁle.'With)more bahking effices, greeter eese”in
wﬁthdrewing cash, :increasinély lower chequihg charges, and»the

development of other financial intermediaries, people may start

to economize more on their cash heldings. In Zambia, othef

- ———— =~ - ——

**Johnson (1971) and Laidler (1985) point out that Friedman and
Schwartz' estimate of an income elasticity of 1.8 is biased
upwards, though for different reasons.

! ‘ )

- - 7




financial' intermediaries’cameiinto existence in the early-19705

(see Section 4. S) which may partly explaln the tise in veloc1ty

L

after 1970. Moreover, the rise 1s larger for Vi1 than for V2 As
Bordo and Jonung (1981) p01nt out, this makes sense[ as people
will try to economize on non-interest bearing dep051ts f1rst.
Increases in the rate _of. inflation- can be expected to

increase velocity ifrthe inflation is anticipated,’and_as people
‘try to~hoid a lower portion of their income in money 'baiances.‘
Honever, if increases in inflation rates are asSociated‘ﬁith\
increases in uncertainty and instability people ‘might want to
hold more precautionary balances in liquid form. Increaees'inA
interest -rates will balso induce people to economize on
non-interest;bearing balances.'It might be thought that expected
inflation should not he considered separately as it should;‘he
reflected‘ in the nominal rate of'interest.'Howeyer, in'Zambia,-
interest ratesrhavelbeen pegged andlso have not been adjusteorto
reflect inflation (of’ have only beenr adjusted very sionly).
Also, people Vmay substitute 7 interest- bearlng money for

" non-interest bearlng money, even i'f the real rate of 1nterest is

negatlve, and 1nf1at10n appears to make the holdlng‘ of real

assets a better alternative to holding money. Real assets and- * .

financial assets are not perfect substitutes in Zambia, as the
latter are much easier to acquire and 'have much greater

liquidity.
128
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As Table 5.1 shows, V1,'increased sharply in 1969, ThlS
282

.

could be a reaction to- the sharp increase: 1n 1nflat1on in 1968.
The rise in V1 in 1974, and the slow_1ncrease after1970r could
also be partly due to rising inflation. ; ' i"‘;

However, there is onejother expianation’of_therrise inbyv1
in 1969 that ‘shouid be taken into aecduﬁify%here was a sharp
rise in income 1969 (see Table 4. 3) ThlS was ‘expiained in
Chapter 4 by a sharp increase ’ihﬂ copper sales, because of
stockpiling in prev1ous years, and by a sharp rise 1n the terms
/pf ‘trade. 1If the 1ncrease in income was perceived as temporary
then people would, not necessarily adjust their deSired money
“balances upwards. As Friedman and /his students dﬁscbvered
(1969), velocity tends to rise during business tyeles, even
’though it may fall secularly. If people adjust deéirea money
~ balances to wealth, as j}iedmanv"positsl hrather than‘ current
income, then people 11 spend most of "an increase in turrent'
income,-if it is transitory’dr'une#pécted. Velopitf:risesA as* a
result. ) | | | |

V1 fevertea to'its 1968 level in 1970r7This. might suggestf
an; upyard revision in permanent'income in requnse to thehlarge'
'unexpected’ increase in ihcome in a196é and a correspondlng
upward revision in desired balances. Real incomes fell sharply
in 1970. If th1s was unexpected then, using Fr1edman s theory,
people would adjhst the1r deskfed f;alances ‘downwards by a

4

smaller proportion than the decreas%bln income, thus prov;dlng_

128 .




anothet reason for V to fall. One reason for the sharp downturn

in income in 1970 was the Mufulira mining disaster, which was

clearly unexpected. Incomes continued to fall;in4I971.,This may

2

“have - been »perceived as a cyclical downturn, which may account

for the cont1nued decline 1n vi.

\'p changed 11ttle in 1969 but fell sharply in 1970. ThereQ

demand deposits that year. It is d1ff1cult to explain thls‘on
. the basis of interest rates, as these showed little change, The

- main reason for thlS ‘was the repatr1at10n of m1n1ng company

foreign exchange holdlngs as a matter of government pol1cy, and

the . political uncertainty relating to prospectivif

nat1onal1zat10n. Another poss1b1e eason is that the commercial
banks agreed, in 1971, to compete to a greater extent. There may
have been more competition among the banks to attraet these
. ) » ' ) i ’ - f/__’__— - i
deposits, which carry lower legal reserve ratios.

From 1971 to 1974 both V1 and V2 rose, except for 1973 when

they were stationary. As real income rose sharply in 1972, the.

behavioifr [of V in 1973 could be attributed to a rise in',desired

real balances in response to a perceived increase in real

income, which put downward pressure on, V. This was offset,"

however, by a large rise in real inéomesv(adjusted for changes]

in the terms of trade) in 1973, which may have beenf”unexpected;
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and by increasing_,inflation rates.®? The rise in velocity in

1972 can be attrlbuted to the large rise 1n 1ncomesA7that' year;
wh1ch may have been unexpected' or trans1tory, and also to the
credit squeeze that year. The r1se in velocity in 1974 could be
attributed to both a rise in transitory income and to rlslng '
1nflatlon. The rise in spendlng, unmatched by an increase ink
desired money balances, was reflected 1n ‘the banklng system by a{
rydecllne in liquidity. Th1s was reflected by the decline in the
'ratlo of IIQUldr assets, over and- above minimum reserve -
reqnirements, to total deposits, which declined from 25% in 1973
to only 4% in 1974. o |
Both V! and V2 fell sharply in 1975. Real incomes, adjusted
for the tesms of trade, fell by 25% because of the sharp fall in
the terms of trade. If the decrease in income was perceived to
be <cyclical, and therefore‘ transitory; ‘then desired money
balances would fall by less than the fall in income, explainlng
the fall in V. Import and exchange restrictions were intensified
in 1975, so that people were unable,to 'externalize' much,of”the.,'
excess money balances they vere holdlng People therefore ‘built"

0 por instance, the Rhodesian border closure was not as
detrimental in.its effects as expected, and the r1se in copper
poices may have been higher than expected.

"1B0Z refers to this as 'actual liquidity', which means liquid
assets that can readily be used to satisfy dep051tor s demands.
There is also 'formal liquidity', which includes minimum
required reserves. The total llqu1d1ty ratio fell from 53% in
1973 to 34% in 1974, close to the minimum allowable ligquid
assets ratio of 28%.
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/ up liquid balances in their bank deposits. This could be

construed as an upward shift in the money demand function. The

large increase in credit expansion to government that year may

“also have contr1buted to excess money balances, that could not

ent1re1y be e11m1nated by the end ‘of the year (see PR, 1979).

2 did not decline as much as Vi, Holdlngs of quasi—moneye
actually decllned marglnally A possuble reason for th1s is the

increase 1in the 1nflatlon rate. Deaver (1970) shows that a rlse‘

in the cost of holdlng liquid assets due to 1nflatlon will have

~a greater effect on 1nterest Bearing deposits, assumlng interest

rates are constant, than on non—1nterest bearing deposits. This

is because the cost™ -of holdlng interest bearing deposits is

partly offset by interest payments ‘A glven _increment 1in the

cost of holdlng' 11qu1d assets is added to a smaller base,

producing a greater percentage increase.'? Another 'possible
explanation 1is. that the instability of 1975 may have created

uncertainty and doubt . People may have~ wanted to hold their

money in the most liquid form available, that is cash. There is

n
deposits rose by 7%, while. the ratlo of cash to total dgposits

evidence of this. The ratio of publlcly held cash‘ to goemand '

rose by 25% Another reason for thlS may be the large decline in

the black market exchange rate (see Picks Currency Year-book),

2Let Y be the cost of holding cash. Then Y-i .is the cost of
holding interest bearlng deposits. If K is the cost of holdlng
cash relative to guasi money, then:

dK/dY = -i/(Y-i)?, which is negative.
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reflecting\'an excess -demand for foreign currency, itself a'

function of the 1nten51f1ed restrlctlons, excess llqu1d1ty and a

fixed exchaﬂ@e ,rate.. This may have‘lnduced people to increase
holdings of cash to make it easier to participatée in the black
market (and because of the need to provide more local currency

per unit of foreign exchange).

V1 increased steadily from the end of 1975 to the end of

&

'1978. Real income, apart from a small increase \in'f1976,

-declined, which may' account = for some of the trend. Another

reason is probably the rise in interest rates in 1976 and 1978

which caused people to economize on their holdings of |

non-interest bearing deposits. Rising inflation could have

‘caused people to switch from interest-bearing to non-interest

‘bearing deposits. However, this‘effect does not seem to have

been qsx powerful as the effect of increasing interest rates. A

further reason for the/éharp rise in 1978 may be the credit

squeeze in that year. Enterprizes—tan down thelr dep051ts in.

order to finance their operations. ThlS was reflected by a sharp:

decline in the ‘'actual liquidity’ ratlo‘to 20% from 50% the

previous year.

V2 declined between 1975 and 1977. This is the mirror image

of V1 reflecting the;rise in interest rates. V2 rose A4in 1978,
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probably in response to the c;edit squeeze,®?

~Both V1 and V2 declined'ih‘1§79.roﬁe reason may have been

the easier credit policy, which allowed people to rebuild money

balances. Another reason may be excess balances that people did

not have time to e11m1nate by the end of 1979. Both M1 and M2

sed rapidly in 1979 mainly as a result of an increase in

some of the decrease.

Both V1 and V2 increased in 1980 and 1981. Real income‘rose
slightly, particularly in 1981, which may explain part of the
increase if it was perceived to be transitory. This may be the
case for 1981, when tﬁere was an ﬁnexpectedly good Harvest. As
was the case in 1574, there was a large demand for credit by the

private sector. The increase in V was reflected by a_deCline in

the 'actual 1liquidity ratio' from 33% to 13%. Inflation

accelerated again, which may have caused people to reduce their °

money holdings per unit of income. Interest rates increased,
which may explain why V2 rose by less than V1.
Both V1 and V2 fell sharply in 1982. One reason may be a

revision upwards of permanent income, in response. to the

increase in 1981. This may have caused people to increase their’

stock of desired balances even though current income did not

*3another ‘possible reason for the rise in V in 1978 was the

stricter enforcement of the 100% reserve requirement on deposits.

required against imports (see BOZ Annual Report, 1978).
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éhange (it actually fell). Another reason5:53y be 'ar lérge';
increase in money-supply that yeér as gﬂrésﬁlt76f'an+idgggggéwiafﬂg'47
‘domestic cred&; in excess of the fall in forgign assets. People

may ﬁot have had time_té!adjusﬁ—their actual holdihgsrto théir'
desired lével, - | ,

V1 and  V2';both rose in 1983. This may feflect'thé laggedv'
adjustment of actual fQ desired.balances from thg' year before,
rising | inﬁe;eéfirf;tes, risihg’inflatioﬁi\’and perhaps tge
increase in income that;year. Thfé wéf>probably 'unexpected, as
it ae;ivéd almost entirely from a 33% increase in the té:;% of/
trade. - ) |

In summary, it id clear that there ;re many influences
affecting velociﬁy, and therefore money aemand. Incomes, prices
interest rates, policy measures, and other vagious events and
shocks all seem to play a role. People apbear to adjust ‘money
balances to expected or permanent incomesf rather than solely to -
current incomé. ﬁeople's expected income may be based . at least
partly, on 'pteviouéf“actual'income. The measure of income they
adjust to is therefore a mixture of current and past incomes.
Siﬁilarly; people may adjust moneyrbé}ances to inflation and
interest rates only after.a time lag. Finally, there may be a
time 1lag between the adjusﬁment of actual balahces to®desired

balances. For example, it'may take more than one period for an

excess demand or supply of money/to be eliminated.

-
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5.2 Estimatiqgiof Money Demand

—My fifst fésk Qas’té_estimate a 'good;'mongy déménd
function for M1, I cﬁose'this aggregéte.rathef than MZ."‘
Quasi-money might be affected differéntiy by the“explanatofy
variables (and ﬁight have,different,explanétory variables). The
coefficienfs in an M2 equation migﬁf.therefo;e-be harﬁer to f\q

interpret than for an M1 equation. - : o

I experimented with four differen£ definitions of income: -

a)»Real GDP . : o | . | 7 .
This is simply the measure of physizal final output as - L
given in the official statistics. | ‘

b) Real GDP adjusted for the Terms of Trade (1) .

 Caves and Jones (1977) define a change in real income to
conéist_of two components - the change in thSical output
and a measure representigg the loss of purchasing power
° -caused by an increase in fﬁe‘relative price of imports. In

symbols:

Ay = xAPx - mAPm + Agdp

P P f o

Dividing by y,
Ay = xAPx - mAPm + Agdp

Yy Py by y

Multiplying and dividing the first two components on the

'RHS by o -
Px and Pm respectively, gives,
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Ay = XAPx - MAPm #® Agdp ; e —

y ¥Px  YPx vy

wvhere y if ‘feal income adjusted for terms of trade, the
first two expressiodsvon thgﬁrightvhand‘side represent the
terms of trade adjustmeht, gdp is real GDP, Px and Pm are
the prices of exports and -imports respectively," erié
nominal income, pnis the implicit price deflator for feal
income (ggg real GDP), and X and M are nominél exports and

imports respectively.

c) Real GDP adjusted for the terms of trade (2)

In eqUatipns relating real money balances to real income,

real balances are=usﬁally“‘calculated by deflating moneygﬁﬁﬁ\a
balances by a price index in order td obtain the purchasing
power of money balances. An index represeniing the domestic
prices of goods, such as the Consumer Price Index, is
usually Zsea. From the Quantity Theory eXpregsibn, MV\=A,Y;
it is evident that the same price deflator should be used
for nominal incomg as for nominal balances. 1 tried a
measure of real income, by deflating nominal income by the
consumer price index. This will give a different measure
than from the physical measure of output, which ié obtained

by deflating the value of output by the price of that

. output. An approximation of the price of domestic output
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might  be the CPI, but this is clég:}iﬁ_ﬂgﬁWhgfﬁgoodrf
apprOximationrfor thé price of expdrt goods, particﬁlarly
when those goods are not g;eafly used in'the country of
-origin. If.tﬁe CPI -ises faster than the 'price. of export
”goods, then real incomevfwilllbe lower than the ghysical
'meiiggg of output. As changes in the CPI will to some
extent refleét -import price changes, this scenario would
,reflect falling terms of trade._ This is only‘ a rough
approximation as the deflator for each'gdod will be similar
to, but not necessarily equal to the CPi

d) Real Income adjusted for the;Terms of Trade (3)

kThe offiéial Zambian\,statistics (Monthly Digest ‘,of
Statistics include a measure of real income adjusted for
changes in the terms of trade. They do noﬁ define this, and
I found I c§u1d nétirepliCate the adjuétments. Ho@ever, I
have included this in the emp%rical work to see how it
compares with the above. (
I also experimented with per capita réa}‘GDR and income as
yell as the aggregate ~values. As discussed in Chapter 3 per
cabi;a GDP is theoretically more appropriéie if it is suspected
thai the income élasticity is different from hhity. If aggregafe
money balances are used a; an explanatory variable, then,
theoretically, population should be included ‘és a sepa}ate

explanatory variable. Assuming a proportional relationship

between population and money balances the parameter should_be
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unity if per,capita gdp is the explanatory variable, and unity

minus the estimated income elasticity if aggregate gdp or income
is the explanatofy variable. However., in practice . oﬁe can
Iprobébly4omit the"populatién variaﬁig,r wheﬁ estimafing the
demand for. mohey balances in‘aggregate’ﬁerms. This 1is because
actual’population in deVeloping countries is not wusually known

with any great accuracy, and is often estimated by extrapolating

along a trend line. A population variable 1is more likely, -

therefore, to represent a time trend or some other trend, such

as increasing monetization. I found théf adding population to

the right hand side of the equation for M! did not add

significantly to the explanatory power of the equation. Neither

did it diminish the estimate of the income elasticity, as it

might have done had the variable represented a ‘'monetization'

-

trend. 1 therefore decided to omit it (saving one degree af
freedom) from the equation. ** .

Finally, I. experimented with diffefent definitions‘ of
permanent variables. Some researchers use adaptlve expectations

models, whereby the change in the expected var1able adjusts by a

%% To test whether measured population is fitted along a trend
line in Zambla I estimated the follow1ng equation:

LnPOP = 28 +:0.02959t

where the 1ntercept term is the log of population in the fxrst
year, and 2.959% is the estimated annual population growth rate.
As expected this fits the oﬁficial data very well for most
years. In later years the equat1on tends to underestimate actual
population , but the statisticians seem to have corrected th1s
by recording zero population growth im 1981.

{
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constant fraction of the change in the actual varxable (e.g. PR’

i)

(1979). in their study of 2ambia). One problem with this

.

procedure is that a lagged endogenous variable.-appears ‘Onr—the

rigbr hand side of rhe' equarion, and the errot terms are
correlated (through a movxng average process). The eStimated Vf”
coeffxc1ents are xnconsxstent. Also, the. same adjustment process__’

is arbitrarily assumed for each explanatory ‘variable. PR (1979)7‘151-.v
acknowledge that thxs may not be correct. |

L ’ .
Another methodrxs'to use a we1ghted average of presentv:and,

. &

n,

past values. of the explanatory variables. This implies that
people change tneir desired money holdings with a time lag. An

advantage of this -method"is that one has greater freedom to
- o0 v 7 .

experiment with different adjust@ent processes for different

explanatory variables. %%

1 decided to use the second method, experimenting with
different weights to obtain the best fit. For real income I used

- e o mn . e ——

'S If there are measurement errors in the explanatory variable, . L
a weighted average of the present and past values. will introduce .
a moving average term into the error structure, as with the
adapt1ve expectations mechanism. This can be allowed for by

using established computer routines. However, if there .are
measurement errors the coefficient estimates are inconsistent,
regardless nf zny averaging one does. Regardless of whether

there are measurement errors the coefficients are inconsistent
when estimated within an adaptive e;pectatxons framework. On
balance, from the econometric point of view, it seems best to -
opt for the weighted average method of estlmatxng permanent
income. From the rational expectations point of .view the

veighted average method makes better theordtical sense, as one

is not constrained into using information that is several .
periods old, as the adaptive expectations mechanism does. » D
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an average of the current and prev1ous yeafs £igu;gsivlt -seems

1mplau51b1e' and - 1rrat10nal ‘that . people would use 1nformat10n
that is more than one year old 1n order to form expectatﬂons.

I. experlmen;ed w;Fh adaptlve expectatlons models (and‘
partial adjustmént<mod;ls, which are 51milar), bﬁt ‘did not
achieve méfe saﬁisfactory results. In éhe Appendix‘I describe

these mddels,rand-presentvssme of the results I obtained from‘
‘them. | |
-Pricéycbntrolg {ntroducewa complication iﬁ the measurement
_of expecfed ’infiation. Excess demand together with priCEr
controls impliesrthét actﬁal prices may have been véhanging at
differeﬁt -rates  than official prices, which have only be;;
raifsed after long time lags. While peépie may react to inflation
with a lag, an average of this period's and last period's price
level may be inappropriate for deriving a measure. of expected_
inflation ig, the observed CPI lags the actual,cost»of Iiving}
The current‘faﬁe of @ﬁflatién, br-anﬂaverage of the currént Land
.the next year's inflation%\Bﬁ next year's -inflation may'bé'more
appropriate as the explanétory variable. |

I estimatedi ;he'»equa;ion in real terms; that is by

deflating money balances by the CPI. *® This assumes that"the'

——— v — - ——— - —————— - ——

*¢This raises the questlon as to whether the measured CPI is the
appropriate deflator to use in order to derive real money
‘balances. I decided to use the measured price level as the
deflator in order to be consistent with the implicit- GDP
deflator which uses measured prices. Also, the measured price
level appears to fit the homogeneity hypothe51s well, as
discussed on this page.

«
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to the pfice :

demand for nominal balances moves infi proportion

level, Laidler  (1985) discussﬁs this assumption in detail. He

says that a large number ‘of studies havéf demonstrated :thé

accuracy of this assumption. The proposiiion has support from

micro-theory, namely that it is relative prices that'métter.,VTo,

test the assumption, however, I 'ran a regression of nominal
balances on prices and the other wvariables in the - M1 money
~demand function and obtained a coefficent on price that.was not

significantly different from 1. The coefficient was .very close

to zero when I ran a real money demand,gguation with the price‘

level on the right hand .’'side. Th;s also ;dqgonétrates; the

i

homogeneity{hypothésis.

I used annual data rather than* quartérly; data. Although |

guarterly data. provides more degrees of__ freedom it also

presented problems. Income is only available on an annual basis.

I experimented with proxies for quarterly income. Following PR

(1979) and Genburg (1976) I eéﬁimated . quarterly real income

using 1industrial and miping onput'gs benchmarks. However, this"

did not produce satisfactory results. One reason is that the

correlation between the’two is not good. On an annual basis the

. -

correlation coefficient is only 0.67. For some years the

direction of change of annual GDP is different from that of’

industrial output. The index for industrial output does not

cover all companies, just the larger ones. Also, GDP includes

,agricultural”aqﬁivity, whereas this is excluded from the index
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for 1ndustr1al output. a7

I also used a quarterly 1nterpolatlon of GDP This gave

v

better results than using 1ndustrlal and 'm1n1ng output as a

proxy. The results were much closer to those obtained by PR®-

However, both the 1nf1at1on and ;ncome. goejf1c1ents ‘were
insignificant, contrary -to PR's results. Estimating thelmoﬂel

'ove: the' whole period ~ the 1nf1at1on coeff1c1ent becamefa‘

significant, but the income coefficent was still 1ns1gn1f1cant

PR (1979) showed that pred1ct1on errors_tended to be higher -

------------------ 4
71 attempted to rep;lcate PR's results, us1ng their p
quarterly GDP, and using their adaptive expectations
formulation, . However, I found my results tended to be
different, sometimes substant1a11y, from their's. The estimate
of long run income elasticity was only 0.27, much lower than the
value of 1™hey achieved, and the coeff1c1ents for both income
and inflation were 1ns1gn1f1cant. When 1 estimated their model
for the whole period (rather than for 1966 to 1975 as they do)
the income elast1c1ty was the wrong sign and insignificant. I
also tried verifying their equation for time and savings -
deposits. Unlike them I found the inflation coefficient to be
insignificant. The income coeffient was insignificant which
agreed with their results. I also tried to replicate their
equat1on for base money demand. Although I was able to reproduce
the sign and magnitude (s1gn1f1cant) on the-inflation-variable,
I could not do the same for the income variable. The measurement
of the income variable seems to be a problem.

Another possible reason why my results weregdiffererent is.
that I did not separate demand deposits of the m}hqng fompanies
as they did, as I did not have the requisite information for the
whole per1od (only 9 years of data are Javailable for mining
company deposits out of a sample of 18Y. However, PR found that

\tngr prediction errors were little different from the errors

sing from the estimation of total demand deposits. This is
probably not the reason for the d1screpancy therefore.
Separation of mining company time and savings deposits m1ght
make a larger dszerence, but 1nformat1on on such depos1ts is
not ava11ab1e4

‘“on a quarterly ba51s than on an annual bas1s, indic§:ing that

xy for
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quarterly errors tended to be offsettlng The. larger errors for

the quarterly data reflect the problems w1th f1nd1ng a proxy for'
)income, and probably the difficulty in stipulating a suitable
adjustment mechanism. As they did not have‘enough data when they
did their = study they were restr1cted to using quarterly data.
Th1s thesis has the luxury of -~ more - data. p01nts. -1 ‘therefore‘"
_decided to stick with the annual data.

v There is the problem of how.to treat the 1lag in the
adjustment of actual» balances to desired balancesr A partial

'adjustment mechanism could be used, whereby the change in actual

e -

balances adjusts by a constant fractlon of the change in money

demand. 1 dec1ded not to use any adjustment mechan1sm, at least

—r—

in the preliminary phase of identifying the best model. This is
because the specification of the adjustment of desired balances
to changes' in the explanatory variables simultaneously reduces

the gap between estimated and actual balances.%®
™ : SN »
I did not include any explanatory<fyariables showing the

. : A )
effect of government policies -or external events on money'

]

demand. Differences between actual and estimated values would
indicate the d1fference that suchﬁfactors would make.,I d1d not

include any institutional var1ables as Bordo and Jonung (1981)
do. One reason was that I did not have any reliable data to

M8The equatlons for the partlal adjustment and adaptlve
expectations formulations are identical, apart from the error
term (Kennedy, 1979). '
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measure such varlables. Another reason was that there may be an

1offsett1ng b1as, mentloned earl1er, ﬁﬁr that theg process 3o£

monetlzatlon tends to- exaggerate the true growth of real 1ncome.

a9

F1nally, i considered the question of identification’ and
451multaneous equatlons bias. As the supply of money is partially
determlned by the (exogenous) component of the money base it
would seem"implausibie that the parameters in the money demand
function could oot be »distihguished from the money supply,
function. However, if real income, prices and interestvrates are
not exogenous variabLes ih the ecohomio system they might ABE‘f,
affected by the availabiiity'of money. An increzse in domestic'/w
‘credit might affect real incomes and prices. In Zambia it is
onlikely that real'OUtput is determined by the availability of
real money balances. An exogenous iﬁErease in hominal balances
(an increaseA in the domestic component of the money base, for
example) will soon be‘draihed out *he economy through increased
imports of intermediater—ihputs,bexcept—for extra money’people
wish to hold in response to increased incomes. If there are

import controls, prices will probably rise instead. as pésbie

——— v ———————— o ——

. %31 included populatlon as an explanatory variable in a

preliminary run. This variable is in effect a time trend, as
discussed earlier., If monetization also occurs along a trend
then this might be captured by the populat1on variable. However,
the coefficient was insignificant. The estimate of the income
elasticity remained the same. I therefore decided to om1t the
variable for the regre551ons described below
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dispose of the excess nominal balances until the former level of

real balances is restored - théﬁ is}t;éél b;iéggés. are " demand
_détermined; 'Real output in ' Zambia ;is basicaily not demandf?
~determined within _.the ecoﬁomy. More ,importént -factors are
‘probably external demand, and;-in the case of agriculture, the
weather. As.an experiment 1 régressed'thefexplahatory variables
in the money'dgmand function on nominal and real7mohey balanégs;*
and ¢ompared the rééults with regressioﬁs*of nominal and ‘real
balances on each variablelsin _thg money demapd.funétiéﬁ.,Thei
reéths‘ were censiderably worse for - the "money supply'
 equations, in the%sense of much lower coefficients, t vélues.énd
F values, particuiarly»in.the case of real income and expected
inflation. The danger of simultaneous equations bias does not -
appear to be great. ' |

Table 5.2 shows the results of a preliminary exercise to

isolate the best model, without atfempting Vény_arefinements on -
expected income and prices. The actual rate of inflation was
- ‘used. Expected income was arbitrar{ly,assumed to be the;fsimple
~ average of the current and previous year's income. The best '

results were obtained using real gdp unéaquted_for changes .in

the terms of trade.

146 [



o

S0

¢ 510

510

- S0

S19
S0
$19
S0
S19
WJG
S

S0

€60

v6'0

E6°0

L8710

(o)
%9920
(ZE'0)

9¢ 0

ES'O
(91°0)
€1°0

(61°C)
‘LGS0
(8L°0)
£€°0
(PE"})

prO
(91 °0)
1o-
(15°0)
16°9

(29:0)
6C°0

(+2°0)
9€°0

(20°0)
vI0' 0

(LL-

20"
Ly
0

91

co’
~0)

(EV

SO°

0)

o]

L)

O-

o]

(S0 9)
v6° 0 _ d/m
(§Z°59 ,
7 880 . I d/W
18°0 ' Nd/W
T N ol
) vL:0 Nd/W

.

(V) @pea] 3jO swdd] 403 peisnipy awodul iwey (Q

(o
‘0-

£t

(6"
‘o-

€

(8"
‘o-

6¢

(90
0-
(€0

“0-

1

€l

(L
‘o-

el

(so-
00~
"0-)
[4on

(¢

8-
€-)
S-)
z-)
c-)
b-)

0)
o

(T°S4)

‘€ vT-
_ﬂ— ve’
P 15
‘Ol 9g"
08

bT oLy
00}

€T L
LL

AN - T
el

K- LT
4

ma )

co3ey

rut

L

1% 2N d/NW
(e L) " .
LE} d/W
(v 91)
(5= 2 S " d/W
(s°L) |
eV , d/w
(2L°8)
Sv4 Nd/W
(6°6)
’ ve" . Nd/W
(0°8)
G9° | Nd/W
(+°5)
9E " | Nd/W
|-
dao tesy (e
N N
- - JeA
A A WA A dag

LW - SNOT1VND3 ONVW3IAQ AINOW Q3ILVWILS3

T8 378vl

147



S70
s10
s70

S0

s10
s70
s70

saa

‘BWODUL Ledu J4Oo. d4go Lead st A .Hmo 8y} St d ‘uojieindod s} N ‘IW st W
’ sSanjeA -3 adJde siajdedq uj saunbiy -
‘swy3ilJebo| (BJuniBU Ul Bue SB|QElJEA (| -

oL’

‘01

‘91

‘Saw eul ut paiJodad se ‘juawisn{pe juswuIBACH

A

txepu} 8ojud JBWNSUOD 8YL AQ

pPS3Bl48p BWOODUL |BUlWOU mrwamv juBwisnfpy apedJ) jo swdsayf -

‘juswisnfpe JO0 pouiauw (Qgsl) sauop

pue s8Ae) a8yl 03} SJ338J: () juewrsnipy epvd) Jo WELOP -
. ‘€861 01 996} S} pojusd @idwes aul -,

!S)uUBQ {B}OJBUWOD Ui Si1}sodap

sBuiAes uo @jea auyy) AQ pejussaddas S| 81Bu 183JBIUL BYI -

:(dQ9 Jo Bwoaut s,pojuad ise| pue poiJad SiUl
40 abeusae a|dwis 8yl SE PaULIBP) ‘dJD 4O BWODUL PBIOBAXD Si LA

,, (6v°+) (0°2Z)  (O°E)
SY 4 62°0 8v'i 9z°0 bZo
. (s°0). (6°}) (°2), .

€6°0 . 610 LL°0 - 1E°0 v8°0

‘ (v9°0) (£00°0) (oe74)
"¥6°0 £SO L9°0  100°0- 9°0

© (Ez°0-) (4+°0-) . (0°4)

85°0 £2°0  €0'0- TO'O- : , 9€°0

ueiquwez [Bi13}330 8Ul si. (g) juswisnlpy epeJ) JO swud) -

:S930N

d/W

d/n

Nd/R .

Nd/n

(€) 8peu)] 3j0 swua] rOu paisnipy awosurt [eway (p

. (V) (1) (9°5)
L'z ¥9°0 z8'0 820 EE"}
. , (6L'4) (s°2) (v v)
b zZs'0 z ZE O : €4 .
(SL°1)  (Z8°1) (zL'e)
€61 ELO YL O v 0 ’ LT
(€9°0) (er'1) (ev°T)
S it 0 L9°0 LZ°0 ‘ A €6°0

d/N
d/W
Nd/W

Nd /W

(Z) e2ped| 1O swae] u4o0j paisnipy awodUT |®8Y (2

{"3uod} Zz g 38Vl

148



&

This may seem surprizing, given that transactions balances are .

‘held on the ba51s of the purcha51ng power of money, for which
terms-of-trade adjusted.“teal income isr a vbetten<prexf.(hm
possible reason is that’real output may be a better pfexy for
permanent income than terms-of trade adjusted 1ntome. The<{%tter
tends to fluctuate far more than output, because of the changes
“in the terms of ttade,.and probab}y reflect transitory changes
to a greater extent tnan 'permanent' changes. There may still,
however, be a time }ag between changesiin,oUtput and changes in
desired money balances, which can be captured by using a measure
of permanent output.

The Caves and Jones formula for adjusting for the terms of
trade worked the best, followed byithe variable obtained by
deflating nominal income by the consumer price index. Using tne
Zambian Government's measure produced very bad resulfs.

Using aggregate values of real balances produc d better F

values than using per capita values in the case of physical\

output. However, using per’Capitarvalues for the firgst version - -

of terms of trade adjusted income produced better F values than
for aggregate values. The estimated doefficient on the interest
rate variable (proxied by the bank savings deposit rate) had the

‘expected negative sign in the case of real GDP, but was .usually

the wrong sign in the case of real income. The interest rate

coefficients were much‘largef, with higher t values, when the

equations \ﬁere estimated 1in aggregate terms rather than per
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capita terms. o o

T €

The coeff1c1ents for 1nflat10n were generally p051t1ve énd'
'qniy rarely 51gn1f1cant. The p051t1ve coeff1c1ent is puzzllng
and‘alsp contradicts the findings u;;ng guarterly data. One
‘reason éould be that people sﬂift out of quasi?moneY»intb other
forms of money as a\result of inflation (see earlier footnote on
Deaver's (1970) finding), given the rate of_intéreét..As will be
seen later the estimated inflation coefficient in the case of
quasi-money is negative. In the short term, on a quartefly_
basis, there may '‘be a negative ;orrelétion because people have
not had time to adju&é desired real balances to rising prices.
If prices rise faster than money balances in the short term then
real balances fali. Other reasons for the positive coefficient
are discussed later. o

InEome elasticities varied between }1.34 and 1.61, using

real GDP and per capita GDP as the income variable. This would

confirm the common expectation (e.g. PR (1979)) that income

elasticities are greater thanm one). Using 'expected' output did

not appear to make much difference. Income elasticities greater
than one were also obtained for.the second version of térms o:
trade adjusted income. As - woﬁld be expected, (because éf the
large transitory element in this measure of income) the size of
the elasticity, éné its degree of significance, was higher for
the 'expecteé' vériable. The income elasticities were less than

one for the other versions of terms of trade adjusted income,

N 150
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but again they'wer,e higher using the 'expected' variable. ...~

The DW statistics tended to  show negative serial
correlation USing. OLS. I used generalized least sduares'to
correct for this. | — o

I then took the best looking equations tovseevwhich-fitted
the data best on a year-to-year basis. It is inveliq to compare
Rﬁj when the dependent variables are different (see Kennedy;
1979). Instead I used the mean percentage square error of the
residuals to compafe the goodness of fit between‘different

equations.

The best fit appeared to come from the equat;9n in Tableé

5.2 where real money balances are a function of expected real
income, the interest rate, and the current\rate of inflation,
using generalized least squares to correct for autocorrelation.
Errors over 5% occh in four years only;; 1972 (-5.2%), 1§78
(-12.4%), 1979 (13.1%) and 1981 (-8%). A minus sign means an

estimated demqﬁaqfa?/aoney greater than actual money supply. It

is noteworthyﬁtpat events of particular monetary _sighificaneeb

occurred in these years. In 1972 there was a credit squeeze (as
referred to in Chapter 4), such that there was excess demand for

money balances which presumably was not satisfied by the end of

the year. 1978 and 1979 were the years of. the IMF Standby
program. In 1978 monetary restraint actually caused money supply

to fall. However, predicted money demand fell by much iess. The

excess demand was:.not eliminated by year-end. In 1979 estimated
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money  demand unde oredicted actual money supply by almost

\éxactly the same amount as the overA'prediction"the previous
ear. Predicted monéy demand feli, but money supply rose. This
reflects the lagged adjustmeht of actual to desired balances

from the.year before, and also tﬁe improved liquidity situation

«-in a yeaf when real GDP fgtl. 1981 wés;also?i;i/iggrt of another

IMF. program. The overprediction of money-demand—is—harder—to -

explain, as the policylof credit restraint did not work. The
s : ¢
overall credit ceiling was broken.

'

: . . N »
IMF programs may cause adjustment coefficients to change,

@ ‘ ! . .
so that the period of adjustment is shortened, relative to that

implied by the model. It is also possible, as PR (1979) suggest,v

that IMF programs cause a change: in expectations or confidence,

. such that the money demand function shifts, or expectatiohs of

the explanatory variables change. For example, an IMF program is
usually expected to be deflationary. People may expect incomes

to fall, and may revise their desired money balances

accordingly. This means that.last year's income receives a lower

\ W

weight. This could be one reason for the large overprediction in.

1978.

Likewise in 1979 the eéﬁﬁomic situétion looked much
healthier, partly Becéusg of the large increase in coppef
prices. The government and £EOZ annOUnéed that credit to the
private sector would be much easier.  This may' have pfémpted

people to revise upwards their desired money balances, and to
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ignore the information conveyed by events-in the previous year.

In 198i,’people may have also’ revised their desired ‘balances
downwards, expecting deflation,‘éné not expecting the favoﬁrable
harvest that caused the credit ceiling to be broken. o

The model shows that in most years, even when liguidity.
built up very rapidly as in 1975 and exchange and import
restrictions were intensified, the errors are reasonabiy small.
This indicates that money markét "equilibrium ‘tends to be
attained within a year. 5° R

The next step was to try and refine the M! eguations
further, using real output as an explanatory variable. First, _1I
added a dummy variable representihg the—exchange rest;ictions
that wefa‘igpensffied in 1976. The dummy took the value of 1 for
1976 onwards, and 0 for earlier yearé. PR (1979) adopted this
procedure for their quarterly model, and obtained a significant
coefficient. However, ‘fzghfainedlan insignificant coefficient.
One reaéon may " be Ehat the dummy that PR used acted as a proxy
‘for the increase.in interest rates in 1976.

I ekperimehtéd with differenthweigh;ed averages of curreng

esults were weights of

and the previous period's GDP. The best Ny

i

-

0.5 in each period.

}4/

\
\

S —

S°As noted by Prais (1977), the use of end of the year stock
data and annual average flow data already implies an adjustment

lag.

s
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rf’If,ﬁhe'intéfest rate reflected expected inflation - there

—

sbuld be less justificdtjon fs: having both variables. One ‘test
of whather it is justifiable to include both variablés is to run
the regr;ssion without one of the variabies. If the variébles
are highlfwcollinear, then ‘the t values on the included variabie
should»’incregée significantly' (the\explanatory povwer that was
.common to béth,»variablés 'will be allocated spiely to the
in;lu?ed variaL}é). High collingarify would indicate that
interést ratés reflected expectéd inflation. When the inflation
varigble was drbpped, using the equatiog of best'fit from Table
5.2, the R? only ma;ginally deﬁlined (to 0.89). The t value on

"~ the jmterest rate coefficient changed only marginally. When the

interest rate was dropped, however, the R? dropped dramatically

to 0.5, and the coefficient on inflation became negative-ngi

1nsxgn1£1cant. This shows that there is a degree of
collinearity, and that the inflation rate is acting to some

extent as a proxy for the interest rate. However, the degree of

+

coll;nearity .18 not very ﬁﬁgh. *! This indicates that there is

at least justification for incluajng the interest rate variable.
\&\ . . T N
As the inflation variable adds to the explangtgry pover of the

equation, and is justified theoretically, there is’ goodu cause

for including it as well (as Aghlevi and Khén (3977)'do, and as

Laidler (1985) sayé is. justified when x1nterast fatés are

- —————— i ——— -~

" 51 The correlation coeff1c1ent betwenn the two var1ables is

about 0.65. .r,
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1 exﬁerime' d further by subst1tut1ng the average of th1s

period s and ne t ‘period's 1nflat1on ,rates, fcr the? current
period inflation rate.,. Qs prlalned ear11er, this is. Just1f1ed
by the existenceVOf'price controls,°excesscdemand,rand “the lag
between the adjustment»dof official prices énd.increESeS_}n

unofficial prices. The fit improved marginally. %2

’

. The next Step was to estimate.demand equations for all-

different components of money. This exercise is necessary for

the purposes of determining the most stable and predictable

money demand function, and for examining the stability of the

money and credit multipliers (see Chépter 6).
N hd 1o . :

I assumed that the same model applies to each component of

money (as does Diz, (1970)). The results are tabulated in fabie

5.3, and are discussed below:

Currency

"‘All coefficients were significant. The R? and the'MPSE"’ h
nere much lower and nigher respectively than for er The |
incdme‘elésticity was 1.52, which is clightly ‘higher than

for Mi. The coefficient . for inflation was positive. A

possible explanation is increasing uncertainty  and
e

1nstab111ty, which caused people to want to be as l1qu1d as

S2ps expected, a regression using an average of the current and
previous period's-inflation rates produced a worse fit,
R
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possible. In times of goods and foreign exchange shortages

people might want to hold extra amounts of cash so as to

e

mark%t foreign éxChahée when‘they become available.‘wilfopdﬂ

(1979) found that currency holdings increased relative to

demand deposits as inflation increased and,attributes ithis"

Vto increased Aun;ertaihty. Another explanatioﬁ; discussed
under 'Demand Deposits', is!that the opportunity cost of
hbldingv-money"for ,transacfionS‘purposes.increased féstef
for démand ‘deposits, because of incréasjng chequing
charges,‘ thanirfof cﬁgrency, \prombtiﬁé a switch torfﬁé
.latter. | |

There . were large residuals -in 1969, 1970 and 1971,

‘have quick and ready access to scarce goods”and'biACkf

These might be related to the quality of the agricultural

sector, which is not included “in the model. 1f the harvest

is good, agricultural inéomes are high. Farmers tend‘ftqi

” e

hold a greater  proportion of their money balances in

currency, than urban dwellers. Therefore currency holdings

. can be expected to increase relative to what thé.model

predicts. This may account for the ovefprediétion in 1970

(a bad harvest), and the underprediction in 1971 (a very;‘

good harvest). Future research could use a proxy variable

to account for this (such as the number of bags of maize

harvested).
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o Diz (1970) experimented with a variable proxying the

., distribution of Yhéghe,knamely the share of'Encome goiﬁg té
7 ,1abour. His hypothe51s was that the h1gher this rat1o,v the
}greater the demandv'for currency by the public, as wage
earnerS'would be less ljkely to hold moﬁZy in banks. He
obtaiﬁed a significant coeffiéieﬁt. 1 tried the same tést,
but- was unable tévdbtaig a significant coefficignt. One
reasqn‘ may be that the period of very lérge';age increases
in‘Zahbia (the late 1960s) coincided with Zambianizatioh of
'the rcurrency. Peoplé who had not previously uéedAbanks ﬁay
) have been pefsqqﬁed,'tb open >baﬁﬁt‘accounts- wheantheyr

exchanged old for hew notes (they méy>haVe also diStrustéd

P

- the new currency).

1 also added a dummy proinng exchange rate
. 3 : . . ) ) . - » + /,
restrictions,  but this did  not improve  the fit

Significantly}

Bank Reserves : : S .,v ;,
Commercial Bank Reserveslwere hypothesized to dependﬁf

on the 'legalﬁ reserQe ratios for the different classes of

deposits‘as well as the variables in the basic modell One

could reason that it 1is not necessary to include these |

extra variables as the amount of reserves demanded. depends

-—— e ————— - ————

®2 Harvey (1977) raises this point.
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on the level of dep051ts (which depends on the demand for

T - . |

‘them), and the opportunity. cost of qholding reserves.'

 However, if there’was no legal reserve ratio, the bankss‘

might hold fewer reserves -than implieav by the legal

requirement. ** I have therefore 1nc1uded them,

The estimated equation _produced a very high RZ of .

0.99. The_MSPE was relatively (to M1) high' at 73{* Errors

were over: 10% in 1974 and 1975. The underprediction in 1974
\

may be due to the liquidity sggeeze in that year, caused by -

rapidly rising credit. - Excess reserves fell to zero. The

‘overprediction in 1975 is, conversely, due to the very

large liquidity build-up that year. )

/

The income elasticity was very high - nearly 2 - and
. ) v
highly significant. As expected, the interest rate

coefficient was negative, and was - significant. The

inflation rate coefficient was negative and verged on

significance at the 5% level. This may seem surprizing,

given the positive coefficient in the currency equation.

Banks, owever, are presumably not so concerned with the
need for quxck access to scarce goods and foreign exchange.
Also, unlike consumers, there is no other liquid asset that
has a lower opportunity cost. The coeff1c1ent on the legal
reserve ratio for demand oeposits was positive, ‘as

*There is evidence of this in Zambia. In some years - 1974, and
1981 onwards - excess reserves fell to zero.

2
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expected, and significant. The céefﬁicient for the reéerve

ratio on time and savings deposits was negative and -
significant. This is ablittle hard to explain as one would
expect avpositive sign; Ong'%eason'coUld be that ‘the ratio
was only changed once over the period, thergby alloﬁing

ipgufficieht variation to allow a meaningful coefficient to

— ——— -

be estimated.

Base Money . , o

As base money inciudes bank reserves the legal reserve
ratios were included as arguments. Aihigh R? of 0.98 was
attained, along with a good (comparable to M1) MPSE of 34.

=

The income - elasticity was 1.34, comparable to that of M1,
' 3

- The interest elasticity was significant. The inflation

elasticity was significant and positive. The positive
coéfficient in the fggrngncyA'equation | outweighed the
negative coefficient in the bank reéerve equation., The

_coefficient for the reserve ratio on demand :aeposité “was
the expected sign, but just beidQ significance’at the 5%
level. The coefficient for the other -ratio was positive and
insignificant) The reversal of signs from the Bank resérve
equation may refiect the instability of the coefficient
resulting from lack.of Qariation in the data.

It is interesting to note that the MPSE for base money

is 1less than half of the MPSE for the components of base

;

[
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money. This 'indiéates that thetbthe residual errors are

a

partially offsetting. o T " - -

_ " The only large errors (over 10%) were in 1970 and
1971. The errors in estimating M1 in 1978 and 1979 and 1981
were therefore not attributable to base money.

-

Demand Deposits

The R? was 0.87, while the MPSE was 68.4. As with M1,

the largest errors were in 1978 and 1979 and 1981 (over
10%). Errors were ;lso large (between 5 and 10%) in 1967,

1968, 1972, and 1976. As mentioned earlier 1972, 78, 79 and

81 .were years of major monetary policy events. The income

‘elasticity was 1.25, or slightly lower than for M1, The

interest rate coefficient was .significant and _had the
expected sign. The inflation fate‘coefficient was ,negaeive
and very insignificant. This may seem puzzling at first as
the coefficient on currency is positive. A poseible Areasen
is that cheqning charges have gone up with inflation, with
the result that the opportunity cost of holding demand
deposits has _risen faster than the opporfunity cost of
‘holding cash. Given a need to hold money - fer -transactions
purposes, this might explain the move 1into currency.
Ariother reason, referred to above, may have been the desire
to be as liquid as possible, given the economic

~
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uncertainties and shortages.®S®

) The results of this equation have élready been
discussed. The equation is marginally different ’ffom) ther
one 1in ‘Table 5.2, ’ae the inflation wvariable measurese
'expected' inflation rather than the current rate of =

inflation.

Quasi-Money _ 4 . : , o

The equation for quasi-money produced an R? of 0.88,
and e high MSE of 320, ipdicating large residdalsf Errors
were well over 10% in most years. The income elasticity was
very high, and highly significant, indicating ‘fhat this
form of money 1is more of a luxury good than the other
forms. The ‘interest rate coefficient was negative and .
almost zero. This may seem surprizing given the increaee in

interest rates over the period, the rise in the ratio of

i

time and savings deposits to demand deposits, and the

highly significant negative coefficients on  the interest
. : 7

rate variable in the previous equatlons. A possible reason
% From what I remember of my experience in Zambia bank charges
. were both 1gh and increasing. Holding transactions-related
money in fsavings accounts was impractical and undesirable given
the withdrawal notice required, and the negatlve real interest.
rates. There were therefore definite incentives for holding
cash. :
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‘is thét higher interest rates have at times been associated
wjth government -initiated credit squeezes, that have
induced businesses to run down their time and savings

deposits. ‘ N h - o
. . - [

The coefficient on inflation is negative (as expected)

2

and appréaches significance at the 5% level. ,
~ The income . élaéticity is ,very diffqééﬂ%’f?éﬁ'that
théined byl,PRl (1979) gﬂho' Obtainéd an insignificaht
"cbefficient.'PR were.themseIVes surprized by‘their rgsult.
The demand for'this cohponént is clearly more unstable
than for the other components of money. One feason could be
that‘peoble switched back and forth bét@éen thé. banks,/;nd
other financial intérmediaries, However, the,evidencequps
not . support this. %% A more plausible reason is ﬁhaé‘the
stock of quéSi-money tended to reflect the ‘;hocks hitfing
~the economy. ‘Péople -and businesses would .add to their
balances during times of excess liquidity and intensified
foreign exdhaﬁgé res£rictions, and desfock dﬂting credit
squeezes. There was a pafticularly large aestocking in

1978,

- —— . . ——— Nm —————

*¢ The major reason for this to happen would be if interest rate
differentials were continually fluctuating. This was not the
case in Zambia. Interest rates rose very slowly. Rates in the
other financial institutions tended to lag behind those in the

banks.
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M2 , , o ; o -~

The demand equation for M2 produced an R? of 0.96, and

an 'MPSE of 62. The inébme elastiqity was almost 2. The

intergst rate coefficient was negative and significant,

feflecting the dominating effect “of the non-interest
 bearing élements_of money. The inflation rate coefficient

was negative, but insignificant, reflecting the opposing' S

forces of inflation on currency and 66 time and savings

deposits. The only error over 16% was im 1978 (20%).

P

Judging from the above, the demand for"M2 ié'gppears~to be
less predictable:than‘the demand for baée»money‘and”MTT This is

of policy interest. P

163



TABLE 5 3

- DEMAND EQUATIONS FOR EACH. COMPONENT OF MONEY

‘a) Currencz(Curr) -
Curr = -6.4 + 1.5GDP’* - 0.42i + 2,74(P/P_,)"
(-3.9) (6.5) . (-3. 6) (3.6)

R? = 0.81 SEE = 0.08 MPSE = .6 F = 18.8

b) Bank Reserves (R)

)* + 1.32rs1 - 0.22rs2
)

R =-12.3 + 1.94GDP* - 0.48i - 0.44(P/P.
(4.1) (-1.74)

(-11.5) (14.4) (-2.0) (-1.35

R? = 0 94 SEE = 0.06 MPSE = 54 F 266

c) Base Monez(B)

B = -5,8 + 1.34GDP* - 0.44i + 0.79(P/P.,)*+ 0.59rs1 + 0.03rs2 B
©~ (-6.R) (12.6) (-4.3) (2.2) (1.9) (0.25) . ]
/ R? = 0,98  MPSE= 34 SEE=0.048 F=267

d) Demand Deposits(DD)

DD = -3.4 + 1,25GDP* - 0.3i - 0.018(P/P_,)* - .wﬁ
(10.3) (-6.2)  (-0.05) .
R? = 0.87 MPSE = 68.4 SEE=0.066 F=38

Rl

M1 = -3.9 + 1,35GDP* - 0.33i + 0.70(P/P.,) o : |
(12.9)  (=9.0)  (2.65) T
R? =~0.94 MPSE = 30 F=90 SEE=0,049 ' .

f) Quasi Money(QM)

QM = -17.7 + 3.2GDP* - 0.01i - 1.73(P/P.,)
9. 2) (0)  (-1.6)
"R? = 0.88 MPSE = 320F=41 SEE=0.16

—

g) M2 | | .

M2 = -8.0 + 1,98GDP* - 0.2i - 0.24(p/P.,)"*
(16.9) (-4.2) (0.70)
RZ = 0.96 MPSE= 62 F= 124 . SEE=0.06

Notes: - GDP and inflation variables are in ‘expécted' form;
- equatlons were estimated using GLS, for 1966-83; - -

- i is the interest rate on bank savings accounts. -
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Diz (1970) ;in ihis study of Argentlna s .‘ménetary

e -

_ experience, also estimates demand equatlons for the dlfferent
1components of_money.AIt is interestlng to compare hlSv results
with mine. Diz obtéins-'pefmanent' income elasticitieS{of 3.1
(1.52) for publiciy held currency, 1.6 (1.25) for demand
deposits, and 0.8 (3.2) for time and savings aeposits. He does
not estimate a demand eguation ;or bank reserves.®7 My estimafes
are in. pareﬁtheses for comparison. His estimates for fhe
interest rate elasticity are 0.2 (-0 42) fot currency, -0.2
(-0.3) ‘for_ demand dep051ts, and 0.15 (0) for time and savings
deposits. His estimates for the 'expected' inflation rate
elasticity are -1.8 (2.?4) for currehcy, -1.35 (-0.018) for
demand dep051ts, and -8.7 (-1,73) for t1me and savings deposits.

There are clearly major areas of disagreement. ”Hls’
estimates of inéome elasticity are much “highef than mine for
currency and .demand deposits, and much lower for time and
gavings deposits. Diz' results are a little puzzling, as one
Qould expect "the 'permanent' income elasticity'io be higher, the
'wider' the definition of money. As an economy grows people will
tend to wuse cash less and bank deposits more. As their savinés
grow with income (that is, as their wealth increases) they will
be more likely to use time and savings deposits as a repository
for their wealth. Macesich (1970) also posits the income

Instead he estimates an equation for the bank reserve ratio.
This is dlscussed further in Chapter 6. '

165



,4 - - - - — Y\

elast1c1ty of bank dep051ts to be greater tﬁvﬁ/that of currency.'

Perlman (1970) f1nds incomé elasticities to be lower forb
vgurrency than deposits for a cross-section of countries;iﬁb |
My income elasticities may seem puzzling as; éccOrding to
my theory, the income elasticity of demand deposits should be
higher than for currency, whereas it is lower. It may be the
éase that the currency coefficient is biased upwards because of
an omitted variable that is correlated with income. Such a
variable may capture a trend, such as an increasing ratio of
currenc} to demand deposits. I tested this by reestimating the
equation with population as a variable. This should capture both
population, which theoretically should be in the equation
anyﬁay, and is fitted along a trend, and any other trend. The
fﬂincome elasticity fell to 1.12, The population cqefficient was
£2.7, and highly significant. If population was proportional to
money demand and there was no other trend the coefficient would
be unity.
As growth inr currency demand has been at the expense of
~ demand deposits one might suspect that the {ndome elasticity of
demand deposits in Table 5.3 ié biased downwards. I refan the
“;equation with a population variable. The inqome elastiéity rose
t; 1.46. The coefficient on poeflatlon was 1.1, feflecting
mainly the effect of population 1tsel}.

ﬁ These results probably explain why population did not make

any difference to my original M1 equation, prompting me to omit

166



it. The biases on ‘the currency and demqhdg deposit income
elaséicifies ééﬁcglled each otﬁer out. I also checked the othe:'
money components. The alternative specification made 1little
difference to bank reser?es. The income elasticity for base
money fell to 1.18. As with currency the Vinterest elasticity
rose significantl; to nearly -1. The incohé elasticity foquuasi
_money"fell to‘2.4, reflecting a strdng 'monetization' trend. The
\interést _rate became more negative, as did the inflation
coefficient. The income elasticity for M2 fell to 1.71. The
~equations are shown in Table 5.4. |

‘The rise in the interest rate coefficients are disturbing.
Laidler (1988) cites various studies.showing the interest rate
“elasticity to vary between 0.15 and 0.4, which 1is consiétent
with my original estimates. Also of concern was a large rise in
the COND values i; the equations, suggesting that the X'X matrix
was approaching singularity. This makes the_coefficients very
susceptible to changes in. sample size and specification.

Diz obtains a positive interest elasticity for the demand
for currency. He admits that this 1is contrary to | his
expecﬁations."He attributes this to 'complementarity' between
the two forms of money, but does not explain the reason for
this. His estimate of the interest rate elasticity for demand -
deposits is the same sign and magnitude aé mine. He -obtains a
significant positive interest elasticity for time and savings
deposits, which I do not.
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e Table 5.4 ou L L

Alternative Specificatibn'of Hdney ngand;FuﬁctiOhs“A;f;ffww

a) Currency . g B & 5y o
¥ : . ) _ “. - n.. 4 ’
Cur = =5.5 + 1.12(y/N) - 0.93i + 2,030 + 2.69po \ |
£-3.3) (4.0 (-3.4)  (3.43) . (6.17). s
' P?=0.91 F=44 SER=0.07 MSPE=44 - R
b} Base | ) - ’ ,
Bagse = 7.1 +1,18y -0.98r +0.171 +1,26rs! -0.28r52 +2.2pop .

1-7.8), (8.7) (-4.5) (0.42) (3.4) - (-1.9)  (6.9)
 R?=0.99 F=205 SER=0.045 MSPE=26 '

c) Bank Résefves

o-

Bkrs = ~14.45+ 2.04y -0.61r- 0.83M+ 1.69rsi- 0.38rs2+ 2.19pop
{13.3) (12.3) (-2.38) (-1.66) (3.7) (-2.04) (5.7)

R?=0.99 SER=0.056 F=277 MSPE=60 -
d) Demand Deposits o . : ‘ ‘;-
\Ddep = -5.2 %+ 1,46y - 0.17r ~ 0.0VB + 1,11pop - . : f
4.0) .(6.9) (-1.13) (-0.04)  (4.0) -
Ri=0.B6 F»28 SER=0.07 MSPE=65 B S
{
el MI

M1 = -4,69 + 1.36y -0.37r + 0.5711 + 1.53pop
(-4.6) (8.,2) (-3.2) (1.94} * {6.8)

R?=0.93 FeS8 SER=0.05 MSPE=31

T

N
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'R?=0.89 F=37 SER=0.16 MSPE=42.4

‘Table 5.4 (Cont.)

'fvauasi-Mongji t o | D 577.'f7¥ f’)’;%i,;

L .
J 7‘ ‘ ;

OM = -15.6 + 2.4y - 0.76r - 2.450 + 4.69pop -~ -
(-4.6) (4.3) (-1.85) (<2.37)  (6.1) L v

'y
i
«

* R?=0.96 F=98 SER=0.06 MSPE=58

‘,Noteﬁs;

[ I s |

Ay

.’l(s . . \ . M

M2 = -7.8 +1,71y < 0.48r - 0.550 + 2.62pop -/

(6.4) (B.7) (-3.6) (-1.6) (10.3)

3

variables\are in natural logarithms;

. . - . . - ” . . *
income and\inflation are in expEEted form; : .
Yy is‘iﬁﬂﬁer.capitq terms; - : : :
eguations estimated by GLS;
4 \ . W‘ %
, | T k
~ 4 Y
£ “
A3 .‘ ‘
\:." .
. A |
a 1, TN,
] ‘«*
]
¥ ' ¢ 2!
. N : .
&
L "———" )
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v

Diz has a much higher infleticn elasticitf fcr demand and

time and sav1ngs deposits compared to mine. H1s coeff1c1ents arei
‘.51gn1f1cant in ‘ontrast to. mine. Diz' high ’1nflat1on
coefficients 'prchably; can be expla1ned by the much hlgher, and
more ehtrehched rates of 1nflat1on in Argentbna, compared W1th»
jzembia. His 1nflat1pn elast1c1ty for currency 1s opp051te in
s;gn from mine. I outllned a plau51ble reason forj ,qp051t1ve;

A1nflat10n elastlcxty for currency 1n,Zambia above.

5.3 Forecasts of Money Demand ‘ - B A

The final exercise in this chapter was to simulate monéy
demand for the different~componehts:from'1976 on. The model was
‘run for the years up to the pericd ihmediarely before the peried
to be . predxcted The farlonale for this is that a' policy maker-
_ who hds to make a dec151on for a partlcular year only possesses:

1nformat10n on the parameters of the model up. to that year.«’For

‘a valid forecast to he made he can only use those parameters. As

the principal practical application of the monetary approach to

the balance of payments lies-in the forecasting of a hglance of
payments outcome, given a predicted money demand and a 'eelected
charige 1in ddmestic credit the ab111ty to forecast money demand
'is“important. A key part of PR's (1979) study follows the same
procedure, . with the ’same objective. I am assuming the
explenatory variaﬁ%Ss*are the same for each y@ar, wvhich 1is. not
ha R :

necessarily true. However, to estimate different models for each

1‘7‘0;-'



yyear would have been very time- consumlng o The 901ntggi,the4/,44a,

exerc1se is. to test the stab111ty of the moneyrdemand ,functlon.

';f_ the predlctlon ‘errors show, that the model structure is

R changing over time this indicates that the functlon is“ not:

'stable, and that ‘the practical“usefulness of the monetary

approach to the balance .of paymentS!is limited' 58

The exogenous varlables take on their actual values in the

o

simulations., In realxty these would also have tQ be foreeasted,

1ntroduc1ng;further scope-for forecast error. However, this is.a

problem in any kind of forecasting, and is not a drawback

& .

. spec1f1c to the monetary approach

The simulations are ‘'shown in Tables 5.5 ‘to 5.11 below.

—— - — - -

3¢ The equations described in Table 5.3 are used for the

simulations, partly because of suspicions attached to the high
interest rate elasticities and the hlgher COND values shown in
Table 5.4. '
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TABLE 5 S

FORECASTS OF PUBLICLY HELD CURRENCY
~( Kwacha, millions )

Year Actual  Predicted Error ~ $Error 7’ - 3{;
1976 101.9 124.5 22,9  22.5
1977 83.2 95.5 12,3 14,7
1978 79.1 67.2 -11.8 -15.0
1979 69.5 69.1 =0.4 -0.6
1980 74.4 70.3 -4.1 -5.5
1981 81.2 76.3 -4.9 ~-6.0 .
1982 --80.1 82.5 2.4 -~ 3.0
1983 < 7658 . 85.5 8.7 11.4 N
Root Mean Squared Percentage Error (RMSPE) 19.6 | o .
Mean Absolute Errors , ‘ 8.4 - ' o
Standard Deviation : | : 6.8 : "

| TABLE 5.6 ’

'FORECASTS OF COMMERCIAL BANK RESERVES
( Kwacha, millions ) .

Year Actual Predicted Error $Error
————————————— ‘-.——_(\——--——-———————-._-..-__———b’———_—_——-..--.

1976 73.4 68.1 -5.3 - o =7.2

1977 73.0 92.9 19,9 27.2

1978 63.2 63.2 72.1 8.9

1979 67.5 63.0 -4.5 ~6.6
1980 62.4 59.2 -3.2 ~5.1

1981 61.4 65.8 4.4 7.2°
1982 " 65.3 66.6 1.3 1.9

1983 62.0 59.0 -3.0- -4.8 -
RMSPE g 19.5
Mean Absolute Err 14,2

Standard Deviation \22'5

- Note - values are in real terms.
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" TABLE 5.7
FORECASTS OF BASE MONEY
(' Kwacha millions )

. Year  Actual . Predicted ~ Error  $Error

1976 175.2 183,1 7.9 4.5
1977 156.2 162.1 8.9 5.7
1978 142.2 134.9 -7.3 -5.2
1979 137.0 129.8 =7.2 -5.2
1980 136.9 131.8 -5.1 .~3.6
1981 143.6 141.0 -2.6 -1.8
1982 145.9 146.0 -0.1 0
1983 138.8 1411 2.3 1.6
RMSPE , , - 6.5
Mean Absolute Error _ \ 5.2 -
3.0

. Standard DeviationA
- 'TABLE 5.8

FORECASTS OF DEMAND DEPOSITS
( Kwacha Millions )

_Year Actual Predicted Error $Error
1976 215.0 195.3 -19,7 ™ -9.2
1977 188.4 201.4 13.0 6.9
1978 157.6 179.4 21.8 13.8
197? 213.,1 151..8 -61.3 -28.7
1980 176.6 171.0 -5.6 -3.2
1981 ___160.5_ 180.7 20.2 12.6
1982 181.7 184.8 - 3.1 1.7
1983 176.0 176.5 0.5 2.7
RMSPE . 21.0
Mean Absolute Error : 18.2

Standard Deviation : 18.0
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. TABLE 5.9
FORECASTS OF M1
( Kwacha millions )

Year . Actual Predicted Error $Error
1976 316.9 321.3 4.4 1.4
1977 271.6 309.1. 37.5 13.8
1978 236.6 250.0 13.0 5.5
1979 282.6 219.,7 -6.3 -22.3
1980 250.8 237.8 -13.0 -5.2
1981 239.8 - 262.2 22.4 9.4 )
1982 . .-260.7~ 266.8 6.1 2.3
1983 .252.8 - 260.5 7.7 3.1
RMSPE 16.8
Mean Absolute Error 13.8

Standard Deviation 10.4

TABLE 5.10

FORECASTS OF QUASI MONEY
( Kwacha millions )

“Year Actual Predicted Error $Error
1976 187.6 v 127.6 -59.8 -32.0
1977 215.0 201.,7 -13.3 -6.2
1978 146.5 226.5° 80.0 54.6
1979 173.7 152.1 -21.6 -12.4
1980 . 191.3 163.1 ~28.2 -14.7
1981 179.5 185.3 ~ 5.8 3.2
1982 199.8 186.5 -13.0 -6.5
1983 211.7 194.,3 -17.4 -8.2
RMSPE : ‘ 38.9
Mean Absélute Error 29.9

1

- Standard Deviation ‘ .+ 26.
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TABLE- 5. 11

FORECASTS OF M2
( Kwacha millions )

Year - Actual Predicted Error $Error

1976 524.4 ” 455.8 -68.6 -13.1
1977 491.0 497.2 6.2 1.3
1978 386.0 479.1 92.9 24 .1
1979 458.2 379.6 -78.6 -17.2
1980 447 .1 © 395.5 -51.6 -11.5
1981 423.2 440.3 17.2 4.1
1982 503.3 454.3 -49.0 -9.7
1983 467.3 443.2 -24.1 -5.2
RMSPE 21.0
Mean Absolute Error 48.5

Standard Deviation \ 30.8

The tables show that the RMSPE is lowest for base money, by
a long wa&, and fhighest. for M2, Although curgency and bank
reserves individually have RMSPEs close to that of M2, the
_erfors appear to. be offsetting, so that the errors for base

money are low. Percentage prediction errors for currency range

from 23% to -6%. For bank reserves the errors range from 27%/to o

-7%.hFor‘Qase money, the errors are all under 6% in absolute
terms, ranging from 5.7% to -5.2%. | |

The largest errors for all components are generally in 1978
and 1975, the yea{s' of the IMFbprogram. THe error for Quasi
Money is particularly large in°1978; and appears to account for
the very higthMSPE relative fo—other components.

The structure of the e?rors do not réveal any systematic

R 23 ‘ ‘
under or over prediction. One can conclude that the structure of
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theimoney demand functions has not changed over time.

In conclusion, the demanégfunction for base mpﬁey would
appear to be far more 'sound for tﬁe'pufposes of policy a3king'
than the okher fynctions. The averége error andvt;e variance are
both small, If the errors are random, fheq one can predict with
>95% confidence that one might be plus or minus K15 miliion, out
on one's prediction. For M1 this range becomes plus or‘minus K%&
million, 'and for M2, plus or minus K80 million. These figures‘
are in real terms. In today's prices the figureé SQPUId be .’
multipl%ed by four. Even in the case of base'money the error in B

predicting the balance of payments might be K60 million, which

is quite large.

5.4 Summary and Conclusions

Section 5.1 discussed the behaviour of the velocity of
circdiation. It appeared that it could be explained in terms of
traditional money demand arguments, such és income and the
opportunity cost of holding money. In Section 5.2 1 estimated a
function for M1, using measures of perménent income, interest
rates ahd.éxpected inflation as arguments. Permanent income was
proxied by a simplé average of this period and last period's
real GDP. Expected inflation was proxied by an average of this
and next period's inflation rate, on the basis that measured
prices lag behind actual prices as a result of price controls.

The"éavings rate on bank accounts was used to represent the
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interest rate. I experimehted ‘with ‘terms' of . trade adjusted

income, HCWGYEF‘f’ﬁl GD? expléined mohéy demand better, perhgps
because it represiﬁts"permanent income  better.. EQuationé
estimated in per'cabifa terms did not perform as well as those
in—aggregate terms. | | | |

A The fitf hi Pbtained for M! was quite good. The income
elasticity was well over one, as 'e£pected'v (because  of
monetizatioﬁ . effects). | fhe . inflation coefffcient' was
’surprizingly szftive, perhaps réflectihg uncertainty and
instability. The interesﬁ rate coefficient was negative, as
‘expected, and significaﬁt. Major~residuais occurred in yearsc of

major policy disturbance, particularly 1972, 1978, 1979 and

3,

. i %
1981. The largest errors were in 1978 and 1979, which were the

IMF standby agreement years. One suspec%%«?hat IMF progfams have
thé effect of changing. the way expectatfons are formed and
adjustments are made. ‘

I then assumed that‘the’same model would hold for the other
components of money. Good fits were obtained for base money, and
demand deposits. Quaéi-moﬁey couldlnot be explained nearly so
well. The réason“éégms to be that it serves as a buffer against
shocks to the economyi During years of higﬁ liquiditf 1t buildé
up, and is run dbwn during yearé of low liquidity, the most
notable example being 1978, B

The equations for currency and bank reserves both have

.sizeable errors. However, they appear to be offsetting, as the
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'base money function has much smaller errors.

‘fhe - signs and magn1tudes of the coeffrc1ents are generally
plausible. Major exceptions were the high income elasticity of
currency edemand, end the positive- inflation elasticity on
_currency; THe'latter could be explained by uncertEThty_ and
instabilityb in the economy,: and a desire'to;be as liquid as

possible duringltimes of scércity of goods and foreign exchange.

Transactions on the black market for both these items reduire'

cash. Another factor was that rls1ng chequing» charges were
1ncreas1ng the opportunlty cost of hold1ng transactions balances
on demand depq51ts relative to gurrency. The.omission of these
trends = might be"paftiy -responsible for the high income
elasticity on currency. Reestimating the equation with a trend
variable\’ (population) considerably reduced the income
elasticit&. Similarly, reestimation of the demand deposit
equatien increased the income elasticity.

The income elasticity for quasi-money seemed very high

). This/ﬁuggested that it might include a trend variable

reprgsenting ‘menetization', which would be highly correlated

with ingtme. Inclusion of the population: variable (;yhicﬁl

4
represghts a trend) reduced the income elast1c1ty to 2 4,

In™ Sect%\k 3 I produced forecasts of the d1fferent elements

of money for the years 1976 to 1983. As it is absolute changes

in net foreign assets we are interested in I calculated the mean

é

absolute prediction error and the variance of . the error. The
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“lower the error the Smaller the error in predicting the balanég

of payments for a given change in domestic credit, and the money

multiplier. The errors were lowest for base money and the
highest for M2. This should be of interest to policy-makers.

However, even in the case of ba%e money the errors in today's

prices could be quiteflargé (K6p million). There is still plenty

i

of room for reducing the error.iHowever this might be d1ff1cult

without a far more precisely spec1f1ed money demand function. In

a world of changing government p011c1es, changing -expectations,
and various externél shocks it may be difficult to formulate a
more precise function. Howevef, given the many shocks that
Zambia has experienced it 1is a great source of encouragement

that the errors are not considerably larger.

e
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'MONEY SUPPLY IN ZAMBIA

In order to explain ch;nges,in net foreign assets in. terms
of monetary factors it is necesséry not only to explain changes
in money demand but also the control the monetary authorityh has
over the creation of mbney and credit. If the monetary;aUthofity
cannot control its domestic éssets, or prédict the effect” on
total credit of a change in its domestic assets, it will have
problems in attaining a balance of payments tafget, even it {can
accurately predict demand fof the liabilifées of the banking =

system. The purpose of this chapter is to analyze the control
the Zambian monetary authorities has over its domestic assets,
and how well it can'explain the multipliers which determine the
total change in .domestfc‘ assets. Changes in money supply or
domestic‘credit can»come about  through changes in the money
basé,ﬁan@/or changes'in the money or bank credit multipliers.

The money supply and bank credit supply process is first
described in general terms. In particular, the derivation of the
money and credit multiplierg? is 'presented. The institutional
framework within which the Zambian banking system. operates, and

the monetary actions of the Bank of Zambia are discussed in the
second fSection, in order to assess the degree of control that
the central bank has over base money. The actual bkehaviour of

the rmultipliers are presented in the thirbfse%tion.‘ln sections
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four and five explanations are sought for thefbehaﬁieu£we%4ﬂmrrm—’ef
| ~

elements of the multipliers, and an a*tempt is made to predlct

their behaviour:. Con51derablé use is made of the results of the.

last chapter. The last section préserits some conclusions as to

the explainability of the money supply process inSZambia.

6.1 The Money Supply Process

By definition the money supply process can be written as:

Mo = mH

where Mo is money supply, m is the money multiplier, and H
- : . . \.;
is the money base (high powered money). After total

differentiatioh this can be written as:
dMo = mdH + Hdm + dmdh
Dividing through by Mo produces the following:

dMo = dH + dm + dmdH

-——— - R

Mo H m mH

H is defined as commercial bank reserves plus currency held

byﬁ the public - C + R. These are assets of the banks and the

public, and liabilities of the central bank.®® Most of the bank

—— e . s - —— - ——

59 gtrictly speaking, government deposits are also part of
central bank liabilities. They can be switched to and from the
commercial banks by the central bank in order, to induce a
depofSit contraction or -expansion. ThlS potentlal instrument of

ernment. ~
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reserves are usually kept at the centrai bank"anﬂ'arE‘Uséd ror'
facxlxtatxng inter- bank clear1ngs. Some -of the reserves are kept

»

‘at the - commercial’ banks in the form of notes and coxns, and
foreign exchanéé%%tommeroial,bank holdings QL; foreign exchange
are"usually ehown ag™ a separate item from reserves, but are
essent;ally the same as they can be cashed in at the. central-
bank for reserves. The souzce of hxgh powered money comes from,'
domestic credit extended by the central bank (osqally to the

government), and foreign assets, and -'other assets minus other

¥

liabilities.'®® !

»
°

‘ The centfal bank can try to exert control over the supplyA

of hxgh powered money through varying its‘ domestxc credlt to

e

customers, and varying other assets minus other lxabxlxtxes

_As well as being able to control at- least part of‘ the

=2+

0

supply of high powered money’ the central bank can 1nf1uence the

.Gemand by placing mxnxmum reserve requxrements on’ bank reserves,
and va-ying these reguirements. It can also xnfluence demand by

placing or removing constraints. on deposit (and credit) creation .

by the banks. If it <considers that deposit expansion is

- - - .t e W -

proceeding too quickly ' it can (apart— from altering reserve

€0 This includes items such as leans to the banks, 'special
deposits' levied by the central bank on the banks and other
organxzatxons, physical assets and the eqQuity of the central
bank. -

*'In _practice the government's financing requirements may mean
the surrender ot control over high-powered money, but in
principldythe central bank has control
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: reguirements) impose = special deposits, which éS”E”'similarf

effect to raising reserve requirements, or it can raise. the
‘ _ N i

required ratio of 1liquid@ assets to deposits, or, in some

copntries, including -Zambia, it can impose credit ceilings on

the banks. It can also raise the discount réte to act as a

[N .

ais?ncentive to bah:;\bQLDE%ingAextrareserves from it. It can
sell government bonds to the'pUblic and to the banks. In the
.lattef ‘case there is problem in that the bonds can be sold -
back‘agaln at ‘any tlmeT—+n—exchange forv-reservee, and perhaps
induce an unwanted= credit expan51on. Also, me§eyvsupply wiil
’rise'by the amount of excess reserves the banks use to purchase
the bonds. This is better than the multiple expanﬁipn that would
péCur if they wefe boﬁght by the cehtral bank. ‘In bdih caseé'the
central bank’ may have d1ff1cult1es 1n selling new or exlstlng
government debt unless it can vary its price. e
(j> The money multiplier. is not within the direct control of
tgglmonetary authorlty The size of the multiplier is determlnedrﬂ
by a mixture of the‘behavaoural actions of the commerc1al“banks
and the public, and the policy actions of the central bank. The
moneg multiplier can be viewed in two-ways. First, it is the
ratio of M1 to base money, or M2 to base money. If the demand
for these x'fferent elements of money can be explained and
predicted on tHe basis of well-defined demand functions, then
the muagiplier can also be predicted. The results of the last

chapter can simply be used. Second, it is the ratio of the
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’ as‘foilows: - | :

‘e
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‘ratios of different components of money. It may be more accurate

to ‘predict the numerator or denominator of’ these ratios, or the
ratios as-a whole, than to predict M1, M2_and base money. —

Using the second method, the M1 multiplier can be derived

= .

\\

currency he®™ by the public.

commercial bank reserves ' .
demand. deposits

time and savings deposits

ratio of currency to demand dep051ts
ratio of bank reserves to demand deposits

théh: . » , ' o €
M1 = C + D ) . ' \\

Letting C

T
.C
r

N nn n

-_—— ———— -

H =C + R

whithi»after multiplying and dividing by D becomes

Ml = ¢ + 1

-—— —— -

H =c¢ +r

Alternatively, bank reserves can be defined as the sum of
reserves required on demand deposits, time and sav1ngs
dep051ts, dnd excess reserves. Letting t be the ratio of
time and savings deposits to demand deposits, and rd, rt
and re be the requ1red reserve ratios of demand deposxts,
and time and savings deposits, and the excess reserve ratio
respectively, the multiplier, after manipulation, can be’
written as: ' '

M1

"
9]
+

H ¢ +rd + rtt + re(1+t)

The second method is more compllcated than the first -~ there
is an additional variable to explain. However, the reserve
-demand deposit ratio in the first: method may be

not so easy to explain as it is .

‘influenced not only by rd, but also by rt, re and t.
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The M2 multiplier is defined as:
; PR R RO

M2=C+D+T ’: . _— - T

¢

[ —
There are also various ways of writing this, Letting c, and
r, be the ratios of currency and bank reserves to total

~demand and time and savings deposits respectively, then

M2 = ¢, + 1

—— ————— -

( M2 = c +t + 1

H ¢ + ry(1+t)

Or
\\\
‘ M2 =
H -
Finally,
M2 =c +t + 1 ’
H c +r . .

The definition one chooses to usé,depends on the accuracy
with which the numerator and denominator of the component

,4£i§ios' or the ratios themselves can be explained and predicted.

L]

An alternative way of examining the contrbllabiiity of the

moneyAﬁjuﬁply process is to examine the'relationship between the

mohey Base and commercial bank credit. Froma . policy« point of
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view this neiationsﬁio is relevant as qoneSEiC_'creqiE is the -

policy finstrument. Rather than impose a ceiling on total cfeéit

the authérities can just place a ceiling on the credit expanSion

- of ‘the monetary authority and, with the use Qf information on
, . S

the credit multiplier and moneyAdemand,‘ predict  a balance of

fgpayments outcome. ‘The credit multiplier can be written as:

S

Unless commercial bank credit can be explained independentlyiit
1s necessary to estimate b thfoughrestimating its conponents. It
. may be possible  to explain the demand for bank credit to some
extent through the same variables as in tne money demand
function. However, it probabiy. nould'not be easy to obtain a
good eqpation.because of factors 5such”fas 'animal spirits’,
changina government policies, intermitten;ﬁcredit ceilings, and
differential responsiveness of credit demand to different
sources of income (e.g. agriculture versus mining). The
multiplier can be derived in terms of its component ratios as
follows: .

14

BC =D+ T - NFA - (OA - OL) -

H C + R

Dividing andrmultiplying by (D+T),
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where: - f is the\katio of net fereign assets (NFA) to total
deposits; ) - T o N
- e-'is the ratio of 'other assets less other
liabilities' to total deposits; '
- other symbols as previously defined.

Alternatively, dividing and mult1ply1ng by demand dep051ts
and letting f, and e, be the ratios of NFA and .
(OA-OL) to demand dep051ts respectively, the credlt

~ multiplier can be written 283

BC=1+vt-vf,-e,-r~,\\§
- —-3_--—-——'* —————— - ——
Eig) ¢ +r ’

- do
r and r, could also  be decomposed further into rd,
rt and re. ' ‘ .

The differences betwéen this and the money 'muitiplier kgre'
the terms f and e. It may be d}fficqu to explain these ratios
on thé basis of behaviouralorelationships as is poﬁsible for c
and r. f s 9§rtly determined by thé‘banks—ﬁnd pértly by ;he
central bank - how much foreign exchange it allowsnthe.banks to
keep. The same goés for e. For the purposes of emplﬁjcal test1ngA
it is probably easier to treat bot%k/these varlables as
exogenous?“ so that predlcted Yalues are actual values. The '
variasies to be explained are then the. same as in the money

multiplier.

&

6.2 Institutional Framework
~IMF  (1971) contains a brief descr1pt1on of the monetary

system in Zambla (also see Harvey, 1977).
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legislation ' of éﬁe Bank of Zambia Act. Prior to 1964 théfe,wés
no independent mohetary»aUthority in*Northérh Rﬁodesié; ‘as the
country was part of vﬁ monezary union usiﬁg the Rhodesia and
Nya;aland gound.'There afe five commeﬁpial banks, aii b;t oﬁe of

which are foreign-owned._ In addition there are a number of

specialized financial intermediaries, which cdmpriSe about- 30%

of total financial assets. 62 B
The BOZ has always possessed the traditional arsenal of

instruments at the disposalvof central banks, as described in

the 1last section. It also has lthe power to_ration'foréign

&exch9nge, to regulate how much foreign exchahge , the commercial

banksv and other organizations and individuals are allowed to .

keep for their own purposes, and to prescribe sectoral ceilingsr

on commercial banks' loans and advances. Its powers to conduct
open market operations are not limited legally, but are limited

practically by the lack of a market, apart from ghe commercial

banks and @®her financial institutions.®?® Its powers of moral

§25ee Chapter 4.5 : - ™

63 The lack of a market is partly a result of a reluctance to
allow interest rates to be determined by market forces. Harvey
“(1977) notes, however, that BOZ has tried to encourage companies
to hold marketable debt. For instance, the government- owned

financial non-bank intermediaries were encouraged to buy-
government debt rather than simply deposit assets at BOZ. The
hope was that the creation of a debt market would encourage
foreign-owned companies t¢ invest their liquid assets in
government debt rather than overseas. ‘

“
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moral sua51on are h1gh ma1nly because of the 11m1ted number of

ommerc1al banks. It can 1nfluence the" comp051t1on of bank
lending between government agg\the pr1vate sector, and the
composition between economic sectors. Together w1th the |
government 1b has a strong measure of control over the
atlocatlon of fore;gn exchange between economic sectors.

‘in 1968 the powers of BOZ over credit and foreign exohange'
allocation were considerably toughaned, as part of the
‘'*Mulungushsi’ reforms.' It wae*decreed-that no non-Zambian
(wholly or partly) companies‘could obtain credit from the banks
in, excess ?f their equity without‘the~permiéeion'of BOZ. As this
applied to‘most companies BOZ was able to directly control
credit allocation to much of the economy; Another purpose was to
inducé\foreign owned companies to bring tunds into the'cohntry
'and retain a larger proportion’ of their profite tg_ginanceutheir
operations. 2 : - ) / | | ~

Since 1968 .BOZ has frequently made’use of its instruments
of controi. In 1969 and 1970 it called special deposits from the . -

'The major reforms were the nationalization of the mining
companies and several other large companies. -

20ne apparent reason for the reform was that BOZ had .
insufficient monetary control because banks could easily satisfy
credit demand by obtaining funds from their overseas head ,
offices. C. Harvey {1971) says this reason was invalid because =~ ..
of the reluctance of head offices to become net lenders. As - '
Harvey also mentions, it is doubtful whether the BOZ cculd have
had much influence over credit allocation prior to 196& because
»of the high degree of liquidity in the economy (as mentioned 1n
Chapter 4, section 1 abnve).
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mining companxes (K25 million and K68 m;ll;ogﬁrespecggeelyl in
order to stem the build-up 11qu1d1ty resultlng from a large
us

‘balance ééLZ>surpl and the repatriation of the foreign
éxchange proceed the mining companles. In 1971 it released

these IP response to much lower copper prices.and a growing
demand for credit. In 1972 it unleashed a battery of measuree
designed to restrict bank lending to the private sector, channel
existing 'financial resources to the éovernment (to avoid

"inflationary financing of —the budget  deficit' (BOZ Annual

_Report, 1972)), and improve the balance of payments. The

measures were in response to a deter1orat1ng balance of payments
51tuat1on, increasing bank lend1ng to the private sector, andlwa
dererioratipg government budget position. 66,

The .immediate effectqwas‘a large decline in banks' actual

llqu1d1ty to 7% in July, versus 14% earlier in the year. ¢’ The
“The measures were (see BOZ Annual Report, (1972)): a) Raising
of minimumr reserve ratios from 8% to 12% for demand deposits and
from 3%-to.8% for time and savings deposits; b) Increase in
m1n1mum liquidity ratio from 25% to 28%; c) The percentage of

‘llqu1d‘assete which could be held by each bank in the form of

bills of exchpnge and promissory notes was restricted to 10%,
whereas there was no limit previously. d) Long-term government
securities cquld count as liquid assets, while external balances
ceased to be eligible for such classification; e) Borrowing by
companies was limited according to their debt/ equity ratios.

The pe:yltted ratios were 1:1 for Zambian compan&es'and 1:2 for
foreig¥ controlled companles . ‘

®’Actual liquidity is liquidity that Vs readlly avallable to
meet cash requirements - they comprise notes and coins, actual
cash balances, and Treasury bills. Formal liquidity consists of
minimum reserve requirements, bills of exchange, promlssory
notes, local reglstered stocks and items in tran51tr
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fbanks,,badto,sel"l a large part of their treasury,bills;togaoz;inlwgn

order to raise the cash. Banks also reacted to these measures by

reduclng the1r net foreign “assets (by K8 mllllon) reduc1ng'

lending to the private sector, and borrowing from other banks

~and BOZ. The reduction in net foreign assets of the banks helped

“to f1nance the balance of payments def1c1t and also helped to

avert a larger decline in net*forelgn assets of BOZ

In 1974 a number of measures were enacted:f )
a) The amount of foreign exchange available for inports was
greatly‘increased in response to high: copper' price5° b)
Comoanies were directed to finance imports locally instead

of abroad, to take advantage of much lower 1nterest rates.

This induced a large increase in domestlc credit. Anotherf

S
reason for this was that 1mports had to be paid for at

shipment, again to avo1d hlgh _interest charges. This

increased the need for br1dg1ng frnance. It also induced a

'short term capita! outflow; c) The large demand for credit,
combined with a large budget surplus, drastically reduced
banks' ~actual 1liquidity to only 4% from about 25%, and
brought the total‘liquidity ratio to close to the legal
ratio of 28%. To _avoid a Ccredit crunch, BOZ released
special deposits (about K20 million) and advanced about K50
million to the banks; d) Near the end of the year BOZ
ordered that import finance should be obtained from

overseas aga1ﬁ’ in response to the rapidly deterloratlng
«
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balance -of payments situation} '-e),,‘BOZ,/started a

- [ ——— VL S

~‘c§unter—fihance' scheme whereby it leht money tO;»the\
banks, which in‘turn'lent it to thé mining companieé; while

they awaited the prbceéds of their exports from overseas
'customersi This' helped to inﬁect liquidity' into the
_secénomy. 7

In 1975 payments arrears started to accumulate. The?hoz,
ordered importers to place the local. currenéyfwequiyaleﬁt, of
imports on special deposit at the banks,'while foreign exchange -
was awaited. The asset counﬁerpart‘had-to be heldA.inr Trgasury
bills. % In 1976, BOZ tried to reduce;liguiditx;,by“ﬁfﬁéreasingl
the minimum - reserve requirement on deﬁand agbosits from 12%'toi;

15%. It keét the requirement on timé and séviégs deposits  the
same as an incentive for banks to persuade people to hold théitr
money balances in vintereép;beariné ‘and less liquiad depositv
accounts, ir the hope ‘that this would reduce excess éemand~
pressures, Interest rates wekre also inéreaseé és é :fufther : ?\
inducement. The exchange  rate devaldatiqn of- 26%“ ‘via' an .’
- in¢rease in priceé,.helped to mop up some of the excéss supply
of Amoney. However, BOZ lehaﬁné to government and‘the mininéﬁ

companies made it hard for BOZ to control money supply.

o

¢ 8Thus, if the objective of import deposits was to prevent
liquidity building up in the economy, it didn't succeed as the
government merely reinjected it back into the system. S
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Th‘{Q?Q, a further 10%@deva}uatignfﬁhelpg§@ mop up  excess

mohey "bélahces. 'Inperest "fates:werg aégiq raised.'Ngither the
'mihimum fgserve ratio nor the  1iquidi£y» ratio were changed.
Howe&er, \it was recdénized that the Tféasury bii}s held by the.
banks as, the counterpafzﬂrto import deposits répresented” a
potentially dangerous séurce of ney-dgmand for«goods,nif.theyw
were to be cashed in. to satisfy credit de&and. ThergforéffBOZ
directed that they bé consolidated under BOZ - in‘efféqt ;here
was a 100% resefve.requirement-against impqrt depositﬁ. - —

After‘the51978-1980 IMF program there was little,attembt'at
monetary control until 1983.t0redét to government was restricted
durihg  the short-lived 1981 IMF program. Howéver,rc;édit to the
p:i&ate sector increased sg much that the tétal credit ceiling
was exceeded. The BOZ facilitated this by advancing about K70
‘million to the banks, so that they wdﬁld ‘not fall under the
liquid assets ratio.

In 1983, a new IMF pfog}am led to more active monetary
polidy, via a 20% devaluation‘énd'subsequen£ depreciation, and a
iarge increase in interest ;étes. However, by GBSA BOZ was
findiné it difficult‘féiﬁéihféin control because, once égaih; of
large government budgetldéficits..AtVthé end of 1984, BQZicéased
making purchasg§’ from the IMF. The very<la§est de&eloﬁment has
been the inauguration of an\'exchange auction'.'This 'led to a
55% depreciatién of the kwaéha against the dollar iﬁ the first

week of October, 1985,
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In conclusion, monetary policy was quite active until 19757

‘Since then, it has been subordinate much of the time to the

-

financing requirements of the government = and the mining

companies, which hasimade it Very'dﬁfficultbfor it to regulate_

liquidity in the economy, and therefore to respond to ihciﬁient‘
~balance of- payments pressures. ériof't§ 1975 this was easier as
~budge£ary and—béléﬁc;f;f pressures. were not 50._pressing. ’KISB;
ample foreign exchange fesérves enabled liquidity to drain out
sf the econqmy'automatically in response to demand pressures.
Once these reserves were,dépleﬁed the liquiditywwas locked up in
the economy. BOZ wduld‘have ‘fOUnd it easier to control its
domestic assets if there had been 'a market for government debt;
Deregulation of interest rates might have facilitated this, but
this did not occur. Given budgetary requirements, faising

minimum reserve requirements would not have helped much as the

budget deficit would have pumped liquidity back into the system.

However, notwithstanding the above, the central bank, in "

principle, can control its domestic assets, given agreement with

the government on control over the budget deficit. IMF programs .

recognize this by setting limits on central bank éxtension of

#

credit to government,

6.3 Description of Behaviour of Money'and Credit Multiplierss -

-,

Tables 6.1 and 6.2 below decompose the changes in M1 and M2

into changes in base mohe&fand'changgs in the money multiplier.

-
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TABLE 6 1

T

DECOMPOSITION OF ANNUAL CHANGBS IN Mt

" Year . %ch.

—

change’s in base.

annual percentage changes have

changing multiplier,

M.
66 1 32.9
67 - 24.5
68 25.6
69 12.7
70 15.4
72 1.0
13 14.3
74 12.7
75 10.5
76 25.0
77 4.2
?B —¥ vg
79 11.9
80 < 10.8
g1 12.7
82 10.1
a3 17.0
Mean 1.3
‘St. Dev
66-75
Mean
St. Dev
73-83 &
Mean R
St. Dev
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v%ch

%ch.
Mult.

- -1.8

-=1.4

~1.48
. 3.65

It is clear that most of the changes in M! are accounted for by

increase of

15.6%

An

&

as also reflected in the fifth column,
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variance,

implying

The mean increase in M! was 14.3% versus a mean
base. However the differgnées between the
a

1f



«

— S
U

“one made .the extreme assumpt;on (as‘ggaijygzgl db).thét growth

rates were nbtmally’distributed, one could predict that ;bé e

growth of M! will vary between 14% slower and'i;%’fanef‘fhan
base 95% of the time ?'a‘large maTgin of error: However, such an
_assumption seems unrealistic in light of”the results of the
previous .chapter, and in«viéw that the méépg‘and' var}aﬁcés ;re'

“ ' very different for different sub-ppfiodé; Table 6.2 shows the - t,%

decomposition of M2,
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TABLE 6.2 i

DECOMPOSITION OF“ANNUAL CHANGES IN M2’

Year S%ch. Difi, . $ch. $ch ~ %ch.
. M2 ' - Base M2mult - Inter.
66 28.7 -4.3 j24.4 " 3. 0.8
67, 25.6 -0.6 26.2 -0. -0.1
68 18.8 -3.4 22.2 -2 =~0.6
- 69 18.4 9.2 9.2 8 /0.8
70 25.0 3.4 21.7 .2 0.6
A 10.8 5.3 - 5.6 5. 0.3
72 7.0 -13.1 20.1 -10.9 -2.2
73 t3.3 -1.9 15.2 =-1.6 -0.2
74 -20.4 3.9 16.5 3.3 0.6
75 -4.5 -15.2 10.7 -13.8 -1.5.
76 . 25.7 -4.0 29.7 -3.1 -0.9
77 24.4 11.3 13.1 10.0 1.3
78 -0.3 -5.9 5.6 -5.6 -0.3
79 7.6 3.2. 4.4 3.0 0.1
~ 80 18.9 7.6 11.3 .6.9 0.8
81 7.5 -9.3 16.7 -7.9 -1.3
« B2 19.3 4.8 14.5 4.2 0.6
83° 22.0 2.8 19.2 ’ é.4 0.5
Mean- 16.0 -0.12 15.6 0.18 -0.04
St. Dev 7.4 6.6
’ 1966-75 7 ) ,
mean 0.8 S -.66
f*ff—S{ Dev 3, 7.9 : 7.0
1973- 83 : . @ : * P
mean . 0.25 -0.2
St. Dev 7.8 ' 7.0

e

As with M1 the mean growth of M2 is almost the same as that

bof base "money. The mean growth rate of M2 is higher than er

reflect1ng the growth of time and savungs dep051ts. Of Arggerest'

is the hlgher variation of the multiplier. The fluctuétions
____appear, alsc, to be more random. The variances ire very similar

for the two sub per1ods. -
—
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The. M1 'multiplierr declined - over tﬁg’wholeperiodbat an
‘average annual rate of 1.5%. However, it increased frOm 2.26 to .
2.53 betweeh 'i965 to 1968. Tabl; 6.3 shows thatw the
currency demand deposit ratlo was the same. in 1969 as 1965 “(it
'rose, then decllned) The explanatlon l1es in the/ﬁgserve -demand
deposit ratlo,(whlch fell from 0.24 to 0 18.%% The reason may be‘
the hlgh liquidity of the banks’at 1ndependence, and the strong
demand for credit in thé‘enghing years as a result of Jstrohg
economic‘growth. |

The multiplier fell by 16% in 1972, Oﬁe‘reasoh for this was

a rise 1in the reserve-demand deposit ratio following the large

rise in legal reserve requirements in that year. Another reason

was a rise in the currbncy4deposit_ratio of 22%;'As Keran (1970)
‘notes, a credit sqﬁee;e will tend to cause’the' currency-deposit
ratio to'_rise as companieé economize on deposits, and becaqse'
they hold a lérge proportion of total deposits. After 1972 ‘the

M1 multiplier declined in most years, with a lower variance than

in earlier years. There was a large negative swing in 1978,

’followed byl a large positive swihg in 1979. Both réserve and
curfency«nétios rose in 1978 and both fell in 1979. The reéson
for thevrisé in 1978 }s probaBly tbe credit sgueeze that caused
companieé to economize on depqsits. InA1979, credit ceilings‘for
theﬁ'privééé secﬁor were .relaxedr Very'high copper prices may

¢5From Section 6.1 the M mult1pl1nr was defined as (1+c)/(c+r)
Also, &m/8c = (r-1)/(c+r)2, which is < 0. ¢

* 198

5



_ : i - = 7

have ;1nduced some optimism. As a :esultmhank,lendlng and demand: e
dep051ts 1ncreased rapidly, probably cau51ng the’éanward “shift |

in the ratlos.e'

The decline in the M2 multiplier was very small over tge
-whole ‘pefiod;i However, th:h\variance was greater than the "M1
:mpltiplier.'As the algeera'ih'Sectioﬁ 6.1 shows the difference
in the evariability in the tﬁo_muliipliers lies in the ratio of
time and eavings?deposifs to demand deposits. Tables 6.3 and 6.4
below show that t ﬁEE'a'ggeater variability.than c or r. The

_ standard deviation,of,percentage.changes in c;and r are 1}.5 and
13.J,chmpared to 15.9 for t.

A;possibie reason why the link between time and savings
deposits  and base money is mofe volatile than the link‘between
base and M1 is deposit switching between banks and. othe{\ﬁ
financial inetitutions because of integest rate differentials.
:This seems uniikely as rates were rarely cﬁanged and ' tended ' to
move in tandem (or with a slight lag). Anfexemination of the
sfatistics of the National 7Savings 'and Cfedit ‘ﬁehk Vand' the
National Building -Society does not reveal wide fluctuations in
deposits. A more likely reason is switching betweene'demand‘
deposits and tjme deposits ih response. .to such faqtors as
interest rates,,‘ihéomes, ,jnflation Vand exchange ’and'*imbo;t.
controls. = |

The M2 multiplier increased by 18% between 1965 and' 1971,

with all the '1ncrease comlng -after 1968 The lack .of change
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A before 1969 can be ascribed to the fall iﬂfthe re »
(the ratio of reserves to demand erogits) being offset by a
decline in the ratio of time deposits - to demand deposits. a}P

From 1969 to 1971 there was little overall change in c. t rose

fromy0.6 to 0.84, in response to the repatriation of mininq

c6mpany'_f6reign exchangg procéédsibut r remained virtually thé
same, so that the multiplier increased. . |

The M2 m.ulti.plieyrr dropped sharply in 1972, reflecting the
1972 credit squeeze, and the rise in minimum reserve ratios. The
drop wasr'not as great as for the Mi multiplier. This can be
aécribedrto a rise in t. One reason for'this was, according to
BOZ v(Anndal Repoft, 1972), the abolition of.van iﬁtebe;hk

agreement that had prevented interest rate competition.. Interest
rates rose by a quarter of a péfcengagg‘point. Another reason

may be .that building society rates did not chénge, causing an

‘influx of funds into time deposits. The M2 multiplier dropped

very sharpIY“in 1975 (by 13%), whereas the M multiblier was

‘unchanged. The main reason was a large (29%) fall in t which

°Using. the last gpfinition of the M2 multiplier in Section 6.1,
then: . ’ : ‘
dm/8t = (c+r) - 6r/8t(c+1+t)/(c+r)2, 1f 6r/8t is < 0 then &m/ét
is 2 0, If 6r/6t > O then &m/86t is < 0 if (c+r) is <
r/8t(c+1+t). Whether 6r/6t is 2 or < 0 depends on the
differential reserve requirements on the two kinds of deposits.
If the reserve ratio for time deposits is lower thapn for demand
deposits then the effect on the multiplier of a rise in t is
ambiguous. A rise in t caused by a rise in time deposits causes
a rise in r if demand deposits change very little. If a rise in
t is accompanied by a fall in demand deposits then r will fall. -
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produced only a small change-in r. One reasonwﬁof%hewﬁa%%wénwt~4ﬂ;=f*
could be the rise in‘ the rate of inflation"that year (tne
rationale 'for this was explained ’in ;né. last ohaptér},
unaccompanied by a rise in énterest\ rates. Oﬁher reasons'noro_
perhaps Vintonsified exchange controls, combined with an exoess
demand for fore1gn currency, reflected by g fall in the\‘black

market rate (also reflected by an increase in the currency

ratio particulafly the ratio of'4currency to totafg\dep051ts,

which rose by .25%). |

u The M2 mulfiplier'fose byAJp%’in'1977. The main reaoon was

an increase of 21% in the t ratio. This was probably in response

to higher interest rates, and higher liquidity in the economy,
_combined ‘with intensifiea exchange and import o%ntrols.-There,
were sizeaole decreases in the M2 multiplier in 1978 and- 1981.H
These were partly caused by a combination of larger éiand r.

These, as discussed‘eailier,'oan'ail be efplained, in ‘part, by

companies and individualsveconomizing og;depoéits, particularly

demand deposits, during periods of4tigh£l%redit. Another reason

is a -fall in t. 'As suggested in Chapter 5 timevand savings

deposits seem to act as a buffer stock (i.e. .as‘vprecautionapy

_balances). While it is possiblo to eoonomize on dengnd déposits

to some extent during a credit squeeze, ‘there is a limit as
balances for transactions needs have to be kegt.r

Tables 6.3 and 6.4 show the behaviour -ef the multiplier—A

components, to illustrate the discussion above.
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Year c %ch. r $ch> ~ ’
v . _ - ) S
s ______ e e e e e e e e e
1965 0.36.  NA 0.24 NA
1966 “0.36 -0.23 0.21 -15.00
1967 0.42 16.70 0.18 -13.86
1968 0.38 -8.11 0.18 - 2.47
1969 0.35 -8.60 0.19 =4 1.41 ‘
1970 0.31~ -11,92 0.24 27.86 -
1971 0.3ér 18.59 0.20 -16.61 A
1992 0.45 © 24,23 0.26 30.73
197 - 0.42 ~-8.36 0.28 9.35
1974 -0.43 . . 4,34 0.30 - . 5.27
1975 0.46 6.45 0.28 -4,.38
1976 0.46 .34 0.32 ©10.88
1977 0.42 -8 31 0.33 . 3.53 ~
1978 "0.44 5.58 0.37 14,45
1979 0.40 -9,17 0.34 -8.63
1980 0.38 -4,50 = 0.35 3.18
1981 0.47 22.94 0.34 -4.73
1982 0.48 1.28 0.37 .- . 9.04
1983 0.48 1.70 0.38 3.30
Mean 2.3 3.2
St. Dev 11.5 13.1
Growth rate. 1.7 ‘ 2.5
1966-1975 R B .
- Mean . 3.3 2.7
St. Dev 13.0 . 16.6
Growth Rate 2.5 : 1.6 ° .
1973-1983 . .
Mean 0.96 3.8
St. Dev , 9.3 - 7.2
owth Rate 1.3 e 3.1

TABLE 6.3

MONEY MULTIPLIER COMPONENTS

otes - ¢ is the ratio of currency to demand deposits;
- r is the ratio of bank reserves to demand deposits.

Source: - IFS.

202



Table 6.3 shows that ¢ grew over the- rfpeﬁe&—'—butf—ffgfewf e
faster during the first sub-period. The average change was 2.3%,

r

but was much lower in the second sub-period. The reserve ratio

also grew. For both ratios the variance is much larger than the

mean. However, this thesis has. indicated that there may be sound

economic reasons for these fluctuations.
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. Source:

~———

TABLE 6.4

MONEY MULTIPLIER COMPONENTS (2)

Note: - c, is the ratio of currency to total
dep051ts,

$ch, r, $ch.
c r,
1965 0.21 NA “‘0.15 NA
1966 0.22 3.98 0.13 -~11.75
1867 0.25 13.49 0.11 -15,98
1968 0.25 -0.61 — 0.12 10.82
1969 0.22 -13.28 . 0.12 -3.76
1270 0.18 ¢ =-19,72 0.14 18.34
1971 L 0.20 12.69 0.11 -22.05
1972 0.22 12.48 0.13 18.44
1973 0.21 ~-5.97 0.14 12.19
1974 0.20 -4.09 - 0.14 ~-3.55
1975 0.25 25.69 0.16 13.24
1976 0.25 .71 0.17 10.44
1977 0.21 -16.23 0.16 ~-5.58
1978 0.21 2.85 0.18 11.34
1979 0.21 -3.86 0.18 -2.96
1980 0.18 -11.64 017 -5.22
1981 0.23 25.96 0.16 ~-1.36-
1982 0.21 -7.86 0.16 -1.18
1983 0.20 ~-4.02 0.16 -2.48
Mean 0.45 1.05.
SD 13.2 . 11.7
Growth rate -0.3 0.4
1965-75 B
Mean o 2.5 1.6
SD v 13.9 14.9
"Growth Rate 1.8 . .=0.7
1973-83 \ :
Mean - -0.08 : #2.3
SD _ 13.7 R
Growth Rate —0.5 1.3

i —— - - = -

t $ch.
ot
0.69 NA
0.60 ~-13.47
0.64 7.33
0.52 =19.26
0.60 15.77
0.74 22.91
0.84 14.59
1.04 23.17
0.99 -4.68
1.17 17.99
0.83 ~29.01
0.84 1.20
1.01 - 21,04
1.07 5.65
0.85 . -11.86
1.10 - 16.86
1.05 -4.71
1.27 20.25"
1.41 11.59
5.3
15.9
4.1
3.5
18.8
5,'.'4 ’
.4.0
15.7.
3.6

- r is the ratio of bank reserves to total deposits;
- t is the ratio of time and savings dep051ts to

demand dep051ts,

IFS.
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Looking°at_Table 6.4, c, stayed virtually the same_ovér the

‘whole péfiod; reflectipgran,incfe;sing t. Ifrgfewﬂéiswly during
the first sub-period, but then declinéd slow}y. Thevfluc§0ations
were greater'than for c; pfobaBly because of the fluctuations iﬁ
t. r, changedfoniy marginally during fhe'period.'it grew giéﬁiy |
during the first sub-p;ridd, then declined slowly.

The "t ratio showed a higher annual average percentage
chénge and variance than the other components. /

‘Tﬁe agove exerciée shows the changés in the indi?idual
components in ‘the multiplier. It is also- possible to- specify

approximately the contribu%}on of changes 'in each component to

changes in the multipliers. I conducted this EXercise”using ‘the .

methodology -devéloped by Friedm}n and Sch;artz (1963). The
results are in Tables 6.5 andj6;6.‘7‘ '
The formula used by Friedman and Schwartz ist
db = 1nb, - lnb, - 1n(b,+ps) *+ 1n(bo+p,)
dp = 1n(i+p,) - 1n(1+py) - 1ln(be+py) + 1ln(bg+p,)
dbdp = -1f(b,+py) + In(b,+po) -+ In(be+ps) - In(be+py)

b = ratio of deposits to bank reserves

__________________ e

71 Diz (1970) and PR (1979) use another;éethod. The change in .
the multiplier can be approximated by totally differentiating

the function: m = f(c¢,r,t), so that:

dm = 8m/éc.dc + ém/6r dr + 6m/8t dt +®Interaction terms.

Diz obtains the interaction term as a residual. As P&R (1979)
note, for finite changes in the multiplier the average of —the
partial derivatives over two periods can be used. -Some of the
partial derivatives are evaluated in earlier footnotes in this.
chapter. - ' ' ‘
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fp;= ratio of deposits to currency -held hy‘thewpublic.

This exercise was carried out' for both the M1 and M2 g

multlpllers. For the Mt mult1pl1er the ratios were expressed inr

terms of demand dep051ts. For the M2 multlpller the ratios were

expressed 1n terms of total dep051ts (thus av01d1ng the term t)

72

Table 6.5 shows that the contribution of the currency ratio
to . ehangeS—in the M1 multiplier (dp) offsets to some 'extent the .

contribution,of the reserve ratio (db). This happened in 11 out-

of kthe 18 yedrs, but has been less the case over the last 8

years.'The mean and veriance of the.centribqtionrofvthe currency

ratio has been somewhat higher,then that‘ot the reserve ratio.
The degree of offsetting is less in the case of the M2

E 4 FaaE W]
multiplier. Only in 50% of-the cases is the contr1but10n of. the

reserve ratio the opposite sign of the contribution of the .

currency ratio. Again most of these cases were in the earlier

years. As was the case with the M! multiplier the contributions

o —t

of bo{hjratios strongly reinforced each other in 1972, The mean

and variance of the contributions is similar except for the

second sub-period, when the contrlbutlon of the currency ratio

fluctuébeﬁ\more. As with the M1 multlpller, the varlances in the

contribution of the ratios is much greater than the means.
7% This formula is an approximation oniy. The last column in
Tables 6.5 and 6.6 show actual changes in the multiplier. In
'some years the difference between actual .and approxlmatlon is
quite large.

.
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Possible reasons for changes in the ":fﬁatLQSJLexeﬁLalc_ludgdm B
 ‘earlier,#and will be discusséd;in more detail Vbel-gw’_.‘_; '
&£
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P
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TABLE 6.5

CONTRIBUTIONS TO CHANGES IN THE M1 MULTIPLIER

Year $ch. ' %ch. $ch. Sum= . Actual
- dp * db dbdp 2+3+4 %ch.
’ - - ' ) - Mimult.
(1) (2) \(3) - (4) - (5) (6)
1965 NA . NA NA NA NA
1966 7.36 - 0.18 0.02 7.56 6.81
1967 4,57 -5.80 -0.45 -1.68 -1.34
1968 -0.58 3.56 -0.04 - 2.95 2,72
1969  -0.49 3.73 . -0.03 3.21 3.16
1970 . -7.51 5.67  =0.70 -2.54 -5 16
1971 6.90 -5.71 -0.66 - 0.52 .50
1972 -8.83 -8.60 - 1.30 -16.114 °\5 90
1973 -4 79 2.89 -0.27 -2.16 -0.74
1974 .88 -1.22 0.05 -3.05 -3.24
1975 .69 -1.70 . -0.06 -0.07 ~0.14
1976 -4 07 ‘0.26 -0.02 -3.83 ~3.66
1977 .28 2.46 -0.07 1,12 1.00
1978 -5 42 -1.45 0.16 -6.70 . -7.08
1979 3.53 2.49 0.20 6.22 7.16
1980 . 0.95 1.71 0.02 2.09 -0.41
© 1981 0.79 -5.20 -0.08 -4.49 -3.44
1982 -4.62 -0.51 0.05 - -5.08 -3.82°
1983 -1.44 - -0.43 0.0 - -1.85 -1.89
Mean -0.8 -0.5 -0.05
SD 4.6 3.9 ‘0.4
1966-75 ‘
Meéin -0.4 -0.7 ~-0.08
SD E 95.6 4.8 0.6
1973-83 -
Mean SR -0.3  -0.02

SD - 3.1 2.4 0.1

thes' - db, dp and dbdp are defined above, in-
terms of ratios of demand deposits to currency
amd bank reserves;
- Ml multiplier is publicly held -currency plus
demand deposits divided by base money.

2
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TABLE 6.6

CORTRSBUTIONSvTO CHANGES IN THE M2 MULTIPLIER

Year 3db wdp dbdp -~ SUMs Actual
S ' » : - 2+43+4 $ch.
’ > : MZmult N
{1} {2} (3) {(§) {5) LY
1965 HA; NA NA NA NA ) =
1966 5.69 ~-1.39 -0, 11 §.19 3.44
1967 5.58 “-5.89 ~D.46 ~0.77 ~0.45
1968 -2.99 0.38 ~0.02 -2.62 ~2.80
19639 t.18 6.99 0.12 8.29 8.40
1970 -4.07 10,85 -0.860 £.18 2.76
1971 8.70 -4.70 ~0.55 3.46 §.97
1972 ~-5.0% -6,17 - 0.82 ~-10,80 ~-10.88
1973 -5.70 2.84 ~0,22 -3.08 ~1.64
1974 1.48 1.95 0.04 3.47 3.34
1975 -5.09 -5.46 0.67 -13.88 -13.7%
L 1976 -3.93 0.50 ~0.03 -3.47 -3.10
1977 , .37 7.12 . 0.25 9.75 9.97 B
1978 -4, 11 -0.93 0.05 -4.98 -5.56 '
1979 0.77 1.47 0.02 2,26 3.04
1980 4.09 4.46 0.27  B.82 6.86
198! 0.03 ~-8.64 ~0.00 ~8.61 ~7.93
1982 . -0.56 3.3% ~0,03 - 2.77 417
1983 1.07 1.55 0.02 L 2.65 . 2.36
Mean ~3.03 0.24 0
50 §.3 5.6 0.32
1966-75 : A ‘
Mean - =0.03 - ~0.46 ~-0.07 : _ ; - o
S$D ' 5.3 6.1% 0.4 R et
1973-83 : .
Mean ~ -0.87 0.38 0.095 p
SD - 3.3 e 0.23 L .

Notes: - db, dp and dbdp are as defined eatkﬁer,

- in terms of ratios of total deposits to currency
and bank reserves;

- M2 multiplier is defined as M2 -divided by basge;

-

‘\ . Bank_Credit
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A similar analysis of changes in commercial bank credit - is

provided below in Table 6.7.-Changes can be expressed as:

el

dBC/BC = dH/H + db/b + dbdH/bH = IR
where BC is commercial bank credit, H is high powered
monéy, and b is the bank credit multiplier, defined as

the ratio of bank credit to base.
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‘DECOMPOSITION OF ANNUAL CHANGES IN BANK CREDIT

Diff.

'%ch.
Base

$ch.
- BC
Mult.

%ch. ,
Inter. BC

3 o o r = - e o = o = =~ -~ ——_— - —— - _—— — — - —— ——

‘Mean

St.

Note

to B

that the bank credit multiplier” fluctuates more than the M1

M2

and 6.6 for the MI and M2 multipliers

Year %ch.
BC
66 42.1
67 15.4
68 - 28.8
69 24.8
70 11..5
71 17.8
72 14.6
73 12.8
74 31.3
75 0.6
76 17.4.
77 21,2
78 ~13.5
79 52.4
80 4.9
g1 ! 18.3
82 33.6
83 7.4

Dev

27.3
23.8
21.1
15.9
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s: - commercial bank credit.consists of credit-
to the private sector and government.

It excludes

the counterpart of payments arrears, which were
1nvested in Treasury bills before belng transferred

O0Z in 1978.

- The last column reflects the inclusion of

other=

assets minus other liabilities"

Comparing Table

multlpl;ers.

"6.7

with Tables 6:

in bank credit.
and 6. 2 it is clear

and

The standard dev1atron is 16.4 compared to 5.3

respectively.

- However,



/.
)

f\;\

'there is some sort of a pattern to the wvariations. The.

multiplier tends to rise when - bank credit 1is ‘increasing,:

although this is not obvious every year. In '1974; ,bank  crédit
expénded considerably. This caused a fall_ih-thé reserve ratio
(excess reservés,fell,torzefo), and an’ increaéé in ~ the ~bank
credit - mbltiplier. In 1975 the multiplier fell in~response'£o a.
,largerdecline;invlending to thé ptivqtg’Sector; whichl caused a
largeJ rise in excess reserves, and aurise in Ehe téServe ratio.,
‘1The‘large 1nerease in the currency’ ratios ;tﬁat: year alsoi
‘ éonﬁfibuted‘ to the fall in the multiplier. In a similarrmanner,
the fall in the multiplier in 1978, and subs&quent rise in 1979
can bé éttfibuted to the credit program of'thosé two years.'The

’large increase in credlt in 1982 may explaxn the increase 1n the

-

multlpller in that year.”‘

-«

If domestlc credit is def1ned to 1nclude 'other assets lgss
other 11ab111t1es (which el;mlnates the 'e' term in < the

multiplier), the annual changes in~ the multiplier change
‘ 7

" considerably. However, the mean and the variance change very -~ 3

_little (this is shown in the last column of Table 6.7).

—— e - - —— - —— ———

73The credit multiplier was defined in section 6.1 in terms of
its component ratios. The change in the multiplier due to a
- change in the reserve ratio (r) can be written as:
8b/ér = (f + e ~c - 1)/(c + )% -
where the symbols are as defined in Section 6. .This w111 -
normally be negative as f and e are normally small The change
in b due to a.change in the currency ratio can be wrltten as:
§b/éc = (r + £ + e = 1)/(c+r)?,
so that the sign is amblguous. L .

- - k)
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The credit and money multipliers hévg_ghg'gj

common (plus the t term under an altérnative définition‘(of“'b).

In order to explain the credit multiplier the terms f'and"e;must

‘be ekplained in addition. Tbis°may be hard as simple behavioural

hypotheses such as can be formﬁ;ated,for the eléments of E,and r

?

.are not so easy to derive for f and e. ‘BotPA\are subject - to

‘portfolio and policy influences. :
- . . . e ' . .
Table 6.8 below shows net foreign assets and 'other items

net' as a fréctionrof demand deposits and total deposit§. °

-213-
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RATIO OF

TABLE 6.8

'OTHER ITEMS NET' AND NET FOREIGN ASSETS OF

COMMERCIAL BANKS TO_DEPOSITS

Year

. 65
66
67
68
69
70
71
72
73
74
75°
76
77
78
79
80
81
82
83

Mean
St. Dev

Source:
Notes:

- ——— ——— i — - ——— ——————— - ———

Demand Total Demand Total

Deps. Deps. -Deps.. Deps.
16.1 10.4 10.3 6.7
16.0 10.5 10.4 6.8
17.5 1.1 5.7 4.2
27.8 18.8 ~1.7 -1.2
20.5 131 =« 3.2 2.0 —eee
20.9 12,1 10.3 6.0
15.1 8.2 0 0
8.2 4.3 ~-7.6 -3.8
9.0 4.9 6.6 -3.5
-17.0 8.9 ~6.3 -3.2
-2.8 -1.6 . -8.7 -5.0
0 0 7.5 -4.0
9.8 1.7 -12.7 ~-5.9 .
-3.8 -2.0 ~7.9 -4.,1
~55.1 -30.3 9.7 5.3
-7.4 -3.6 -12.4 -6.0 ’
-51.8 -24.5 6.9 3.2 .
-17.8 -7.7 -14.8 -6.4
-26.0 © -11.8 ~2.3 =1.1 v
0. 1.1 -1.8 -0.4 s
23.6 12.8 8.6 4.7 \d/

Table 4.5 above.

- OIN are 'other items net', that is; 'other

assets' less 'other liabilites'. They differ from the

official figures in that they exclude payments arrears,
which are instead assumed to be foreign liabilities of
the monetary authority. They include: balances held
at.Zambian banks, 'other assets', amounts owing

tc BOZ and other banks, bills payable, and 'other
'liabilities'

total dep051ts are demand dep051ts plus time and

- savings deposits; -
flgures are year- end '
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Clearly the ‘variance ofiethe ratio of éIN;tp~&eposrtsrjﬁ;:*
' particu}arly'demand deposits;'is very high, There-is.arrpattern,‘
_hdwever,-in that the ratio is positive érior to 1974, and mainly
negatiVe:thereafter; reflectihg.the“bredeminanee of non-monetaril
liabilities; UnfortUnately,vthe official figures do not'prdvidee
a detailed breakdown of the comp051t10n of the 1nd1v1dua1 ‘items_
under OIN. Therefore, explanations for the annual changes in the
ratio are bound to be fairly hazardous. 7% As these items in the\
balance sheet are presumebly under the cohtroliof'the banks and
BOZ it seems justifiable to treat 'e' as an exogehous variable,
' ,which can simply be‘subsumedvunder bank credit. Table 6r7 shows

that the variance of the changes in the multiplier under this

broader definition 1is only marginally higher than the narrower

definition.”$ )

The 'ratiq of NFA to deposits has :sguch smaller variance,
particularly for total deposits. The ratios are generaliy very
small. Not surprizingly, the ratio is predominantly negative
after the early 1970s. 77 ” |

1t would appear to be dlfflCUlt to explaln the behav1our of

" f as there is no obvious behavioural hypothe51s that would -do

’%0ne reason for the change to negat1ve ratios after 1973 may be

the introduction of the export finance. scheme, whereby the BOZ

lent money to the banks, which in turn was lent to the mining

companies as a bridging loan prior to the arrival of export

receipts. The large negative item in 1981 can be attrlbuted to
~~ advances by BOZ to the banks.

75In which case, the multiplier becomes : (1t = f’=’r)/(c'+ f?i'
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the job. It mightvbe possible to explain the numerator and‘

"denominator- separately; The denominatorr‘can be explained in

'terms ‘of demand equations, as was done in the last chapter. *It

is difficult to explain the behaviour of NFA separately as the

BOZ'determines the extent to whicﬁv the banks are allowed to

~retain foreign exchange proceeds, rather than surrender them to

BOZ. One could attempt to explain net foreign assets in a

reserve flow equation (as outlined in Chapter 2, and discussed

" further in Chapter 7). - However, this is impossible if bank‘

credit 1is an endogenous variable as it is necessary to know the

bank credit multiplier, which -is what one is attempting to

explain in the first place. There is also still the problem of -

the interdependence between NFA and bank reserves.’® Therefore

it is impossible to explain NFA as a separate item. As the

ahount of NFA that the authorities allow the banks to hold is

largely a policy decision[ it 1is best, for the purposes of

-

research, to treat: the predicted values as the'actual values.

———— o ——— o  ———— —— ———

76The bank balance sheet can be written as: . ('
ANFA = AD - ABC - AR

where D is total depos ts, BC is bank credit 1nclud1ngrOIN .and

R is reserves. Letting ‘BC = bH, substituting for H, and assuming
the change in the supply of dep051ts equals the change in
demand, the equation, after some manipulation, is:

ANFA/b + ANFA, = AD/b - ADC - AR/b - H.,4b/b, . '

where ANFA, is the NFA of the monetary authority, and 4DC is the
domestic credit of the monetary authority. One cannot explain
total NFA without know1ng b, and one cannot explain b without
explaining first what f is.
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require longer withdrawal notice one can hypothesize that the

6.4 Est1mat1on and Forecast of MultiplierS'

The "purpose of th1s section is to find'behav1oural ‘reasons
for changes in the money and cred1t multipliers. This-boileidown
to an analysis of the behaviour of the"currency and reserve
ratios. It w1llv be remembered~ from*the literature review in
Chapter 3 that P&R (1979) suggeSted that research attempting to
explain changes in the multiplier components would be useful.

- A good example of research into money mﬁlt1pl1ers can be
found in DiZ'(1970),min his study on the monetary experience of
Argentina. He Sets up a simple model to explain changes in the
reserve ratio (which was the iargest determinantuof changes ine
the multiplier). The model incorporates 'the policy influences
of the monetary authorities as well as the reaction of banks to
certain variables which affect rhéir decision to hold reserves.'

An important determinant of reserve ratios is rhe legal
reserve ratios on different classes of deposits. Diz  explains.
the hcldings of excess reserves in terms of demand and supply.
In terms(cf demand, his’hYpothesisnis that the demand for excess
reserves 1is a function of the opportunity cost of holding
reserves - in terms of the foregone yield on interest earning
assets that could be substituted for 'reserves - and of the
composition of deposits. Deposit composition influences banks'

expectations of clearing drains. As time and savings deposits

excess reserves ratio will be lower the higher the ratio of time
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and savings deposits”to~deﬁénd ggpqugs. ‘ S
Ih térms of éupply,rDi2'~hypbthesis is that the central
~ bank ’méy alter the supply of feserves to the banks.‘The central
bank could accomodate a change in demand for réserves by
injecting 6r withdrawing reserves to »ahd» from the system.
Alternativgliﬁiﬁ could allow market forces to bring. about the
chanée in supply. For example, if bank liquidity ié running low
- because of high credit dehand, the centrél bank could inject
more Afeserves into the system, rather than allow a c;edif
squeeze to develop. Diz proxies this variable by the rate,‘of
change in bank reserves. 77 | °

"Diz allows for the'possibility of adjustment lags, otobanks
quing‘their behaviéur on 'expected' variablés, by using moving
averages of rates of change in reserves, deposit composition,
and of the opportunity cost of holding money. Treasury bill
rates a?e used to represent opportunity costs. In symbols, his
model is: : | 7 °

r=£(r ,d, i, (1/R)(dR/dt), S, u)

where . ' o
r = aggregate'reserQe ratio

~r = legal reserve ratio

d = ratio of demand deposits to time and savings

—— o - ————— —————

77 Bolnick (1981) also uses this variable, only in the context
of a lag between a change in reserve flows and a change in
lending. '
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- - s ° o T - S,
-

deposits

~

reserves

i = actyal or expected opportunity cost of hOlaing }\,
R ‘\7 . . - R ) ,\ . :: |

~
1

(1/R)(dR/dt)‘¥\actual or ekpected flow of ﬁotalf'*
reserves \:' 7 | '
S= dufmy variabie<repre5enting seaéona{ faétorg
u = other posgible influences »
Diz obtains fairly good results in hisrempificai tests. One
problem that he does not emphasizé is that‘d is not én‘exogenous

variable (nor, for that matter, are the other variables, except

the legal reserve ratios), as the numerator and denominator ‘are

determined by demand influences. If one wused the predicted

values instead of the actual values of %) the residual errors in
- N : '

estimating r would be higher.
Diz then explains the currency ratio and d by first

explaining the demand of the numerator and denominator of these

variables, and comparing the coefficients. For example, he

concludes that an increase in permanent income .will cause ' a

‘decrease in the ratio of currency to demand deposits as his

estimated "income elasticity for demand debbsits is higher than
for currency. 1In this way he accoﬁnts for the actual movements
in the ratios quite well.

Keran (1970) discusses possible reasons for changes in the

currency ratio in Japan. He notes that the ratio increases

-

during periods of tight money. The reason is that businesses
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tend to economize,on-their'money_holdings#ﬁuﬁrmeﬂeym%s;t%gﬂtr

~

As they hold most of their money holdings¥in baﬁk deposits, and

their relative (to individuals) shares of deposits and currency

are high and low respedtively,vbank deposits wiil tend to fall.

relative to currency when money is tigﬁt.
- Wilford (1979) explains in .casual terms the changes in the

currency ratio 1in Mexico. 'Until 1970, there was a downwérd

trend,,;efledging factors such -as expansion of the banking

system, increased confidence in the bahking system, and higher

educational levels. After 1970 the trend was upwards, refle'ting

-

an increased inflation rate and increased instébility..

In this section‘L will utilize Diz' approach by devél”ping"

and - testing a reserve ratio model. This requires a certaip leap

of faith, as the ratio of time and savings deposits and the rate

of change of reserves are taken as given. However, it allows the

estimation of a gquarterljy\ model (as the datav for all the

variables is available),’ and gives an idea of what the errors

are. Following this I use the results of chapter 5 to estimate
the Ccurrency ratios, the ratib of time and savings deposits to

demand deposits, and, for comparison, the reserve ratios. I then

»

estimate the multipliers. I also use time series analysisgﬁév

estimate the ratios.
) ;f%!"“ .

Given' that the money multipliers are simply ratios>o£’

deposit-inclusive money to base money, it may seem unnecessary

to analyze the component ratios. However,_it could be the case
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that the errors in estimafing,;he7compoﬁen£”féff65 are less than
the errors inréstimating deposit?inClusivé money‘andibase'money,

- This possibility alone justifies the exercisg. In the case of
the bank credit multiplier ‘it is néceSsary to explain the
component ratios. | | | |

i experimén;ed with both resgrye'ratios (tﬂat is, -.the ratio
-~ of reserves to demgnd depositsl and the ratio of reserves to
dcmand'ana time and savings depOSits);’“lThe first model I tried
was a regression of the ratio of reserves to demand deposits on
the explanétory variables in the Diz model. An explanatibn of
the expected ‘éigns is appropriate. An increase in the Treasury
ibill rate youid incféase the opportunity cost of holding.
;eserves, and this would tend to lo;er reserves for any given
demand deposits; Counteracting this, however, a rise in fhe
T-bill rate (prbxying other interest rates)-might'prompt a shift
froﬁ-demand deposits to TS deposits. TS depositggcarry a lower
reserve requirement, so that total reserves would fall, but not
as fast as demand deposits as resérveS'stfll have to be held

against TS deposits. Therefore the net effect is indeterminate.

o — - ———— - o

78It may seem questionable to use the ratio of reserves to
demand deposits as a dépendent. variable, as reserves can vary
against demand deposits not only because of changes in the legal
reserve-ratio. on demand deposits and desired excess reserves
‘against demand deposits, but also because of changes in the
legal requirement on time and savings deposits (TS deposits),
changes in the level of TS deposits, changes in the ratio of TS
deposits to demand deposits, and changes in excess reserves held
against TS deposits. However, these factors are explanatory
variables, and can simply be included in the equation.
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If the effect on the holding of excess reservee gg;;n;;;@gmagd
:depos1ts outwe1ghs the effect on the ratio of TS depos;;s to
demand deposits, (T/D ratio) then the coefficient will be
negative. -
The sign on the” T/D ratié is also indete;minate; 1f T/D
rises but total'deposits remain the same then demand deposits

must fall. This would cause the reserve ratio to rise as

reserves still need to be held against - TS deposits. Against

this, desired excesé reserves might fall as the probability of
sudden clearing drains diminishes with a rise in the T/D ratio.
Also, if T/D is risingbbécause TS deposits are rising faster
than‘demand deposits then total reserves will rise fastér than
demand deposit;, causing the ratio ‘to rise. In practice one
wﬁuld expect-a pdsitive sign, ’

Both the legal reserve ratios should have posiﬁive
coefficients. The rate of change of reserves should obviously
have a positive coefficient.

In addition to the explanatory variables in Diz' model I

added the rate of inflation. The reasens for using both intefest

" rates and expected inflation as measures of opportunity  cost

were discussed in Chapter 5. One might expect a differential
effect on reserves and deposits, as bankers may be less

susceptible to money illusion and be quicker at adjusting their

money holdings than holders of demand deposits. Bankers may also

be less prone to 'uncertainty' factors than the public, Pebple'”

r
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eay also increase their haldlngs of demandgdep03its¥nela%%ve—%e—u—¥——
TS dcposxts as a result ot an increase "in the 1nf1atxon rate. A
neqatzve coe!fxc;en: would thetefore be expected. |
“The results et the regressxon are shown in Table 6 9 below:
| TABLE 6.9 ‘ ot
!STZHATBS OF RATIO OF BANK RESERVES TO DEMAND DEPOSITS |

v;rxable -Coef! - Stand. T Stat. ﬁxagnostxcs~-‘
Estimate Error v .
LRSRT! - 0.022  ~ 0.002 9.8 R?* = 0.94
LRSRT2 -0.006 0.003 ~2.41 F = 183.4
™ 6.104  0.02 -~ - 6.6 SER = 0.0:8
ATB -0.002 0.003 ~-0.64 oW o« 1,97
oot 3 -0.002 0.001 -1,76 COND = 35.8
DZ2BXRES 0.002 ‘0.0003 7.2 MAPE = 5,19
CONSTANT -0,04 0.0 -3.5 MSPE = (.48
Mafinitions , .
LRSRT1 - leqal reserve ratio on demand deposits;
- LRSRT2 - legal reserve ratio on time and savings deposits;
™ - ratio of time and savings deposits to demand
- deposits;
ATH - average of th:s/pzrtba and last period's T*bxll rate; = *
DCPI - -~ current inflation rate: o %

D2BKRES - average compounded growth rate of bank reserve= over
' the last 2 periods: : : .
v = {{{{BKRES/BKRES ;)**0. 5)-1)*100) : - R
SER, " Standard Error of. Regressxon .-
COND conditionality - measures singularity of X'X matrix
MAPE - Mean Absolute Percentage Error » :
MSPE Mean Square Percentage Brror(adjusted for n- k~1
degrees of freedom) )

1

- Noze : - sample period trom !966 '3 to 1983 4

Apart from the coefficient for inflation'andr the interest
rate the coefficients were all significant at the 5% level. The
inflation coefficient had, however, the expécted sign., The 'TD N
coefficient ovas positive, indicating ;hat'any declxne in the

A ¥
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excess reserve ratio did not exert a streng»eﬁeugh i fiZencevto",

outweigh thengffect.of a rising TD ratio. The coefficlient on -the

legal reserve ratio for time and savings deposits wgas nggativé.'

This is difficult to rationalize. One problem is that the ratio

was only changed once (in 1972), so that there may not’have been

sufficient wvariation .in ‘the data to produce a meaningful

statistic. The percentage residuals were usually under 10%,

although they were much larger in 1970 and !980.The tepatriation

of foreign exchange procéeds by the mining companies in 1970,"

and the placement of much of these in time deposits may . account
for the large residuazl.
1 used a shorter sample period (1966-1977) to test for the

stability of the coefficents. The t-value for the LRSRT! was

much wer at ‘5.1, although the coefficient value itself showed

little change. LRSRT2 became insignificant at -0.3, reflecting’

the instability of this coefficient. The TD and ATB coefficienis

hardly .changed. The t value of the .inflation coefficient fell

(in absolute terms) from -1.75 to,0.64r——¥h%s“ may reflect the
.unimportance of 1inflation as aqf explanééofy ‘Variable until
inflation began to accelerate in the 1aéé 1970s. The coéfficiént
on D2BKRES <;ncreased slightly. The R? showedAlittle chanye. I
also tested the data on another sample period,r 1971 to 1983.

There was*little change from the resul;s'oftthe;full samplel The

ATB coefficient changed signs and remained insignificant.

However,. it will be remembered that the sign on this is
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indeterminate. The T/D coeffic1ent changed very little but the t

[

s value fell from-6.6 to 3.5.

‘ -
Testingv the. data for other periods made little difference,
to the majér coefficients (LRSRT1, ' TD, DZBKRES). - One can
conclude  that the major paramétérs aré fairlyr stable for
different time periods, and that therefore the model i§ stabie.‘
The 1low t values for inflation and the interest rate ﬁight,
‘reflect» collinearity between the two. Honever, the simple
correlation between ATB and the rate of inflation w;s vety ldw,‘
indicating this‘ wés not a problem;, If there  was high
collinearity thén ’aédingAthe beili rate to the eqguation would
have had a large effect on . the t statistic for inflation.
However, the' effect was small. |
As per Bolnick (1981) I experimented with changes in bank
credit to the private sector as an expl;natory»variable. The
- rationale Is~that an increase in nank-ctedit-redhcesvthe excess -
reserves. Fd: fe;;mple, excess teseths declined to Oirtnélly“
‘zero in 19?4; and after 1979, concomitant with a rapid incfeaée
in- private sector credit. However, the coefficient on the
variable was insignificant at the 5% level. The reason is-
probably that companies economize on their dep051ts during an
expansion, when credit is. becoming tight. ‘The effect on the
reserve ratio is therefore ambiguous. As aisubstitute‘for bant

credit I used imports as an explanatory variable, given that

credit is often used for imports. However, the coefficient was
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insignificant. The variable would th,be eipectedﬁtowpépéemmauy~

well as credit, as imports are often fiﬁanced"by overseas,‘

credit.
A possible reason for the low t value on the_interesta'rate

. : ) '., »» ', . )
coefficient is: collinearitfﬂ between this variable and the TD

variable. When the TD variable was omitted from the regression:

the ATB variable was significant (and positive). When the TD
variable was added the ATB ratio became insignificant. The
co}linearity reflects a common upward trend, as higher interest

rates}jhave been associated with higher> TD ratios.’® It was

worthwhile adding .the ATB ratio as it improved the = DW 3

s1gn1f1cantly,‘and lowered the MAPE.

The legal reserve ratio on demand deposits _éppears ‘to be

the most 1mportqnt determinant of the reserve ratio. Using o

"LRSRT1 alone as an explanatory variable I obtained an R? of

0.84. | - o f

I used the same explanatory variables for the ratio of

reserves to total deposits. An increase in the Treasury bill

rate would be expectgd to lower desired excess resérves, which
woqld\lower the overall gatio. Anm increase in the TD ratiorﬁduid
be e;pected-to lower the ratio because of the ‘lower reserve
requirement on TS ééposits,&°

;;-;;;_;;;;I;-;;;;elation,betwéen ATB and TD was 0.7.

0 I1f the TD variable changed only because of changes in the

T-bill rate then there would be -little justification for -
including it as a separate variable. However, other variables

226 ,
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" The sign on the 1nf1at10n coefftc1ent mtght‘be“morE4drffrcuit tc‘*‘*‘;

determine than in the case of’ the rat1o of \reserves to demand
deposits, This is because (as discussed in the last chabter)
'people may adjust their TS depdsits downwards with Aap,”increese
in inflation. 7 o

The results of estlmatlon of the model are shown' ih, Table

3 -

'_6 10 below.

TABLE 6.10 .

ESTIMATION OF RATIO OF BANK RESERVES TO TOTAL DEPOSITS

Variable Coeff.: St. . T . Diagnostics
' Estimate Error Value : : :
LRSRT1 0.011 0.001 8.9 R? = 0.87
LRSRT2 -0.0023 ' 0.0015 -1.58+« F = 79
. D2BKRES 0.0011 0.00015 7.22 DW = 1.64
TD . -0.015 - 0.009 -1.7 . SER = 0.01
.DCPI_— -0.0009 0.0007 -1.43 COND = 35.9
ATB -0.0019 0.0017 -1.11 MAPE = 5.5
= 0.544

CONST 0.042 0.006 6.7  MSPE

Definitions: - see Table 6.9.
Note: - Reserve ratio is the ratio of bank
reserves to time and savings dep051ts, plus

demand deposits, . e

- - Sample perlod is 1966 3 to 1983 4,

The signs were generally as expected. The coefficients for

LRSRT1 and D2BKRES were highly significant. The coefficient on

LRSRT2 was again negative, as in the first model, but
insignificant at the 5% level. The coefficients on TD and ATB

1
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were both' insignificant at the 5% 1level. This reflects

collinearity between these two variables. The coefficient<on

inflation was insignificant. As was expected, however, the t-

value was lower than that in tﬁe first mbdel.'Adding,dOmestic
'credit'(dr imports) did not improve:theifit of the model.

| The residuals were less than 10% in most quarté;s kSB out
‘of 7i).zErrors ovér 10% occurred in 1967} 1970,,1972, 1977 ana
1980. . | | |

 The mean square error waé slightly higher in the _second
‘moae1= thén in phé fifst. On this basis I decided to use the
ratio of reserves to demand deposits fo:r the purposes ﬁf

“predicting the money and credit- multipliers. Using the same

proCedure as in Chapter 5 I ran the model for each Year from

1976 ©6nwards ’and'simulatgaafhe‘resgrve ratio for the folldwing
year (under the assumption that a policy maker would only know
the parameters of the model, up to the previous year). The

results are printed in Table 6.9 below. Although some of ‘the

prediction errors are-over: 10%, the errors tend to offset each

other, so that the average annual errors are much smaller. The

largest annual average error is. -6.2%. The lowest error is

-0.1%. The average error over the seven years was -1.6% which is
wvery 1low. It . is interesting td*note that the largest errors
occur in 1978 and 1979, the years of the IMF program. -Possible

s : N\ :
‘reasons for this were discussed in chapter 5
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TABLE 6.11

SIMULATION OF RESERVE RATIO, 1977 to 1983

Year . Actual Simulated Error "§Error
1977 1 0.295 0.306 0.011 3.7
2 0.299 0.305 0.006 2.0
3 0.29 0.307 “0.017 5.9
4 0.341 0.326 -0.02 -5.8
Average 1.45
1978 1 0.313 0.323 0.04 3.2
2 0.315 0.293 -0.022 -7.0
3 0.314 0.301 -0,013 ~4.1
4 0.3637 0.302 -0.061 -16.8
Average - -6.2
l§7'979 | 0.346 0.317 -0.029 -8.4
2 0.361 0.322 -0.039 -10.8
3 0.318 0.31 -0.008 ~2.5
4 0.294 0.307 0.013 4.4
Average # . —4.32
1980 1 0.327 0.327 0 0
2 0.277 0.308 0.031 11.2
3 0.434 0.364 -0.07 -16.1
47 0.324 0.343 0.019 5.9
Average 0.25
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Table 6.9 (cont.) S e
Year - Actual - Simulated Error %Error
1981 1 0.32 0.277 -0.043 -13.4
2 . . 0.305 - 0.311 - 0.006 2.0
3 . 0.358 © 0.354 - -0.004  ~1.1
4 0.362 0.351 -0.01% . -3.0
Average - -3.9
__________________________________ . .
1982 1 - 0.344 0.337 -0.007 -2.0
2 0.329 - 0.333 : 0.004 1.2
: 3 0.344 0.368 0.024 7.0
4 0.341 0.346 0.005 1 5
Average 1.9
1983 1 0.356 0.353 -0.003 -0.8
2 0.363 0.354 -0.009 -2.5
3 0.356 0.358 - 0.002 0.5
4 0.334 0.342 " 0.008) 2.4

Note: - Reserve ratio is defined as the ratio of
bank reserves to demand deposits.

The disadvantage of this method is that the fati of TS
- deposits to demand deposits and the change‘in bank reserves is
not known, but also have to be explained. In Chapter 5 demand
equations were estimated for different elements of ’money;w'ahd i
each element was foregagt ‘for a number of yeagx. It would be
interesting to compare the predictioﬂg of the reserve ratio in.
Table .6.11 above with the‘ ratio of the pfedicf}ons of bénk

reserves and demand deposits from Chapter 5. This 1is done in

Table 6.12 below. )
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, TABLE 6.12 . - [

'~ COMPARISON OF RESERVE‘RATIO PREDICTIONS
Ratio of bank reserves to demand deposits

Year Prediction Prediction

- Error (1) Error (2) T

% % :

76 2.9 —
77 1.5 19.9
78 . -6.2 1.4
79 -4.3 ] 27.3 B
80 0.25 o -1.9
81 -3.9 -4.2
82 1.9 0.6
83 -0.1 -4.8
Mean - -1.87 , 5.2
RMSPE 3.3 : 12.2

Notes: - Prediction Error (1) is taken from
Table 6.11 above. Figures are annual average.
- Prediction Error (2) is taken from Tables 5.6 and
5.8 above. Figures are year-end.

It is clear that the mean prediction errpr-is significantly
)greater when the numerator and denominator ére, éstimated
separately. ?he’variance of the error is also much greater} This
is not surprizing, however, given,thé assumed exogeneity of ‘the-
change in reserves and the TD ratio in the first column. The
average predicﬁion eérors in the second -column are very simjlér.

I then compared the actual currency and TD raties-with
those implied by the simulaticns of the numerator and
denominator of these ratios in the last chapter. The comparisons

are tabulated below in Table 6.13. Clearly the prediction errors

are high 'and variable, and are generally higher and more - ———
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variable thqgwthe individual elemen;s, wfth’thé exception‘df the
ratio of TS deposits to Demand ‘Deposifs ratio. Repeating the
~figures from Chapter 5 the average‘prediétion errér‘fof curréncy
was 3.1%, with a standard deviation of 12.4., The  average

prediction error and standard deviation for demand deposits were

\ -

-0.43% and 13.8 respectively, and the average predﬁttion error

and standard deviation for TS depositsf were -2.8% and 25.3
respectively. o ‘v | ‘
| The ratio of currency .o total deposits has a higher
‘prediction error and a higher variance of these errors‘than !the
ratio of currency to demand deposits. This can perhaps‘bé
"expected as demand aeposits are avcloser'substitute for curréncy
than total deposits. One typically will decide how much cash to
'hold in relation to deﬁand deposits than to total deposits.

Again, it 1is interesting to note the large, and virtually

offsetting errors in 1978 and 1979, The adveﬁf of the IMF

program probably caused companies and individuals to economize

on deposits. Likewise the ratio was tnderpredicted in 1981, the

year when a new IMF program was initiated. The ratio of TS

deposits to demand deposits was overpredicted in 1978 for the
same reason. However, there was an bverall tendency towards

underprediction in the case of the latter ratio. .
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" TABLE 6.13

ESTIMATED MULTIPLIER COMPONENT RATIOS

" a) Currency - Demand Deposit Ratio

Yearr = Actual Predicted Error $Error

76 - 0.47

77 0.44

78 0.50

79 - 0.33

80 0.42

81 0.51

0.44 \

83 0.44" ’
‘Mean

"RMSPE

b) Currency - Total Deposits Ratio

Year Actual Predicted Error $Error
76 0.25 0.39 0.14 56.0
77 . 0,21 - 0.2¢4 0.03 14.3 \jx
78 0.26 0.17 -0.09 -35.0
79 - 0.18 0.23 D.05 27.8
80 0.20 0.21 0.01 5.0
81 0.24 0.21 -0.03 -12.5
82 0.21 0.22 0.01 4.8
83 0.20 0.23 0.03 15.0
4
Mean h : 9.4
RMSPE 4 o 26.9
g "“\v, . . 4
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TABLE 6.13 {(cont)

c) Time and Savings.Deposits - Demand Deposits Ratio

\.

Year Actual Predicted “(Error '%Erfor
76 0.87 0.65 ~0.22  -25.3
77 1.14 1.0 -0.14 -12.3
78 0.93 1.26 0.33 35.5
79 0.82 1.0 0.18 22.0
80 1.08 0.95 -0.13 _~-12.0
81 1.12 1.03 -0.09 -8.5 - .
82 1.10 1,01 -0.09 -8.2
§3\ 1.2 1.10 -0.10 -8.3
Mean o - ' : ‘ -2.1
RMSPE - 19.0
Nétes: Figures are taken from Tables _

5.5 onwards in Chapter 5. ‘

As the purpose of this exercise 1is to predict the
multiplier, the ne&t g@ep is to compare predictions of the
different multipliers by dividing the predictions for M} and M2
by the predictions for basebmoney and comparing these to the
prediéﬁjons one would obtain from using the predictionskof the
components of the money multiplié:. |

Table 6.14 below shows the predictionﬁ and prediction

/

predictions of M1, M2 and base money. Table 6.15 shows the same

errors for the M1 and M2 multipliers’ obtained from the
for the M1 and M2 multipliers derived from the multiplier
components. I tried all the various definitions (see section
6.7) and used the ones with the lowest standard deviation of.
prediction errors. The lowest standard deviation was obtained

/\;%
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using,ﬂthe ratio of reserves to total deposits, and the ratio-of -
currency to demand dep051ts.* / R
The standard deviation of the absolute predlctlon error of
the M! multiplier was 0.11, u51ng the method of calculation: in
’Table 6.14,_ and 0.1, u51ng the method in Table 6. 15. One would
have sllghtly more confidence in predicting the M1 multiplier by .
predicting the component ratios than by pred1ct1ng M1 and base |
money. Hdnever, in either case, the confidence limits are wide.
The standard deviation of the absolute prediction errors
tdﬁythe M2 mUltiplier were 0.36, using the method in Table 6.14,
and 0.18 using the method in Table 6.15. The second method
produced,continual underprediction, except for 1981. Oner can
conclude that it is better to predicé%the tomponents of the
multiplier than M2 and Base (it will be remembered from ‘Chapter
5 thatv the prediction errors for M2 were high, because of the
large errors in predicting TS deposits). However, the ‘range of

confidence in predicting the M2 multiplier is still wide.

B N L e T S

' The standard deviation was, however, only marg1nally lower
than when the ratio,of reserves to demand deposits was used -
9.1 versus 9.2, in the case of the M1 multiplier and 9,5 versus
9.6 in the case the M2 multiplier., The variability was ‘
significantly higher when the ratio of currency to total
deposits was used - not surprizing, given the much hlgher
variability of the prediction errors of this ratio than in the
case of the currency -demand deposits ratio.
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TABLE 6.14 - o

PREDICTIONS OF THE MONEY MULTIPLIERS, DERIVED FROM B T
PREDICTIONS OF M1, M2 and BASE MONEY . :

-

a) Mt Multiplier

Year - Actual Predicted " Error $Error

76 1.81 1.75 -0.06 -0.03

77 1,74 1.91 0.17 9.6

78 1.66 1.85 0.19 12.0 -
79 2.06 1.69 -0.37 -17.8

80 . 1.83 1.80 -0.03 -1.4

81 \1.67 “1.86 0.19. 11.4

82 1.79 1.83 0.04 2.1

83 1.82 1.85 0.03 1.4

Mean 0.14 2.2

.RMSPE 9.3

Standard Deviation 0.11 -

b) M2 Multiplier

Year " Actual Predicted Error $Error

76 2.99 2.49 -0.5 -16.7
77 3.14 3.07 -0.07 -2.3
78 2.72 3.55 1.31 .48.0
79 . 3.34 2.92 -0.42 -12.4
80 3.27 3.0 -0.27 -8.2
81 2.95 3.12 0.17 5.8
82 3.45 3.11 -0.34 © -9.8 -
83 3.4 3.14 -0.26 -7.6
Mean " 0.42 -0.4
RMSPE/ 19.3~
Standard Deviation : 0.36

Notes: - Mi.multiplier is M1 divided by base;
- M2 multiplier is M2 divided by base.
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TABLE 6.15

" PREDICTIONS OF THE HDNEY HULTIPLIERS, DERIVBD FRQH THE
NULTIPLHBR CEEFEEEHTE
al M1 Hultyplxet
?eer Actual Predxcted Error o %Error
76 1.81 1.69 -0,12 -6.6
77 1.74 1.62 -0.12 -6.9
78 1.66 1.82 0.16 9.6
79 2.086 1.71 -0.35. -17.0
80 1.83 1.9 0.08 4.4
81 1.67 1,83 0.16 9.6
82 1.79 1.81 ©0.02  1u1
83 v.82 . 1.82 — 0 0O
Mean- | - 0:13 -0.73
RMSPE 0.10 9.1
Standard Devxatzon

b} N2,Hg;tiplzer

R e

80
B1
82
83

Mean
-RMSPE
Standard

- Motes: -

Actual Predicted Error . $Error
2.99 2.36 -0.63 =210t
3.14 - 2,71 ~-0.43 -13.7
2.72 2.6 . - +0.56  -20.6
3.34 - 2.89 -0.45 - -13,5
3.27 3.19 . ~0..08 C=2.5
2.95 © 3.16 o 0.21 7.1 ﬁ
3.8 - 3.07 -0.38 -11.0 :
'3, 40', 3.20 ~0.20 -=5.9

0.37 -10.2
. o -14.4
Deviation A 0.18 T

Ml multiplier is derived as: E
(c+1)/(ce+r,(1+t)), _ '
vhere symbols are as defxned as in Section

6.1; . -
M2 Multiplier is defined as: ‘ )
(c+!+t)/(c*r|(l+t))
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In ~Ssummary, the M1 mUltiplier appearsvmore predfctable than

the M2 multiplier. Th1s is encourag1ng, as we saw 1n Chapter 5
that one can explaln and predict M1 more accurately than M2

Therefore 'it is the M1 mu1t1p11er that we would want ‘to use 1n
pred1ct1ons of Balance _of Payments outcomes. However, the
confldence 11m1ts for making the predictions. are very wide under
any definition. How much this matters trom the pant of v1ey of
ma}ing balance of - payments predictiens remq§ns te;be'séen:in
Chapter 7. Finally, -the last two tableS'show that there is ﬁnet
much to choose hetween_the,method in Table 6.14 or thatiin”Table
6R15; althdugh' ueing " the components of fhéi mpltrplier for
pred1ct1on seems more accurate. N . m
Cred1t Mult1p11er

‘Balance of payments equatlons can be written either using

ﬁoneyjmuitipliers or u51ng bank creddt multipliers (see Chapter
7;:beloﬁ). The multiplier that one chooses for analysis part1§
deéends_en how accurately‘the behaviour of the multinlier can be
expiaineat ‘ . :

: I conducted the same exerciSevfor the eredit multiplier as
for the money multipliers aborejv'dther'ltehe Net' are assumed
rto be’ part of domest1c credit for reasons expla1ned earlist:‘ I
tested different def1n1t1ons of the mult1pl1er. The standard
'déviation of the prediction errors were all. much the same:

Rather surprizingly perhaps (in view g{éthe higher.prediction

error of the currency-total deposits ratio - than  the
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cur:gncy demand deposxts ratio), the lowesté,standard__de¥4at4£upgf444f

- was. obtarned using the ratlos of currency and reserves. to total‘
dep051ts. It is evident, however, ‘that the variation ofrrthe-
ﬁ.errors isfrmuch' higher than inw;he'case of the:ﬁiwmul;iplief;,
»,althoUgh'ibﬁé; than for the M2 multiplier. However, the main

discrepancy . is ‘in . in 1978, when there is an ovéfpredictioh of

43% (for the same reasons as for the overprediction  of the MZ\,”":

multiplier in Tabie'6,14a§bove). If this is netted out then the
vériability falls éonsiderably. The results are llsted in Tghle
* 6.16 below. o R |

| .TABLE 6.16

PREDICTIONS OF THE CREDIT MULTIPLIER

- Year Actual Predicted  Error %Error
o o = ———— —_—— —————— — — ——_— o~ —————— _——— e ————————— T e —
76 *1.98 1.42 0.56 -28.3
77 2.29 - 1.83" -0.46 =20.0 o
78 1.79 2.59— 0.77 43.0
79 1.78. 1.76 ~-0.02 -1.1
80 - 2.38 2.35 -0.03 -1.2
81 1.87 2,05 1 6.18 ' 9.6

. 82 2.64 2.26 . -=-0.38" -14.4

.83 2.37 - 2.22 -0.15 -6.3-
Mean ‘ ‘ 0.32 - -2.3
St. Dev ‘ 0.25 . 21.9
RMSPE - ' 22.0

Notes: - Bank Credit includes 'Other Items

Net';

- the bank credit multiplier is def1ned aS°
(1_f-r|)/(c1+r1)'
where symbols are defined as in Section 6. 1;

~ the values for f (the ratio of net foreigh assets
to total deposits) are actual values, for reasons
explained earlier 1n thls section.
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Time Series Analysis

An alternative'-hethod ef prediéffﬁaéﬂeemgghehts of the
multiplier - is to predftt the ratios as a function of jthe pasd'
behaviour of these " ratios. If changes in the ratios have not
“been purely random, then they‘will have,a'pattern. Time series

- analysis can be used to isolate the neh—tandom“eiements of these
,changes - spec1f1ca11y, the mov1ng average  and autofegressive‘
elements., If the correct t1me series model can be identified 1t'
may be p0551b1e to obtain reasonably accurate forecastsz fot
short perlods ahead | : 15;\, : | 7‘_
| I used monthly {iata to derive time series models <for the
currency ratios and the reserve ratios.®?

The best model'for the currency-demand deposit ratio seemed
to be a first order meving average model With a seasonal
component. The seasonal component arises in the third quarter ofﬁ
every fear, reflectihg paymehts to farmers for.the harvest, and.
preparations for the upeomingr plénting 'season (also see BOZ
Annual Reports, passim).. The estimated modelrwas: : A

| -0.37a - - O.22a‘\"

t-1 t-13
(5.0)  » (-2.93) -~

Cc/D

MSE = -0.008 kt values in brackets) '

‘where C/D is the currency-demand dep051ts ratlo, ais the
82 Mean1ngfu1 results can only be obtalined w1th long time
series. Pankratz (1983) says that 50 observations are the
minimum. However, much longer series are needed if the model
contains a seasonal component.
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random error, and MSE is the mean square error.

Theiresidua;s'just passed the Q test at the 5% level.®?®

However, the fésiduals showed that thete;was a;considerable

amount of white,noise, with the difference between actual and
estimated values often exceeding 10%. Ex-ante forecasts for 1983
all showed considerable underprediction, with the highéét”ﬁerrér

being *-15% and the average error being ?7.8%.Pﬁowever, the

o

standard deviation of the prediction errors was ,5.2%, 'which is
significantly lower than the results obtained above. However,

" the period of analysis only cove@s one year, and it does not

follow that similar errors would be obtained in other years.’

o To test for the stﬁbility of the model 1 réeStimatedffthe

//~—fmodel. using only post-1975 data (the original sample used

- 1967-82 data). The coefficients were hardly changed, although
the t values were a little lower and the MSE vas higher (at
\‘O.QOBS)w The autocorrelation function ofcthe residuals indicated
only white noise. The ex-ante forecast errors for 1983Gwé}é very
similar. | ‘

The predicted and actual values of the curréncy-démaﬁd

deposits ratio are tabulated bedow in Table 6.17.

—— e - - e M —— - ——

f’I first took first differences to eliminate non-stationarity
in the data.‘Analysis was conducted using the BMDQ2

-
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TABLE 6.17

PREDICTIONS OF THE CURRENCY-DEMAND DEPOSITS RATIO
USING TIME SERIES ANALYSIS

| Month Actual : Predlcted Predicted' - $FE 7 %FE‘
(2)

¢1983) C/D c/D. (1) . ¢/D (2) (1)

Jan, 0.48 -0.459 0.459 -4.4 -4.4
Feb., -0.489 0.461 0.461 -5.7 ~=5.7
March 0.494 0.449 0.449 -9.1 " -9.1
April  0.488 0.443 0.444 -9.2  -9.0
May  0.446 - 0.447 0.447 0.2 0.2
June 0.455 0.436 0.438 -4.2 -3.7
July . 0.477 0.447 0.448 ~6.3 -6.1
August 0.514 0.441 0.442 “14.2 -14.0
Sept. 0.506 0.435 0.437 -14.0 -13.6
Oct. - 0.511 0.449 0.449 =12.1. --12.1
Nov. 0.519 - 0.444 0.444 -14.5 -14.5
Dec 0.436 0.437 0.439 0.2 0.7
Average Error _ -7.8 -7.6
St. Dev (5.2

) (5.3)
Notes: - C/D is the ratio of currency to
: demand deposits. F/E is forecast error;
- (1) uses data from 1967 to 1982 for
estimation of the model, and (2) uses data
- from 1975 to 1982,
Although the model- has a seasonal component, it clearly
does not EapEure the seasonal var.ation'in,the data. The model
underpredicts by a much greater amount during _the months

August-November.

"oty

Time series analysis is a time consuming process, and is

~just as much an.art as a science. I have therefore not pursued

any further analysis. The purpose of this exercise is more to

show the possibilities of this kind of analysis, particularly:
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for short term forecasting. &* o S o

6.5 Analysis of the\Behaviohr of theﬁMpltiplier'Componentsf Over

Zambia's History

Although, from the policy point of Yiew, the forecasting of
multiplieré is cleariy a somewhat hazardpus exercise, it i§~‘
interesting, as Diz does (Diz, 1970) to attempt tod~expléin‘*tﬁé
historical‘behaviour of the multipliér;componenté.:

mReferenéé is made to Table '5;3, wvhere the estimated

equations for the different elements of money demand are

°
-

presented.

The estimated and actual values of the mul@@plier_com nent"
ratios are graphed in Figures 6.1 to 6.5. The figud are

discussed in turn: : ’ - . e

" _a) Ratio of currency to demand deposits (C/D)
h

The actuval C/D ratio rose at first, andvthen_fellﬁsharply
‘from 1967 to 1970. It then followed 'an upward trend, with
downturns  in 1973, 1977, 1979 and 1982. The estimated
coefficients of the demand functions for cutrency and demand

deposits (see Chapter 5) «imply that the C/D ratlo should reactf

- wn - - — - ——

®% I also conducted similar analysis on the ratio of bank

reserves to total deposits. I fitted a model with a first order
non-seasonal AR component, a 12th, 24th and 36th seasonal AR

component, and a second and third order MA component. However, I

was unable to attain an acceptable Q statistic. The -residuals

vere frequently over 20%. The model was probably 1ncorrectly

specified. . I L ——
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negatively "to 1income and interest rate éhangég;“and positively

to inflation rate changes. From 1966 to 1969 income rose

steadily;, while interest rates rose only slightly. The inflationt N

rate -fell at first, then accelerated; and then ‘fell again in

f969 and 1970. One would consequently predict a falling ratio -

for these years. The pattern is only approximately captured by

the estimated ratio. As mentioned in Chapter 5, one factor not

captured by the model 1is the agribulturai “harvest. A good
harvest tends to increas¢ the currency ratio. The harvests in

1966 and 1967 were good, which may account [or the increase in

the currency ratio in those years. As also mentioned in Chapter.

-

5, Zambianization of the curfencz\?ay explain the lgreater thén

estimated drop in . the currency ratio in 1968-69. The upward

trend in the fatio to 1976 is captured. waever, the ratio rises

- far more quickly betﬁeen 1970 .and 1972 than is explained b}rthe

-%odel. Thié may have sbmethihg fo'do with the uncertainty and

instability arising lfrom the balante of payments prqplgmgiqf
, . )

1971 and 1972, and perhaps the credit squeeze of 1972 (although

the model captures this - the estimated ratio rises

éignificantly in 1972). The good harvest in 1971 1is also a =

- factor.
The sharp downturn in 1973(is not predicted by the model.
It could be a reaction from the economizing on deposits that

took place in 1972. As Keran (1970) notes, the ratio is 1likely

to increase during economic downswings and decrease during
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upsw:ngs. 1973 was a year of upswlng The model does not capture

the large rise in 1978 The reason for the upturn must be the.

credit squeeze associated with the IMF program. (plgs the

. expecrational effect of such a program). It is»r cult,

——

empirically, th capture “this effect. The reason for the sharp~

downturn in 1979 is the reverse of this effect

The upward trend after 1979 is generally capturedt However,
the sharp rise in 1981 is not captured. Again, this was a year
of an IMF program. Although the_credit constraint turned out not
to be binding,  the program might, have engendered an
expectational effectr A more significant factor may be the good

harvest that year.

b) Ratio of Currency to Total Deposits

From the elasticities estimated in the last chapter, one

would expect this ratio to decline with real income and interest

rates, and to increase with inflation. Given the actual

behaviour of these variables one would expect a decline in the
1960s. Figure 6.2 shows that the estimated ratio ‘captures the
movement of the actual ratio quite well (after allowing for the

harvest and the Zambianization of the currency, as referred to

L

"in a) ‘above.®% One would expect little change in the ratio in

%5 Note that Diz would pred1 he opp051te, based on his

implausible ranking of income Melasticities. The above would seem -
to confirm the expectation that the income elasticity of time

and savings deposits is larger than that of’currency.‘

b L

~
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the early .1970s, foliaaed_,byf a rise inﬂrthe—am%é-+9495~as’444*t

inflation accelerated and income fell. The . est1mated ratio

captures the actual ;reasonably well afterr1970. The fall from

1976, at least, is predicted by the rise in interest rates. The

rise in 1978 and fall in 1979 is not predicted and must be a
function of the IMF program. After 1978-79 inflation accelerated

again, However, interest rates also rose. Given little change in

income one would expect little change in the ratio. The

estimated ratio folldwed the trend quite well wiqp the_exceptibn
of 1981 - an\IMF program year, and a goqd harvestiyear.

. The apparent closer ftt of this currency rat&omte the
actual than for the currency ratio in (a) may seem inconsistent

w1th the results of the forecasting exercise above, when it was

shown that the broader currency ratloihad_a higher forecastlng

error. This may be because the forecasting errors were in

percentage terms, whereas here they are in absolute terms.

c) Ratio of Time and Savings Deposits to Demand Deposits.
g - "

Using Table 5.4 this ratio would be expected to rise with
feal income and to fall with inflation. The effects of intefest
rates are.a little ambiguous. Using Table ‘5.3 - without the
population coefficient - the ratio nould be expected te rise.The

opposite effect is predicted from Table 5.4. Overall, however,

one would expect the ratio to rise to 1969-70, and then to fall |

in 1971, After 1971 the ratio would be expected to follow ‘a
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general“upuatds'trendconsistent'uithrisinginterestra#esTbut"
moderated by declining real incomes after 1974, and rising h
i’nf_lation7 | |

The estimated path follows the actual path épproximately
(see Figﬁre 6.5):,The general upward trend is captured. The
. estimated ratio does not capture the‘very'large increase in the
early 1970s. This is perhaﬁs’becaqse of the liberalizing of
interest rate cqmpetition in 1971 by the banké, and aléb the.
desire by the mining companies'to keep their répattiéted foreign
‘exchange p;dceeds in the-bank, rather than spending them. The: -
\fali in 1972 is not captured. Thisrreflécts the credit squeeze
in that year, and the fesultant economizing on time deposits by

-

companies, .

The fall in 1978 is not predicted - the IMF factor again,'
The reason for the fall in 1979 is probably because of the fall
in income that year. This is captured by the model in 1980;
‘implying that the adjustment lag built inté the model may be too
‘long. This'may also écéount for thgidiscrepancy’iﬁ'1983;i§é$l o
output rose in-1983, but the model is still reacting tévthe

decline in 1982.

. ! It may also have something to do- with-the closing of the— - - B
- loophole in arrears arrangements, whereby not all import
deposits were being frozen effectively, and also with the
‘consolidation of arrears under BOZ. o i
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d) Ratio of Bank Reserves to Demand De9951ts

Th1s ratio would be expected to rise wlth 1ncreaees in
income, and fall with increases in interest rates and 1nf1at10n.
- The ratio would therefore be expected to rise until 1970, then
fall 'and then riee to 1975-76 (income rose in 1976). There
shoulé'also be riges in 1972 and 1976 in response to?incfeases
in the legai reserve ratios. After 1§76 ﬁhere should be a’
downwards trend, moderated b§ upwardvmovements in»response to
increases in incomes in 1981 and 1983, and a downtrend in
inflation in 1978 and 1979. |

Figure 6.3 shows that the estimated path follows ‘the actual
path quite well. The paths are very similar until 1974, when the
actual reserve ratio drops far more steeply than implied by the
model. Tge reason mey be the tight liquidity arising that year
from rapidly expanding credit, in response'to thevpoliey

directive that imports be locally financed. Decreasing liquid&ty

as a result of expandinéprivate sector credit may be the reason "’

for the sharper than estimated fall in 1979 and 1980. = -

. kY
: 7
e) Ratio of Bank Reserves to Total Deposits

This ratio weuld be expected to fall or stay constant’with
increases in income (the income elast1c1ty for reserves falls -
(roughly midway between the income 3&ast1c1t1es ggr demand
dep051ts and TS deposits).. It would be expected to fall or stay

constant with interest rates; and t0“stay con§fantwbr'rlse“wrth

inflation. One would therefore expect the ratio to change little

P
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ftom'71965?72;—£ﬂ 1972«it¥shéh}d—fise'wifhwthé~rise%%nmthg—%ggai:fﬁ*
~ vréserve ratios. it would then stay constaht :ungil 71976, when
legal reservéhratios'were faised again. Rising interest rates in
;L976, 1978 and 1983 ﬁight have'causéd downturns in the ratio.
Figyge 5.3 shows tha; thé estimated reserve ratio roughly‘
appfggimaées the actual ratio. The in;réase»in 1968 and y96§ was
“hot captured. As the ratio of reserves to demand dépoéigs vas
'roughlyras‘predicted this imglies that thé ratio 6£ reserves to
TS déposits was much ﬂigher than predicted. This is bar£1y4 .
becahse the actual TD ratio ﬁ;s much lower than predictedg
.?pe discrepancies in 3978: 79 and 1981 are probably a
. result of the IMF programs, f;} reasons outrieed earlier.l
In summary, the estimated ratios thét appear to cortéspond
best to the actualAratios aré the rency-total depoéits ratio “i
~and the. bank reserves-demand depo'its ratio. This is'nbt very
helpful in deriving the best ,estimaté of the mﬁltiplier, _a$
there is no definition of the multiplier that uses Ehéséﬂﬁwoi
ratios élone. These results are also contréry io_the results of
'the> earlier forecasting exercise where the éther currency and
reserve ratios performed better. However, whichever ratios one
uses, there are obbiouslf significant efrors in egpléining and
fofecasting ;he ratios, and therefore the multipliers.
"There are several possible‘reasons for thé errors.‘First,,
'estimation‘9f the trﬁe coéfficiehts is d?ffiguit, given ‘the

short time series, and the limited variability 1in the ®
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explanatory variables. Second, there 1is the difficulty of

capturing the effects of exogenous or .policy-induced. shocks,
such as credit squeezes, IMF programs, and exchange and import
res};@ctions, ahd the increasés in uncertainty,and the éffects
on expectatioﬁs fhat these factors cause. Third, there a:e'the
v problems associated with using annual data, _whén reactions 'ofk
changes in 'desired' variables to the explaﬁatory variables mdy;
take place over Iongefbor‘shorter periods, and/or adjustment of
the - actual values of the dependent variable to desired valuesk
may also take place over a different timé'period. Moreover, thg;
speed Yof1adjustment may change over time, partly as a resdlt of
exogenous shocks. Einally, there are difficulties 1in measuring |
'e;pgcted‘ values of the explanatory variables, particﬁlarly“
when the basis for forming these expectations may change  ovér
‘time. P
However; on a more positive note, it is clearly possible to
pro§ide plausible reasons for the discrepancies, eve‘ if it is
difficult to capture discrepancies in the model (or% . exception
being the harvest Vérigble, which should be included in the

currency variable.
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| FIG 61
ESTlMATED AND ACTUAL RATIO OF
CURRENCY TO DEMAND DEPOSITS
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Currency Total Deposits Ratio

FIG 6.2
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6.6 Sﬁﬁmary and Conclusions :' "‘fw' o K

The purpose of this chapter has been to analyze the

| controllability and predictability'df the money supply process 7

in Zambia. The reason for this analysis is that control over the

domestic-assets of the central bank and knowledge of how these

may affect bank credlt and dep051ts is 1mportant if a glven -

balance of payments target is to be atta1ned given an est1mated
money demand function.

The ® first section outlined the -money supply process,

showing the links between base lmbney “and 'mbhéy euﬁplyﬁand o

e

credit. The second section outlined the institutional setting in

“Eambia, and the actions which BOZ has taken to requlate

liQQidityrand the balance of payments. By reguiating liquidity,

expenditure can be controlled, and theretore so can the balance

e

of payments. The prime example of its actions was in 1972, when
it enacted a host of measures in order to decrease liquidity and "~

.arrest a declining balance of payments situation. However, since

1975 its ability to exert control has been diminishedymainly as

- a result of the government's bhdgetary reguirements. The system

of regulated interest rates was probably one factor preventing'

it from exerting control as it was wunable to - undertake

significant open market operations to offset the increase in

liguidity generated by large budget deficits (or to sell new

government debt to the public). Import and exchange controls .
h .

also hampered its efforts, as they prevented 1liquidity from

= L
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draining out of fhe country. However, as IMF paékédes indi;a;eki;v“
~the central bank’_can iﬁ;;principlercontrol the-grOWth_of‘itel
domestic assets. o
The third section aescribed the fluctuations in the money‘
and credit multipliners, and decomposed these into fluctuatiens s
in the component ratios, and measured the,effeets of each of
‘._theseron chaﬁges in the multiplier. The variations do nét’appear
to be totalfy random, indicating that tﬁey can be/explained to
an extent. This is not surérizing given tH;t the multiplier
coneists- of ratios of differentvelements of money. In Chapter 5 ... -
it was shown thatbit was possible to. explain .the demand for
these with a measure of confidence. | »

The fourth section analyzes formally ‘the -changes 'in the
multiplier components, making use of the results from Chapter 5.
Predictions of the multipliers were marginally Better using
predictions of - the component ratios than predictions of base
money and deposit-inclusive moneyl The prediction ‘errors were
lewest'forvthe M1 multiplier, and highest for the M2 multipi{er‘

The varianges of the predietion errors are such that -the
confidence limits for predicting the multipliers are quite wide.
However,. there appeafed to be reasons for Vthe errofs, often
rrelating,to policy and external ehoeks.

I estimated a separate reserve ratio model, developed “by

Diz (1970), using quarterly data. This tracked the data and -

predicted the future quite well. The main disadvantage with it

257 o S



- is that some of,the explanatory—varxab}es are—%ea}}y~em&xyﬁwnmr*

in part1cLlar the ratio of time and saV1ngs dep051ts, to demand -

deposits and the rate of change of Dbank reserves. ‘1  also

experimented with time 'series analysis using monthlyndata to

forecast the currency demand-déposits'ratio. However, this met

with mixed success. ' '

" The fifth sgctibnrdiscussed ‘the differences between the
actual. and esﬁimatéd)values.of,the.multiplier;component ratios,
derived from the results of chapter '5, in order to examihe' more
closély the siie'and nature of the errors. Errors‘appearéd to be
smallest fog the. currency-total deposits ratio, and the
reserves-demand deposits ratio. It was encouraging that these
ratios tracked the historical data guite well, Further

refinements in the demand functions for each component would add

“to the ability to eiplain the performance of the ratios.

‘However, this may be difficult given the difficulty of modelling:
the effects of pollcy shocks and of spec1fy1ng adjustment lagb.v

rThe 'harvest' factor appears to be a var1ab1e that could be

\ .

built 1nto the éurrency demand equatlon.f,

The results of this chapter and ch'pter 5 are needed to

" produce explanations of Zambia's baiénce . of payments
performance. This will be the subject of Chapter 7.

-
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. .. _._.._CHAPTER 7 __ __
THE BALANCE OF PAYMENTS IN ZAMBIA. .

The purpose of this chapter is to combine the results of

the last two chapters into an estimation of Zambia's balancew,of
payments in terms of moﬁei demand and money supply.:;p;thé first\lf
section the methodology forrdoing this is discussed in fefmé of
the’AreserVe* flow model fhat was described in Chapters 2 'and 3.
The second section produces some empirical results using the
reserve fiow model. The reserve flow equation is directly
estimated by regression analysis, using three definitions of
mOﬁey ’(Ml; M2 and Base) and the specification of thé_money
- demand éunction developed in Chapter 5. The» actual .values.  of
Zambia's bélance of payments' are then compared' with thé
estimated values. The reserve flow equation is then indirectly
estimated by plugging in the estimates of the demand for money
and the money multiplier (from Chapférs; 5 and 6) in the
equation. Finally, the balance of paymenfs is forecast, on an
ex<ante basis, for the years 71977” to i983; using'rdiffeféht
definition of money. The third section provides a summary and

k7
conclusions.

7.1 Balance of Payﬁents Models

As discussed in Chapter 2 there are two basic kinds of
balance of payments- models. .The first (for example, the Polak’

and Rhouberg models) assumes that income is . endogenously, and
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754multaneeusly, éetefm&ned'alonngtth the**baiance Of“payméﬁf§‘;*;;’:
variable. . The ma1n disadvantage of these models -is that llttle
)7 attention ;s,pald to Vthe spec1f1cat1on, of the money‘ demand
"function. Also, there»ié/little tb Qifferehpiate this model -from
‘an income -determination méaéi, with the result that it is
hardef to focus ;n the ‘mohetary ‘aspects 6f the balante of
rpayments. | , ' ‘ E |

The second kind of model - thé reserve flow modél - tékes
the explanatdry variables in the money demand ~function as
'given', and concentrates on the accurate specification of ‘the
money.-demand functlon. It is the second kind that is discussed
below. D ‘

There are two Elasses‘of the reserve flow model. In the
first one, described in (a) below, the net foreign assets of the - .~
monetaryjauthority is the dependent Qariap;eﬁ In- the second
class, described 1in (b) below,'the net fSreign assets ofrthei

entire banking system is the dependent Variable.

a) Change in NFA of the Monetary Authorlty
_leen that

H=F+D

where H is base money, F is the NFA of the honetary authority,
and D are the doméstic assets of the monetary au*hority
(including 'Other Items Net'), then

mH =mF + mD = Ms\

where m is the money multiplier, and Ms is money supply.
Writing the equation with mF on the left hand side, lagg1ng
by one period and expressing in first differences, adding
and subtracting mF_, on the LHS, adding and
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i with AMd produces the following equat10n.447

“~

‘subtracting mD., on the RHS, and equatlng-AMs

MAF = AMd - mAD - Am(D.,+F_,) -
so that,
AF = AMd/m - AD - H_,Am/m  (7.1)%7

This can be estimated directly by regressing AF on the RHS 7

b

variables, and specifying AMd in terms of the money demand-model

\\\\gezeloped 1n Chapter 5. The esthft1ng equ)t1on is therefore- ,_7

—

AF = b, + b,aMd/m - b,AD - b,H.,Am/m
éubstltutlng the variables specified in the money demand

function discussed in Chapter 5, the following is obtained:

'AF=b°+b,a,Ay/m+b,a,Ai/m+b,a;AH/m+b,a.AP/m+b AD+b,H. ;Am/m +error

1f the money demand function is correctly specified and ‘the
money market is in flow equilibrium the coefficients on the
domestic ' credit and the money multiplier variables should be

equal to minus unity, and b, should equal unity. The error term

will then contain only white noise. The money demand funct1on

may be correctly. specified in the sense that the kcorrecgh”
explanaiory variables are included. However this need not -

necessarily imply money market equilibrium 1f there are random
87 Alternatively, taking the total d1fferent1a1

mdF + Fdm = AMd - mdD - Ddm, so that

dF = dMd/m - 4D - Hdm/m

Dividing through by H, multiplying and dividing dF/H by F, and
doing the same to dD/H by D, yields the following:

(F/H)dF/F = dMd/Md - (D/H)AD/D - dm/m,
which is in rate of growth form. This is the same as taklng
logarithms of mH = m(F+D), and totally differentiating.
The coefficients represent elasticities.
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or policy—induced disturbances. For example, 1t may take more -

than one time period to eliminate an .excess supply of ‘money
caused by an increifsgﬁn domestic credit. Foreign reserves’will“»
therefore not adjust in the same period by the fu11 amount of
~the increase din domestielcredit. ' ‘

: The money market may be in equilibrium in‘the‘sense thet
the,true AM& = AMs, If,jhowever, the money demand function has
been incorrectly specified, then there will be a non-random
error in the estimatiné equation. If,this*is correlated with;the_
domestic credit variable the coefficient on that varseble will |
‘be b1ased (see Helliwell, Gylfason, and Frenkel, 1980). There

may therefore. be two sourceslof‘error in the estimatiohvof the'
'ﬁodel One source of error may arise if the money market is not

in equillbgium at the end of the period. ‘Thgxether source may R

arise if the money demand function is \“\\q 7 J

'To see this formally (as also shown in Chapter 2), one can™
postulate the following formulation which allows for slow L
adjustment of excess money supply to an nitial disequlllbrlum.
AMs-AMd = B(AD-AMd)

If B = 0 then adjustment is instantaneous. A rise in domestic
credit causes an excess supply of money ‘which is immediately
eliminated by a corresponding fall in reserves (assuming no -
change in money demand), so that excess money supply at the end
of the period is zero. If B = 1 then there is no adjustment, and
the excess ﬁﬁﬁéi’%upply is unchanged at the end of the period.
The actual fall in reserves per time period is therefore equal
to (1-8) times the initial excess supply of money: :

AF = (1-g)aMd - (1-8)AD » _

In terms of the estimating equation in the ext, the term (1-8)
then becomes part of the coefficients to bé estimated. The long
run coefficients in the money demand function can then be
estimated directly from the estimate of the b, coefficient.
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"‘ﬁisspeéifiéaﬂ When the equation is estimated the two sources of

error are combined, and it is not possible to separate the two,

- The model can also be estimated indirectly by first

estimating the money demand function and the multiplier and then

inserting the estimates into “the résérver flow - model. As
‘discussed in Chapter 2, Aghlevi and Khan (1977) do this, By

édopting ~ this method one is implicitlyﬁ’constréining the

coefficieni{ on the domestic credit and money multiplier

variables to be minus unity (that is, one is assuming money

market equilibrium). If this assumption is correct, then any

error ‘in estiméting the balance of payments stems from a -

mispecification of the money demand function or random errors in

the money -demand’-function. If this assumption is incorrect, then
the error in estimating the balance of * payments 'is‘lagain the
combination of the two errors mentioned in theAlast=parag:aph.
One Qay of separating these twor botential errors is té
first estimate the model directly, that is by regressing AF on
- the variables in the equation above. If the coefficient dﬁ
~domestic credit and the money mﬁltiplier is minus unity one can

then assume that the money market is in equilibrium and that any

errors in estimating the balance of payments are random residual
errors arising from the estimation of the part of the eguation

relating to money demand. This can then be verified by

estimating the money demand function, and the multiplier, and

then substituting into the reserve flow equation. This method

-

—~— -

“ W\ .
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also has the "advantage that the mﬁltipliegw ¢ahfh¢;t;;ag;dw;

~ (correctly) as an endogenous variable, whereas in the first

method actual values of the multiplier are used. As shown in. the -
'second section the estimé%ed coefficient on the dqmesficf credit .

. coefficient was insignificantly different from minus unﬁty.:Thiéw

allowed the use of the second mefhod. |

‘One problem with using the fi;st, methddﬁr(that 'isr
regressing directly) 1is that the f;sdlts may be . hard té
interpret 1if domestic credit and the money demaﬁésvariablés a;é
"highly correlated. There may also be simultanebus'equatibns bias-
if the éhange in'F‘affects domestic credit, the multiplier, or
the variables in the money demand function.®® Also, as the
variables determining the hultiplierrare the same as the ones
determining money demand it is impossible to idéﬁtify sepafately
the money demand and 7multiplier coefficients, wunless one,.
incorrectly, assumes the multiplier to be exogehous. Givénh;hese
hazards, there are‘aanntageé to estimatiﬁg money,demahd and- the
multiplier separately. ' - S - ) ! ;

Whether to estimate the model in first difference or rate
of change form partly- depends on one's objecEives. The ‘absolute
change in NFA sﬁould be of moré interest, partiéulariyifrom.the

__________ AL ————

I3 ) . N
8 9The dang@r of bias is still present if one estimates the money
demand function separately. As discussed in Chapter 5 there is
" reason to believe that simultaneous equations bias is not a
serious problem jn the Zambian situation.

policy view-point. The monetary authority's balance (f payments

~
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i - ,,,,,,,,;,,,, [ - w0

ob]ectxve is usually to reach a de51red stock of NFA (usuailv'”

‘expressed _ ,a legal m;n;mum Gunctzon of a number of months of

xnformatxon wzth regard to thxs objectzve as. an X dollar change.

e statxstzcal problem is that percentage ‘changes ca  be _very

.‘mxsleadxng when the numbers are near to zero and ate changxng

r—from positive to negatxve and vice versa.’°

, whether the demand for M1 or '/M2 is used in the model

"‘kimports) An x% change in F does not convey nearly ,as much?ig/

depends on the stab;llty of the demand function, Obvxously, theA‘”

M) mul:xplxer is used 1n the model if M1 15 the money aggtegate

wsed,

_ Another way of expressxng the mocdel 15 ‘to forget about the

~multxpl:er altogether, and to express the change in F as a

L]

- function onl; ofithe demand £or base mpqay and domes;ic,;rgdit

LN

of the monetary author:ty {as P&R {1979) suggest):
vaen the monetary authorzty 5 balance sheet.'

8

‘H"F‘D

and t:rst dxfferencxng, and assuming that AHd = AHs
{the change in .demand for base money equals the change in

supply) thens

OF = aid - D aa
r, in ;q:e of éhangt fqrm,f |
| (F/H)AF/F = OHA/H - (D/H)AD/H

R

A A em e e e W e e we an

% A change in NFA from 0 to some “othzr number is a percentage
change of infinity, for example. In Zambia, both NFA and-

"domestic credit were at very low levels in some years, and both

swi:ched from positive to nega;xuafand vxce,vecsa,

&
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‘thh greater accuracy thanc the demand fOr ,deposxt 1nclusxue_'

Addjng,thg money multlpller appea:s—EO—Aeemp%%ea%ef~matttfsr****

unnecessarxly,» if Qtﬁec_demand' for base money can be predxcted

money and the’ elements of the multiplier (whxch from the

.analysxs in Chapters 5 and 6 appears to be. the case for Zamb1a)

L —————

b) Chanq? in the Net Foreign Assets of the Banking System :

Given the balanCe»shéet.of the banking system

(DP+C+R=F+D+R
where is commercial bank reserves, € is publicly-held

‘currendy and Dp represents commercial bank deposits, then

.C +Dp=F + D, or
Ms =F +D

N

F can be subdzvxded in the NFA of the monetary authority (Fm)

and the NFA of the commercial banks (Fb). D can similarly be
subdivided into Dm and Db. Therefore »

Fm + Fb = Ms - Dm - Db
Letting Db = bH = b({Fm*Dm), where b is the credit multiplier,

Fm + Fb ='MS - Dm - bFm - bDm

. R : o
Lagging one perind, takxng fxrst differencegs, and addxng and
subtractlng bDm,; and bFm_, on the RHS

AFm + AFD + bAFm = OMA - ADm(1+bf - Ab(H.,) ;
AFm(1+b) + AFb = AMd - me(1+b) H.,4b ’
so that ' - o
AFm + AFb/1+b = AMA/1+b- ADm - H.,8b/1%b  (7.3)
If 4Fb = 0 (for éxample} the commercial banks surrender all
foreign exchange to the central ‘bank), then the 'expfessibné”
explains NFA of the monetary authorxty only. If the~commerc1ai<f o

1
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banks hold all the foreign excﬁa’ngé,;"theﬁ AFm disappears from
uthe left ‘hand side. "_{ 7 L TRy . L e o

It is 1mpo551ble to obtain an erpre551on for the change 1n'ﬁv
total NFA on. the left ?and 51de, 1ndependent ofrthe term (1+b)
Thls is because b contains the rat1o of Fb to depo51ts. It 15!5
only poss1ble ‘to obtain an expre551on for the change in NFA of
.the central bank which can be done by taklng AFb/1+b to thef
: RHS,‘and treatlng AFb as exogenous To put 1t another way, one
“cannot obtaln a separate estimate for AFb 1n terms of money or
deposit demand and the'cxed1t multiplier. In order to know the
credit nultrplier! the/ratio of bank NFAlto,aeposits (f) has to
.be known.‘Uniess,f;can be*independently explained thendemand for
deposits and ébﬂhave*to be~explained separately. However,sthis
cannot be done as the size of Fb is constrained by kthe othe;
items in the balance sheet;”one of'whieh isLBank oredit, ﬁhioh.f

is a function of the bank credit mult1pl1er. If ff ‘is known

~independently then AFb can be est1mated d1rectly from ‘éﬁ<;;4;;,

estimate of bank deposits (which can be estlmated (fnl terms qf

income and opportunity cost, as in Chapter 5). If the cred1t

mult1p11er is more stable than the money mult1pl1er,~ and the
demand for money mor_/étable than the demand for base money, the

equation ‘can then be used to estimate the net forelgn assetsv of

- . —— . Ve W= -

*' The same result can be obtained by total differentiation:
‘d¥m + dFb = dMd - dDm - bdFm - Fmdb - bdDm - Dmdb

After manipul t1on this becomes:

dFm + dFb/1+}f = dMd/1+b - dDm - Hdb/1+b
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7.2 Estlmatlon of t% Balance of R_yments in- Zamb1a
7 As ment1oned inthe last sectlon the flrst _task wasA to
: est1mate the reserve flow model d1rectly by regre551ng AF on the

rlght hand 51de varlables in equation (7. 1) above.

P
t

f1rst used M2 ~.as the money demand var1able, using the

model spec1f1ed in Chapter Sy 92 There is the problem that the

smult;pller must be treated as an exogenous, varlable, wh1ch is

‘invalid. The test therefore 'shows how well the balance ot

: ‘ -, : S ' TR S .
payments can.be explained, assuming that -the money multiplier is
known. . B -

N

' The results. of the estimation are set out below in Table

-

-2 -

——— - - - O s S - —

%2 That is, the change in money demand was spec1f1ed as a’
function of changes in expected income, expected inflation, the
interest rate and the price level. The differences between the
function estimated in that chapter, and the one in the reserve
flow equation above are that money demand is specified in
nominal terms and the coefficients represent absolute ratheqL
than percentage changes, and therefore are not in elast1c1ty
form.
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TABLE 7.1
’/ .
'ESTIMATION OF M2 RESERVE FLOW MODEL

variable K Coeff. - St. T D1agnost1cs
’ Est1mate Error Value- -
Constanta S 1.73 '3.98 0.44 - R? = 0.999
MDERGDP - 0.31 0.1 2.84 F = 1343.3
MDASRATE : . -33.4 - 17.6 -1,90 SER = 10.5
- . MDEPACPI 8.5 3.1 2.8 COND = 17.
MACPI . . . ~369.3 183.5 + 2.01 DW= 2.4
- HPMUL2 ~-0.012  0.21 -0.06 C

DABZDC1 - ~-0.986- 0.05 -21,75%

Notes ' ‘ ‘
{\\;; MDERGDP = change in expected real GDP divided by
: 3 M2 multiplier; :

MDASRATE = change in’ sav1ngs account rate divided by
‘M2 multiplier;

MDEPACPI = change 1n expected gnflat1an d1v1ded by
M2 multiplier; |

MACPI = change in prlce level d1v1ded by

M2 multiplier:

HPMULZ2' = change in money multlpller ‘multiplied by

" last period's high powered money and divided by

this period's M2 multiplier;

DABZDC1 = change in net domestic cred1t of BOZ
1nclud1ng 'other items net'.

DW is the DW statistic for the: OLS regre551or This
model was estimated using generallzed least squares, D
correcting for Ser1a¢ correlation. g

The closeness of fit, as measured by R2 is very good; The =
coeff1c1ent for real income is significant and has the . expected
s1gn. It ic not comparable with the coeff1c1ent in the money&
demand fnnction est1mated in Chapter 5, whlch is in log form'and
assumes constant elasticities. It is not possible to derive real

money balance elasticities with respect to the variables in the

money demand function in the way it is formulated in equation
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7.1 above.®? The sign for the change in the multiplier is

‘negative, as expected, bu the magnithde iS*aimost.zero;TThe.

sign'fOr the change in domestic credit is~a1most ekactlyr-1,7and )

is highly 51gn1f1canb.\ This 1nd1cates that an increase in

domestic credit is almost completely leaked out of -~ the economy\

w1th1n a year._ This 1nd1cates great stability in the money‘

“

demand function, as .an increase in money balances via an

“increase in domestic credit, is spent, and not hoarded. Excess

money balances have a direct effect on expenditure. 98

As mentioned in Section 7.1 above,, coefficients of minus

7

unity on the domestic credit and money multiplier variables

w

-"indicate that money market equllibrium is restofed withinswthe"
same time period as the increase in domestic credit and/¢r the
money multiplier. The flgures 1n Pable 7.1 show this 1is . not

strictly the case, as the coeff1c1ent and the t value on the

money.muitiolier.variable are almost‘ zero, indicating that a-
change in the money multiplier hardly exerts any influence’ on
.foreign assets. It-is not clear why the coefficient is so low
when the 'estimatéa “coefficient on domestic credit- is as’

hypothezized. I decided to 1gnore' this anomaly on the basis
93 The assumption of constant elasticities in money demand
models is unrealistic for 1ncome, if variables proxying
,monetization are not 1ncluded in the equation.

"There was no problem w1th multicollinearity between the RHS
variables. A correlation matrix showed little correlation -
except, as might be expected, between domestic credit and. ‘
prices. , ' g o e ] e

2
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‘that,Ain Qracticé,.fl;gt 7t10ns in- the money multiplier, and thg,'
conseguent. effects on foreign assets, are very small in relatlonf

. to the'changesvln domestic credit and their effects on forelgn

2

assets. ° R .
Table 7.2 shows the differences between the estimated and
._actual balénce of payments..The érrbrs:arétgenefally very small,

7except for 1967 to 1969. They are much smaller than if only the

’

change in domestlc credlt had been used to estlmate the change
in net‘foreignuassetsb(except for 1967 to 1969 - see the last

olumn of Table 7.2). This indicates that the equation is

[

picking up the influence of changes in money demand ‘on the

balance of payments.

271



7. . - TABLE 7.2 - - -

ESTIMATED AND ACTUAL BALANCE OF PAYMENTS>(M2)
( Kwacha millions) ) T
Actual

Year Actual -Estimated Error  ANFA
ANFA ANFA : - -ANDC . - -

66 7.9 9.9 2.0 21

67 -21.6 -47.3 -25.8 -1

68 13.6 44,2 30.6 11

69 121.0 100.5 =20.6 10 :
70 103.6 7110.2 6.6 -10

71 -179.3 -173.2 6.1 19

72 -99.5 ~105.8 , -6.3 -18

73 : -8.6 -12.4 -3.8 -16

74 7.5 19.7 12.2 5

75 -229.1 -236.7 ) ‘ -7.6 - -47

76 - -133.0 -133.9 -0.9 -34 -~
77 -194.0 -192.8 1.2 =15

78 - -259.6 -253.5 ' 6.1 -12

7S B 80.7 70.3 ‘ -10.4 13

80 -187.4 -182.4 5.0 28 |
81 -346.6 - =345.9 0.7 55 S
82 " -195.0 ~-203.8 -8.8 47

83 : -579.1 -562.5 16.6 53 (
Mean Absolute Error 9.6 24
'~ Mean Square Error 165 810

The same ' exercise was then repeated  using the M1
multiplier, and assuming an M1 money demand function. The =
coefficient estimates and the actual and estimated changes . in

net foreign assets are presented in Tables *.3 and 7%4»be16w.
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TABLE 7.3 T

ESTIMATION OF M1 RESERVE _FLOW_MODEL;

Variable Coeff. St. t . Diagnostics

Estimate - :Error = Value ,
Constant 2.87 3.63  0.79 --R%? = 0.999
MDERGDP 0.2 0.08 - 2.47 F = 1131
MDASRATE -16.02 1.1 »=1.44 °"SER = 11,2

- MDEPACPI 4.7 1.75 2.68 COND = 12,7
MACPI 187.0 - 79.9 2.34 Dw = 2.84 S ‘
HPMUL 1 -0.07 0.2 - -0.34 N L
DABZDC1 -0.98 - 0.04 -25.3 -
Notes: . '
- HPMUL1 = change in M1 money mult1pl1er divided by

multiplier;
- other deflnltlons are the same, except that M refers

to the M1 money multiplier.
- .GLS was used to correct for first order serlal

correlation.

273



TABLE 7.4

ESTIMATED AND ACTUAL BALANCE OF PAYMENTS (MI)
( Kwacha millions)

Year 3 Actual Estimated ’ Error
ANFA ANFA
66 7.9 1.1 3.2
67 -21.6 -44.2 -22.6
68 13.6 - 44.2 30.6
69 121.0 105.7 -15.3
70 103.6 113.3 - 9.7
71 -179.3 -174.6 C 4.7
72 -99.5 -100.8 -1.3
73~ -8.6 -10.0. -1.4
74 7.5 19.1 11.6
75 -229.1 -241.2 -12.2
76 -133.0 -135.8 -2.8
77 -194.0 -190.9 3.1
78 -259.6 -259.5 0.1 -
79 80.7 69.6 -11.2
- 80 -187.4 -184.5 2.9
81 -346.6 -350.3 -3.7
82 -195.0 -197.2 -2.2
83 -579.1 -566.0 13.1
Mean Absolute Error 8.4

Mean Square Error J 138.0

The average - error is similar to that in the M2 model. The
variance of the error is significantly lower. This demonstratés
‘that it is better to use the M! dem;nd funétipn rather than the
M2. I also estimated the balance of payments usiﬁg the demand
for base money estimated in Ehapter 5. The results are p%ésented

’

in Tables 7.5 and 7.6.
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- {ki . TABLE 7.5 R
ESTIMATION OF BASE MONEY RESERVE FLOW MODEL
' ( Kwacha millions)

Variable °Coeff. Stj\Z&;. t -'Diagnostics’

: - Estiimate Error Value B
Constant 2.49 3.9 0.64 R? = 0,998
DERGDP . 0.09 - 0.03 2.93 F = 1207
DASRATE -23.4 , 8.74 -2.68 - SER = 10.4
DEPACPI 0.8 . 1.15 - 0.76 COND = 13.5
‘DACPI 100.4 41,2 2.44 DW = 3.09
DALRSRT1 10.9 5.3 2,06
DALRSRT2 -7.8 4.4 -1.77
DABZDC1 -0.96 0.03 -29.1
Notes: ; ‘ '

- DALRSRTt = change in legal reserve ratio on demand
deposits; :

- DALRSRT2 = change in legal reserve ratio on time

and savings deposits; :
- other variables are as deflned in Table 7. , except
the multiplier component is excluded. !

s .
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TABLE 7.6

'ESTIMATED AND ACTUAL BALANCE OF PAYMENTS (Base)
( Kwacha millions)

Year ‘Actual Estimated " Error
ANFA ANFA
66 7.9 15.0 7.1
67 -21.6 -46.3 -24.8
68 13.6 43.5 30.0
69 121.,0 109.5 -11.6
70 103.6 109.8 6.2
71 -179.3 -172.3 -7.0
72 -99.5 -99.4 0.1
73 -8.6 -15.8 ~7.2
74 7.5 17.03° 9.6
75 -229.1 -245.1 -16.0
76 -133.0 -121.9 11,4
77 -194.0 -200.9 -6.9
78 -259.6 -255.6 4.1.
79 80.7 70.5 -10.2
80 -187.4 -184.8 2.6
81 -346.6 -347.3 -0.7
82 -195.0 -196.3 -1.3
83 ~579.1 -571.8 7.3
Mean Absolute Error 9.1
Mean Square Error 142

The results are similar to the other models. ‘The MSE is.

S .’ . «
slightly higher, but the magnitude of the residuals is much the
same for each year. The interest rate coefficient is " negative
and significant, (in -contrast to the other models where it is

_insignificant). The inflation coefficient is insignificant but

the ° right sign. The reserve ratio on demand deposits has the

expected sign and is significant. The other reserve ratio has a
negative sign and is insignificant (although nearly significant
at the 5% level). The sign on this was also’ negative in the

estimation of the base monrey equation in Chapter §. N
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- ?he— result is a- littlersuzprrzrngf as ar}eweerSE~feffBasef —
money would have been expected based on*‘he results in Chapter
5.

The next exercise was to estimate the balance of‘,payments
/by pluggihg the estimated values of mdhey demand and the
multipliers into ‘the reegfve. flow equation, instead of
' estimating' the equation directly. The multiplfer becomes -
realistically - an endogenous §ariab1e. This assumes monetaryf
equilibrium, an aesumption which is justified by the results
obtained when the regreseion modellwas run directly.

The model was estimated using both definitions of
‘depositfinclueive mdney, and base mormey. The equations in Tagle
5.3 were used to 'produée estimated valhes. The analysis in
Chapter 6 showed that a more accurate estimation of the money
| multipliers could be obtained by estimating the component ratios
of the multiplier than the ratio of deposit-inclusive money to
base money. The analys1s 1n the last part of Chapter 6 showed
that the currency- total dep051t ratio and the resegve-demand
deposits ratio could be estimated better than the other ratios.
However, as there is no multiplier confiquration USingE;heSe two
ratios alone, I used the currency -demahd deposit ratip instead
(wvhich was calculated by estimating the demand for the numeratqr
and denominator, and then forming the ratio). Finally, theé
actual value for base money lagged one period was used in the

analysis {as it is lagged, it is already 'known'),
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The results of . the estlmatlon of the models are shown in

Tables 7.7, 7.8 and 7. 9, and Flgures 7.1, 7.2 and ‘7.3. The

results are very satisfying, perhaps surprizingly so, given the .

an

errors in predicting money demand and. the multipliers in
Chapters 5 and 6. The errors are very smail, both in absolute
terms, and relative to the actual figures, except in 1967 and
1968. 'Tﬁe results are very comperable to the ones obtained by
running the model directly. The MSEs are‘ margiEally ~higﬁer,
which is to be"expected, given that the multiplier is exOéenous
in‘fhe direct estimation. -

There‘ is little to choose'bethE? the three models. The
base money model however has a lower MSE. A comparison of -the
.residuals indicates ‘that in most years the base money model
produced 1lower® residuals than the other m%dels, including
practically every year after 1972. The base money errors wvere
much bigger in 1972 and 1975 only. This shouldnot be surprizing,
given the- greater accuracy with which base mohey waﬁ;fitted in

Chapter 5, and given the extra potential error arising from the

estimation of the multiplier. One might conclude, as PR (1979)

do, that the base money model could command more attention 1in-

formulating financial programs.

The multlpller part of the model only produces very small
f1gures. Any ‘error in estimating the multlpller w1ll only have a
marginal effect on the estimate of the balance of payments. The

importance attached to multiplier analysis has probably been
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overstated in this thesis.

s

_ TABLE 7.7

INDIRECT ESTIMATION OF THE BALANCE OF PAYMENTS (M2)

( Kwacha millions),

Year Actuél . Estimated Error
ANFA, ANFA

67 =21.6 -50.8 ' -29.2

68 13.6 44.8 : 31.2 )

69 121.0 ©109.3 - -11.8

70 103.6 - 111,11 > 7.8

7. -179.3 -181.7 -2.4

72 -99.5 -94.2 5.4

73 -8.6 “16.4 -7.8

74 7.5 20.2 12.8

75 -229.1 -247.9 ° ~-18.8

76 -133.0 -109.4 N 23.6

77 -194.0 A -196.9 -2.9

78 -259.6 -261.6 -2.0

79 80.7 69.6 -11.2

80 -187.4 -189.5 -2.1

81 -346.6 -340.1 6.5

82 -195.9 - -188.2 6.8

83 -579.1 -567.8 11.4

Mean Absolute Error . 10.8

Mean Square Error 2000 -

Notes j P ,
- the est1mat10n ls basedIon the model .

AFm = AMd/m - H_,Am/m - ADm

where AMd refers to M2, m is the M2 multxpler,

H is base, Fm is the NFA of BOZ, and Dm are the net
domestic assets of BOZ; - .

mis defined as: (c + 1+ t)/c+r

where ¢ is the currency demand deposit ratio, t is the”

TD ratio, and r is the reserve-demand deposits ratio.
the estimation was carried by estimating the
components separately, and substituting into-the model.

.

hS]
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\

TABLE 7.8

ESTIMATION OF THE BALANCE OF PAYMENTS- (M1)

Year
ANFA

Actual
ANFA

( Kwacha millions)

Estimated

————— i ——————— T~ S G e M - e S S o e G SR g G -

177
78
79

80
81
82
83

=

Mean Absolute Error .

-229

-133, 0
~-194.0,
- =-259.6

80.7
-187.4
-346.6
-185.0
-579.1

Mean Square Error

Notes:

o

10.
200.

oc® woadonw—-DOV—-wON,

- the 'model is the same as in Table 7.7,

AM1 and the M1 multiplier are substituted in the
relevant places for A M2 and the M2 multiplier;
- the M1 multiplier is estimated as:
(c+1) /c+r
where the symbols are as def1ned as in Table 7. 7

[N
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INDIRECT ESTIMATION OF THE BALANCE OF PAYMENTS (Base)
( Kwacha millions)

TABLE 7. 9 , -

Year Actual Estimated "Error
ANFA ANFA :
67 . -21.6 -52.6 -31.0
68 13,6 42.7 29.1
169 121.0 108.0 -13.0
{20' 103.6 110.6 7.1 -
M , -+79.3 -180.6 -1.3
72 -99.5 -83.8 . 15.7
73 -8.6 -13.9 — " =5,3
74 7.5 19.2 11,7
75 -229.1 . =251.,3 ' \ "22.3
76 - =-133,0 -120.5 \12.5
77 -194.0 -191.5 - 2.5
78 .-259.,6 . '257 9 J1.7
79 - 80.7 . ' 74.0 -6.7
80 - -187.4 = -190. -2.7
81" ' ~346.6 -345.8 \ 0.8
82 © =-185.,0 -190.0 ‘ 5.0
83 -579.1 -570.4 . 8.7
Mean Absolute Error : 8.9
Mean Square Error ‘ © 183.4
Eal :
Notes: 3 ”ﬁ

--the model is: AEmv— AH4. - ADm
wheré Fm and Dm arée as defined in Table 7.7, and Hd is
the demand for high powered money, estlmated separately
~and then plugged into the equation.

| o
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7.3 Forecasting of Balance of Payments

 The last exercise is to predict the changes in the net

-foreign assets off?he monetary authority by using the simulatéd_

values of money demand and the money multlpllers that were

obtained in chapters 5 and 6. The money multiplier pred1ct1ons

are derived from therponey‘multlgller components rather than the'

afatib of deposit-inclusive money to base money, as fhe Qa:iance
of the errors in the former is lower fhan in the latter, as
shown in Tables 6.12-aEd'6.13~§bdve. Indconducting the
simulafions it is assumed that the previous\?ears' values are
the actual values.

"The results are shown in Tabla 7.10. Théy are quite
revealing. Using the demand for base money functlon to forecast
.the change in NFA produces far more accurate results than using
the demand for deposit-inclusive money functions. In turn, the
deriand for Mi function is'cbnsidefably more accurate thap using
the demand for M2 function. The errorxga?iancé for M2 is

~

actually greater than if thebchange in'net domestic credit alone

had been used to predict the balance of payments. However, the
main source‘of error lies in the very sinaccurate fdredast of
both the demand for M2 and the Mzﬁnfziﬁiifr in 1978. The base
money model does not predict the bast in all yeara The M2 model
‘ predicts the best in 1983, and the Mt model predicts the best in
1981 and‘1982. On the average, however, there is less chance of

making a sizeable error using the base money model. The reason
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is that the demand for base-money is morevstable”thgnfthgmggggndh
- , . ¥ . o
for deposit-inclusive money, and also there is no need to

~

predict the mﬁltiplier, thereby eliminating another Q%Urce 6f
error. ‘ | ' .
Another way of forecasting the‘changesrin the NFA of thé,~
monetary authority would have been to use thescrédit multiplier
model. However, Chapter 6 showed;that the variance dg;tgg errors
in pgédictipq thencredit multiplier were higher than forf§257ﬁ1
and M2 multjgliers. Therefore there was little point in such‘an

-

. exercise,



TABLE 7.10

FORECAST OF THE CHANGE IN NFA OF THE MONETARY AUTHORITY

( Kwacha millions )

a) M2 model ‘ "

] T : Actual
Year - Actual Forecast Error- ANFA

-+ ANFA ANFA . - ANDC
76 -133 -113 20 34
77 1194 -157 37 15
78 =260 -129 131 12
79 81 1 -10 13
80 -187 -213 -26 28
81 -347 -358 ) =11 55
82 -195 -188 . .7 47
83 -579 -580 < By 53
Mean Absolute Error ' ' 30.4 32
Mean Square Error 2484 1315
b) M1 Model - .
Year "Actual : Forecast Error

ANFA ANFA
76 -133 -116 17
77 -194 -145 ) 49
78 s =260 -266 6
79 ) 81 65 : -16
80 -187 -212 ) -25
81 -347 -347 0
82 -195 : -194 ’ 1
83 -579 -569 10
Mean Absolute Error . 15.5
Mean Square Error v . . 464
e
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TABLE 10 (cont.) - o

c) Base Money Model ~— -

Year JActual Forecast . Error
‘ ANFA~ _ANFA

——(:——___— —————————————————————————————————————
76 n7 =133 -124 9
77 -194 -186 8
78 -260 =271 -1
79 81 69 ~12
80 -187 -198 11
81 -347 -353 -6
82 -195 -193 2
83 =579 -573 6
Mean Absolute Error , ’ 8.1
Mean Square Error 76.0
Note:

- the models are deflned 1q\Tables 7.7, 7.8 and 7.9.
The predicted values of the multlpllers are taken from -
Table 6.15. The predicted values of the demand for M2, Mi
and base money are taken from Tables 5.11, 5.9 and 5.7
respectively, and substituted into the models. The actual
values of the previous year are used Actual values are
used for domestic credit.

v

A 7.4 Summary and Conclusions

The results of this chapter show quite coﬁclusively that
research into money demand functions c;n pay off in terms of
~—-better understanding of the balance of payments. Although I
| could not develop a money demand function that could explain
every variation in money balances, I was abyé to obtain

acteptablyfsmall errors. I was able to obtain much better

predictions of the balance of payments outcome than through

predicéions using the change in net domestic credit alone.

As direct estimation of the reserve model showed, changes

in domestic credit of the-monetary authority virtualiy have an
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assets of the netary éuthoriti'(see also Fig. 4.1°'in Chapter

4), This shows f the stability of the money demand
function in tha¥ .excess monef balances are ditectéd‘towards
vexpenditure. It also shows that monetary equilibrium tends to be
‘restoredl?withih‘ the samertime period as the disturbance to the
.equilibrium created by an'inéreasé~in ¢redit. .

The results show that the deﬁénd'{ot base money function
performs the best in predicting>the balance of = payments, while
M2 performs the worst. . This supports Paljarvi and Russo's

contention that base money demand@functions should receive more

“ —

attent‘ion\‘x ' ‘ .

Finally, it seems that the emphasis‘pl§ped upon estimating
thg; multipliér may haQe been misplaced. In.thgjﬁirst plafé
errors ip estimating the multiplier have only a very small
efféct ;n the balance of paymehts. In the second place knowledge
about the multiplier is irrelev§nt if the Dbase ﬁaney demand
function is ﬁsed. |

In summary, the results are very encouraging. They show
that it is possible to d;fiQe sound demand functions based on a
few key variables iﬁ places such as Zambialwhiep\has suffered a
muititude_ of shocks and Uphéavals. This sfudy d’monstEates the'

usefulness of monetary research  in developing countries, and

hopefully will point the way to more similar research in Af;ica.

4
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o _ APPENDIX «
 EXPECTATIONS AND ADJUSTMENT MODELS

—The measure of expected income used in Chaptef»S was ‘a
weighted arithmetical average of this and last period's income.
., The measure of expéctedtinflation used was the average of this
and the next period's inflatigﬁ rate.

A'A‘more traditional meésure of expectedrinCOme and inflation
can be formulated by means of the adaptive ’expéctatjons
éssumption-.(AE)(see Johnston, 1972; Maddala, 1977; Kennedy,
1979; Laidler, 1985; and Attfield, Emery and Duck, 1985). It is
assumed that expectations are updated each period by a frgcgion-
of thé discrepanc& between the Furrent, observed value of <the
variable and the previous per;od's. This implies that the
expeéted future value of a variable can be measured by taking an

~

exponentially weighted average of current and past values of

that variable. .
i Letting y* represeﬁt expected inéome in'hatural logs,
Yt -yt = My -yt + e o |
By back substitution we obtain

Y. = ky + k(l_k)y_1+IIII‘IICDI+X(1—))vy. .
. n . “
This can be built into the money deman functio&"as

1

follows:
m>= apg + a1()\Y-+ (I'X)Y'.|) +a‘2()\l'l‘+ (1-k)“'.1) + e
(1) - -

Lagging one period, multiplying by (1-\) and subtracting from
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- (1) gives the following expression. o \i

7

m=aoch + (1=-N)m., + a,Ay—+ a,Ml + a,r - azli-Mr., +

(e-(1-Ne.y) (2)

There are both theoretical and econometric problems with

the adaptive expectations ‘model. On the theoretical side the

model is too meéhaniétic and 'irrational'. From the behavioural

A,

point of view it seems implausible that a person's @easufe of

permanent income should be affected by values of incom§ ‘several

periods back (even though,- under the exponential weighting
systém, the influence is small). Second, if\the past vaiﬁg/ of

- L e ’
the variable has always been rising or falling, then the

expectation will always be short of er-above the current valdé,

leading to systematic forecast errors. If people were ratdonal

they would change their method of forming expectations pntil\

systematic errors were zero. Howéver, the AE hypofﬂesis doés not
allow any mechanism for‘ changing 'expectations. The As are
assumed to be cofiStant. ' | 4 o |
'Third, fhe model aésumes that people do not take current
informatiqn; suéh as ' changes in government policy, and the
occurrencé of other shocks, into "~ account when forming’ theif
expectations. ‘Fourth, the model assuﬁes that exﬁectations
concerniné real income and iﬁflation are édjusted with the -same
speed. As PR (1979) mention, 'tﬂére is no a priori reason for

assuming. that these .expectations are formed analogously’'.

However}?fif the assumption 1is not made the model loses its -

~
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' Assumzng different ks ve get.

. >

m = agh, *+ “'11)“‘.1 o+ ayhyy v axA Nl o+ a1t -

B I-A L, ¢ st - a, (A e+ (e-Gimd e (3

We cannot get an expression elxmxnatang the 1agge€'expected‘
inflation’variab;e. Insteaé'the distributed lag formulation has:
to,be,substituted,:the estimation of which isidjfiicﬁiﬁ,‘bgzaﬁséA’
of the loss of degrees éf freeabm and the fﬁf&ﬁléms associated
thh multxcollznearzty ’ S ~

Y

Econometrzc problems arxse~because equation (2) ‘contains
both a. lagged dependent varxable and ‘a movxng average g?ror
te;ﬁ. Asymptotxc bias arises because the lagged dependent‘

variablejis'COntemporaneopsTy'correlated with the autocorrelated

N k J .
disturbance (see Kennedy, 1979). However, it 1is possible to

overcome  the problem'- Sy assuming the error pattern 1is
aUtoregréssive, and then conducting GLS (see Johnston,1972).‘ #
computer package cad do this automatically ( ihe procedur;\is to
lag equation 2 by one period,- multiply through by“p,v 5nd
subtract from equation 1), The estimated equation is non-linear,
as the t;rms (1-X+p) aﬁd p{1-A) appear as the coefficients of
m, and‘ m 3 respeé:ively. The coefficients stiIIISuffer“Erom'
small sample bias. One problem is the Ere&iion of .yet ano;her
ﬁHs# variable, losing another degree’ef fteedom,juhen one has
alr;ady “been lost in gftiving’ at ‘equatioh (2). This is

pérticulariy,~serious for the bank reserves and the base mbney
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equation, which have the legal reserve ratios as extra

-

variables. A furthgr prqbiem is ;multiéoll{heérity»*be:wéep 'thé."
variables fhat gre not in ‘éxpec;éd ) form.'Theremmay also Ee =
'multicollineggigg betueenAtheﬁtwo lagged ?ndogenous variables.,
Xf"second'~qrder autoborrglation was assumed, this problem (an&
the deg;ée$'o£ fféedom problem) would be wofse,ﬁas tﬁere %oﬁldv
be a third lagged endogenous variable.

The<médél 1 u5ed in Chapter Siis'aiso admittedly ad-hoc. ft
does ~ not | éllpu.'fo: any ;change iﬁ expectations- forming
mechaéisms) However it simple and plausible. I do not think it
is Many mofe~-ad—hoq ihan the AE model, and is, 1 believe, more
plausﬁble, It recggnizes that peoples* perception of perma;ent
income may take timé to adjust, particularly if income
fluctuates unexpectedly;‘Hoﬁéver, it is unlikely to take flqnger'
than one year to adjust..My model also allows for the potehtiai
§f dif%erent expectafidns fOrmin§ mebbﬁnisms_fpr  inflation and
inéome. Hy‘me;hongreates fewer péténtial econométriq problems.

. Theréiis pfécédent in the literature. For example, Zechef(}976)~
uses a 16 quarter weighﬁed ﬁoving ;verage of GDP to deriﬁe

Pefmaneng incpme. ‘ | — |

. 1f permanent‘income was really specifed properly, it:would

take into accbunt otheé _factofs épart from ppast values of

income. 'waever, it is aifficulf—to specify the true 'rational

expectations' process for arriving at expected income. o
- ’ :
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There may be time lags betiggp the adju§tm¢nt79f,a¢t§al»ito
dééiréd"balahqgs,_ for reaéons of ignorance,,ihertia, and the
costs of change. Following Johnston (1972) and Laidler (1985)
one can assume (arbitrarily) that theée costs are a_éuadratic
function. By minimizing thése‘ costs with reépeét tér'feél“
balances, one'obtainsﬁ |

~

A\
m - m 4, = Q_(m."m_‘|)

| where m* is desired real balapces, and replaces m on the LHS of

equation 2. By substitution we obtain:
m = ab° + (f4a)m_| + ab,y + ab,ll f‘abgr + ae
The error term is spherical, which (as well as the Iackt of a
laggedgiingé;ést 7rate term) distinguishes it f;om‘eqdation (2).
This has fewer. some eEonométric problems than the AE méthod as
long as there 1is no aqtoregressive error structure ‘in the-
residuals. |

Laidler (1985) discusses difficulti;s with this method. He -
sayé that the theoretical basis is suspect. The theoretical
basis - fdr the transactions and the précautionary deména for

money derive from the transactions costs that people face in

,QadjuSting money holdings. It does not seemHValid to introduce a

T e

“further .type of adjustment cost. Second, thet,equatidn ~implies

that nominal balances adjust simultaneously in reaction to price
levelvchanges‘in order to keep real balances constant. It is not
obvious khy this adjustment should be instantaneous, while the

adjustmenf of other variables is not. Third, for the ®conomy as
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a whole it is ﬁot‘cleaf what abmééns.WIfiit meaﬁé the adjuétment
of éctﬁéi feal or nominal balances to desi?ga, thén ;t;i;
captufing the whole tfansmission mechanism in the econohy,fﬁhich
is nqtr.what‘the equation was supposed to represent. If this is
the case, however,r phen the 'equation: is mdre.‘of a Supply

I

function than a demand function.

As with the AE mechanism the adjustment parameter is '

assumed to be constant. This may not be the case, particularly

during periods of economic upheaval and policy.chahge.

In practice I- found I did not need to use’any kind of
partial adjustment mechanism. The }esidualéf in the eéuation
estimated in Chapter 5 SegTea sufficiently. randoﬁ that no
adjgstment process was célled for. 1f there had been any
systematic deviation of actbal balances from desired balancés
then this might have indicated the need for.a.partial adjustment
mechanism.

The PA and AE hypotheses can be combined into one_équation.
When  the AE mechanism is substituted into the eguation (4) the
following is obtained. |
m = a\b, + (2*A-a)m., - (1-a)(1-M)m., +:aXb1y + aAb,ll + a,b,r
a;b3(1-k)r_, + ae - (1;k)ae_, .

It 1is not possible to identify digectly the adjustment
parameters unless constrained least squares are used, but the

elasticities~ in the 1long run function can be identified.

However, the problems that were mentioned earlier still apply.
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The method loses valuable degrees of freedom.’ o

~ As an. exper1ment 1 ran the models outlined above to see how
well they fitted the Zambian data. 1 £;Dst WOrked_;ith M1, using
annual data. I first tested the PA medel;'

| lhe.equation derived was (in logarithms§:
.
m=-1.9 +0.39m., + 0.76y - 0.0120 - 0.17r
(2.2) (2.03)  (-.002)  (-2.14)

R?=0.83 F=22 COND=627 SER= 0.07 Method”/= GLS

This produced a long run income elasticity of 1.27, which |is
close to the elasticity derived in'Chapter 5. The interest rate
elasticity was also’close. The inflation elasticity was the
opposite sign from Chapter 5, and-almost zero. The coefficient

estimates are probably very unstable, as indicated by the very

high COND estimate. HoWeve{» the income and interest rate

r

coefficients are at least consistent with those estimated in
Chapter 5. The‘error‘stfuctdre'reveeled little autoregression,
indicating that the model is a PA model rather than an AE model.

} also est1mated the M1 equation by adding a population
variable. The F and R? 1mproved However, COND value - shot up.
The equation showed significint " first and second

autocorrelation, for which I used GLS. The income elasticity

fell to 0.97, and. the inflation coefficient became positive,

although insignificant. The interest rate elasticity rose to_
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I also estimaﬁed the AE model. When I estimated-this
withdut a population variable the in;ome elasticity was about
1.3, or -the same as- under the PA model. The inflation
coeffiéien; was positive. The ‘residuals showed signifié%nt

~

correlation. However, when I ~estimated the model with a

population variable Eggxincome elasticity fell to just— over 1.

The COND values rgachea' very high levels, so one would bé

~
-~

inclined to have little -faith in the coefficient estimates.

When I tried both PA and AE combined I obtained an inéome,

.

elasticity of 1.36, which is the same  as that ’ achieved in
Chapter 5. The equation had a Very low FJyalué. ﬂ

I also tried these methods on quaﬁﬁ;fly ﬂiit“' «for which
they are perhaps more appropriate as a persoﬁ would probably
place gréater weight on lagged incomes in forming income
expectations. Using éh AE model ' I - obtained the \folloying

results: T R

m=-0.04 + 0.83m., + 0.18y -1.30 -0.09r + 0.07.,

(12.8) (1.44)  (-3.4)  (-0.5) (0.42)

— L o—

R?=0.89 F=115 SER=0.06 COND=338 Method=GLS1 .

This produced a long run income elasticity of 1.06, compared to

1.3 using annual data. The inflation coefficient is
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significantly negative, in contrast to the aﬁnualvmode}; The
interest rate elasticity, at -0&47; Qas similar to “the result
obtained in the annual modei. I also estimated this equation
u51ng per caplta income and population as explanatory varlables.u
The 1ncome;.elast1c1ty fell to 0. 8 However, ‘the egﬁatlon was
gen;rally uﬁSatisfactory because of the extremely high COND
value (over 2000).

I estimated the model without a lagged interest rate, that
is, as a PA model, and witﬁoqt adding the population variable
(which,—as expla}ned,in Chapter 5, serves as a trend variable).
The 1income elasticity was about one. The inflation ‘coefficient
was negative and strongly significant. The infefest, ’raté
‘remained insignificant (surprizihgly; as the'%reason for its
insignificance in the AE model seemed to be ‘the
multicollinearity with the lagged Qariable). The éfror structure
showed little correlation, implying that ﬁﬁe model is a. PA
rather than an AE model. This was confirmed when I estimated the
comgjhed PA and MA mq@el with quarterly data' (without the
populétion trend variabie).rThé income elaéticity was 0.9, with
(as in many of the cases above)‘an insignificant coefficient.

I also tried estimating the currency demand equation.
Estimating this in aggregate terms produced very implausible
results, with a negative income elasticity, and én implausibly.
high inflation elasticity. In. chapter 5 the currency equation

had worked well. Absurd results were also obtained when the
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equation was specified in per capita terms. However, when I

tried the equation on _quarterly data it worked much better. The
income 7elasticity . was 1.05, . but the coefficient was
insignificant. _ o . -
Finally; I tested the base money equation using Quarterly‘
data (there were not enough degrgés of ‘f;gedom- to wuse annual

data). I wused the AE model. However, the residuals showed very

little autocorrelation, indicating that the PA model is probably.

. the true one. The income elasticity was 1.08, much below the

. ‘estimate in Chapter 5. However,Ajudging from the resﬁlts with M1
income elasticies ‘tend to be IowerAusiné quarterly data . The
interest elasticity was -0.34,kwhich was much the same as in
Chapter S;JThe inflation coefficient was also much the same. The
coefficients for the reserveﬂratios were the right sign but
insignificant, probabiy because of multicollinearity. 2
In summarizing this‘appendig, the results obtained were
acceptable for M1 wusing both quarterly and annual data, for
currency, using quarterly data, ané for Sase money. using
quartérly data. The income elastjtities tended to be lower than
those estimatgd in Chapter 5, eg;z;t i the case of M! using
annual data. However, when a population trend variable }§§ added
to the M1 equation the income glasticity dropped significantly,
whereas it bmade no difference in Chapter 5. The results do not
indicate any shperioriﬁy over the ones obtained in -Chapter 5.

The very high COND values obtained, particularly when the
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equations were specified in per capita income terms, lead one to
be suspicious of the results. Also, the PA model, which seems to

fit the data better than the AE model (based upon an examination

of the residuals) is theoretically dubious, (as Laidie§(1985)
- \) — V

discusses).
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