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ABSTRACT 
rJ 

- 
L - - 

This thesis analyzes the icability of the monetary 

approach to the balance of payments to the Zambian economy. The 
---. 
most important determinants of fhe usefulness of the monetary 

apprdach are that the demand for money should be stable, and 

that the supply of money of domestic origin can be controlled or 

predicted. Accordingly this thesis examines the demand a"n"d 

supply of money in ~ambia. A money demand function is developed 

and tested for different components of money in terms of 

.expecte-a income, expected inflation, and the interest rate. Good - 
explanations of changes in the demand f o ~  money are achieved. 

The results are better for base money and MI, than for M2. It is \ 

more diff'icult to explain the performance of M2 because one 
L. 
component of M2, time and savings deposits, appears to act as a 

buffer against va,vous interpal and external shocks. ' 

The estimttes of demand for different kinds of money 'area 

useful for the estimqtion 05  the - money mgltipliers. Good 

explanations are obtained' of changes in the M1 mdtiplier. In 

the last chapter, the' estimates of money demand, and the 

multiplier, together with actual values of domestic credit are 

used to explain and predict the balance of payments. The best , - 

results are achieved by using the base money .de@and equation., 

This suggests that one need not actually be concerned about 

explaining the multiplier. In any case-errors in explaining the 

multiplier have 'only a marginal effect on the balance of 
. payments . 



More important is that the monetary authority be able to control 
2- - - - - - - - 

its domestic @sets. In Zambia this has been difficult because 

of the financing requirements o'f,government, and the regdated- 

i financial market which has impeded 
\ 

1 
for public debt. 
- 

In conclusion, 'the monetaFy 
I, 

2.ambia. It show; that, despite the meny shocks Zambia has been 

the development of a market 

approach holds up well in 
- 

exposea tb, the monetary. processes in the economy are quite 

stable. This is useful knowledg~f~om the policy point of view. 
- 

If domestic credit can be controlled, the authorities can attain 

desired balance. of payments outcomes based on accurate forecasts 

. of the demand for money. 
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, CHAPTER 1 
0 

INTRODUCTION -'. . 
- 

The purpose of t h i s  thesis i s  to sssess t h e  applicability . 
, 

of the monetary approach to the balance of payments to thg 

Zatnbi an economy. 
< 

A coqttryTs b a l a n c e  of payments c a n  be defined a s  t h e  

change i n  t h e  n e t  foreign assets of t h e  monetary authority or of 

the vhoiC banking system. :n t u r n ,  t h e  c h a n g e  i n  n e t  foreign 

a s s e t s  is i d e n t i c a l l y  equal t o  t h e  change i n  the monctary 

l i a b i l i t i e s  less t h e  change in t h e  d o m e s t i c  a s s e t s  of t h e  

monetary suthority'or t h e  banking s y s t e m .  U n l e s s  e x c h a n g e  r a t e s  

art freely floating the monetary liabilities a r e  i n  p a r t  

determined through t h e  balance of payments; and arc t h e r e f o r e  

partially cndogtn'ous. I f  the change  i n  tbhe demand f o r  a 

e w n t r y ' s  monetary 1 ities over a 'time p e r i o d  is g r e a t e r  or  

less than  the change in dmestic a s s e t s  t h e  supply of rnonetery 

liabili t i c s  w i l l  adjust i o  t h e  c h a n g e  i n  demand through a change 

i n  net fbreign assets. I f  changes i n  t h e  demand for m o n v i T d  . , 
v 

t h e  supply of domestic assets  c a n  be e x p l a i n e d  t h e n  past changes 

in net foreign assets  can, in turn, be explained accurately i n  

terms sf t h e  d i f f e r e n c e  between  chenpes  i n  t h e  demand f o r  money 

an2 tkangcs in d o m e s t i c  assets. From t h e  p o l i c y  p o i n t  of view a 

desired change i n  net  foreign assets  

monetary authorities can accurately 

is a t t a i n a b l e  i f  the 

predict  changes i n  the 



demand for money and can control or predict changes in domestic 
eJ 

assets.  
E 

The empirical applicability of the monetary approach hinges 

on the accuracy with which money demand and the domestic 
/ 

component -of money supply can be explained and predicted. This 
'5 

thesis is therefore primarily an analysis of money demand and 
6 

-/ 

money supply in Zambia. 

The 0rigiba1iQ'~ of this thtesis derives. &inly from the 

relative lack of - appiication of the monetary -approach to-&e 

balance Of payments to an African economy. Tests of the monetary 

approach have --rarely been applied to African countries, 

particularly Eastern and Cenbral African countries. To my . . 

knowledge there is no recent test in the academic literature in 

the case of Zambia. Kimaro ( 1 9 7 5 ) '  tested the Polak model ( a  

version of the monetary approach) for several African countries, 

includinp Zambia, but he had only about 5 years' data to work 

with: the rkliability b f  his results is therefore questionable. 

A l s o ,  the Polak model assumes that the demand for money is 

stabie, through the assumption of a constant velocity of 

circulation. It does- not try to find reasons for changes in 
- 

" velocity should this assumption not hold true. pal jarvi and 
i 

Russo ( 1979)  tested for the stability and predictability ad 

money demand and money supply in Zambia for the years 1966 to 

1976. Their work therefore does not reflect the experience of 

the last several years, A l s c r ,  by their own admission, there are 
/ 



- , -  
- - 

i' 
-- r* - 

admission,. there are areas of their work deservin~.*~extra . 
research. The thesis makes a further cmtr*thr -by . PAL- 

-! highlighting some of the conceptual and empirical pitfalls that, 
c 

in my opinion, have not been adequately 'discussed in the 

literature. 

The main conclusion of this tfiesis is that the demand for 

money in Zambia can be satisfactorily explpined, ac8 that the 

demand function is stable. There are a prior4 reasons to suspect 

this might be the case. Domestic credit creation of the monetary 
h 

authority has a ver inverse correlation with changes in 

net . foreign assets : ~ l f  the monetary authority. This leads one to 
suspect that an-increase in money supply arising from domestic 

,credit creation leads directly to an increase in expenditures, 

and thence to an increase in imports. If the money demand 

function was unstable it would be harder to predict,this effect. 

L Analysis of the money demand function shows that real 

incomes, the expected rate of inflation, and interest ra es t 
explain money demand in Zambia quite well. The main exceptions * 

are in 1978 ind 1979. These were the yeais of the first large 
i 

scale conditional loan by the IMF to Zambia. The errors in 
- 

.predicting money in those years may reflect changes in 

expectation formation, and associated behavioral patterns, 
- - -  

ari-sing as .a consequence of the program. 

The estimated changes ,in money demand, when combined with 

the changes in the money, supply associate& with changes in 



domestic .credit creation, satisfactorily .explain the performance 
- - -  

of the balance of ~a~rnencs.. Out of sample forecasts predic-t the 

balance of gayments very well ,, and' much better than if- changes 

domestic credit only were used predict 

payments outoome. - - 

the balance 

The demand equations for base money and M1 perform 

- significantly better ' than M2, with the base money equat'ion 
- 

predicting the. balance payments outcome particularly well. 

The reasons why the M2 demand function does not fare so well 
- 

appears to be ~ 2 -  acts buffer against the various 

shocks that have hit Zambia over the years. When credit is 

tight, for instance, the stock of time and savings deposits is 

drawn down, and 'is replenished when credit is easier. This 

factor is another reason why the error in estimating money 

demand* in 1978 is so large. The error was much larger for M2 

tlian for MI. 

Zambia has been buffeted by several economic and poli'tical 

shocks ever since Independence, ' more so' than perhaps most 

nations. Her geographical situation. has made her vulnerable to 
I 

disturbances in neighbouring countries. Her almost total 
1 

depenaence on copper as a source of foreign exchange has made 

her economy very vulnerabie to large swings in copper prices. 

Given these factors it is encouraging that there is at least one 

thing that is reasonably stable - the demand for money. My 

findings that the d k n d  for money is stable confi'tm results - - 



- - -  
- - 

obtained in other developing countries, notably in South America 
- - 

. ,- Psee, for example, w u o r k s  of Diz and Deawc 4 1970)). - - 

\ 

MY findings on the money supply protess are also reasonably 

encouraging. Using demand equations estimated for each component 

of honey I estimate noney multipliers. I -find that I can predict 

the-MI multiplier quite closely. However, there are significant - 
- 

- 
r 

errors in predicting the M2 multiplier. This is not yery 
1 

surprizing given the difficulties alluded to a b w e  in estimating 

time and savings deposits.. -- . 
As it turns out the errors in predicting the MI multiplier 

only make a margina3 difference to predictions of the balance of 
, 

payments. If the demand for base money is used as a basis for 

balance of payments analysis then the multiplier becomes 

irrelevai~t. What is more important from the point of view of 

control over thg money supply process is that the domestic 

component of the money base be an instrument of monetary policy. 

In Zambia it has become subordinate to the fiscsl needs of the 

government and the mining companies. One probable reason for 

this state of affairs is' that a market for government debt has 

- not evolved, a function of the tight regulation of interest 

rates. Allowing interest rates to find their market level might 

make i: easier for a debt market to develop. 
- 

- 

The positive findings of this thesis will, I hope, 
- 

stimulate more monetary research in African economies. Monetary 
I 

analysis in Africa is still in its infancy, at 



academic level. This thesis shows that monetary ?actors in'these 
- -- 

economies are analyzable and predictable. From fKe policy 

viewpoint, one -mig6t find that more emphasis on analyzing the 

determinants of money demand will enhance understanding by 

policy makers of reasons for changes in the balance of payments, . - 

and will encourage them to .produce policies that will be 

conducive to balance of payments equ,ilibrium at full employmen't. 

There are undoubtedly areas in this-thesis which could be . 
% 

U 

further developed. First, the explanatory variables in the money 
- - - 

demand function could be explained in the context of a .  wider 

- model, rather than being >treated as, given as in this thesis -- 

(some models discussed in this this thesis treat income as - e  

endogenous, but they do not give sufficient attention to the 
C 

best specification of the. money demand function). Second, within 

the money demand function itself,--further research might turn up 
1 

better ways of specifying permanent income and expected 
5 

inflation, possibly within a rational expectations framework. 

Other variables (such as t.he 'harvest' factor) could be built 

in. Lag structures and adjustment mechanisms could be more 

precisely specified. 'Institutional' variables, such as Bordo 

ahd Jonung ( 1 9 8 4 )  use, could also be defined, and included in / 
the - money demand function. k~ L 

This thesis is organized as follows. In the next chapter I 

review some of <he general academic literature on the monetary 

approach to the balance of payments. Different versions of the 



. 
, i  

- - -- -- 

i 
monetary approach are discussed, namely . the 'Polak'_modeL, 

k 
-- 

models of the ilk developed by Rhomberg (1977) and Prnis (1977), 
'k -- - 

and the reserve flow model developed by Johnson (1976). 

Differences, if any, bbtween the mone ary and non-monetary P 
approaches, and . conceptual and empirical problems with the 

monetary approach are discussed. Some of the empirical work 
'I 

, carried out on the monetary approach is described and inferences - 

9 are drawn.- he main conclusion to be drawn is that the monetary 

- approach is not fundamentally different from other approaches. 

It is not a different theory but a different approach. It 
- 

emphasizes the monetary aspects of the balance cf payments that * 

are not brought r j i i ' c  in text-book income-determination models, 
& 

L z +  4 although "the latter are consistent with the monetary approach. 

In Chapter 3 I discuss some of the monetary-oriented literature " y 

I 

on African econamiks, including Zambia. 

Chapter 4 provides an overview of the Zambian" economy. This 

serves as a background to the analysisk in the followin< 
-, . 

chapters. It exqains the performance of the *a;iables , that - - 

explain m6ney demand; The chapter offers clues as to why the 

balance of payments behaved the way it did, and helps in the 
i . .  

task of specifying a money demand function. This analysis is - / 

continued over into the first section of chapt-, where 

explanations for changes in'velocity are sought. 

The second section of Chapter 5 focusses on the 

determinat'ion of money demand in .Zambia. Money demand models are 
c 



- - 

then developed and tekted, taking into account previous wori and P 

-/ 

the discussion in Chapter 4. Money-demand is estimated f.or the 

period of-Zambia's econ-omic history and compared to actual money 

supply. The size and variance of the differences between actual 

money supply and estimated money demand provide an indication .of 
P 

-the accuracy with which money demand can be explained. Different 

components of money are analyzed, including base money. Money 

\ 
demand is also predicted for the years 1976-1983 through a 

simulation,exercise. The prediction errors provide an indication 
-e- 

of the usefulness of the monetary approach to policy makers. As 

nentioned above the results are very encouraging. 
/ 

Chapter 6 focusses on the determinants of money and cradit 

supply, in particular the money and credit multipliers. The 

multipliers form the link between base money and the broader 

money aggregates. The accuracy with which changes in the 

multipliers can be explained and predicted reflects the accuracy 

with which dmestic assets of the banking system can be 

explained and predicted. As the money multipliers and their 

component ratios reflect, in large measure, the different -- 
A - 

- components. of money considerable use is made of the results from - 
Chapter 5. Again the results are encouraging, 

J- 
:. -- 

Chapter 7 brings the results of the previous two chapters 

together in a reserve flow model of the Zambian economy. First, 

'the estimates of money demand and the money multipliers are 

plugged is0 the reserve flow model. The estimates of the annual 



-- - - 

changes in net foreign asset-s are compared with the actual 

changes, Changes in net f~rei~n'assets are predicted got. eke- 

years 1976-1983 through a simulation exercise. Second, changes 

assets are explained and predicted by ,estimating 
L - 

the reserve flow model directly. The results are encouraging. 

The errors in expl-ing and predicting the balance of payments 

are very small. 
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supply until the excess flow demand is met. As Rhomberg,arr& 

Heifer ( 19771 pttt it, "the change in the money account - in-most 
instances simply the phange.in international gross reserves - is 

-- 

directly linked to monetary baiande in the national economy by 

the condition that the change in external reserves must equal 

the difference between the change in the demand for money and - 
k 

the change in the supply of.money of domestic origin." 

The adjustment mechanism by which net foreign assets adjust 

to a discrepancy between a change in money demand and a change 

in domestic assets is as follows (see Rhomberg, 1977). Assume 

that money demand increases over ' a time period by a larger 

amount than domestic credit so that there is a temporary excess 

' flow demane for money. In the process of Tdjusting money. 

balances to their desired level the public temporarily reduces . - - 

its expenditures in order to build up balances to their desired 

level. As imports are largely a function of expenditures, 

imports fall. To the extent that interest rates are market 

4etermined they rise and a capital inflow. Both the fall 

in imports and the flow increase net foreign &sets. A - 

The r-Lse in interest rates reduces the excess demand for money. 

The increase in net foreign assets increases the money supply 

and therefore reduces the excess demand for money. k shortage of 

domestically supplied credit induces- importers to ~eek~foreign 

supplied credit to' finance imports, thereby also inducing 

short-term capital inflows. The fall in expenditures arising 
- 



from the attempt by people to build up money balances causes a 
-- 

faff inOincomes. This may be in nominal a~dfor real terms, - - 

depending upon the extent of wage and price flexibimy in the 
- 

economy. The fall in incomes reduces the excess demand for 

money. To the extent that the ,exchange rate is allowed to 
-- 

appreciate (in lieu of the accumulation of foreign reserves) the 

price traded goods falls, thereby decreasing the excess 

demand for money. After a while the price of non-traded' goods 

might fall also, as a result of the supply of such goods 

increasing in response to the increase in their relative price, 

and as a result of a switch in demand to traded goods. This also 

reduces the excess demand for money. 

As Guitian (1977 )  explains, "the transmission mechanism 

operates through the behavioural reactions of the public to 

changes in the policy-controlled variable. It provides a complex 

link between domestic credit and the balande of payments through 

major variables, such as expenditure, income, domestic prices 

and the demand for money. This line of reasoning implies a large 

degree of stability in the money market, and that tfie brunt of 

the adjustment process falls on the flow of expenditure 

channeled through the goods and services market." 
- 

The adjustment process is much less complex i f  there is 

full employment, wage >and price flexibility, and complete 

mobility of goods and capital, Real output is therefore 

exogenous and determined entirely by supply factors. Prices and 



interest rates are also exogenous, determined.by factors outside 

the ecmomft. A shortage or excess of aesirea m m q  balances wi-11' - 

then' be eliminated ,immediately through the balance of payments. 

S h a case isz'not ver'y likely, particularly in developing % - \ L \ 

countries. ? 

When cast in this framework it; would appear the 

balance of payments of a country can be explained either by 
1 

-- analysis of the determinants of t e current and capital 
I 

accounts, that is, by an analysis of the demand and supply. of - - 
present- and future goods and services, or by an analysis of 

changes in the-demand an3 supply of money. The monetary approach 

- concentra-tes on the latter. One apparent advantage of the 

monetasy approach, therefore, is its supposcd simplicity. All 

that is needed is a stable money demand function ~d the 

assumption that the monetdry auth0rit.y can control or predict 

the domestic component of the money supply. A s  Rhomberg and 

Heller ( 1977)  put it, "this (mon;tary) approach eliminates the 

intractable problems associated with the estimation of numerous 

elasticities' of internatidnal transactions, and -of the 
. - 

parameters ascribing their independehce, which are - inherent in 

other approaches ". Another apparent advantage was 'the greater 
availability and accuracy of monetary and balance of payments 

statistics relative to statistic~s dzscribing the 'real' side d f  

economies. This aspect was of particular appeal to IMF teams 

negotiating f inanc&l packages in developing countries, and is a 



," prime reason underlying the devel~pment of the monetary approach 
- 

in that institutiok. . 
-r 

However, as Rhomberg and Heller (1~977) admit, "the apparent 

simplicity -of the monetary approach is somewhat deceptive". One 

reason is that the money demand function is not necess~rily 
5 

stable and easy to estimate. Money demand is usually defined to 

'Ee a function of a small number of variables - income and the 
opportunity cost of holding money in particular. However, t h e s e  . 
explanatory variables are usually determined by a wide array of 

economic forces operating within and outside an ecohomy.  he. - 
9 * 

dependent variable, rnone&balances , may itself be an influence 

on the supposed exogenous variables in the money demand 

function. From t h e  policy point of view it may be difficult to 
- 

-* 

attain a desired change in net foreign .assets on the basis of a 
-3- 

predicted change in money demand and an imposed limit on credit 

expansion, if the credit limit itself affects incomes, prices 
C. 

and interest rates and therefore changes mcney demand irom its 

original prediction. 

Many versions of the monetary approach, particularly those 

surveyed in Officer and Kreinen (1978) ,- assume that the 

variables in the money demand function are truly exogengus by 

assuming price and wage flexibility to ensure full emplpyment , 

and by assuming that economies are reasonably open, so that ,\ 

'prices and interest rates are largely determined externally. 
. . 

This may be true in the long run, but is probably not true for 
$ 



many countries on a year-to-year basis. For example, prices art - 
- - -  

likely t o  d i f f e r  from world prices, at h e s t  in the short run, 

because of the existence of non-traded goods. Exchange and 
-/ 

import controls may cause local prices to diverge from world 

prices, particularly i f  there is local excess demand. Such - I 

controls- may also cause local .interest rates to be very 

different from world rates. I f  businesses are in arrears of 

payments to overse suppliers, because of difficulties in 

procuring foreign exchange, ioSa1 prices may rise faster than 

world prices, - reflecting higher interest charges. 

Full employment is- .a very'. unrealistic assumption. In 

Zambia, for instance, there has -been substantial unemployment 

for severa l  years. Peoplc are v e r y  sensitive to changes- in the 
0 

pcrchasing power  of their money, with the result that real wages - 
are v e r y  inflexible. Businesses and governments take several, 

years cu adjust to changed economic circumstances, such as a 

permanent downward shift in the terms of trade. As a result of 

these  factors afi economy may face balance of payments 
i- . 

constraints at high employment levels, The use of import and 

exchange c o n f r o l s  to lessen these constraints causes economic 

aczivity to decline as the flow of imported intermediate inputs 
- 

declines. 

E v t n  i f  money demand can be shown to be a stable function 

of a feu variables, the monetary approach loses some cf its - 



are really endogenous. Many of the models described in' IMFz 
- - -- 

(1977 )  specify income as an endogenous'variable (some of" these 

models are described below). However, these models are not 

conceptually any different from 'Keynesiann-type or JSLM-type 
< 

-models, as long as the model allows changes in net foreign 
* 

assets to af fect the money supply. I these models,. as 

standard ISLM-tlype models, monetary. factbrs tend to have 

stronger and more predictable economic influences i f  the money 

demand function is stable. 

Even if  the explanatory variables in the money demand 

function are not exogenous to the economic system the monetary - 
approach still has practical application if a good money demand 

- 

can be estimated in terms of past values of the explanatory 

variables, and used to predict money demand, given values for 

the explanatory va-riables. Given a predicted money demand, a 

level of domestic credit can be set by the authorities in order < -  

to attain a given balance of payments -.target. A potential 
% 

problem is that it may be difficult to identify the money -demand 

function if the same variables that determine money demand also 

determine money supply (remembering that it is money supply that 

is directly observable).  his- is not .such a problem if the 
I 

domestic component of the monetary base is an exogenous or . . - 

policy-determined variable. However, there may still be *a  

\\ 

simultaneity problem (resulting in biased coefficients) if' the 

fuppl~ of- nqminal or real balances affects the explanatory 7 



variables in the money demand function. From the policy point of 
- - -  

view the problem-izthat the predetermined level of credit may 

&f f ect income arid prices, change money demand and change the 

balance of payments outcome. A fuller model is needed to find 

the combination of income and-credit consistent with a desired . 
balance of payments outcome. - --. 

Laidler (1985) discusses the problems of identification and 

. simultaneous equations bias. He notes that previous studies have 

indicated that these are not serious problems. The problems can 
I 

be lessened if one uses long, time -aggregated data series. - and 
i f  money demand is estimated in real terms. 

P 

In practice, the IMF and its clients use an ad-hoc, * 

iterative. trial and error approach in devisilitg financial 

programs. As Rhomberg and Heller ( 1 9 7 7 )  put it, " There was .a 
' . 

theoretical difficulty...:the growth of obtput and the change in 

the price level had to be assumed to be , known without prior 

knowledge of the magnitude of domestic credit creatiol. But this 
, 

shortcoming can b,e - and has been - surmounted by iterative . 

cblculation carried to the point at which sufficient consistency 

is obtained between the 'estimated changes in output and price-s. 

on the one hand, and the calculated value of domestic credit 

creation, on-the other hand." 

There still remains the difficulty in estimating money 

- demand functions. Given the lack of financial instruments in 

less developed countries (LDCs)  it could be argueathat money 
-- - 
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- - -- - - 

Even i f  t he  ~ o r r e c t  s 

variables is found t h e r e  is stil l  a problem i n  t h a t - a e u s t m e n t  - 

of d e s i r e d  money balances t o  changes i n  t h e  explana 

va r i ab les  may not . take  place i n  the  time period i n  which the  

. explanatory var'iables a r e  measured. The time per iods  over which 

va r i ab les  a r e  measured are- a r t i f i c i a l ;  t h e r e \ i s  no reason,why 

adiustment has t o  beecomplete within the  per iod.  I t  may be 

d i f f i c u l t  t o  spec i fy  accura te ly  an adjustment process ,  
- - 

p a r t i c u l a r l y  i f  the speed of adjustment changes over- t ime.  

A f u r t h e r  d i f f i c u l t y  t h a t  may be encountered i n  a t tempting - 
t o  es t imate  a  money demand function i s  t h a t  the  dependent 

va r i ab le  is  a  measure of a c t u a l  money balances,  not des i red  

money balances.  If  the  adjustment of a c t u a l  money balances t o  

des i red  balances is  not i n  the  seine time period t h i s  w i l l  

introduce a  source of e r r o r  i n t o  the  es t imat ion  of m ey demand. 
. - < 
The attempt t o  obta in  t h e  best  f i t  by experimenting with 

- 
d i f f e r e n t  formats on the  r i g h t  hand s i d e  of t h e  equation may 

reduce considerably re s idua l  e r r o r s  between a c t u a l  and est imated 
r 

money demand. I n  some yea r s ,  however, e r r o r s  may be l a r g e  

because a c t u a l  money- balan'ces have not had time t o  a d j u s t  t o  , 

changes. in des i red  balances or because t h e r e  has been a  change 

in' money supply independently of changes i n  money demand ( f o r  

example, an incretase i n  domestic c r e d i t ) ,  and any excess or  

def ic iency has not been worked out by the  end of the  time 

period.  
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- - - - -- - 

- 
-- 

It is useful at this juncture to clear-up some possible 
--- -- 

misconceptions'concerning the monetary approach. Although the 

balance of payments is a monetary phenonemon in theosense that 

the balance of payments interacts with monetary variables, this 

does not mean that all chqnges in athe balance of payments are of- 
- 

monetary origin:. Clearly changes in exports, imports and capital 
.,' 

flows can affect the balance of payments,' as well as changes in 
a 

monetary variables such as domestic credit.  his ma.y seem 
1 
t 

obvious,\, but one sometimes. obtains the impression from the 

literature (e.g. OfficerZKreinen, 1979; GrubelYRyan, 1979)  that 

balances of payments disturbances are only of .monetary origin, 

What the monetary approach does say is that balance of payments 

deficits or surpluses are temporary unless domestic credit is 

continually changing by magnitudes different from changesv in 

money demand. An increase in exports, for example, will only 

heve a temporary effect on the balance of payments, as imports 

and income will eventually fise to eliminate the e.xcess money 

supply originating - from the increase in exports. , --- 

/ 

2.2 Variants of the Monetary Approach to the Balance of Payments 

2.2.1 The Polak Model 

J.J. Polak, Economic Advisor to the IMF,.was the creator of 
0 

this model in 1957. It is described in detail in various 
h 

b4 
documents (for example, Polak and Argy, 1977: IMP, 1981: King, 

. Y 

1979). 
- 



It is essentially the same as a Quantity Theory-type model 
+ -- of an open ecanomfr, which, in turn, Fs the s a x  as .a. 

4 
- 

.Keynesian-type model that has a constant velocity of circulation 

mi 3 

and a money supply that is partially deter ned through the 

balance of payments. The model is specified as follows: 

Y = vMo (2) 
t 

AMo = ANFA + a ~ l X  ( 3 )  
t . t t 

ANFA = X + CM - M (4 
t t t t 
In equation ( 1 )  imports (MI are a constant proportion of 

income (Y). In equation ( 2 1 ,  income is a constant proportign of 

the money stock (MO), implying a constant velocity of v d  

circulation (v). . - Equations ( 3 )  and ( 4 )  are identities. Equation - 

( 3 )  is the identity representing the balance sheet of the 

bankiGg system. The change in the money supply f rorn the previous 
t 

- - - period (&do) is identically equal to the change in the net 

foreign assets of the banking system (ANFA) plus the .net 

domestic assets of the banking system (ANDC).'. Equation 4 is 

the balance of payments identity. The change- in lqet foreign 

assets is equal to exports (x) plus capital flows (CM) less 
* 

' ~ e t  foreign assets and net domestic credit could be defined as 
those. of the monetary authority. only. In this case the 
expression on the right hand side of equation 3 should be 
multiplied by a term re2resenting a constant money multiplier. 



imports.= Imports (and therefore net foreign assets), income and 
- -  - -  

the money stock are determined, endogenously by the exogenous 

variables, which are net domestic assets, exports and capital 
r - 

flows. A change in an exogenous variable changes Mo, and 

therefore Y . and M. A change in M negatively affects NFA, Mo, M 

and so on. The process takes place over time, as implied by the 

difference oper*ators in the model. If income is defined as an 

average flow over the period and money stock as an end of -the 

year figure, then there is an implicit adjustment lag of money- 

balances behind income in equation (2). The equations can be 

solved in terms of 2 reduced form equations for income and net . 

foreign assets: - 

1 +mv l+mv . . 1 +mv 
6 

AY = v A(x+CM) + v ANDC + v ANFA-, 
- -dm ---- ---- ( 6 )  

1 +mv 1 +mv 1 +mv 

Equations ( 5 )  and ( 6 )  show the first period effects on net 

foreign assets and income of changes in the exogenous variables. - 

The formulation assumes a unit price elasticity of demand for 
imports. The elasticity of substitutibn of foreign goods for 
home goods is unity. This allows one to ignore the extent to 
which a given increase in income is due to price and quancity 
changes. That is, a change in income owing to a change in the 
price level has the same effect on imports as a change in real 
income. There is no need to explicitly model the price level 
(see ~olak(1977) and King (1979)). 



In the  long run, when a l l  e f f e c t s  have worked themselves~out .  
--- 

t he  change in  NPA and Y w i l l  be equa l - in  each period.  s e t t i n g  - -  

ANFA=ANFA., and AY= AY-,, t h e  equat ions become: 

In the  long run a u n i t  i nc rease  i n  domestic c r e d i t  leads  t o  

a u n i t  decrease i n  net  foreign a s s e t s  and a zero change in 

income. Thd increase  i n  domestic c r e d i t  f i r s t ' i n c r e a s e s  t h e  

money supply, c r e a t i n g  an excess supply of money balances.  This 

causes income t o  incre-ase,  v ia  equation ( 2 ) .  Imports increase a s  
a 

a r e s u l t ,  causing ne t  fore ign  a s s e t s .  and the re fo re  money supply 

and lincomes t o  decrease.  A s  t he  increase  i n  domestic c r e d i t .  is 
/ 

a l l  leaked out of t h e  economy i n  t h e  form of imports the  f i n a l  

change i n  t he  moneysupply is zero ( v i a  equation ( 3 ) ) .  which. 

from equation ( t i ,  implies  a zero  change i n  income. 
c- 

If  domestic c r e d i t  inc reases  by a constant  amount each 

period,  then ,  in the  long run, the' change i n  net  fore ign  a s s e t s  

w i l l  s t i l l  be equal t c  the  change i n  the  previous .  period. but 

w i l l  not be equal t o  zero.  The l o s s  i n  net  fore ign  a s s e t s  in ------------------ 
' ~ e t  foreign a s s e t s  would f a l l  by 
:(mv/l+mv)ANDC + (mv/(l+mvf2AmC + (mv/ (1+mv)~hN~3. . . . .  
= m v / f t + m v ) * ( ~ + ~ / ~ l + m v ~ + l / ( ? + m v ~ 2  +....)bNDC = ' M K  



- 
each pried will be equal to the increase in domestic credit in . - . - 

- - -- 
each period, with income and imports permanently higher. 

' A once and for all increase in exports raises income by the 
. .  

factor 1/m in the long run. In turn this increases the demand 

for money which is satisfied by the increase in net foreign 

assets caused by the increase in exports. Long run equilibrium - 
is reached after income, imports and money demand have stopped 

Growing. That is, imports eventually rise to match the increase 
t 

in exports in net foreign assets per period 

4s decrease. Money supply is then 

income is-constant. The stock of 

. . net foreign assets levels off at a new higher level. Note that 

in the long run, the change in income is independent of monetary 

factors, ,and is entirely determined by m. 

The model is interesting for plicy purposes. If domestic 

cred-it can be used as a policy instrument and exports and 

capital. flows can be accurately •’precast, andtthe product of m 

and v trpateb as a constant,-then the desired change in net 
s 

foreign asse'ts can be calculated. The lag structure of the model 

also reveals the effect in each year of a change in an exogenous 
,+-. 

variable, and how many years it will take to achieve the desired 

target. For example, ifdm=0,4, v=5, then mv=2. The effect on net 

forei'y assets in the first year of an increase in domestic 

credit of one unit is therefore -0.67. The effects in thvsecond . 

and third years are -0.22 and -0.074 respectively, s& that the 



Total adjustsent period is roughly 3 years. 

A drawback of this model is that the product of m and v is 
\ 

'unlikely to remain constant every year, even if it is-constant 

over a period of several years. Velocity may change because of 

changes in \sl income, interest rates, expected inflation, or 

institutional factors. It may change because of lags between 
* 

changes in the variables affecting money demand and desired 
- 

money balances, or lags in the adjustment of actual to desired 

balances, or because of other shocks that may shift the money 

demand function, such as exchange controls. The marginal 

propensity to import may differ from the average propensity in 
- - 

the short run. For example, imports may increase by a greater 

amount relative to an increase in income at a high point of the 
L?? - 

business cycle than at a low point. Import controls may also 

change import firopensities. Changes in v and m may offset each 
I 

other so that the product remains constant, but there is no 
d 

theoretical reason for this to happen. 

One of the differences between the Polak model a n b  the 

model described at the beginning of this chapter is that income - 

is endogenous in the Polak model. In symbols, the model 

described earlier is: 

ANFA = A?Jl + ANDC. 
d 

The first term on the right hand side is the change in money 
I 

demandSmThis is the same as the first term on the right hqnd 

side of equation ( 7 )  in the Polak model, 'Another-difference is 



tnat the PolXk model assumes a constant income velocity, so that 

the money demand function is assum& t < b ~ - ~ f e c t l y  stable, The -- 

br 
reserve flow model shown here does not assume this, and indeed 

implies that the central issue of the monetary approach is - 
f 

whether the money demand function is in fact stable. 

The main policy implications of the Polak model are that 

continyal balance of payments deficits or Gurpluses are only 

possible if there is continuous monetary disequilibrium. This 

can only happen if domestic credit changes by different amounts 

than money demand. If domestic credit expansion is continually 

greater (less) than increases in money demand there will be 

continual balance of payments deficits (surplpses). Policy 

measures, such as devaluation, larger import tariffs and import 

controls can only have a temporary effect on the balance of 

- payments. A devaluation, for example, raises domestic prices, 

and therefore money demand. There will be an increase Lin net 

foreign assets as people adjust actual balances to desired 
d 

Levels. However, once the adjustment is complete net foreign 

assets will not change further. Equivalently, a devaluation 

reduces the stock of real balances, and creates an excess demand 
1 * 

"for real balances. Expenditures are reduced which I'educes the 
4 

excess demand. Devaluation may stimulate exports, but this will 

eventually induce a corresponding rise in imports. 

, There is nothing particularly startling or novel about 

these results. Argy (1977) and Polak and Argy (1977)~ show that 
- - 



the Polak model is structurally similar to ISW-type models, as  

long as the money supply is allowed to be affected by the 

balance of payments. -The main differences rest on the magnitude - 
C 

of the parameters. The following set of equations represent a 

more complex model in which the rate of ,interest aff'ects 

expenditures, money demand and the balance of payments:. 

Y = C + I + G + X - M  - (9) , 

C  = CY (10) 

*;-I = A - br (11) 

M = my (12) 

CM= V + gr (13) 

r = eY - fMo (14) 
C 

A N F A  = X - M  + CM (15) 

PMo = O N F A  + ANDC (16) 

J 

Equation (9) is the GNP identity. Equation 10 represents a 

consumption function. ,Equation (11) 

function of the rate of interest and an autonomous component, A .  

Shows investment a s  a 

interest to be determined by the level of income and the money 

supply. Equations (15) and (16) are the balance of pa;rnents and 

Equation (12) is an import function. ~quati%n (13) shows capital 

movements to be determined by the rate of interest( and an 

autonomous component, V. Equation (14) shows the rate of 

money supply- identities respectively. 



- - - - 

/ 

The amin differences between this model and the Polak model 
- 

lie in equations ( 1 3 )  and ( 1 4 ) .  Equation ( 141  can be rewritten 

:n the Polak model, the money demand function can be written as 
4 

no ~ / V ) Y  

This is the same as the more sophisticated model when (l/f) is 
. .- 

zero faoney demand is insensitive to interest rates) and (e / f )  = 

( t / v J . '  Another important difference between the models is in 

t h e  capital fious equation, where g>O in the latter model, but 

is equal to zero in the Polak model. Another difference is that - .  

investment is sensitive to the r i t e  of interest in the second 

nodel, but unresponsive in the first model 

The reduced form equations for the second model are as 
- 

follows (assuming, for simplic'ity, that 9~0): 

Short run 
ANFA = p i l W  - m A t  - bfm LWDC + p A N F A - ,  ( 1 7 )  

------------------ 
c; 

'W 

. '  Note that the larger f is (that is, the more interest - inelastic t h e  money demand function) the larger e must be to 
obtain plausible values of v .  e measures the responsiveness of 
the interest rate to a change in income. In economic terms, the 
w r e  interest ine las t ic  the deasng forlmoney, the more the 
interest cute has to rift to eliimnate an excess dentand for 
money created by an increase in incgme. In the limit, as f 

. approaches inf init'y, so must e.  



Long Run. 
&+FA = p AW -' 1, AZ - ANDC 

bfm bf 

where: 
p = 1  - c + m + b e  
W = ( X + V )  - 
V = Autonomous capital inflows 
Z =  ( A + G + X )  
A = Autonomous investment (public and private) 

In the khort run the coefficient for domestic credit will 
t 

: tend to be lower in the second model than the Polak model, as f 

approaches infinity in the latter, and is much closer to zero in 

the former. In economic terms, money supply has a smaller effect 

on income in the second model. Therefore, an -increase in 

domestic credit, which increases mgney supply, has a smaller 

effect on income per unit of time. In the long run, the effect 

on net foreign assets of a unit increase in domestic credit is . e 

the same, The effect, however, takes longer in the second model. 

Increases in autonomous expenditures temporarily worsen the 

balance of payments and improve income in the second model, but 
5 

have no effect in the first model. The reason is that only money . 

supply affects income in the Polak model. For example, a 

decrease in government expenditures without a decline in money 

supply implies excess money balances in the economy, which are 
, 



then spent, so that there is n.0 net effect on the economy In 
- 9 - 

the more sophisticated model the,excess money supply would lower' 

interest which would increase the demand for money. Not 

all the kupply would be spent. Income would fall 

and tb-balance of payments would improve. In the long run, 

however, autonomous e$penditures have no effect on income. As 
", 

the balance of payments improves as a result *'of declining income. 

the money supply increases which' causes income, and therefore 

imports, to increase. Also, a' lower r w5ll stimulate investment, 

whPch will also increase income and imports. During the process 

"of adjustment foreign assets will be increasing as income is 

'lower than iteoriginal level. 

Finally, the long run effects on income of increases in 

exports or capital flows are identical in the" two models, as 

imports rise to match the rise in expor%s. The total gain in 

reserves is larqer i n  the second model because income, and 
/ 

therefore imports, take longer to adjust to -the new level of 

etports. I f  the increase in money supply following an increase 
I - 

in exports did nothave any effect on income (the 'Keynesian' . 
I 

velocity trap plus aniinterest - inelastic investment function) 

the increase .in relerves would continue ihdefinitely: This ig 
I 

the case where b=O. " ' 

Lf g was greater than zero the long run effects on the 

balance of payments of a unit increase- in domestic credit would 

remain the same. The adjustment would be quicker than if g=0 as 
- 



- - 
- --- - 

- - 
- - 

0 

the fall in the interest rate following an increase in domestic 
- - - 

credit would cause a capital outflow. The etfect on the balance 

of payments of an increase in autonomous expenditures would be 
- 

ambiguous. A rise in interest rates following an incxase in 

income would cause a capital inflow, offsetting the increase in 

imports. % 

Eolak and Argy ( 1 9 7 7 )  also consider the case where interest 
. - -  

rates are sticky and there is prolonged unsatisfied demand for - 

credit. A restri'ctive money supply will reduce expenditure 

indirectly through higher interest rates, and, directly, through 

unavailability of credit. In this case monetary policy would 
4 

have a more immediate influence on the balance of payments than 

implihd in the second model. 

l ' n  summary, the Polak model is structurally the same as the 

'Keynesian' model, ,when the latter allows-the money supply to 

respond endogenously to the balance of payments. The only * 

differences lie i n  the magnitude of the parameters, and in 
? 

particular, the assumed constancy of velocity in the Polak 

model. If the authorities sterilize the effects of the balance 

. of payments on the money supply, both models will yield 

different predictions. Suppose domestic credit increases. 

Incomes and imports will start to increase. I f  money supply is 

assumed not t b  decline as -imports increase (through, for 

example, the monetary authority buying bonds on the open market) 

then this assumes that some (in the limit, all) of the 'excess 
f 



balances are willingly held &nd not spent, implying a marginal 
9 

propensity te spend of less thsn 1. This is in contrast to--the 
I 

Polak model and the more complex model, where the marginal 

propensity to &end ,is, equal to one in the long run. 

1n ' the ease of" an increase in - exgorts, if it is assumed 

that money supply does not increase, the resultant increase in 

money demand (as incomes ,rise in response to the increase in - 
exports) can only be satisfied by a reduction in expenditures. 

Again, the marginal propensity to spend becomes less than 1 ,  

with the result that imports rise by less than exports.. Another 

way of putting this is that the monetary authority sells bonds \ 
on the open market to sterilize the effects on the money supply 

of the increase in exports. The exporCproceeds are held in the 

form of bands rather than being spent, 

The assumption that money supply does not change in 
Z 

response to balance of payments is evidently a special' case, and 

should - not be associated. with Keynesianisrn. In the long run, 

attempts to sterilize-balance of payments deficits will cause 

countries to run out of foreign exchangeqeserves. Also the 
\ - 

downward pressure that such anrexercise would have on exchange 
/ 

and interest rates might stimulate capital outflows, vitiating - 
the effects of the exercise. The central bank might run out of 

d 

bonds to sell i f  it continually tried to sterilize surpluses. 

The upward pressure on interest and exchange rates might vitiate 

the exercise by stimulating capital inflows. 



2.2.2 - The Rhomberg Model 

In the Polak model money demand was posited *to vary in 
, C 

- - 
proponion to income, implying a constant velocity of 

circulation. Rhomberg (1977) says that this can be interpreted 

as the long run poney demand function. (He says that the Polak 

model does not capture very well the year-to year variations in 

imports and income,. implying that velocity may not be constant 

in the short run. .. 
One reason why velocity (and the propensity to import) may 

7 

not be constant in the short run is that an excess supply or 

demand for money does not immediately translate into a change in 

expenditures on goods and services. Foro example, some-., or all, 

of an excess money supply may be spent on existing assets Cboth 

financial and non-financial).   he yield on these assets falls as 
a result, which induces an increase in expenditures (and causes 

the demand for money to increase, thereby reducing the excess 

supply). Expenditures change, therefore, not only because o'•’ a 

change in incomes but also because of a change of yields on 

assets. Because the yield on assets changes as a result of 

monetary disequilibrium, expenditures can be bostulated to be a 

function of incomes and- the difference between actual and 

deiired balances. Velocity can therefore chabge in the short run 
" _ 

because expenditures do not change in proportion tc income in 
, . 

the short run as a result of the extra term I n  the expenditure 

equation. The expenditur * .  
?+function he uses was nr1-y- 

\ 



- \  

- - - p p p  

" .  
developedp by Prais ( I W ,  1977). 

4 

Rhomherg estimates the 'following model: 

The symbols are the same as in the Polak model, with the 
4 - 

d addition of E for expenditure, Mo' for desired money balances. 

and G for government expenditure. Variables without subscripts 
1 

are in the present period. Equation ( 1 9 )  describes the-long run 

demand for money function, where the left hand side is the 
-. 

average desired balances during the. year. Equation (20) 
\ 

describes expendi.ture as a functionlo•’ current and. past income 

and the deviation of actual from desired cash balances in the 
d 

current year (alternatively, there could be a lag of expenaiture 

to the deviation). Equation (21) describes imports as' a function 

of expenditure. Equation (22) is the GDP identity. Equation (23) 
4 

u 

is the money supply identity. 

Rhomberg estimates each behavioural equation by two stage. . 

least squares for a number of countries, both developed and 

developing, using I 1  years data. He expresses import and income -. 

in terms of the previous year's income. exports and money 

supply. In turn the change in the money supply can be expressed 

in terms of the variables in equation (23). He obtains a good - 

fit (with very high R's). He finds that a change in the money 



supply has a large effect on imports in the following year for 
- -- -- 

both developed and developing countries. 

Rhomberg's model improves on the Polak model because it 

a allows for changes in velocity in the short run. The main 

drawback is the assumption of a constant long run velocity, 

which need not hold true (although it might have done in his 
3 

sample). A,so velocity may change in the short run -for reasons 

such as changes in the expected rate of inflation. 

I 
Finally Rhomberg demonstrates the equ'ivalence of his mode1 

to a 'Keynesian' model in which expenditure and money demand are 

both a function of income and .the rate of interest. 
Given: 

and substituting for the interest rate (r) from the money demand 
function into the expenditure function, and combining terms in Y 
results in: 

E = ( b  - dc/e)~ ,+ (c/e)~o + constant , 

This is in the form of equation (201, with (c/e) equal to a,. 

4 

2.2.3 Reserve Flow Mode-- 

Reserve flow models have already been alluded to. In their 

simplest form the change in money demand over a period is 

assumed to be equal to the change in money supply, and is 



- -- 
bi substituted- into the balance sheet of the banking system. ~ h i s  

- - - 

produces: 

In contrast to- the models outlined above, income, which is 

the principal argument in the money demand function is, assumed 

to be exogenous. Other possible explanatory variables, such as 
r- 

prices and interest rates are also assumed to be exogenous. This- 

does not necessarily mean that one has to assume full 

, employment, wage and price flexibility, capital mobility and 

purchasing power parity. One could assume instead .that' the 

values of these variables are calculated outside fhe reserve ' 

flow model, either through a formal'model or via some ad-hoc 

method. The advantage of doing this is that isolates the 

fundamental principle of the monetary approach, namely that it 

examines the balance of payments through the money demand 

functi-on. I f  the explanatory variables in the money demand 

function are not exogenous (that is, they interact with other 

variables in the economic system) then direct estimation of 

equation ( 2 4 )  by ordinary least squares could lead to problems 

of simultaneous equations. bias, and perhaps multicollinearity. 

One does not have to estimate the equation directly. The money 

demand equation can be estimated first, in real terms, and - 
the equation.  his -may lessen any econometric 

may occur. 



- - -- 
-- 

~ ~ u a t i o n  24 is a long run equilibrium model, in the same 

vein as equations ( 7 )  and (191. Long rwt eqeifib~iarn may takF----- 

more than one time period to reach, so it is not necessary to 

assume monetary market flow equilibrium-for the unit of time 

specified in the equation. The Change in net foreign assets per . . 

unit of time can be expressed as a fraction of the long run 

change, so that it takes longer than one time period for NFA to 

J) adjust to a change in NDC or Md. 

There have been numerous tests of the reserve flow model in 
-4 

its different forms. Examples, are Aghevli and Khan (1977). 

Zecher, Genburg, Bean and Gwitian (ed. Frenkel and Johnsdn, 
d 

19761, Wilford ( 1+79 ) ,  and various authors surveyed in officer 

and Kreinen (1978). Variants of the reserve flow model include 

those where the variables are in first difference form, and rate 

of growth form. The dependent vaziable may include the net 

foreign assets for some measure of foreign assets-) of the whole 
- 

-- 

? banking system, or just those of the monetary authori y. In some 

variants, the dependent variable includes, or is restricted, to 

short term capital flows (see Officer and Kreinen.. -- 1978). 

Although short term capital flows may well respond endogenously 
. \ 

to changes in interest rates, or domestic credit restraints. it c 

is difficult to obtain an independent measure for this variable. 

as it is usually a residual (often 'errors and omissionsr). and 
-- 

is not independent of net foreign assets. Other variints include 

wrichan-qe raT-drermlnation models when exchange rates. are 



Taylor, 1979), and exchange rate pressure models,. where changes 
-- - - - 

in money demand and domestic credit cause changes in both 

forei.gn assets and exchange rates (see Girton and Roppr, 1979 :  

and Connolly and Da Silveira, 1980) .  

Some of the reserv; flow models are outlined below: 

' 1 )  Aghevli and Khan ( A K )  

AK test the model by way of a cross-sectional analysis 

of 39 countries. They assume full employment, an open 
- 

economy and capital mobility, so that the explanatory 

variables in the money demand function are not affected 

by any monetary variables within the economy. Thus any 
* - 

disequilibrium in the goods= money market is entirely 

reflected in the balance of payments. As was apparent 
Q 

earlier such assumptions are not necessary for the 

- monetary approach to be valid. Presumably they make 

these assumpiions because, if they hold, there is more 

chance that monetary equilibrium is restored during the 

time pediod used for testing following a disturbance. - 
Various market imperfections would npt change the long - 
run predictions but would .change the adjustment path- 

(see Swoboda, 1976).  

AK define the demand for money in real terms as a 
I 

function of real income, the interest r,ate and the rate 

fnclusion of both the rate of inflation 
, 



and the interest rate is just5fied on the grounds that 
-- - - A -  - 

in developing countries the range of alternative' 

financial assets to money is limited, so that there is 
0 .  

substitution betwben goods and money.. As inflation' 

measures the implicit return on holding goods and the 

interest rate the opportunity cost of holding money they 

are both included. 
0 

AK then transform the money demand function i ~ t o  

rates of growth, with the coefficients representing the 

relevant elasticities. Using the money multiplier 

identity, and balance sheet of the monetary authority, 

converting into rates of grauth, and assuming monetary 

market equilibriuu, the following equation is arrived 

at: 

(R/H)AR/R=AP/P+~ AY/Y+r) Ar/r+q AII/II-&/m-(D/H)AD/D 
Y r a 

AK estimate -the money demand function first, both in 

nominal and real terms. They leave out the interest rate 

for lack of data. The general fit is poor. However, the 

income elasticity is well over two. AK say this is to be 

expected as the public holds most of its savings in 

money form, and savings tend to increase more than 

proportionately with economic growth. The inflation 

coefficient is significartly lower than 1 ,  so that the 

assumption of homogeneity in prices is rejected. 



- - - --- - 

However, they say .that this could be due to 

multicollinearity between inflation and the r-e of - -  

change of inflation. 
\ 

They next estimate the reserve flow model.. The fit 

- - is much better than for the.money demand function. The .. 
coefficients for inflation and the rate of change of 

inflation hardly change. However, the coefficient for 

the rate of change of inflation reaches significance. - 
The income elasticity falls to unity. AK contradict 

their previous hypothesis and say that this is to be 

expected. They do not explain why there is such a large 

fall in the coefficient. The signs for the multiplier 

and domestic credit are much lower than unity (in - 
absolute terms). They ascribe this to the possibility 

that prices and incomes might not be exogenous - an 
increase in domestic credit might increase prices, 

and/or real incomes. This increases the demand for money . 
with the result that the effect on the balance of 

\ payments of an increase in domestic credit is reduced. 

In statistica4 terms, if exogenous variables are highly 

correlated i 4 is more difficuIt to obtain the true 

regression coefficient which measures the partial effect 

of a variable on the dependent variable, assuming the 

others are held constant. They do not mention another 

reason, namely that it may take longer han one time 
- 7 



- 

period to reach money 

- case, a regression of 

the change in domesti 

market equilibrium. If this is the 
-- 

the change in foreign reserves on 

c credit may therefore not produce 

a coefficient of - 1  on the credit variable. I f  

reserv,es do not adjust fully to a change ,in credit. 
h 

within a time period, this implies an excess demand or 

supply of money, which reflects the error in estimating 

the change in foreign reserves. Use of *a partial 

adjustment mechanism specifying the adjustment of actual 

to desired money balanc-es could help in improvi'ng the 
I C 

fit of the model. 

AK plug the estimates of,the money demand function 

into the reserve flow model. The simulated values of 

international reserves track the actual values far less 
r ,+ 

closely than the estimates of international reserves 

obtained directly from estimating the reserve flow 

equation. They do not explain why this is so. 

AK omit to mention that the money mu-ltiplier is,a 

ratio of two elements of money and is really dete'rmined 

by the same factors as for money demand. It is therefore 

not valid to treat- it as  an exogenous variable. In this 

------------------ 
=I tested this on a made-up set ~f numbers, assuming that a 
change in credit is not fully reflected in the balance of 
payments until 2 time-periods. The coefficient on 'credit' was 
significantly less than 1 ,  using several different sample 

- periods. 



light the low significance and low coefficient of the - 
multiplier may not 

2 )  Zecher 

changes in fogeign 
a 

estiates a money 

be too surprizing. 

tests the role of money in explaining 

reserves in Australia. Like AK he 

demand function directly and within a 

semi-annual 

of current 

based on e 

measure of 

reserve flow e d e l  .'--H~ tests the model bn quarterly, . 

variable. 

although he 

and annual data from 1950 to 1971. Instead 

income he uses a medsure of permanent income, 

.16 quarter weighted moving average of GNP. A 

interest rates is the other explanatory - 
His results are difficult to interpret, 

claims that the mode1 -explains foreign 

reserve changes well. Tbere are several anomalies. 

First, estimated income elasticity is lover using m n u r  

, data rather than quarterly data. Because of adjustment - 
lags one would expect the opposite. Second, hecdoes not 

explain why the coefficients for credit expansien., and 
,- 

the money multiplier are higher than their hypothesized 

.values (contrary to AK in -the case of domestic credit). 
- 

This could be because of reverse causation between 
, 

foreign reserves and the right hand side variables (see 
I 

Connoily and Taylor, 19791, which biases the coefficient 

on doestic credit upuards. That is, an increase in . 

foreign 'reserves increases incorses, which increase money 



demand 'and hence reserves, and may, through increased 
- -- - 

tax revenues, or a deliberate government policy to 

stabilize incomes, lead to a reduction in domestic 

-credit."hird, the coefficient on domestic credit is 

lower using annual data than quarterly data, -whereas one 

would expect the opposite. 

3 )  Genburq -. - 

Genburg f 1976) tests the reserve flow model for 

Sweden. He includes s'short run adjustment formulation 

in his maney demand function, whereby 'money balances are 

equal to long run desired balances plus a fraction of 
t 

the difference between last period's actual and long run 

desired balances, His estimates of income elasticity are 

w very low, even when he uses 'permanent' income as a 

variable. He substitutes predicted money demand into the 

reserve flow equation (in the same form as Zecher's), 

f rather than estimating the model as a whole. He uses 

actual values for the money multiplier rather than 

predicted values, which he admits is not valid (for 

Connolly and Taylor ( 1 9 7 9 )  note that such an income 
stabilization policy is unlikely for a developing country, as it: 
implies, in the case of decreasing foreign reserves, steadily 
increasing domestic credit which will eventually lead to the 
exhaustion of &reign reserves. Also increased government 
revenues may lead to an increase in government expenditures, 
which increase imports and diminish reserves. Finally, if the 
policy was to stabilize the balance of payments the coefficient . 
vould be biased below one. 



reasons explaine~ earlier). He finds a 'high' 
I 

correlation between actual and predicted foreign reset-ve 
I 
I 

flow values. However, an R2 oE 0.76 is Aot very high. 

There are significant errors n some years. t I 
. Genburg qotes that his results show a coeificient 

* .d 

for domestic ciedit different from upity. He attributes 
I 

this to a time lag in the adjustment of foreign 
I 

reserves. If t$e change in reserves per unit of time is 

a constant fraction, a of the predicted change, M.+, 

then: 

so that, I 

so that the coefficient on bD will not necessa'rily equal 

- 1 .  This is eq~uivalent to saying that there /s a lag in. 
I 

the adjustment pf actual to desired money balances. ' 
f 

Genburg notes that * the lag should be built into the 

specification of the money demand function. However, he 

leaves this problem for future research. One problem 

with building in adjustment lags, that he does not 

discuss, is that one has to- assume that adjustment 

coefficients are constant. If they are not constant then 

sizeable errors in predicting reserve flows may occur. ------------------ 
The derivation is explained in more detail in footnote 2 - o f  

Chapter 7 , 



Adjustment speeds may vary over time and for different 
- 

types of disturbances. For instance, the speed of 

adjustment may be different for excess money demand than 

for -excess money supply. A change in real income may 
- 

cause foreign reserves to adjust at a different rate 
4 

than a change in domestic credit, particularly i f  there 

is also a lag between the adjustment of desired money 

balances to changes in income. Policy measures, such as 

import and exchange restrictions and credit squeezes, 

may also change adjustment speeds. Import restrictions 

may lower the speed of adjustment of actual money 

balances to excess balances.* 

Bean - 
- 

Bean ( 1 9 7 6 )  tests the reserve -flow model for Japan, -, 

1957-70. Although the results are significantly 

different f corn those hypothesized, she recognizes this 
f 

may be d$e the bse of quarterly data, implying that 

monetary equilibrium will not necessarily prevail over 

such a short time' pericd. 

' 6 )  Officer and Kreinen 
\- 

I - 
Officer * and Kreinen , ( 1 9 7 8 )  (OK) survey various 

articles on the monetary approach to the balance of 

payments. I have some general comments to make on their ------------------ 
'For a discussion of partial adjustment formulations see the 
Appendix 

d 



I 

- 

-- - -- - - 

work. First, as discussed earlier, the monetary approach 
- - 

is not inherently different from t h e  ineemes or 

absorbtion (or ''Keynesian' ) approach if it is accepted 

that foreign exchange reserves are, by definition, part , 

of the money supply under fixed or managed exchange 
r 

rates. The various articles, surveyed above, in 

IMF(1977) make this clear. OK wrongly treat the monetary 

approach as a fundamental new approach. 

Second, OK appear ta consider that the monetary 

approach is the one epitomized by the reserve flow 

equation (and its,variants), where the money market is 

assumed to reach equilibrium in one time period and the 

arguments in the money demand function are assumed to be 

exogenous (that is, full employment, capital mobility . 

and purchasing power parity are ;ssumed to hold). All 

the articles surveyed in the article are assumed to be 

in this vein. However, as mentioned above, the long run 
Q 

predictions of+the monetary approach hold irrespective 
- 

of the nature of the economy. Neither does the monet.ary 
- - 

approach preclude looking at short-run effects. What OK 

fail to emphasize is that the characteristic feature of 

the .monetary approach is the stability - and 
w 

predictability of the money demand function (as Johnson 
r' 

( 1 9 7 6 )  repeatedly emphasi,zes)., 



- 
- ---- 

~hird; OK argue that the main difference between 

the monetary and the non-monetary approach is *hat'the 

'offset' coefficient in the reserve flow equation - that 
\ 

.* is, the c o e f w n t  on the domestic credit variable - 

. should be - 1  under the monetary approach, and less than 

- 1  (in absolute terms) under the income-absorbtion 

approach. As pointed out earlier, a long run,coefficient 

of less than - 1  assumes a degree of steriliyation of the 

impact of the balance of payments on the money supply. 

This is only a special case of the income-absorbtion 

approach. Moreover, as pointed out above, if monetary ' 
C 

eqbilibri'um is not restored -.fol?.uwing a disturbance - 

within the unit of time selected for the measurement of 
\ 

variables the coefficient on domestic credit will not 

equal - 1 .  Failure of the estimated coefficient to equal 

- 1  in no way invalidates the monetary theory. I t  only 

indicates that it may take longer than one period to 

restore equilibrium. It should be remembered that the 

trme unit used for empirical studies is an artificial 
\ construct, based on the way that,the data is measured, 

and has little to do with theory. 

Wilford (1977) tests the reserve flow model for 

Mexico, using data from 1954 to 1976. H= first estimates 

money demand functions using annual data with income and 



interest rates. as explanatory variables. The income 

- - coefficient is insignificantly different from m e .  me 

inyerest rate coefficient is insignificantly different 
L 
\ 

from zero'but has the expected sign. The R' is very low, , 

indicating that much of the variation in the dependent 

variable is unexplained. He does not consider this to be 
-- - 

particularly damaging to the monetary approach, perhaps 

because he obtains good results when he estimates the - 
% 

reserve flow model directly. However, the estimated 

money demand function- would' be a source of concern for 
4 

the practical applicability of the monetary approach. 

He also tests the model using quarterly data. The 
.- 

results are much worse. Surprizingly, he does not 

attribute this to the probability that the money market 
'4 

is less likely to be in equilibrium on a quarterly basis 

. than on an annual basis. Finally, he expands the model 

b y  Sreaking down the money multiplier into its 

components. This does not give satisfactory results. 

. Surprizingly he does not consider that it is invalid to 

use the money multiplier as a separate variable, as it 
a .  

is a ratio of different components of money, and is 
- - 

' - therefore explainable in terms of the same factors as 

money dternand 
z- 



2.3 Summary_and Conclusions 

In Section 2.1 I outlined the general concept of the 

monetary approach. The essential concept is that a country's 

balance of peyments can be explained in terms of the difference 
-- laJ between the change i he demand for money, and the change in 

/-- - 
' the supply of money of domestic origin. The concept implies that 

for the monetary approach to have any relevance in the real 

world the money demand function must be stable, and the monetary 

authority must be able to control the domestic component of the 

monetary base and be able to predict accurately the money or 

credit multipliers. 
i 

Despite its apparent simplicity, there are conceptual and 

empirical problems with the monetary approach. It may be 

difficult to estimate single money demand equations or reserve 

flow models without running into problems associated with 

identification and simultaneous equations bias, arising from the 

endogeneity of the explanatory variables in the money demand 

function. From the pblicy point of view, it may be difficult to 

calculate a domestic credit ceiling, based on forecast money 

demand, in order to achieve a balance of payments target, as the 

ceiling may feedback on the variables determining money demand. - 
Another problem is that it may be difficult to derive a 

- 

stable money demand function. Frequent economic shocks, such as 

changes in government policz, bad weather, and wars, may make 

the function difficult to determine. Another problem is'that it 



may be difficult to specify the explanatory- variables 
- - - - p- 

accurately, particularly if the variables are of the 'expected". 

varigty (such as permanent income). There may be time lags in 

the adjustment of desired money balances to changes in the 

explanatory variables, and in the adjustment of actual balances 

to desired balances. These may be difficult to formulate, 

particularly if the coefficients of adjustment change over time. 
- 

There may be considerable measurement errors in the explanatory 

variables, particularly the income variable. On the supply side, 

the money multiplier may be diff2cult to explain, for the same 

reasons as money demand, because the money multiplier is partly 

demand-det3rmined. 

Section 2 examined some of the literature on the monetary 

approach. The Polak and Rhomberg models, developed in &he IMF, 

recognize that income,,the principal explanatory variable in the 

money demand function, is usually endogenously determined within 

the economic system. They therefore develop income-determination 

models, which include a money demand function, and which ' 

recognize that the money supply is partially determined by the . 

balance of payments. Reduced form equations are derived, 

explaining both incpme and &he changes in foreign assets (the' 

below-the-line equivalent of the balance of payments). These 

models are not conceptually any different, from standard, 

textbook income determination models, as long as the money 

supply is allowed to respond to the balance of payments. The 



- - 

main problem with these models is that they =-not go to any 

great-lengths to accurately specify a money 
- - 

models assume a constant income velocity, which in effect 

assumes ,the stability of the money demand function. 
I 

~notker class of moirels are the 'reserve flow' long-run 
I 

equilibrium models. The money demand function can be specified 

in any form, and tested within the model. The literature tends 

to lay too much importance on estimating the model directly, and 

getting good coefficients for domestic credit expansion (that 

is, close to minus one), and not enough .importance on getting 

good results for the money demand function. The reserve flow 

model is in part an identity, based on the balance sheet of the 

banking system, so that a strong inverse relationship between 

domestic credit expansion and changes in net foreign assets is 

highly likely. Also, failure of the domestic credit coefficient 

to equal minus one may just mean that it takes longer than one 
- 

time period to reach monetary equilibrium following a 

disturbance. The important point is to estimate a 'good' money . 

demand function. To take an extreme example, if the change in 

money demand over a period is est'imated, and is exactly equal to 

the observed change in the money supply, then, by definition, 

the estimated change in net foreign assets of the banking system 

will be equal to the actual change. Any errors in predicting 
/ 

money demand will be reflected by equal errors in predicting the 

balance of payments. 
e 



-- 

Alternatively, it is possible to'estimate the money demand 
- -- - 

function separately and then plug it into the reserve flow 

equation in order to estimate changes in net foreign reserves. 

This constrains the domestic credit coefficient to be minus 1 ,  

thereby assuming money market e.quilibrium. Any errors in 

predicting the balance of payments will then reflect random 
- - 

errors in the money demand function or miss&ification of that 

function. Running the reserve flow model directly, and testing 

whether the domestic credit coefficient is significantly 

different from minus one, would enable one to determine whethe; 

it is valid to assume money market equilibrium. The money 

multiplier can also be estimated directly from demand functions 

of various components of money.- Estimating the reserve flow 

model directly usually entails the inclusion of the money 

multiplier as a 'known' variable, when it is in fact largely 

demand-determined. 
- 

Finally, the literature on reserve flow models seems to 

suggest that the monetary approach only holds in the long run 

t (that is, with all the explanatory variables exogpnously 
/ , 

determined outside the economic system). The IMF models show 

that this assumption is not a prerequisite for the applicability 

of the monetary appr~oach:However, it may be more difficult to 

estimate the true money demand function if the explanatory 

variables are endogenously "determined within the economic 

system, However, the literature on money demand (much of it 

53 



summarized in Laidler,(1985)) suggests,that this has not been 
> 

much of a problem, particularly if the money demand function is 
L Y 

specified in real terms. \ 
In conclusion, it seems that the best approach to take is 

to concentrate directly on specifying and testing a money demand 

function, as the stability of the money demand function lies at 

the heart of the monetary approach. Although a multi-equation 

model could be developed (in which the explanatogy variables in 
- - 

the money d'emand function would be endogenous), which would 

allow for experimenting with different.money demand functions, 

this would add considerably to the scopemnis thesis. 

nefore going on <o develop money demand functions for 

Zambia I will first discuss briefly some of the monetary work 

that has been done on African countries. This is the subject of 

Chapter 3 



CHAPTER 3 

. ' REVIEW OF LITERATURE - AFRICA 
The purpose of this chapter is to discuss some of the 

monetary analysis that has been undertaken on African economies, 

including Zambia. Previous'work-might provide useful guidance on 

how best to proceed in applying the monetary approach to the 
- - 
balance of payments to the Zambian situation. 

Relative to, for example, South American countries (see, 
Z -- 

for example, ed. selman (1970))~ there has been little 

published academic 7 ana ysis of African economies from a monetary 

viewpoint. A probable reason is that most African countries did 
* - 

not obtain ,independence until the early '60s, and did not have 

the freedom to pursue independent monetary policies until then. 

There is probably much unpublished material, particularly within 

the 1.MF - a result of numerous missions. Also, if budget 

speech? 
and central bank reports in Zambia are anything to go 

by offidials in these organizations are reasonably aware of the 

influence on the balance of payments of monetary factors. Actual 

policy measur-es taken may be at variance with this 
I 

understanding, but these may reflect political constraints. For 

example, restrictions in domestic credit creation in order to 

avoid pressure on the balance of payments may be politically 

unacceptable 



pp - - - - - - - - 

3 J  I Discussl'on of Literature 
I 

Kimaro (1975) tested the Polak model @fined in Chapter 2 ,  

secti-on 2 above) for several African countries, including Zambia 

for the years 1964 to 1969.  Afte'r experimenting with different 

definitions, he finds that the propensity to import based on 

customs data, displays the greatest constancy. . - 

He then examines the income velocity of money ( v ) ,  for both 

broad and narrow definitions. In Zambia, both definitions showed 

a distinct downward trend. The coefficient of variation was 

distinctly higher than for m. 

The Polak model uses the product of m and v (that is, the 

ratio of imports to money). The product showed significant 

variation, thereby casting doubt on the accuracy of the figures, 
2 

the constancy of the ratios, and the the assumptions of equality 

between marginal and average values of m and v .  

For Zambia, the reciprocal o'f mv was in the region pf 0.3 

to 0 . 4 .  As shown in the last chapter, this is the long-run 

foreign reserve multiplier (equal to ANFA/A(X+CM)). Kimaro shows 

that the lower the multiplier (the higher the import :money 

ratio), the smaller the domestic credit expansion that a country 

can afford for a given increase in exports, and for a desired 

ratio of foreign ssets to imports. For ~ambia, this means n 
keeping net domestic credit'at less than 50% of the level of net 



Rather than regressing isports airectly on=the exogenous 
- - 

variables in the Palak model, Kimaro first obtains estimates of 
L 

the  parameters from the structural equations and then 

substitutes these into the-reduced form, ' O  He estimates annual 

percentage deviations of estimated from actual imports, The 

annual 'average deviatiofi was about 1.2%. Using a 3 year lag 

equaticn, a b u t  70% of the ierports were explained in the currev 
1 

- 

year with -st of rhe remainder explained in the previous year. 

The BIOdel estiamted isports much better than a variety of single 

i v r t  equations - the best of which stipulated imports as a 

linear function of exports, - - 

One drauback of the study is the very short time period 
r 

~ s e d .  Kia~aro couid only explain impqrts in two years (because of 
., - 

the lags involved). A more fundamental drawback is the assumed - 
constancy cf B W ,  when V, in particular, was not constant. As 

pointed out i? the last chapter, -the assumption that v is 

~ n e y  supply im) = P / v .  Imports are postulated to be in 
proportion to incslrc: H = mY. Let c = desired ~ ~ ~ / I m p o r t s .  Then 
desired IPX = cmP. Therefore, 
SDC = )4cr - WPA = P/v - cry, and y 

#DC/Dcsirrd NFA = (1/cew) - 1 .  , 
In Zambia's case, nw is about 2.8, c is about 0.33 so that the 
ratio of NfX to dcsked net for,ei-s is only about, 0.1. 

' O  Mc claims to lessen the errors produced by the unreliability 
of incaae figures by computing ID as the ratio of (M/HO)/V and v 
'as the rqtio of fM/Mo)/m. He cannot achieve this effect as v and " 
m still have to be computed separately using income figures. 



constant, and neither is mv, the model niay not -track the data 
- - - well. ,The 'model will not-enable us to say why it did not track - 

well, and in'particular, what the reasons for changes in v were. 

As was concluded in the last chapter it seems better to- 

concentrate on the reasons for changing velocity, that is, 

examining the money demand function. However, the model is of 

interest to policy makers. Even if mv is not constant the model A 

provides a rough guide as to the level of domestic credit the 

country can afford relative to aq desired stock of foreign 

reserves.. The next 'chapter shows clearly that the level of 

domestic credit in Zambia was far too high in this regard." 

King (1979) examines stabilization policy in Kenya from a 
- - 

monetary viewpoink. He compares the ability of simple income 

-expenditure models and Polak-style models to explain and ' 

predict the .balanc.e of payments, prices an2 employment.'He 

concludes that the monetary theory works much better than the 

simple income -expenditure model. 

------------------ 
''I estimated the reduced form equation for foreign assets in 
the Polak model (equations 5 and 7 in chapter 2.21. A very good- 
R~ of 0.99 was obtained, even using the long run model. About 
90% of an increase in domestic credit was leaked out within a 
year. The coefficient for the first term on the RHS was not 
significant in both the long and short long run equations, 
showing that changes in export and capital flows do not have a 
significant effect on the balance of payments, even in the short 
run. However, the magnitude of the coefficient was not 
consistefit with plausible val-ues for (1/1+mv) and (1/mv). The 
residuals are quite large in some years, indicating that a more 
refined analysis of money demand, which allows for changes in v, 
night produce better estimates. 



King's discussion of the differences ~between the two 

w r -  

Pola k 

ches is, in part, a red-herring. As discussed ear l i - ,  the - -- 

and ~ e ~ n e s i d n  models are- analytically equivalent if the 
4. 

unrealistic and unnecessary assumption that money supply is 

exogenous is dropped from the Keynesian model. Also 'the income 

-expenditure model he uses --for comparison is only the very 

simplest kind, without any monetary sector whatsoever. Therefore 

it is hardly surprizing that it does not depict the real. world 

very well. King makes some misleading comments on the conceptual 
'I 

nature of the monetary approach. He says that the monetary 

approwh implies h a ,  in equilibrium, a change in-.domestic 
9 

credit is exactly offset by a change in net foreign, assets. 

However, it is posbible to have flow money market equilibrium (a 

change in money demand eq&ls the change in money supply) so ' 

that the change in domestic credit does not equal minus the 
\ -. 

change in foreign reserves. fot example, domestic credit might 

increase by 40 million income might increase so that 

money demand-increases by 20 million units, and money supply 

might also increase by the same amount.' Foreign reserves 

therefore decrease by 20 million units. In general, .as Guitian 

( IMF,  197.7) points out, flow monetary equilibrium is consistent 

with any combination of changes in domestic credit and foreign 
I 

reserves. 

King uses a modified Polak model t o .  produce a quarterly 

model of the Kenyan economy for the period 1965-1972: 



In equations 1 and 3 A stands for domestic absorbtion. SA 
- .  

is a seasonal adjustment factor to allow for the bunchin'g of tax 

- payments at the end of the year. V is a factor allowing for 

changes in autonomous changes in NFA as a result of SDR 

allocations or revaluations of foreign assets. Equation ( 2 )  is a - 

. money demand equation, where velocity decretses with increases 

4 r* 

in income. quation ( 3 )  expresses imports as a decreasing 
< 

function of domestic absorbtion. This allows for import 

substitution. As King admits, it is unrealistic as it assumes 

that exports have no import component. 

The coefficients were estimated manually by trial and error 

until the estimated values of the endogenous variables were 

close to the actual values. He did not use OLS techniques for a 

number of reasons, including insufficient data points, 

measurement errors in variables, use of lagged endogenous 

variables and simultaneous equations bias. He obtains fairly 

accurate predictions of NFA. Income is with far less 

accuracy. This is partly because income is only available on an 

annual basis. 

King then conducts simulations using dif ierent values for 

the exogenous variables. He shows, for example., that foreign 



- - -- - 

reserves at the end of 1972 were considerably lower than ii 
t h e e  had been no eredi t advanced to government. Given =-target -- 

level of foreign reserves (as a proportion of imports). he 

calculates ' the amount of credit expansion to government 

consistent with the target. His conclusion is that the onky safe 

ruie for credit expansion to government is that none should be 
\ 

undertaken. - 
Although King's modified money demand is more realistic 

than the one used by Kimaro, as it allows for declining 
h5 

velocity, it still omits other varia- 
'C . 

ntere* rakes 

t and expected inflation that might affect money demand (although 

these may not have been significant factors over the period he 

was analyzing). However, one is inclined to,be suspicious of his 

money demand function, as it implies implausibly high income 

elasticities of money demand (even after allowing for blocked 

expatriate money holdings as an explanation). 
- - - - - 

Another further comment (which is a c r i t i a m  of fhe Polak t 

model in general) is that domestic credit of the banking system , 

is treated as an exogenous variable. This is not accurate as 

only domestic credit of the monetary authority can be treated as 
1 

exogenous. The model can be modified by introducing a term for 

the money.. or credit multiplier. However, this is largely 

demand-determined and is therefore itself an endogenous 



- - - - . 
King i$ criticized by Brough and Curtin ( 1 9 8 1 ) .  They appear 

to interpret King as saying that balance of payments pro61ems 

only arise as a result of creditq'expansion to government. 

  ow eve; this is not a valid criticjsm. A sustained balance of 

payments deficits can only arise a s  a result of continue: 

domestic credit expansion in excess of the growth in money 
-. 

demand. Changes in foreign reserves ,caused by changes in 

exports, autonomous imports and capital flows. are only 

temporary. Thus the large fall in foreign re-serves in Kenya, in 

1977-78 can be explained, at l m r % l y ,  in terms of the 
9 - increase in imports resulting from the export boom of 1976. This 

is completely consistent with the monetary approach, which, 

, because it is essentially the same, is also consistent with the 

income determination approach. 

Brough and Curtin also claim that " the main weakness in 

the monetarist pcosition is the failure to take into account of - - 
any government's need to deal with the kind of real world 

fluctuations Kenya had to face since 1964 (e.g. climate, 

fluctuations in import and export prices)". The Kenyan 

Government has felt obliged at times to run high budget deficits 

financed by credit exans,ion, in order to stabilize incomes in . 

the wake of balance of payments disturbances. The -criticism is 

invalid, as the monetary approach only addresses, via its policy 

i'mplicat ions, what policy measures are needed to correct balance 

of payments problems. It fully recognizes that a fall in,credit 



-- 

expansion to induce an increase in forel'gn-reserves may cause a 
- - - - - -- 

fall in incomes". A government must use other measures In its 

tool kit if it wants to stabilize both incomes Lnd the balance 

of payments (see also-~olak, Argy (197713. - -. 

If the monetary approach is .to be Useful the monetary 
, 

authority needs to be able to exert control ober the money 
'.--- 

supply. One implication of ,this is the necessity of a stable and 

predictable relationship between "the money base and the money 

stock. Bplnick ( 1 9 8 1 )  investigated the behavour of the proximate 

determinants of t h e  money supply in Kenya. He shows that 

variations in the money multiplier have been large relative to 

changes in the money supply and the' base. He finds that the 

banks' reserve ratio has shown much greater variance thbn the 

public's currency ratio, and that the sensitivity of the 

multiplier to changes in the reserve ratio is half again as much 

as for the currency ratio. 

~e then looks for explanations for changes in the reserve 

ratio. He rules out interest rates and inflation as being 

important as both these variables were low and showea little 

- variance during the period under study (1967-19731.-One possible 
' 0  

hypothesis was that bank lending is determined by credit demand, 
st- 

which is itself a function of import demand. However regression 

analysis did not support this hypothesis, possibly because some 

imports were financed by overseas credit, or possibly because 

imports were financed by running down money balances. 



Another possible hypothesis tested by Bolnick was that the 

reserve ratro varied with the structure of deposits. The higher 

the ratio of ti,me and savings deposits to demand deposits the 

lower the liRel'ihood of sudden withdrawals and the- lower the 

ratio of excess' reserves to deposits needed (Diz, (ed. 

Meiselman, 1970) ,  also advanced this. hypothesis for Argentina). 

However, he found no significant relationship. He also tested 

the pbssibility that the reserve ratio, was affected by lags 

between changes in reserves and bank lending. The historical 

evidence seemed to support this, as-chaAges in the multiplier 

tended to offset changes in base money in its effects on money 

supply (Diz also tested a similar hypothesis). He found a 

significant relationship, particularly when the reserve ratio 

was adjusted for changes in the legal reserve ratio. However, . 
the results were ambiguous as the actual reserve ratio tended to 

move, perversely, in the opposite direction from the legal 

reserve ratio. 

Given the inability to explain adequately changes in the 

reserve ratio, and the changes in the currency ratio (which he 

does not try to explain) he concludes that control over the - 

money supply is imperfect, %ive'n control over the base. However, 

his conclusion is perhaps premature. First, he does not analyze 

the determinants of changes in the currency.ratio (which also - 
significantly affected the multiplier, although to a much 

'' 

, smaller degree than the reserve ratio), Second, he does not , - 

6 4  - 



adopt another practical approach to the matter (as Diz, 1970, 
i r  

L - - - - - - - 

does), which is to analyze the demand for the components of the 
- , 

ratios (either in terms of currency, reserves and deposits, or --' 
& r 

in terms of deposit-inclusive money and base money). Third, use 

of annual data (which he did not have enough of) might reveal 

different conclusions, as the multipier might be more stable on 

an annual basis. 
' \ 

He also\discusses difficulties in contro1Jing the base. He 

claims that it is difficult for the monetary authority to offset 
- - 

the endogenously (through the bazance of payments) determined. 

part of the money base. First, open market operations are 

impracticable, given the limited market for government bonds. 

Second, selling financial instmments, such as Treasury bills, 

to banks is, i n e f f e d - w  -as these can readily' be discounted at 

the central bank. Third, he claims that the domestic of 

the money base is determined endogenously by the governinent's W- 

financing requirements. -- Z- 

. - 
s 

These arguments lack force. Bolnick does not mention the 

ability of the central bank to vary the legal reserve ratio to 

offset the , liquidity effects of balance of payments 

disturbances, and the potential discounting of Treasury bills., 

Although the Treasury's financing requirements might nullify ' 

such actions, in principle the domestic component of the 



monetary b m  is a poli;y variable.'' Also, the reason why open -- 
- - -  

market operations are impracticable is probably not because 

cthere is a .limited market but because interest rates are not 
- - 

subject to market forces. L.- I , 

Grubel and Ryan ( 1979 )  (GRJ test a reserve flow model of - 
Kenya's balance of payments, with the varia-bles in growth rate 

form. Their estimated equation is: 
. - 

. The spbol 'gf is a growth rate. The coefficients are 

elasticities. R is net foreign assets, y is real income, P is a 

price index, SE is Nairobi's Stock Exchange Index, serving as a 

proxy for asset fields, and D is net domestic creditL%e money 
L 

multiplier is missing as the authors recognize that it cannot be 

estimated 'independently of money demand. 

GR claim that the results show that continuous balance of 

payments eqjilibr-ium is assured if D is'varied so that the Base 
- 

grows at the same .rate equal to that of real output growth, 

given exogenously determined disturbances and a stable money 

multiplier. They claim the money multiplier is stable on an 

annual-basis, based upon the following estimated equation: 

- l 2  This becomes obvious in the course of negotiations with the 
IMF. 



R' = 0.99 DW = 1.47 
I 

where T represents trend. 

They also claim the money demand function is. stable- and 

predictable based upon an estimated equation: 4 

lnM2 = 5.0 - 0.llnY + O.183P + 0.3llnSE + 0.162T 
(2.3) (0.15) (C.24) (1.9) ( 3 . 5 )  ---  

R' = 0:99 
I 

DW = 2.33 I ,  

. . 
:L - 

A number of critical comments are in order. First, a high 

R' for the reserve flow equation (the first of GR's equations 
3 

above) does not prove anything. A high R 2  is almost inevitable 

because of the bank balance sheet identity " (particularly when - 
< 

changes in D and R are very large relative go money supply). The . C 

important factor is the money demand lfunction. When estimated - 

within the reserve flow equation the cbefficents on the money 

demand variables are very unsatisfactory.. The signs -on y and SE 
C 

are contrary to expectation, and are insignificant. The sign on 

P is positive, as expected, but does not indi'cate that demand 

for nominal money is proportional to money balances as expected. 

The coefficient on D is much higher than the hypothesized value 

of -1.  If anything one would expect it to be lower if actual 

money balances had not had time to adjust to desired *lances 

within the time period. A higher coefficient might be possible . 



- -  
-- 

- - 

if' there is reverse causality 
\ 

demand and domestic ctedit. 

-- 

between foreign reserves,an@ money 
-- 

This may indicate simultaneous 

equations bias. As noted, however, in footnote 5 in Chapter 2 

Connolly and Taylor (1979) consider that any such bias is 

unlikely in developing countries, A more plausible reason is 
. o  

- correlation beeween dbmestic credit and the omitted money 

multiplier variable - an increased demand for credit is likely 
- 

, 

to be associated with an increase in the money multiplier, as 

excess reserves may fall. The low coefficients on the money 
I 

demand variables could indicate multicollinearity with domestic 

credit. However, GR's money demand function, when estimated 

separately, is also highly unsatisfactory, with the signs 

showing little difference from the reserve flow model. The high 

R2 is entirely attributable to the time trend. As the key to the 

monetary approach is a good money demand.function GR's results 

would lead one to,conclude that the monetary approach is not 

applicable to Kenya. However, the results are so bad that one 

suspects that there was something wrong with the specification, 

or econometric procedures, or Oboth. 

Second, a high R2 doe,s not a good year to year 

fit. Although GR are optimistic about their results, their graph 

comparing actual and estimated values show large errors in some 

years (Killick (1983) also makes this point), reflecting, in 

part, errors in estimating money demand. 



Third, GR left o ~ t  the money multiplier as an explanatory 
- --- 

variable. While the reason for doing so is valid (namely, that 

. it is determined by the same variables explaining money demand), 
I 

it is nevertheless an omitted variable. This creates 

autocorrelation problems in the errors, and biased variances of 

the coefficients, making the results harder to interpret. 

i Fourth, the- estiiated money supply function is highly 

questionable. A time trend accounts for much of the explanation 

of money supply, which disguises the actual •’&tors accounting = 

for' changes in the money supply. The ooefficient,on H implies 

that changes in the multip1ie.r also account for much. of .the 

change in money supply (as Bolnick, ( 1 9 8 1 )  points out). 

Fifth, GR conclude frcm their work that Kenya's balance of 

payments imbalances are almost solely the result of deliberate 

monetary authority actions, implying that the authorities only 

,)eeded to vary credit sufficiently to bring about balance. 

However, as noted several times already, other factors are 

responsible for payments imbalances. As GR admit, the high 

surpluses of 1976 and 1977 were the results of high coffee 

prices. Killick ( 1 9 8 3 )  attributes- the surplus in 1975 to a 

lowered demand' for --imports in response to higher import prices, 

and the imposition of import control. The dissipqiion of the 

surpluses in 1977-78 can be attributed to higher imports 

following higher . incomes. It is true that the balance of 

payments could be kept in constant equilibrium if the monetary 



, 
authorities could immediately alter the quantity of domestic 

- 7- - 
assets to offset changes in foreign reserves. However to do this 

- 
they would need a very accurately specified money demand 

function, and would need to know the true dinks between base 
b 4 

money and the money supply and bank credit. GR's results, which 

are' not reflected in their conclusions, indicate that it would 

be extremely difficult for the Kenyan monetary authorities to 

manage the balance of payments in this way. 

Killick (!983) also comments on GR. He points out the 
0 

importance of the qindustzial and price structure. If full . 

employment income is no longer compatible with balance of 

payments equilibrium because of, for example, declining terms of - 

trade, structural changes need to be made in order for full 

employment tp be attainable at balance of payments equilibrium. 

This is a valid point but, of course, does not detract from the 

monetary approach. He doubts whether key parameters, such as 

tho& in the money demand function, the money multiplier, and 

the import function are sufficiently well-behaved enough to 

permit accuracy in short-term forecasting. 

Paljarvi and Russo (PR), part of the IMF team to Zambia 

during the 1978-80 Standby Program, produced a detailed study 

(1979) of the demand for money, credit ceilings and the balance 

of payments in Zambia. In summary, they find sizeable prediction 

,errors in estimating money demand functions, which imply large 

errors in predicting changes in net foreign assets, 



- 

given a 

GG t h e  

- - r--- --, 
predetermined credit ceiling. If the credit ceiling is 

- - 

diestic assets of the monetary authority only, there is 
= 

extra error in predi-cting-the balance of Fyments outcome, as a 

result of the error in predicting total credit expansion 

(arising from the error in predicting the credit m itidlier). 
i '$ 

8ecause base mney *omprises a much srna-ller .proportion of 
3 

changes in foreign assets than deposit-inclusive money, errors 

in predicting the demand for base money mag not imply such large 

errors in predicting net foreign assets, if a base money demand 

function c a n  be accurately sgcified. They conclude that the 

dcqnd for base money should figure ' far more imatantly in 

financial programing. 

?R first attempt to egtimate money demand functions, based 

on quarterly data from 1966 to 1976. They exclude demand 
1 

- 
de:msits  of the government-owned copper mining companies, on the , 

0 

grounds that the se  - can be more L accurately derived from their 
r J 

- detailed f i n m c i a l  projections. They assume that the public9's 

demand for real balances- is a functicn of real income and 

expected inflation.   he la'tter proxies for tbc opportunity cost  . 
of holding money, given . t h e  lack of alternative assets t o  money 

apart from real a s s i t s .  Interest rates are not incluaed as an 

explanatory variable, perhdps because these showed very little 

variation oser the period under study. An adaptive exptktations 

for'rsulation is used for prices and ihcumes-, which implies a 
3 



ppp  - 

incomes and prices. 1 3 .  However, as PR admit, this mechanism 
-- - assums that expectations concerning real income and prices are 

formed in the same way and that adjustment takes place at the 

same constant speed, which is not necessarily valid, 

particularly during times of instability. The adaptive 

expectations mechanism also lacks rationality as it does not 

provide any mechanism for adjusting the way expectations are 

formed if they are often wrong, Too much weight tends to be 

, given to past values and not enough to current values of the 

'variable and any c*ther relevant information (such as new 

government policies) (see Attfield, Emery and Duck, 1985 ) .  

However, the adaptive expectations mechanism may work better on 

quarterly data, as the past values used for forming expectations 

are still fairly recent. PR did not have annual data to work 

with. 
.1, 

' The equation they estimate for MI (publicly held cz j ,?  plus 

demand deposits less mining company deposits) is (t values in 

brackets) : 

R~ = 0.92 SEE = 0.062 . - 

This implies a long run income elasticity of 

"The adaptive expectations nechanism is described in the 
Appendix 



- - -  - -  - - - - - - - - 
* 

unit,y (=0.26/(1-0.74)). Fitting the same equation to time and 
rl 

savings deposits yielded: - 

' L~(TS/P) = 0.271 + 0.961n(TS/~),, - 3.l,ln(P/~,,,) 
(2.3) (-2.. 3 )  - 

R2 = 0.96 SEE = 0.106 

The adjustment paralgeter in,the second equation is' much 

smaller, (0.04), which, according to PR, may reflect the smaller 

transactions component in time and savings deposits. GDP was not. 
- 

.significant in the second equation. One reason that PR advance 

is that intensifying exchange irestrictions and incrOasing , 

liquidity after 1972 caused a shift into time and savings 

.deposits, which dominated income changes. However, they also say 

* that the small inf-luence of real income is implausible, given 

'the usual presumption that money, demand tends to ,be highIy 
J 

income blastic'.. They say that data could be a problem as income 

figures are only av&lable annually, are subject to measurement 

error, and are frequentiy revised. They interpolated the annual 

series using copper production and manufacturing output as 

benchmarks. However, this would only produce very rough 

estimates of quarterly income. 

PR do not mention that their econometric prccedures are 

open to question. An equation with an adaptive expectations 

mechanism has a moving average error structure. PR use the 

Cochraine-Orcutt procedure to correct for this. However, 

strictly speaking, it is only valid to use this method for'an 



autoregressive error -structure. Moreover,, the estimaksrs are 
-- 

inconsistent as the lagged endogenous variable is - correlated 

with the lagged error term, which is also correlated with the 

current error term (see Kennedy, 1979). Therefore the estimators, 

are biased. This may not in fact be a problem if "th.e equatipn 

estimated actually . cpntained a partial adjustment proc.qss, -- . . 
whereby actual balances adjust by a fraction of the change in A 

- 

desired balances. In this case the error term is sphericAl. The 
- 

estimating equation is identical for both formulations, so that 

without knowing what the estimated erior structure was for PR's 
. . - 

work, it is din•’ f icult to know what the adjustment coefficient 

represents. 
\ 

PR estimate a demand for base money equation, using the 

same explanatory variables as for other kinds of money. This is 

justified. Currency held by the public depends on the same 

variables. Excess bank reserves should vary with the opportun y b 
cost of holding money, and required'reserves are derived from 

demand deposits, which are a function of the same variables as - -. 

i the money demand function. They admit the formulation could 

be improved by explicitly adding in reserve' requirements as an 

explanatory variable, and introducing the discount rate, or loan 

rates. They leave this to future research. The equation they 
\ 

obtain is: ------------------ 
"Laidler (1985 )  discusses adjustment mechanisms. His views are 
outlined in the Appendix. 



SEE = 0.07 

The long-rdn .income elasticity is 1.66, which is considerably P 
higher than for the other elements of -money, and, furthermore, 

is, more in' accordance with expectat ions.< 

PR obtained prediction errors by running the model for the 

first few years only, predicting one year ahead, rerunning --the. 
+ 

model, and wedicting for the next year, etc. Average prediction 
- " -  - -  

errors - were 5% for base money, 9% Fir MI (other than mining 
/ 

company deposits), 15% for time and savings deposits, and 48% 

for mining company deposits (estimated by a separate - and - 
unsatisfactory - equation). . Base money clearly performed the 

' a best. ~oweuer, when the different elements - of money were 

combined into M2, the errors were much smaller. They also found 

the average annual prediction errors to -be smaller than the 

quarterly errors, indicating .some offsetting during the year 

(although this was not the case' for base money). The prediction , ' 

errors were large and negative for 1976. PR attribute this to. 

the shocks introduced in that year through intensified exchange 

and trade restrictims, and a 20% devaluation against the SDR. - 
The underpredictions indicate-a possible upward shift of the 



money demand curve in response, "tb these" factors. Another 

possible reason for the underprediction is that the large pp 

increase in the gbvernment, budge2 deficit that year may have 

caused an excess money supply that people had not fully adjusted - 

to by the end of 1976. PR added a dummy variable for 1976,- and 
, I - 

this considerably reduced the prediction error. 

I have a number of comments on their work on money demand. 

First, PR do not experiment with real GDP adjusted-for the terms 
-4 

of trade as Bn explanatod variable (at least.' they 'do not 

qqntion such experiments). This gives a better measure of the 

purchasing power of nominal income than real GDP.lh5 , 

"I' 

F .  

Second. Pjl do not use interest rates as an explanatory 
J 

variable. T h i k  is plerh;ps, because 'i~terest rates showed little 

variability,before. As discussed in Aghlevi and Khan (1977, and 
\ 

Section 2.2 above), and Laidler (1985) it is usually valid to 
J. 

use both interest rates and'expected inflation as explanatory 

vari 

inf 1 

bles, unless nominal interest rates fully reflect expected 
17 

tion - which was hot the case in Zambia, as will be shown 

in Chapter 4 (also see Diz, 1970). - 
Third, they do not consider the ~ s s i b l e ~ .  . effect - of 

population as an explanatory variable if the income elasticity 

l 5  Real GPP does not necessarily reflect changes in the 
purchasing.power of exports in terms of imports as a result of 
changes in the terms of trade. These will affect real income, in 
terms of purchasing power, even if real output of growth and 
services stays constant. For a discussion see Harvey (1977). 



of money demand is not equal to unity. Friedman (1969)  

dizmonstrates this point. He expresses per capita real balances 

as s function of per capita r%1 income (assuming that money 

demand grows in proportion to popul tion): 
6 ? 

so that : *) L ; a  

, 1-6 b 'r 

m *= 7N Y 

I f  b'does not equal one, then population should enter as a 

separate variable, if money demand is estimated in aggregate - 
terms. In econom_ic terms, a fall in real income per capita leads 

to. an equal percentage fall in real balanc s per capita if 6 \ 
equals*"unity. The percentage change in total income equals the " 

percen>tage change in rea1 ba1ances:If the income elasticity is 

greater than one, a fall in percapita income dbe to a rise in 

population will c-ause a fall in the  demand for total real 

balances, even if total real income stays the same. 

Fourth,' although PR did not have a long enough time series 

to estimate money demand functions based on annual data, use of 

annual data would, be preferable. This would avoid the use of 

questionable proxies for real income, and might avoid the need 

to use ad hoc expectations formulations, with the restrictive 
.-. 

assumptions and possible econometric difficulties these imply. 

- From the policy point of view a quarterly model facilitates the 

setting of quarterly credit ceilings with a view to attaining 

predetermined balance of payments targets. However, the lack of 



--- 

accuracy with which money demand can be predicted on a quarterly 
4 

basis casts doubt on th4 

d,""ts 
of this process. A n  , ~ ~ ~ u a l  

credit ceiling, based n a money demand function derived from 
4 

annual data, might achieve more accurate results. - 
C PR then examine the stabil-ity of. theelink between base 

money and tbs broader monetary aggregates, including bank' 

credit. They find significant differences between the growth 

rates of base money and each, of the other variables, and 

considerable variation in these differences, indicatimg 

instability in the multipliers..As domestic credit* is the policy 
- 

variable, they ex~amine in detail the bank credit multiplier. 

This is defined-as the ratio of commercial bank credit to base 

money. In symbols it can be expressed as: l 6  , 

( 1  + e - r - f)/(c + r) 
where: c = ratio of publicly held currency to total bank 
deposits, 
r = ratio of total commercial. bank reserves to total 
deposits; 
e = ratio of 'other items net' to total bank deposits, 
f = ratio of banks' net foreign' assets to total bank 
deposits; 

They find that the -contribution of these ratios to changes 
L 

i 
1 ------------------ 7 

l 6  Derived from the balance sheet of the commercial banks: 
Bank Credjt + Reserves + Net Foreign Assets = Deposits + Other 
Items Net, 
and the expression for base money: H = Publicly held Currency + 
Bank Reserves: and then dividing each elemen& by Deposits. 
Alternatively, Other Items Net can be consolidated with Domestic 
Credit so that 'e' disappears. 



in the multiplier vary considerably each year. ' Assu ' that 
4 -- 

the growtl'l .rates of these components are normally-distributed 

rendom variables PR show the confidence limits for 'ch 

bank credit, for chahges in each component, given c 

base money. As the'annual variation in the ratios is. high, 

confidence Gmits are very wide, indicating that it may be ve 

difficult to predict bank credit -accurately. 

% PR admit that they 'have not a t t e m a  to explain the 

variations in the component ratios, as implied by 'their 

assumption that they are random variables. They suggest that the 

ability to predict these variables, and therefore the money and 
A 

credit multipliers, could be significantly improved by 

developing and testing hypotheses about their behaviour. Diz 
1 

(1970), for example, does this using Argentinian data. I shall - 
I - 

discuss Diz' cqork more fully in ~haptir 6. 5.. . 

3.2 Summary and Conclusions 

To datC the mon'etary work on African economies. has been 

limited. This chapter has discussed the work of Kimaro, King, 

~~lnick,(~rube? and Ryan, and the I M F .  Kimaro (1974) and King 
- 

( 1979) -develop Polak-style models of the '~ambian and African 

economies respectively. While they are interesting simple macro ' 

-----r--:,,,---,,, 

l 7  Changes in the credit multiplier (.b) can be represented by: 
db = (bb/br)dr + (bb/6c)dc + (bb/bf)df + (6b/6e)de + interaction 
terms 



models from which important policy conclusions can be drawn, 

they are essentially simila,'r to imm absorbtion model- as -- 

-, 
shown in Chapter 2. They do not focus on accurate specification 

of money demand functions, which ere the heart of the monetary 
- 

approach. Because they either assume velocity to be constant (as 

i'n the case of ~imaro) or ignore other explanatory variables, 

while postulating an implausibly high income elasticity for " 

money balancks (as in the case of ~ i n g )  their estimates of the 

balance of payments are probably ,no.t as good as they could have \ 
been with more research into money demand. Also both models 

would probably fail to track the balance of payments well in 

later years when interest rates and expected inflation may haBe 

played a greater role. Another criticism is that they ignore the 
/ 

role of 
- -  

the money multiplier, which is partially 
-- - 

dema~d-determined in the same way as money demand. 
-- -- 

Bolnick concentrates on the money supply process in Kenya. 

He examines the determinants' of the changes in the mon,ey 

multiplier,- specifically the reserve ratio. He finds this to be 

quite variable and contributes significantly to the variation in 

the multiplier, which in turn significantly affects the 

variability of the money supply. He tries to expl3iFFhe changes 
, . in the reserve ratio in terms of factors such as credit demand, 

the ratio of time and savings deposits to demand deposits, 

rate of change of reserves, and the legal reserve ratio. 

success is limited. He does not try to explain changes -in the 



- - - -- 

currency-deposits ratio, nor does he try to explain changes in 
- 

the multiplier by analyzing the demand for the' different 

components of money that are embedded in the multiplier. There 

are also other factors that he might have included in his 

equation for the reserve ratio, such as an interest rate, or the 

rate of inflation (as Diz (1970) considers). However, ~olnick's 

work points the way to further research. In Chapter 6 I conduct 

similar work in the Zambianssituation. 

Grubel and Ryan ( 1979 )  estimate Kenya's balance of payments 

in a reserve flow model, and estimate separately a money demand 

function. The results they obtain are not good. They claim that 
- _  - 
AN their model fits the Kenyan situation well, although their 

results do not support this-claim. Their data and econometric 

procedures are suspect as it is difficult to rationalize the 

estimates they derive for the money demand and domestic 

coefficients. They do not analyze the money supply process, 

except in very general terms, even.though their results indicate , 

that the money multiplier is 'unstable. 

~aljarvi and Russa of the IMF examine* money demand and 

money supply in Zambia in the context of the balance of 

payments. Their work is limited partly by lack of annual data, 

which forces them to use quarterly data involving questionable . 

proxies for real income. They also use an adaptive expectations 
\ 

mechanism, which has both empirical and theoretical 

difficulties. They do not use interest rates as a separate 
1 



explanatory variable, partly because . i.nteirest rates shbwed 
-- 

little variation during their sample. period. However, thkre 

would be -ju;tif ication for using this as a varjable for fukre 

research. Their results show considerable prediction errors in 

their money demand functiofis, although these are lower~for base 

money, and are lower when averaged out-annually. 

They Hlso analyze the money supply processQ, specifically 

\ a 
-1  

the bank credit multiplier. They show that the multiplier has a 
0 - shown considerable :variation as a result of changes 'in the " t m  * 

L i  
t 

component ratios.' However, they do not analyze'reasons for 
" " 

changes in these ratios. w 

Pal jarvi and Russo for the 'most part recognize possible 

difficulties in their ,work, and suggest areas of furtper 

research. Specifically, they sugge t that the demand functidn 7 
for base money should receive more attvention, and that.. 

0 

empirically testable propositions explaining changes in the 

money and credit multipiers should be deveYoped, G 
I 

Chapters 5 and 6 of this thesis largely continue from where 

other researchers into monetary factors in African economies 

have left off. Chapter 5 focusses on the estimation of money 

demand functi-ons, and Chapter 6 focusses .on .explanations of 

changes 'in the money -multiplier. Before .we c m e  to these 
i 

m 

% 

chapters howeler, Chapter 4 provides a brief description of the 

economic processes affecting money demand and supply in Zambia. , 
7 * 

i 

- 



CHAPTER 4 - A 

- - 

THE ZAMBIAN ECONOMY 

.This chapter describes the performance of the Zambian 

economy with particular emphasis on monetary factors, the 

balance of payments, and variables eligible for inclusion !in a 

money demand functiofi This provides the basis for the empirical 

work in the following chapters. Knowing what happened in the . ' 

economy over the period of Zambia's history will, for instance, 
I 

make it, easier to understand reasons for shifts in, or movements 

along the money demand. function, and ultimately to interpret the 

changes in Zambia's balance of payments. 

$ 

a 
4.1 Overview of the Zconc%y 

Zambia is a landlocked country of some 6 million people in 

Southern Africa, bounded by Angola ana Namibia to the west, 

zaire to the nortfi, Tanzania, Malawi and ~ozambique to the east, fl 

and Botswana and Zimbabwe to the south. From i 953  to 1964 it was 
% 

part of the Federation of Rhodesia and Nyasaland, and was known 

as Nprthern Rhodesia. It became independent in 1964. 

@he coaper mining industry has bedn a large contributor to 

G* throughout Zambia's economic' history. ~t has consistently 

I provided.. 96-95% of Zambia's export receipts, and between 15 and 

40% of GDP. The agricultural industry has grown but still only a 

v - 

contributes about 15% of GDP. 



The Zambian economy grew rapidly from 1965 to 1969. The 

balance of payments situation was healthy. The economy stagnated 

from 1970-1972, and incurred sizeable balance of payments 

deficits in- 1971 akd 1972. Both economic growth and the balance 

of payments improved in 1973 and-1974. In 1975, copper prices 

collapsed, and the tkrms of trade deteriorated by 50%. The terms 
P 

of trade have deteriorated nearly every year since then. The 

economy has registered zero growth since 1975, and per capita 

i-ncomes have fa'llen significantly. Zambia has incurred large 

overall balance of payments in every year since 1975, with the 

exception of 1979. The level of domestic credit hai increased 
" ,  - 

rapidQy since 1975, mainly as a result of the - government's 

financing .requirements. The rate - of pcice - increase has 

accelerated since 1975. 

Zambia is one of the most urbanized countries in  Africa, 

although some 70% of the population still lives in the. rural 

areas. Like most LDCs there is a wide variation in income 
1 

levels. Incomes have tended to be higher in the urban than kin 
1 f 

the rural areas, encouraging a rural-urban drift. 

4.2 Income 

Table 4.1 summarizes- the composition of ,GDP. .Copper minirfg 

has always been a major element of the economy. its contribution 

GDP fkll-significantly, however, from 50% in 1969 to 15% in 

3 3 ,  ref&ing both law& copper prices and productiin.3 e .  



- -- - -- 

Agriculture's ~bare of GDP has been small. However, its share 
v -- 

increased from 4% in &9 to 14% in 1983, partly reflecting 
,J'- 

deliberate government policy to increase agri&ultural 

,product ion. Ma~ufacturing industry increased rapidly' unt i 1 1969, 

. Its conGibution to GDP has been in the range of 20-259 since 
\ 

1970. Services as a proportion of GDP havecrisen significantly, 
, 

from 28% in 1969 to 48% in 1983. 1)1 L 

i P 

Table 4.2 shows the,composition of expenditures in terms of 
I? 

percentages of GDP. Consumption, including government 

consumption, has. inereased its share of GDP signifi&ntly, 

rr'sing from 58% in 1970-74 to 90% in i1980-82. The share of Net - 

\ 

Investment in GDP fell from 33% in 1970~74 to 15% in 1983. . 
-4 

Savings, including government savings, fell from 42% in 1970-74 , 
\ 

to 14% "in 1983. '~x~orts, as-a proportion df GDP, fell from 48% 
a 9 

in. 1970-74 to 33% in 1980-82. Imports rose' from 39% to 42% over 

the same period. 
C 

'Tne increasing prop rtion of the service industry -in 7 
Zambia's GDP, and the decl ning ratios of investment, savings k - 

L .  

C1 

ahd exports imply a deteriorating economic situation, This is 

shown in' Table 4,,3. Real incomes increased rapihy at first. In 
- -  

per capita terms they have declined since 1970. There are 
i , 

variods reasons for kflp rapid increase in incomes in the 1960s P 

(see Seidman, 1973; Elliott, 1971 ; dkly and wil!idms, 1972; 
h 

- .  
~ a r v g .  1971; Bostock and Harvey. 1972,: Harvey, 19771, First, 

Zambia ehjoyed high copper prices and a favourable balance of 
3 



t 

paym&ntk during this period. Government development exphditures 

, payments constraints, and as a result of high revenues stemming 

from darge mining company prof its, ari.sing fsom high copper 

prices. second, the Zambian. Gov-ernment acquired, 
L ** 

at 

independence, the mineral royalties that had previously accrued 

to the British South ~frica Company, and ihich had largely 

flowed ;out of ihe country. These also helped to finance the 
C 

, rapid rise in gov&rnment expenditures. ~hird, the new government 
u 

inherited the tax+ that had previo.usly accrued to the 
! : 

- 
,-_ Federal Government, based in Southern Rhodesia, not all of which - 

had 

impor 

been q i i t  in Northern ~hodesia. It was also able to tax 

ts from Southern . Rhodesia.le Fourth, the Unilateral 

Declaration of ~nde~endence (UDI ) by Southern Rhodesia in 1965 

resulted in the United Nations approving economic sanctions 

against that country. This factor,. combined with the tariffs on . 
Southern Rhodesian goods made possible by Independence, 

stimulated the large increase in the manufacturing industry in 

Zambia. The proportion of manufacturing industry to GDP nearly 

doubled over this period, Fifth, large \wage increases were 

granted over this period as a matter of gov'ernment policy. These ------------------ 
I a Faber ( 1971 ) estimates an increase in government revenues -1. 
from the cessation of interterritorial transfers, recovery of 
mineral rights, and increases in copper prices, of around K 
(~wacha)l70 million over the 3 years after Independence. This 
compares tB total government (Federal-arrrfTerfitorial) 
expenditur'es o* K60 million ih 1963. 



helped to fuel a large increase in consumption 
%, 

Table 4.1 

Structure of Pro,duction 
( %  of' current GDP, period averoages) 

Agriculture 
Mining 
Other ~ndustries 
Services 

GDP 

Table 4 . 2  
> .  

Expenditure 
(as % of current GDP, period averages) 

I ncome 

Imports B 

. Exports 
.Consumpt ion 
Gross Investment 
( ~ e t  ~nvestment) 

Savings 

Source: World Bank (1984)~ and Monthly ~igest of 
Statistics, (MDS) ~ambian Government. 



Table 4.3 
- -  

weal Income . - 
'IK millions, 1975=100)  

G D P '  %ch GDP %ch IRC- %ch I ~ c -  %ch *TOT %ch Pop. 
PC ome ome  ill. 

PC ........................................................ 
I 

967 18 261 888  * 240 208 3 .7  . 
1097 13 289 _ 1 1  1213 37 319 3 3  265 '27 3 .8  
1237 13 317 10 1217 ,  0 312 -2 200 -25 3 .9 -  
1329 7 3 2 8 '  4 , 1348  1 1  333 7 209 5 4.05 
1577 19 383 17 1790 33  434 30 268 28 4.12? 
1397 - 1 1  329 -14 1538 -14 362 -17 241 -10 4 .25 
1398 0 318 -3  1344 -13 306 -15 166 -32 4.39 
1535 10 339 7 1442 7 318 4 154 -7 4 .53 
1520 - 1  325 - 4  1714 19 366 1 5  203  32 4.68 
1623 ' 7 336 3 1846 382 4 197 -2 4 .83 . 
1583- -3 318 -5  1381 - 2 4  277 -27 100 -51 4 .98 
1652 4 321 1 1516 10 295 7 108 8 5.14 
1568 -5 296 -8  1399 -8 264 -10 101 -6 5 .3  
1628 4 298 l " 1 3 9 7  - *  0 2'55 -4 8 7  -14 5 .47 
1503 * - 8  266 - 1 1  * I 3 9 8  ' 0 247 -3; 97 11- 5 .65 
1556 4 267 0 1269 -9 218 -1.,1:;267 -31 5 .83  a 

1628 5 279 5 1276 1 ' 2 1 9  * 0'ap'57 -15 5 .83 
1595 -2 265 - 5  1191 -7 198 -10:,49 -14 6 .03 
1623, 2 260 -2 1356 14 217 10 6 5  33  6 .24 

Source: International Financial statistics, 
(IFS), MDS, and Bank of Zambia (BOZ) Reports. 

Notes: a) Income = Real GDP adjusted for 
changes in the terms of trade. The methodology for 
doing this discussed in Chapter 5 .2 ;  

b) pc = per , in Kwacha; 

There was a sharp fall iq real incbme in - 1970 ,  . partly 

because of a fall in the terms of tradg and-partly because of a 

mining disaster which reduced production. Real income also fell 
r . I 

1971 because of a fall in copper prices. Increases in copper 

derlayLthe increase in incomes in 1973 and 1974. Coppsr 



. 
\ 

- - - - - -- --- - 

pr{ces plunged- in 1975, while import prices were rising faster 

terms ~f trade underlay the 25% fall in per capita incomes that 
' 

year. 

Since 1975 real incomes have been stagnant, am& have f21.1en 
= " 

in per capita terms. There was a significant rise in the terms 

of1 trade in 1979. However, this was.offset by a large fall in 

-e mining production. Mining procKEtion, suffered, during this 

period, from a number of" factors, including shortage of sk-illed 

personnel, transportation difficultjes (in part, related to the 

civil bar in Rhodesia), shortage of inputs arising from a 

scarcity of for9igneexchange, and, lastly, declining ore grades. 

Another negative inauence on real GDP was the weather, which 

affected agricultural production. Rainfall was excessive from 
- .  

1977 to 1978, and deficient in most of the fo32owing years. The 
0 

manufacturing and . construction industries were adversely 

*- affected by a shortage of imported inputs arising from the 

balance of payments constraint that prevailed during these 

years. Lastly, as. seen in Table 4.2,. economic growt6 wa; 

retarded by -the diminishing proportion of GDP going. to 

investment, a function, of the pressure on the government budget, 

the balance of payments constraint, and theJ curtailed 
-- - - 

availability crf cre?&.$t to the non-government sector in many 

years. 
-7 



rn general, the declining terms of trade after the 196Qs 

meant that the full employment of the T F O s  c o m r  

sustained without a decline in the ,import -intensiv 

- industry and final demand, and the development of other 
- - 

opportunities. This called for government p a c i e s  to in 

domestic -suppl.y uh-ich did not materi-alize, 0. were slow -3 
materialize. ' 9 2 0  

4.3 Balance of Pay'nents 

Table 4.4 =haws the baiznce of payments for Zambia over its 
I 

history. In brief, net foreign assets of the r\, co mercial.banks 

are treated as a below-the-line financing item, as, in 

19Government controls on prices n effect over much of this 
period, with con rols being intensified in 1971.. This meant that 
prices have only l3-d justed slowly in response to market 

,. pressures:Most.price controls were lifted at the end of 1982. 
The government has been reluctant to use the exchange rate as an 
instrument of policy. While the Kwacha depreciated against the 
SDR by 23% between-the beginning of 1975 and the end of 1982, 
and bya31% aga'inst the dollar, the terms of trade depreciated by 
112% over the same period. A more active exchange rate policy b 
was not developed until 1983 (see Section 4.5 below). The 
government has also been reluctant to use interest rates as an 
instrument of policy. Interest rates rose only very slowly until 
1983, when there was a sizeable increase (also see Section 4.5). 

* O ~ h e  volume of imports in 1983 was only 32% of its level in 
1974, whereas real income was 73% of the 1974 level, implying a 
large fall in the propensity to import. world-~ank (1984)-*- 
attributes the reason for peal income not falling further than 
it has to: alimport controls,- which have eliminated the import 
of 'nen-essentials': b)a degree of substitution of dopestic 
goods for foreign goods, partly in reaction to the foreign 
exchange constraint; cldeference of maintenance of the capital 
stock, and draw-down of inventories. 



principle.,'the monetary authority can use them as such. The item - 
'arrears' refers -to unpaid bills thatpEegan to accumulaieafter 

1974 as a result of the shortage of foreign'exchange. They ere. 

treated as foreign liabilities df"-the monetary authorrty, 

although, in the accounting sense, they are -unclassified 

non-monetary liabilities of the commercial banks. IMF credit is 
3 

treated as a foreign liability of the, monetary authority as it 
4 

is used specifically to finance above the line items. % 

The trade balance'was high from 1965 to 1969, averaging 23% 

of GDP. The reason for the large jump in 1,969 was a large 

crease in copper sales from a stockpile that had developed in 
4 

rlier years as a result of transportation. difficulties 

associated with UDI. After 1969 the trade balance became much 

worse as a proportion of GDP. The trade balance'was particularly , 

bad in 1975, because of sharply reduced copper prices, 

transportation difficulties resulting •’ram the civil war in 
.\ 

large issue of import licenses in 1974, that did 

tive until 1975, and a large government ,deficit 
J 

he banking system. The trade balance was lower , 

8, partly because of low copper prices, and 
, . 

partly because o transportation difficulties associated with 
- -C 

the Tanzanian-Zamb.ian railway, which led to copper being' 

stockpiled. The trade balance improveZ considerably in 1979, 

mainky as a result of high prices of copper and cobalt (a 

by-product of copper production). The trade balance was negative 
Q 



i n  1981 and 1982,  because of low copper pr ices  and a drought i h  -\ 
i 

1982 ,  which necessitated! large food imp r t s .  - -- - -- - 2- a - 
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Net invisibles, ha've incieased 

GDP, despite attempts by government, 

measures, to control the outflow 

.sligh,tly'as a proportion of 
- - -- - - 

through exchange control 

of items such as profits, 

dividends and remittan~es.~' However, the build-up" of external 
< ~ 

debt in tke late 70s led to larger increaAs in interest 
"4- . 

payments abroad.2z The drought of 1980 and 1982-$3 also led to 
-- LL 

large outlays o n  transportation for food imports. 

The capital account was generally negative over the first 5 

years, reflecting, in part, ' repatriation of equity by 
- - 

non-Zambians. The surplus in 1972 partially reflects measures + 

(described in section 4.2. below) to induce businesses to obtain 
" w 

trade credit from -overseas rather than domestically, and thereby 
. - 

offset to some extent the current account deficit of that year. 

There was a sizeable inflow in .I974 as a res~~lt of government 

borrowing, and a change in the method of expo& financing. This 

more than offset the capital outflow induced by a policy measure 

encouraging the use of local credit to finance imports, rather 

z' For example, a series of measures known as the Mulungushi 
reforms were taken from 1968 to 1970 to control outflows by 
expatriates and expatriate-do3&inated companies. The measures 
included nationalization ofse.vera1 large companies, including 
the mining companies, Further measures were taken in 1971 and 
1974, In 1974, the consulting c,o@ract with the minority 
shareholders of the mining compamies was cancelled. Restrictions 
wPre intensified after 1975. Trade and exchange restrictions are 
documented in the IMF's Annual Report on Trade and Exchange 
Restrict ions. 

z 2  The debt service burden reached t ~ e  point by 1982, that 
Zambia was forced to request a rescheduling of her debts. -- 



than-foreign ~redit.~There was a sizeable inflow in 1975, mainly 
- - - - - +- - 

because the government asked the min'ing companies to borrow $230 

million from overseas Tor balance of payments reasons (see PR, 

1979). There were large inflows iz 1980, 1981 and 1982, 

reflecting heavy borrowing by government. , j 

The balance of payments deficits of 1971 and 1972 were 

financed directly out of foreign exchange reserves.   his was no 

longer possible after 1975, as reserves were insuffkient. The 

deficits were financed by a mixture .of I d pr b i t i ,  accumulati~on 
jt.. , 

of arrears, and, in 1982 and 1983, by,borrowing from fore'ign 
Y 1 

banks. Zambia used IMF credit to a small degree between 1975 and 

1976. A standby agreement from 1978-1980 provided some SDR 210 

million. An Extended Facility agreement in 1981 provided a 

further SDR 320 million. This was scrapped after one year, and 

replaced by a new program'in 1983, that provided SDR 60 million 

L - - 
that year. 

4.4 Money and Credit - 

1 

Table 4.5 shows the balance sheet of ~0~.PTf&re was a rapid 

decline in net foreign assets afder 1970, with the exception of 

1973', 1974 and 1979. Conversely, domestic credit (both including 
\ 

and excluding 'other items net') rose rapidly in 1971 and 1972, 
1 

and from 1975 onwards, with the exception of a decline in 1979. 

Most of the credit went to the govgrnment. A major factor 

underlying this trend was the declining terms of  trade which 



- -- -- * I  4 

F b ..* 

&baed the prof itability of the minin4- sector, and considerably' 
- - - 

reduced the revenues of the government. Since 1975 the mining 
? companies have contributed very little to government revenues. 

* 
" Before 1975 they contributed between 15 and 60%. Government , 

expenditures, however, continued to increase after 1975,  

particularly expenditures on .•’cod subsidies2 = ,  debt serviGe 
a 

payments, and defence expenditures2'. The budget deficits that i .  

* 
resulted were largely financedsthrough the banking system. Some 

of the credit also went to the mining companies as they -%ere 

producing below T o s t  ivn some yearf. Credit to these companies k -  
rose substantially in 1977 and' 1982.  ," 

23~hese were intended to protect consumers from rising food 
prices, partly the result of increassg world prices of ood anod 
imported inputs used- for domestic food product,ion, an$rtly 
the result of the inflatiqnary pressures created by ra idly 
increashg credit to government. 

24- related to the civil war in ~hodesia. 
" ,  





The .government doul-d have avoided borrowing from the 
- - - - - - - - - - -- . - . 

central bank by considerably r ducing expenditures- and Y 
B 
unde;taking supply-side mcasu?es which would eventually increase. 

e 

revenues. However, i~itial effects would have b en a large \ 
decline in incomes. This presumably was politically - 

\ * 
unacceptable, although it would have pelieved pressure on' the 

balance of payments. 2 5  d 

This has -not alkays been the case. In the early years the 1 

government seemed more concerned about maintaining balance of 
C 

payments equilibrium then the levels of income. The authoribies 
- 

were concerned about the small balance of payments def icif in ' 
a 4 

1967, which they attributed . to rapidly rising government and 
They initiated both a credit squeeze' in 

''~n IMF package includes demand-reducing and (particularly in 
the case of an Extended Facility) supply-increasing measures. As 
the package includes foreign exchange assistance to tide the . 
country over the pqriod of adjustment, the drop in incomes is 
not as greaf,- and is more temporary, than i f  the country 
r e s t o r e d  balance of p a y m e e s  equilibrium without any sudh 
financial assistance, and without taking any supply-side 
measures. Zambia has found i t  hard to accept even the milder 
deflationary packages offered by IMF programs. An explosion in 
goveinrnent expenditures f oll~wed the 1978-80 Standby Agreement. 
The government broke the terms of the 1981-84 Extended Facility 
Agreement within a year. The IMF suspended financing of the 1983 
Standby Agreement in January,- 1985. The IMF has-been criticized 
(see Killick, 1981 and 1983) for placing too much emphasis on 
demand-reducing measures and not enough on supply-increasing 
measures. This criticism could be levied at the 1978-80 program; 
where the performance criteria were mainly restricted to credit 
ceilings. A recent Qashington Post Article (in Guardian Weekly, 
October 6th, 1985) quotes IMF officials as admitting they might 
have made a mistake - not including enough supply-increasinq 
measures in the performance criteria, and perhaps being too 
lenient vith the demand-reducing - measures. 



- - - 
3- / - 

- 

'1968-69, and a fiscal cutback in 1969. Indeed these measures 
-L - -  A -  

- 

were probably unnecessarily conservative, as the 

liquidity-drai*ing$ffects the 1967 balance of payments 
- .-- 

def igit were "reducing the rate of inflation and improving the: - 
balance of payments without any need for government action. l or 

example, the banks were short of liquidity i,h 1968 even before 

the credit squeeze (for-comments on this, see, for -i 

Harvey, 1 9 7 7 ) .  

arises from the enforced repatriation from 

1969 to 1971 of the profits~and foreign exchange proceeds of the 

mining companies. To prevent these from unduly expanding 

liquidity in the economy the BOZ ordered much of the proceeds to 

be kept on special deposit at the Bank,of Zambia (this ex.plains 
\ 

the large rise in 'Other Items Net' in Table 4 . 5 ) . 2 6  
- - 

In 1972,  both the government budget and the balance of 

payments were under pressure. Although the government considered 

it could not reduce~its own demand it felt obliged to enact a 

severe credit squeeze on the pr:iv&i sector, and to force the - 

.: . 
hrivate sector to seek more foreign financing for its imports. 

(see BOZ Annual Report, 1 9 7 2 ) .  In 1973, special deposits were - 
called again from the* mining companies to prevent a large 

------------------ '2 
2 6  AS it happened tkmininq copmpanies were feluctant to spend 

, the money anyway recause of uncertainty over impending 
nationalization. Instead, they invested heavily in Treasury 
Bills and built,up their time deposits in the banks (as  shown in 
Table 4 . 6 ) .  



liquidity build-up associated with high copper prices 
- - - - -  --- 

The growth.of base money prior to 1970 was derived from the 

growth qf 'foreign assets which exceeded the decline indomestic 
i 

credit. The growth in base money in 1971 and 1972 derived from 

the growth in domestic credit, which exceeded the d&cliqe in 

foreign assets. After 1974, the growth in base money was, with 
9 'a 

the exc&ption of 1979, entirely derived from the growth .in 

domestic credit, which exceeded the decline in net foreign 
- 

assets. 

Table 4.'6 shows the balance sheet of the commercial banks. 
, 

Net foreign assets are only a small proportion of net foreign 

assets held by B ~ Z .  Most of the foreign assets received by the. 

banks are surrendered to BOZ, with the banks retaining enough 

for day-to-day operations. 

Credit to government expanded significantly in 4968 and 

1969. This reflected a desire by the banks to increase their 
a\ 
liquidity, which had declined significantly in previous years a s  

d 

a result. of rapid economic growth - as evidenced-y the rapid 

increase in credit to the-private sector, Credit to government 

also expanded rapidly, in 1972 a s ,  a result of the latter's 
-3 

budgw-requirements. As mentioned earlier the BOZ initiated a 

P -- 
credit squeeze on the p ivate sector. 2 7  ------------------ 
*'Lending'by the banks,' rather than by BOZ,  to government was 
BOZ policy, as bank lending has less of an expansi impact 
on the money supply. Lending by banks to governmen se,s- money 
supply to increase to the exteht of excess reserve nding to 
government by B0.Z causes bank reserves to increase n equa-l ' - 



Private sector credit, grew rapidly in 1970 and 1971. 
- - - -  -- 

causesL included a large budget difiAt in 1971, which 

contributed to liquidity, the policy caf Zambianization which was 

inducing the establishment of local firms, the- increased 
'Jr 

stringency of price controls which reduced prof it margins, a / 
good agricultural ' harvest, and thejnitiation of. a mining 

investment program (see BOZ, 1971). -- 

- 27(cont'd) amount, and sets off a multiple expansion in the 
money supply, the size of which depends on the size of the money 
*multiplie'r. However, the banks still have t b  capability to 
initiate a multiple increase in the money supply, as thex can 
sell their Treasury bills at BOZ. BOZ cou3.d lessen this danger 
by inducing a credit squeeze. As PR (1979) point out the banks 
were reluctant to lend to governmenmuring this kriod because 
sf the pegged interest rate on Treasury bills (see Table 4.8 - 

below). 
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Private sector credit declined in 1972 as a result of the 
- - - - -  -- - -, 

credit squeeze. The large increase in bank reserves in 1972 

reflects one item of the squeeze - the raising of legal reserve 
ratios on deposits.28 

Credit to government odecreased significanay in 1974, 

reflecting the large increase in government revenues that year 

as a result of h i  copper prices.2g Credit to the private 

sector expanded very rapidly in 1974. A major reason was a BOZ 
% 

directive thab imports should be financed locally at interest 

rates lower than abroad (se* BOZ, 1974). Also high copper prices 

meant that foreign exchange was in relative abundance, with the 

result that import restrictions were eased. Another reason was 

that importers needed substantial bridging finance, mainly 

because of a requirement to pay for goods upon shipment4 (to 
\ 

avoid high overseas interest rates) which could be many months 

before arrival. 
. , 

- More stringent import and exchange restr&tions after 1974 

led to a downturn in economic activity. This factor, - fiys the- ------------------ r "  
See-Section 6.2 for a des;ription of the monetary measures f 

taken in 1972. 

2 9  Another reason for the large increase in government revenues 
was a change in the mining company tax structure made possible 
by the redemption, in 1973, of bonds issued to mining company 
minority shareholders issued at the time of nationalization in 
1969. A withholding tax on dividends and interest was 
introduced, the 100% depreciation allowance on new investments 
in the year of investment was abolished, and majority 
shareholdingdividends were able to accrue direct to government 
(see BOZ, 19.74). - - 



demands for finance by government, plus a BOZ-initiated credit 
- - - - - ----- - 

squeeze in 1976 caused credit to the private sector to grow very 
0 r a 

slowly after 1974, to government increased rapidly 

in 1976 and government decreased in 1978, 

reflecting an IMF Standby program,,which imposed ceilings on 
- ?  

credit extension to government. Credit to the private sector 

also decreased as a result of the-credit ceilings, the increases 

in lending rates under the IMF program and the low level of - 
economic activity. \ 

Bank lending increased significantly in 1979 to both 
13 

government and the private sector. The government was having 

difficulty in keeping its budget under control, mt was 

restricted from borlowinq direct from BOZ by the IMF program. 

Much higher copper prices, along with the kwacha devaluation in 

1978, (part of the IMF 'brogram) enabled the mining companies to 

pay back some ,of their loans from BOZ. Under the terms of the 

IMF agreement, this increased the amount of credit available to 

- other sectors of the economy. The repayment of some arrears made 
h 

it possible to reopen some lines of credit for imports. Import 

allocations increased, which increased-the demand for credit. 

The 'increase in net foreign assets that dyear provided the 

-liquidity for expanding private sector credit. 

K e h  was a large decrease in credit to the government in 

1981 and a large increase in credit to the private sector. The 

decrease in credit to government that year was partly a result 



of' the 

which 

- -- - -  

I 

IMF Extended Facility program that was initiated in 1981, , 
- - -  pp --- - A -- - 

placed a ceiling on overall credit expansion and a 

sub-ceiling on credit to gbvernment. However, another reason was 

--the big increase in private sector credit demand, which caused 

the banks to liquidate some of their holdings of Treasury bills 

\ in order to provide the resourcek for satisfying credit demand: 
1 

t 

The demand for credit had two sources. ~ i r s t ,  the mining sector 
* 

was experiencing financial difficulties as a result of 

increasing costs and falling metal prices. Second, the 

agricultural sector experienced a bumper harvest, a result of 

favourable weather and large increases in producer prices and 

the provision of other incentives. This ied to the extension of - 
large overdrafts to the handling apd distribution agencies to 

facilitate the rapid movement of crops to storage depots. The 

b r g e  increase in credit caused the credit ceiling to be broken 
- 

and led to the suspension of the IMF program. 

Government financing requirements led to a large increase 

in credit to the government in 1982, while cre 3 it to the private 
, 

sector only increased marginally., In 1983 credit to the 

government decreased as a result of another IMF program which 

placed ceilings on credit,to government. Private sector credit - - 

expanded significantly towards the end of the year, mainly as a 

result of demand by the agricultural sector, for the same 

reasons as in 1981. 



The increase in bank credit over the years was reflected on 
- - - -- 

the liabilities side by an increase in deposits. Time and 

savings deposits have tended to increase at a faster rate than 

demand,deposits. One feason may be the rise in interest rates 

z over time (see Table 4.8 below). ,Another reason .is that import 

and exchange restrictions combined with rapid credit expansion 

have created excess liquidity in many years. People have tended 

to keep their money in interest earning deposits while awaiting 

foreign exchange allGc&ions. In 1978 both classes of deposits 

fell, in response to the IMF-initiated liquidity squeeze of that 

year. However, time and savings deposits fell further as people :& 

divested themselves of the money balances they had bui.lt up in 

previous years when liquidity was high. In 1979  liquidity was 

more plentiful. It was easier to obtain credit for imports, and 

consequently easier to dispose of liquidity. The result was that , 

time and savings 'deposits did hot rise as fast as demand 

deposits. 3 0  1 
? I Table 4.7 shows the behaviour 8 of total assets and 

liabilities of the banking system. The pattern is clear. Total 

net foreign assets have declined over time. Domestic credit has 

increased in most years. Most of the increase has been to - 
government. In 1974 credit to the private sector was four times 

IP 
3 0  The rapid build-up of time and savings deposits in 1968-70 
was explained above by the repatriation of mining company 
foreign exchange lproceeds. - 

- -- 



the size of credit to government. By 1983 credit to government 
- -- - - -- - 

ias'over twice that to the private AS- domestic - assets 
\ 

have increased faster than foreign assets have declined money \ 
w 

supply has increased. It rose rapidly-in the 1960s, reflecting 

growth in .those years. Since 1975 money supply has riien rapidly 
1 - 

in most years, although ecdnomic activity has not increased. For 

reasons given above,' the broad definition of money; M2, has 

- increased faster than MI in many years. Money supply decreased 

in 1978 in response to the IMF program, but increased by 30%-1x1 
< * 

1979. 
"/ 
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4.8 Prices, Interest Rates, and the Exchange Rate . - - -- 

Prices 
, 

Table I-&-shows .the behaviour of prices, interest rates and " 

the exchange rate over ~ambia's history. - 
Prices rose at an average rate of nearly 9% a year between. 

d - .. 
" 1966 and 1968; The full employment situation caused by rapid 

- -  - 
economic growth, cost-push pressures arising from 

-. 

policy-initiated large wage increases, transportation 

difficulties associated with UDI, the need to "2/ ind different and 
- - 

more distant sources of imports because of UDI, and the 
A 

plentiful liquidity during that petiod were all factors putting 

pressure on the price level. The credit squeeze and fiscal 

cutback of 1968 and 1969 helped to moderate the rate of increase 

in prices. The rate of5increase started to rise again in 1973 

and 1974 as a result of large iqcreases in the money supply (20% 

in 1973, and 10% in 19741, and the OPEC oil price increases of 

1973-74. 

After 1974 the rate of price increase accelerated in 

response to excess liqu'idity, import and exchange restrictions, 
. c 

rising world prices*, a 20% devaluation of the kwacha in 1976, 

the loading of import prices by foreign suppliers in response to 

payments arrears, and difficulties with transportation routes. 

The rate gf inflation reached 20% in 1977. The liquidity squeeze 

of 1978 and the lower rate of monetary expansion in 1977 caused 



- 
the rate of price' increase to moderate in 1978 and 1979. prices 

, - 1 

still increased because of factors such as the 10% devaluation 
6 

of the Kwacha in 1978, increased agricultural producer- ~r ices, 
t 

and the partial reduction in consumer subsidies in 1978. 

The rate started to accelerate again after 1979. This . . 

reflected a number of factors - first, the large money supply 

increases in that-ear and thereafter, which could not be leaked 

out of the economy becavse of import and exchange restrictions; 

second, (the bPEC oil price hike of 1979; third, rising world 

prices; fourth, loading of import prices by foreign suppliers in - -  

response to rising levels of arrears; fifth, policy-sanctioned 

j-ncreases in agricultural producer prices; sixth, a decline in 

the value of the kwacha against the dollar; seventh, the 

devaluation and subsequent depreciation of the kwacha in 1983; 

eighth, the abolition of price controls at the end of t982 .  

The existence of price controls and excess liquidity over  

-- much of the period-means that the price figures stated in Table 
,' / 

4.8 may not be the 'true.price figures. Shortages of goods . a n d  
- - 

long queues have been common in Zambia, implying that theremay- 

have been biack markets where prices charq.ed were much higher 

than the official figure%. The Bank of Zambia makes reference to 

these markets (see BOZ., 1983). Official prices were increased 

periodically in response to the liquidity pressures experienced 

by cofnpanies and pressures on the government bubget caused by 

increasing subsidies. ThereforClFfficial prices probably do 
a/ 

1 1 1  



-- t 

reflect act&f prices but w i t h  a fag. - -- 

- v' L 

a 

Exchange Rate 

The kwacha was pegged t o  tKc pcrund until >.9?1, f n  December, 

: 9 ? :  t h e  *k&scha was 'pcqqtd  to the dollar implying an 8% 

' .dcvafust.ion against qofd,. This et: first implied an effective 

depreciation 08 9% against the pound. As t h e  .settlement price of 

Zsmbisn copper depengs l a r g e l y  on the London Metal Exchange 

(WI price, t h i s  implied a rise in kwacha receipts per pound. 

ifowever. t h e  paund was -I lusted in August. 1972, and depreciated a 

F against the kwacha. Although sterling pric6s were rising, this 

was nor enough to offset &he effects sf sterling depreciation so 

c h a t  kvacha prices f e l l .  The d ~ l l s r ~ v a s  devalued by 30% in 1973. 

Howcuar, eha .kuachs m i n t a i n e d  its gold content and therefore 

appreciated against the  dollar peg, However, its value against 

t h e  SDR stayed th; same i n  1973.rnd 1974 as  other  currencies 
-- 

appreciated against the dol:ar by a larger amount than the 

kuschs. The clltctive (import-weighted) exchange r a t e  stayed thd- .. 
same in 1974. (see 802  19741 .  The kwacha appreciated against t h e  

SDR by 49 i n  1975 i n  l i n e  with t'he d u l h r ' s  appreciation against 

other major currencies. BOZ (1975 )  notee = that the effective 

e x ~ h a n g e  rate appreciated 15% in 1935, mainly as a result of the 

depreciation of t h e  pound and t h e  rand aga in~ i t  the doilar (a l so  
* 

see ~tltehstein e t  sl,, IW S t a f f  Papers, 1979).  T s was hardly 9 - - 

jn Zambia's b 3 t  interests, given t h e  dramatic  decline in her 



terms of t r a d e  t h a t  year and the  _ l a r g e  balance nf payments 

d e f i c i t  she ' incur red .  ) '  
- - 

dn IMF advice t h e  ,kwacha was pegged t o  t h e  SDR i n  ~ u l ~ , '  
- 

- 
1976, and devalued a t  the  same time by 20% aga ins t  the SDR; This 

implied a  20% devaluat ion aga ins t  the  d o l l a r .  In 1977 the  kwacha 

apprec ia ted  5% aga ins t  t h e  d o l l a r  a s  a  r e s u l t  of the 

apprec ia t ion  of cu r renc ies  in the  SDR basket aga ins t  the  d o l l a r .  

I n  March, 1978 the  kwacha was devalued aga ins t  the  SDR by lo%,  

a s  a  p r e r e q u i s i t e  of the  IMF Standby program t h a t  commenced a t  

t h a t  time. However, the deprec ip t ion  aga ins t  the  d o l l a r  was only 

I % ,  a s  major cu r renc ies  apprec ia ted  aga ins t  the  d o l l a r  i n  1978. 

The average exchange r a t e  aga ins t  the  d o l l a r  hardly changed 

between 1977 and 1980. Given t h e  dec l in ing  terms of trade",. t h i s  

may have not been in ~ a m b i a ' s  best  i n t e r e s t s .  

The kwacha remained pegged t o  the  SDR a t  the same r a t e  

u n t i l  1983 when i t  was i3&~wed;by 20% and pegged to-andther  
- .  

b 4' .. 
basket of cu r renc ies  t h a t ,  . ' according  t o  BOZ ( 1 9 8 3 ) ~  b e t t e r  . 
/ 

0 
r e f l e c t s  Zambia's t rad ing  pa t t e rns .12  %Af te r  1980, however, the 

-*  . 
kwacha deprec ia ted  s u b s t a n t i a l - l y  aga ins t  the  d o l l a r ,  r e f l e c t i n g  

the  apprec ia t ion  of the d o l l a r  a g a i n s t  the  o ther  cu r renc ies  in 
i 

-----------.------- 
" One benef i t  of having a  high e f • ’ e c i i v e  exchange r a t e  was t h a t  
t h e  p r i c e  l eve l  was lower than i t  would .hsve been i f  the  r a t e  
had deprec ia ted .  King (1979) analyses  the  use of exchange r a t e  
pol icy  i n  Kenya t o  s t a b i l i z e  p r i c e s .  

j 2  BOZ (1983) d id  not give the  composition of t h e  new b a s k e t . '  
This  information does not a p p e a r , t o  have been published. - 

- 



the SDR basket. - 
- - -B 

L . 
In m d 9 8 3  a far more active exchange rate policy was 

adopted, The kwacha was allowed to float against its new peg. 
0 

BOZ ( 1 9 8 3 )  notes that the kwacha had depreciated by 40% against 
4 -, 

most major foreign currencies by the end of 1983 .  By the end 'of 

1984 ,  the kwacha had depreciated by 53% against the SDR, 

relative to two years 'earlier; and by nearly 6 0 %  against ,the 

doilar. 3 3  

Interest Rates 

Interest rates showed very little change until 1976.  
9 

' 

Interest rates are not determined by market forces in Zambia. It 

would not be surprizing if rates charged by unofficial money 

lenders were much higher. There is some element of market forces 

in the Treasury bill rate. In 1969 and 1970 the rate declined, 

reflecting excess liquidity stemming from large 
, 

b 

payments surpluses, and the repatriation of mining corhpany 

foreign exchang$ proceeds. The resultant demand for treasury * 

bills pushed the rate down. 
# 

Interest rates showed a significant rise in 1976,  
9 

reflecting the ann~unced~poli'cy of credit restraint, and an 
&* - ----- + ---- ------- 

3 3  Zambia initiated an exchange auction system at the beg5nning 
of October, 1 9 8 5 ,  similar to a system used in Uganda a.few years 
ago. The Economist Intelligence Unit (EIU - first quarter, - 7 9 8 5 )  
makes,reference to this. The Kwacha immediately fell by about 
55% against the dollar. . 



effort to increase savings. There was another increase in 1978, 
L - - - - -  - -- 

reflecting the IMF -imposed credit squeeze. However, political - 
resistance towards increased interest rates meant that there was 

little further increase until 1983. As with exchange rate 

policy, the authorities decided to pursue a more active interest 

rate policy that year, as part of the new IMF program. 

Interest rates of other financial intermediaries reflected* 
9 

the same pattern, although rates tended to lag behind changes in 

commercial bank rates.34 . 

Tnterest rates are clearly low, and in .real terms (after 
"9 . . 

allowing for inflation)-have been negative. Nevertheless people 

are clearly prepared to hold their savings in banks and other 

financial instttutions. It is safer than holding savings in the 

3 4  The other financial institutions in Zambia are in three broad -. categories: a) Orqanizations supplying social security benefits 
out of accrued past contributions - these comprise the Zambia -- 

National Provident, Fund and the Zambia State Insurance 
Company;b) Savings and Credit Organizations, consisting of the 
National Savings and Credit Bank of iambia, and the Zambia 
National Building Society. The former makes a special effort to 
mobilize rural savings; c) Purely credit organizations with - 
funds directly and indirectly supplied by the government. These 
include the Development Bank of Zambia, and the Agricultural 
Finance Corporation. The former provides project loans for 

- industrial projects. The latter provides seasonal loans for crop 
finance, and longer term loans for equipment and land-clearing 
(see BOZ Annual Reports, passim)'. 

35Crime is prevalent in Zambia 
- - - -  



- - - - 

form of cash, 3 5  and at least provides more interest than cash. 
- - - 

7 
- 

3 b  .Real assets might provide a better return, but suffer from 

problems of lower liquidity, safety, storage, physical 

depreciation, and-the cpsts of search for suitable assets during 
C 

times - o f  excess demand and shortages. Real estate would be the - 

obvious asset to hold, but this is not for sale in ~ambia - it 
u 

can only be leased. People also appear to be responsive to 

changes in interest rat- There is evidence of this from the 
/ 

rapid rise in time and savings deposits after 1 9 7 5 . ~ ~  

The discount rate appears to have littleAsignificance in 

Zambia. It does not seem to be much of a deterrent to banks 

using BOZ as a lender of last resort as the loan rates have been 

above the discount rate. This may be immaterial as BOZ can 

simply refuse to lend the banks the money.38 

3 6  BOZ (Annual Reports, passim) mentions the 'success that the 
National Credit and Savings Bank appears to have each-year in 
mobilizing savings. 

37~lthough, as mentioned above, excess liquidity in the economy 
may also be an explanatory factor. I 

Lending by BOZ to the banks has not been common. BOZ lent K54 
million in 1974 in response to the decline in liquidity 
experienced by the banks caused by the large amount ofeprivate 
sector credit that year. In 1981 B02 loaned K68 million,to the 
banks in response to high credit demand. . 

- 



< . -- 
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Table 4.8 
- 

Prices, Exchange Rate and Interest Rates 
% 

CPI %ch SDR $ ~ a n k    bill Sav. -Loan 
' 75= CPI /K /K Rate Rate Rate Rate - A 

100 % % % % ------ ----------------------------------------&------ 
-7 

66 0.58 10  1.4 1.4 4.5 3.8 3.0 6.5 -- 

67 0.61 5 1.4 1.4 5.0 4.4 3.5 7.0 
68 0.67 1 1  1.4 1.4 5.0 4.5 3.5 7;O 
69 0.69 3 1.4 1.4 5.0 3.3 3.5 7.0 
7 0  0.71 3 1.4 1.4 5.0 3.1 3.5 - 7.0 
71 0.75 6 1.29 1.4 5.0 3.4 3.5 7.0 ' 

72  0.79 6 1.29 1.4 5.0 4.0 4.0 -7.5 
73 0 .84 7 1.29 1.55 5.0 3.8 4.0 7.5 
74 0.91 8 1.27 1.55 5.0 4.0 4.0 7.5 
75  1.0 10 1.33 . 1.55 5.0 4.0 4.0 7.5 
76  1.19 19  - 1.09 1.26 6.0 4.4 6.0 8.25 
77 1.42 20 1.09 '1.32 6.0 4.4 6.0 8.25 
78 1.66 16  0.98 1.27 6.5 4.5 7.0 . 9.5 
79  1.82 10 0.9-8 1.29 6.5 
80  81 2.03 2.31 12 14 0.98 0.98 1.25 1.13 6 . 5 7  7 . 5  ;:: 7.0 : 9.5 

82  2.6 12 0.98 1.08 7.5 7.0 9.5 
83  3.11 20 0.78 0 .66 10.0 8 .0  13.0 
8 4  3.73 20 0.46 0.45 14.5 

3ource: BOZ Annual Reports, IFS, MDS; - 

Note: - Exchange Rates are end of period 
4.6 Summary and Conclusions 

In-this chapter, the behaviour of real income, the balance 

of payments, money and credit, prices, interest rates and the -- 
exchange rate were outlined. The picture hopefully will provide 

a clue as.to the forces affecting the demand for real balances. 
- - 

The behaviour of the economy at first sight seems quite complex 

with various different variables reacting to each other. ~ambia 
Q 

appears to have incurred, numerous shocks, in the form of 

government and monetary authority actions (monetized budget 



deficits, credit squeezes and various other monetary measures, 
- - - - - - - -- 

import and exchange restrictions, nationalization measures, - 
price control measures, devaluation, and ZambianizaEion for 

-- 
example), and in the form of external shocks (uDI, 

transportation problems, OPEC oil price hikes, fluctuating 

copper prices, drought, the Angalan civil war, and the - 
+ 

Zimbabwean war). 

At'first glance it might--be surprizing if, despite all 

these events, one could still' derive a stable money demand 
," \ 

function with only a few key explanatory variables. '\?owever, 

Table "4.5 above suggests a strong relationship between the net 

foreign'assets and the net domestic assets of the monetary 

authority. This would suggest that money market disequilibrium 

created by a change in domestic credit is corrected by changes J 

in expe~ditures which induce monetary flows into or out of-the 

country .. s suggests a stable money demand function. This 
- - 

relationship can be seen very c'learly Figure 4.1. There is 

clearly a potential for empirically identifying a- 'good' money 

demand function. 



3 FIG 4.1 
9 

CHANGES IN-BANK OF ZAMBIA NET FOREIGN ASSETS 
AND NET DOMESTIC CREDIT 

Legend 
A NFA 

- -  - . - 
X NDC 



-- - -- -7s 
AS a summary I will attempt to provide a. plausible 

- -- - - - - - - - - - 

explanation for the behaviour of real per capita balances in 

terms of the various events in the Zambian economy. Such an 

explana-tion may help to identify a money demand function. Per . 
# 

capita real bdlances axe depicted in Table 4.9 and Figure 4.2. I 

am assuming that the demand for nominal balances responds 
- - 

proportionally to changes in the price level, so that the demand 

for real balances is unaffected by the price level. The realism 

of this assumption can be assessed later,: 

Real per capita 

Table 4.1 suggests 

for this.' Per capita 

despite a fall in 

balances grew steadily from 1965 to 1968. 

that rising per capita incomes are a reason 

real M2 balances continued to grow in 1970 

income,. This is probably due to monetary 

policy-induced repatriation of mining company foreign exchange 

proceeds, and the uncertainty over nationalization. At first 
- 

sight it would seem difficult to model this in demand terms. 

However, MI balances declined until 1972, which appears to track 

the decline in per capita incomes, except for 1972, when per 

capita income rose. The 1972 credit squeeze may be a factor 

here, and this might be difficult to model in a money demand 

function. Movements in MI and M2' money balances then run 

parallel until 1975. The correspondence with per capita incomes 

is not close. Incomes rose in 1974, but per capita money 
Q 

balances fell. The liquidity shortage that year may be a factor, 

perhaps reflected by rising inflation a9 credit grew rapidly. 



1975 was a crisis year - the Angolan war and associated -.- 
- - - 

transportation difficulties, and the collapse in copper prices. 

Per capita MI balances rose while incomes fell. ~nflation may 

' have been a factor, but the large increase in liquidity was 

probably also relevant. The fall in per capita M2 balances may_- 

be partly due to-rising inflation while interest rates stayed 

constant. However, the uncertainty asspciated wi,th intensified 

exchange controls may have been a factor, which would be 

difficult to model. per capita MI balances fell in 1976, 

reflecting perhaps rising inflation and higher interest rates. 
). 

Higher interest ratecmay explain the *se in per capita M2 
. 

 balance.^, although import controls and high liquidity may be a 

factor, which may be difficult to model. 

Per capita MI and M2 balances then fell every year except 

1979 and 1982. Falling per capita incomes may be one 

explanation,.as well as rising interest rates and i h flation. The 
years 1978 and 1979 are-difficult to explain. The IMF program 

may be a factor. The large increase in M2 per capita balances in 

1982 may reflect the massive increase in credit to government 

that year. 

In summary, the foregoing casual analysis suggests that 

there may be plausible explanations for changes in real per 

capita balances each year in terms of a few key variables that 

reflect a complex of economic events. It appears that it may be 

easier to do this in terms of MI balances than M2 balances, as - 



-- - -- - - -- - - - - 

the l a t t e r  appear t o  respond d i r e c t l y  t k  various economic shocks 
e_ . --- L- - - 

than via  key economic va r i ab les  t*' a  g r e a t e r  ex tent  than MI 

balances. These surmises w i l l  be t e s t e d  more formally i n  Chapter 

-. 

Table 4.9 

Real per Capita Money Balances 
(Kwacha ) 

- 

Year Per ~ a p i  t a  Per Capita 
-4 Real M I  Real M 2  

Note: - per cap i t a  r ea l  M I  i s  nominal publ ic ly  
held currency plus  demand depos i t s  divided by the  
CPI times'populati-on. The f i g u r e s  a r e  from t h e  t a b l e s  
i n  t h i s  chapter ;  

- per c a p i t a  r e a l  M2 includes time and savings ddpos i t s .  - 



FIG 4.2 
M2 BALANCES REAL PER CAPITA MI AND 

Legend 
A Ml/PN, - - - 
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MONEY DEMAND IN ZAMBIA 
v 

The recurring t&e of the monetary approach is that money 

demand should be a stable and predictable functioh of a small - 
6 

number of key variables. The purpose of this chapter is to - 

L 

attempt to der.ive such a function for Zambia. 

The last s&tion of Chapter 4 took a preliminary look at 

the money demand function, ba& on the information prbvided ' 

earlier in that chapter. The first section OX this chapter takes 

this investigation further by analyzing the performance of the 

income velocity of.circulation. In Section 5.2 a money, demand 

function is derived using the combination of variables that 

seems to explain money demand the best. The model is tested for 

different components of money, including base money. This 

enables us to determine which element, of money is most stable. 
d 

It also enables us to analyze the stability of money 

multipliers, and hence the stability of the money supply 

9 

process. The results of' this chapter therefore foreshadow 

Chapter 6. 

I 

5.1 The Velocity of Circulation - 
v 

The PoJak mode1,~discussed in Chapter 2 above, assumes 
I ' 

- - constant velocity of circulation. However, this assumption 

a 

is, 

not necessary for the monetary approach if it can be shown that -- 

d 
Y 

124  



velocity is a stable and prdictable function of certatn -- 

variables. Friedman (1969)~ in his restatement of the Quantity 
C 

Theory, suggests that money demand, and therefore velocity, is a 

function of: a) the nominal return on bonds (rb); b) the nominal 

return on equities(re); expected rate of change in a f 
price index, . reflecting chinges in the yield of durable goods B 
-- 
relative to mone) ((i/~)d~/dt): d) the ratio of human to 

non-human wealth, reflecting the relative yield on human capital 

(w); e) expected income, reflecting total wealth (Y);* • ’ 1  tastes 

and preferences and any other factors (u). In symbols, assuming 

honiqgeneity of degree 1 in prices and nominal incomes: 

-. 
= X•’(P, rb, re, (l/~)(d~/dt), w, Y, u) 

Assuming X = 11P 1 

so that 

Y = V( rb, reIs(1/~)(dP/dt), w, Y/P, u) M 

Because of data problems most studies restrict the 

explanatory variables to income (or a measure of 'permanent 
1 

income') and a measure of the opportunity cost of holding money 

(e.9. beaver, 1970; Diz, 1970; IMF, 1977; Frenkel and Johnson, 



- - - - - - - - 

I c ,  Zambia, the velocity of-circulation, by, any . definition, 
- - 

has not been canstant: ss Table 5.7 helow shows. 

Table 5.1  

vel&ity of ~ikqletion ,' 

V l *COP/# 1 V2-CDP/M2 
----I---- *c--1*-- 

65  9.3 6 . 6  
66 JL 5 . 8  
63 7.9 5.6 - 
68 6.6 4.6 , 
59 7 . 2  ' 4.7 
7 0  6.8 3 . G  
7 1 5 . 9  3 . 7  
3 2 .  6.7  4.0 
7 3  6.6 3.9 
74 9 .  t \ 4 . 3  
3 5  4.9  3.2 4- . 
76 5 . 0  3 . 0  
7 7  5 . 1  o 2.8 1 

7 8  5 . 7  3.5 b 

Y 9 5 . 2  t 3.2 
80 5 . 5  3 . 3  
0 1 6 . 1  3.5 
82 5 . 2  2 . 7  
8 3  5 . 4  -4 2 .9  - 

il 

Source: EFS 

Notes - money figures are year-end; 
- MI is publicly held currency plus demand deposits; 
- H2 is Ml plus quasi-money. - 

Velocity fell siqificantly between 1965 and 1968. Given - 
Pricdmsn and Schwertz' work ( 1 9 6 3 ) ~ ,  end various studies cited by 

t 
Bordo and Jonung (19811,  this is to bc expected given the rising 

per . capita incomes &ring this period and increasing 

moncr izat  ion of t h e  economy. Bordo and"  nun^ (%&a1! 1984 1 

suggest, tiowever, that, becauqe increasing incomes and 

increasing mofletization tend to be highly correlated, estimated -- 





I 

. I_  
- -- -- 

financial intermediaries came into existence in the early 1970s 
- -- -- - 

(see Section 4.5), which may partly explain the rise in velocity 
* 

after 1970. Moreover, the rise is larger for V1 than for V2. As 
- 

Bordo and Jonung (1981) point out, this makes sense,. as people 

will try to economize on non-interest bearing *posits first. 
-3 

Increases in the rate of inflation can be expec-ted to 
P 
increase velocity if the inflation is anticipated, qnd as people 

try tonhold a lower portion of their income in money balances. 

  ow ever, if increases in inflation rates are associated .with 

increases in uncertainty and instability people might want to 

hold more precautionary balances in liquid form. Increases in 

. interest Eates will also induce people to economize on 

non-interest bearing balances. It migh; be thought that expected 

in•’ lation should not be considered separately as it should b'e 
P 

reflected in the nominal rate of 'interest. However, in Zambia, 

interest rates have been pegged and so have not been adjusted to 

reflect inflation (or have only been adjusted very slowly). 

Also, people may substitute interest-bearing money for 

- non-interest bearing money, even Pf the real rate of interest is 

negative, and inflation appears to make the 'holding of real 
' . 

assets a better alternative to.holding money. Real assets and- ' 

financial assets are n,ot perfect substitutes in Zambia, as the 

latter are much easier to acquire and have much greater. 

liquidity. 



As Table 5.1 shows, V1 increased sharply in 1969_,This 
+-'\ --. 

could be a reaction to t,he sharp increase in inflation in 1968. 
, 

The rise in Vl in 1974, and the slow.increase after 1970, could 
- 

also be partly due to rising inflation. - 
-" 

However, there is one other explanation of the rise in v i  -- 
in 1969 that should be taken into account. There was a sharp 

rise in income in 1969 (see Table 4.3). This was explained in 
-1 - 

Chapter 4 by a sharp increase in copper sales, because of 

stockpiling in previous years, and by a sharp rise in the terms 

of trade. If the increase in income was perceived as temporary 

j then people would,not necessarily adjust their desired money 

balances upwar.ds. As Friedman and his students discovered 

( l969),, velocity tends to rise during business cycles, even 

though it may fall secularly. If people adjust degired money 

1 balances to wealth, iedman -posits, rather than current 

income, then spend most of an increase in current 

s income, if it is transitory or unexpected. Velocity rises as* a 

result. 3 

Vl reverted to its 1968 level in 1970.  his might suggest 

an upward revision in permanent income in yesponse to the large 

'unexpected' increase in income in "1969, and a corresponding 

upward revision in desired balqncgs. Real incomes fell sharply 

in 1970. If this was unexpected then, using Ftiedman's theory, 

people wbuld ad$iist the'i r de;' red fialances downwards by a ,t-, 
smaller proportion than the decreasg in income, thus providing 

5 



anothef reason for V to fall. One reason for the sharp downturn 
-- - 

in income in 1970 was-the ~ufuliramining di~aster,~ which was 

clearly unexpected. Incomes continued to fall in 1971. This may' 

have been perceived as a cyclical downturn, which may account 

for the continued decline in Vl. 

V2 changed little in 1969, but fell sharply in 1970. Therea 

was a sharp rise in the ratio of ti& and savings depdsits to 
@ 

demand deposits that year. It is difficult to explain this on 
s 

the basis of interest rates, as,these showed little change. The 

main reason for this was the repatriation of mining company 
- - 

foreign exchange holdings as a matter of government policy, and 
> 

the , political uncertainty relating to prospective 
2' 

nationalization. Another possibl; Teason is that the commercial 

banks agreed, in 1971, to compete to a greater extent. There may 

have been more competition among the banks to attract these 
Y . deposits, which carry lower legal reserve ratios. 

From 1971 to 1974 both V1 and V2 rose, except for 1973 when 

Mtionary. As real income rose sharply in 1972, the 

V in 1973 could be attributed to a rise in "desired 

real bala~cgs in response to a perceived increase in real 

income, which put downward, pressure o n ,  V. This was offset, 

however, by a large rise in ~ e a l  incomes (adjusted for changes 

in the terms of trade) in 1973, which may have been unexpected, 



and by increasing inflation. rates.'O The rise in velocity in 
- 

A - - - - -- 

1972 can be attributed to the large rise in incomes that year, 

whikh may have been 'unexpected' or' transitory, and also to the - 

credit squeeze that year. The rise in velocity in 1974 could be 

attributed to both a rise in transitory income and to rising 

inflation. The rise in spending, unmatched by an increase in 
b 

desired money balances, was reflected in the banking system by a 

decline in liquidity. This was reflected by the decline in the 

ratio of liquid assets, over and- above minimum reserve 

requirements, to total deposits, which declined from 25% in 1973 

to only 4% in 1974. 

Both Y1 and V2 fell sharply in 1975. Real incomes, adjusted 

for the tebms of trade, fell by 25% because of the sharp fall in ~ 

the terms of trade. If the decrease in income was perceived to 

be cyclical, and therefore transitory, then desired money 

balances would fall by less than the fall in income, explaining 

the fall in V. fmport and exchange restrictipns were intensified 

in 1975, so that people were unable to 'externalize' much of the - 
excess money balances they were holding. People therefore built ------------------ - 

' *  For instance, the Rhodesian border closure was not as . 
detrimental in its effects as expected, and the rise in copper 
pqices may'have been higher than expected. 

\ 
{ 'BOZ refers to this as 'actual liquidity', which peans liquid 

assets that can readily be used to satisfy depositor's demands. 
There is also 'formal liquidity', which includes minimum 
required reserves. The total liquidity ratio fell from 53% in 
1973 to 34% in 1974, close to the minimum allowable liquid - 
assets ratio of 28%. 
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up liquid balances in their bank deposits. This could be 
- - - - - - - - 

construed as an upward shift in the money demand function. The 

large increase in cred'it expansion to government that year may 

also have contributed to excess money balances, that could not 
I 

entirely be eliminated by the end of the year (see PR, 1979). 

V2 .d&d not decline as much as V1. Holdings of qyasi-money 

actually declined marginally. A possible reason for this is the 

increase in the inflation rate. Deaver (1970) shows that a rise 

in the cost of-holding liquid assets due to inflation will have 

a greater effect on interest-6earing deposits, assuming interest 

rates are constant, than on non-interest bearing deposits. This -- - 

is because the costb~of holding interest bearing deposits is 

partly offset by interest payments. A given increment in the 
d 

cost of holding liquid assets is added to a smaller base, 

producing a greater percentage in~rease.'~ Another possible 

explanation is that the instability of 1975 may have created 

uncertainty and doubt. People may have wanted to hold their 

money in the most liquid form available, that is-cash. There is 

evidence of this. The ratio of publicly held c a s h 9 0  demand 
K 0 

deposits rose by 7%, while the ratio of cash to total dtposits 
- 

rose by 25%. Another reason for this may be the large decline in 

the black market exchange rate (see Picks Currency Year-book), ------------------ 
0 2 ~ e t  Y be the cost of holding cash. Then Y-i is the cost of 
holding interest bearing deposits. If K is the cost of holding 
cash relative to quasi money; then: 

dK/dY = Y - i 2 ,  which .is negative. 



reflecting, an excess demand for foreign currency, itself a 
- - - - - - - - - - -  

function of ths intensified restrictions, excess liquidity and a 

fixed excha*e rate. This may have induced people to increase 

holdings of cash to make it easier to participate in the black 

market (and because of the need to provide more local currency 

per unit of foreign exchange). 

V1 increased steadily from the end of 1975 to the end of 
- 

1978. Real income, apart from a small increase in 1976, 

declined, which may account for some of the trend. Another 
, 

reason is probably the rise in interest rates in 1976 and 1978 

which caused people t d  economize on their holdings of 

non-interest bearing deposits. Rising inflat 

caused people to switch from interest-bearing 

,bearing deposits. However, this effect does not 

ion could have 

to non-interest 

seem to have - -  

been a s )  pwerful as the effect of increasing interest rates. A 

further reason for theisharp rise in  1978 may be the credit 

squeeze in that year. Enterprizes-ran down their deposits in 

order to finance their operations. This was reflected by a sharp 

, decline in the 'actual liquidity' ratio to 

previous year. 

V2 declined between 1975 and 1977. This is 

-- ' of V1 reflecting the'rise in interest rates. V2 

20% from 50% the 

the mirror image 

rose din 1978, 



probably in response to the credit squeeze.43 
- 

- - -, 

Both V1 and V2 declined in 1979. One reason may have been 

the easier credit policy, which allowed people to rebuild money 

balances. Another reason~ay be excess balances that people did 

time to eliminate by the end of 1979. Both MI and M2 

d rapidly in 1979 mainly as a result of an increase in 

reign assets. Inflation*declined, which may also account for 

some of the decrease. 

Both V1 and V2 increased in 1980 and 1981. Real income rose 

slightly, particularly in 1981,, which may explain part of the 

- -  increase if 

case for 1981, 

was the case i 

private sector 

the 'actual 

it was perceived to be transitory. This may be the 

when there was an unexpectedly good harvest. As 

n 1974, there was a large demand for credit by the 

. The increase in V was reflected by a decline in 

liquidity ratio' from 33% - .  Inf lation 

accelerated again, which may have causedpeople to reduce their 

money holdings per unit of income. Interest rates increased, 

which may explain why-V2 *rose by less, than Vl. 
, 

Both V1 and V2 fell sharply in 1982. One reason may be a 

revision upwards of permanent income, in response. to the 

increase in 1981. This may have caused people td increase their 

stock of desired balances even though current income did not 

 nother her possible reason for the rise in V in 1978 was the 
stricter enforcement of the 100% reserve requirement on deposits 
required against imports (see BOZ Annual Report, 1978). 



- - - -- - - 

change (it actually fell). Another reason may be a large . 
a - - - - - - - 

increase in money supply that year as : result of an increase in 
domestic credit in excess of the fall in foreign assets. People 

may not have had time to adjust their actual holdings to their 

desired level, 

V1 and V2 -both rose in 1983. This may reflect the lagged 

adjustment of actual to desired-balances from the year before, 
T 

rising interest rates, rising 'inflation, and perhaps the 
i 

increase in income that-year. This wahprobably unexpected, as 
/ 

-4 
it derived almost entirely from a 33% increase in the terms of - 

trade. 

In summary, it ih clear that there are many influences 

affecting velocity, and therefore money demand. Incomes, prices 

interest rates, policy measures, and other various events and 
-- - 

shocks all seem to play a role. People ap~ear to adjust money 

balances to expected or permanent incomes, rather than solely to . 

a \ 

current income. People's expected income may be based at least 

partly, on previous - actual income. The measure of income they 

adjust to is therefore a mixture of current and past incomes. 

Similarly, people may adjust money balances to inflation and 

interest rates only after a time lag. Finally, there may be a 

time lag between the adjustment of actual balances to5desired 

balances. For example, it may take more than one period for an 
/ 

excess demand or supply of money to be eliminated. 



My first task was to estimate a 'good' money demand 

function for MI. I chose this aggregate rather than M2. 

Quasi-money might be affected differently by the explanatory 

variables (and might have different explanatory variables-). ?he 

coefficients in an M2 equation might therefore be haraer to f l  
- 4' 

interpret than for an MI equation. 

I experimented with four different definitions of income: 

a) Real GDP. L 

This is simply the measure of physical final output as - 

given in the official statistics. 

b) Real GDP adjusted for the Terms of ~ r a d e  ( 1  ) - 
' 

Caves and Jones ( 1 9 7 7 )  define a change in real income to 

consist of two components - the change in physical output 
and a measure representing the loss of purchasing power 

" caused by an increase in the relative price of imports. In 
-, 

symbols : 

Ay = xAPx - mAPm + Agdp --- --- 

Dividing by y, 

Multipl 
RHS by 
Px and 

ying and dividing the first two components on the 

Pm respectively, gives, 



Ay = XAPx - MAPm A g & p  -- --- --- -- 
y YPx Y Px' Y 

where y is real income adjusted for terms of trade, the 
14 

first two expressiods on the right hand side represent the - 
terms of trade adjustment, gdp is real GDP, Px and Pm are 

the prices of exports and imports respectively~, Y *is 

nominal income, p is the implicit price deflator for real 

income (not real GDP), and X and M are nominal exports and - 
imports respectively. 

c) Real GDP adjusted for the terms of trade ( 2 )  

In equations relating,real money balances to real i~come, 
- 

\--\ real balances are .usually ' calculated by deflating money 

balances by a price index in order to obtain the purchasing 

power of money balances. An index representing the domestic 

prices of goods, such as the Consumer Price Index, is 
4 - 

usually used. From the Quantity Theory expression, MV = Y, 
q 

it is evident that the same price deflator should be used a 

for nominal income as for nominal balances, I triad a 

measure of real income, by dePlating nominal income by the 

consumer price index. This will give a different measure 

than from the physical measure of output, which is obtained 

by deflating the value of output by the price of that 
- 

-t 

output. An, approximation of the price of domestic output 



might be. the P I ,  but this is clearly not a good 

approximation for the price of export goods, particularly 

when those goods are not greatly used in the country of L 

origin. If t6e CPI rises faster than the price of export 

goods, then real income will be lower than the physical 
2 

measur of output. A S  changes in the CPI will to some v4 
extent reflect import price changes, this scenario would 

reflect falling terms of trade. This is only a rough 

appro~imafio~n as the deflator for each good will be similar 

to, but not necessarily equal to the CPI 

d) Real Income adjusted for the Terms of'Trade (3) 

The official Zambian statistics (~onthly Digest of 

statistic include a measure of real income adjusted for 

changes i e terms of trade. They do not define this, and 
-,  

I found I could not'replicate the adjustments. However, I 

have included this in the empirical w0r.k to see how it 
d 

compares with the above. , 

I also experimented with per capita reaE GDq and income as 

well as the aggregate values. As discussed in Chapter 3 per 

capit-a GDP is theoretically more appropriate if' it is suspected 

that the income elasticity is different from unity. If aggregate 

money balances are used as an explanatory variable, then, 

theoretically, population should be included - as a separate 

explanatory variable. Assuming a proport onal relationship 7 
t 

between population and money balances the parameter should be 



unity if per capita gdp is the explanatoy -- variele, and u n i u  

minus the estimated income elasticity if aggregate gdp or income 

is the explanatory variable. However; in practice one can 

probably omit the population variable, when estimating the 

demand for money balances in aggregate terms. This is because 

actual population in developing countries is not. usually known 

with any great accuracy, and is often estimated by extrapolating 

along a trend line. A population variable is more likely, 

therefore, to represent a time trend or 

as increasing monetization. I found th d t 
the right hand side of the equation 

signi,ficantly to 'the explanatory power of 

some other trend, such 

adding population to 

for MI did not add 

the equation, Neither 

did it diminish the estimate of the income elasticity, a5 i t  

?night have done had the variable represented a 'monetization' . ,- 

trend.' I therefore decided to omit it (saving one degree of 

freedom) from the equation. 9 4  

Finally, I experimented with different definitions of 

permanent va~iables. Some researchers use adaptive expectations 

models, whereby the change in the expected variable adjusts by a 

------------------ 
4 9  TO test whether measured'population is fitted along a trend 
line in Zambia I estimated the following equation: 
LnPOP = 1.28 + 0.02959t 
where the intercept term is the log of population in' the first 
year, and 2.959% is the estimated annual population growth rate. 
As expected this fits the okficial data very well for most 
years. In later years the equation tends to underestimate actual 
population , but the statisticians seem to have corrected this 
by .recording zero population growth in 1981. 



conitsit fraction of the 'change in the 
IJ 

f1979) in their study of Zambia). 

* 

actual'variable (e.9. PR 

One problem with this 
. . 

proccdure<is that a lagged endogenous variable appears on the 

right hand side of the' equation, and the errbr terms are 

correlated (through a moving , average process )'. The estimated 

coefficients are inconsistent. Also, the same.'adjustment process 

is arbitrarily assumed for each explanatory 'variabliz. PR ( 1979 )  

qcknouledge that this may not be correct. 
# 1 

Another method,is-to use a weighted average of present and 
4 

& s t  values of the explanatory variables. This implies t-hat 

people change their desired money holdings with a time lag. An 

adv9ntaqe bf this method is that one has greater freedom to 
"Y I 

experiment w i t h  different adjustment processes for different 
C 

explanatory variables. ' 5  

I decided to use the second method, experimenting with 

differtnt veights to obtain the best fit. For real income I used 

a 'I f f  there are measurement errors in the explanatory variable, 
e weighted average of the present and past values. will introduce 
a moving avejage term into the error structure, as with the ' 

adaptivc expectations mechanism. This can be allowed f-or by 
using established computer' routines. However, if ther,e.are 
measurement errors the coefficient estimates are inconsistent, 
regardless of m y  averaging one does. Regardless of whether 
there are laeasurement errdrs the coefficients are incorisistent 
vhen estimated within an adaptive qtpe~tatio~s framework. On 
balance, from the econometric point of yiew; it seems best to 
opt for t h e  weighted average method of estimating permanent 
income. From the rational expectations poi t of .view the a weighted average method makes better theor tical sense, as one 
is not constrained into using infor~tion that isG severa1 
periods old, as the adaptive expectbations mechanism does. 

i 



-- - - 

an average of the current and previous y e a ~ s ' .  figuresC It s m  
. , 

implausible and irrational that people would use information 

that is 

1 .  

partial 

qchieve 

more than one year old in order to form expectations. . 
\ 

experimented with adaptive expectat ions models (and 
- 

adjustment models, which are similar), but did not 

more satisfactory results. In the Appendix I describe 

these models, and present some of the results I obtained from 
- - v 

them. . . 
Price controls introduce a complication in the measurement 

of expected inflation. Excess demand together with price 

controls implies that actual prices may have been changing at 
J' 

different .rates than official prices, which have only been 

raiked after long tiie lags. While people may react to inflation 

with a lag, an average of this period's and last period's price 

level may be inappropriate for deriving a measure. of expected 

inflation if the observed CPI lags the actual cost of living. 

The current rate of inflation or an-average of the current and 

.the next year's inflation, \ next year's inflation may be more 
appropriate as the explanatory variable. 

I estimated* the equation in real terms, that is by 

deflating momy balances by the CPI. 4 6  This assumes that the ------------------ 
- 4 6 ~ h i s  raises the question as to whether the measured CPI is the 

appropriate deflator to use in order to derive real money 
balances. I decided to use the measured price level as the 
deflator in order to be consistent with the implicit GDP 
deflator which us,es measured prices. Also, the,measured price 
level appears to fit the homogeneity hypothesis well, a$. 
discussed on this pag9. 



* 
- - -- 

& 

demand for nominal balances moves in proportion to the price 
- - - - - - - - - 

level. Laidler (1985) discusses this assumption in detail. He 
-- 

says that a large number of studies have demonstrated the 

accuracy of this assumption. The proposition has support from 
- 

micro-theory, namely that it is relative prices that matter. 9 0  

test the assumption, however, I ran a regressiofi of nominal .- 

balances on prices and the other variables in the MI money 

demand function and obtained a coefficent on price that<,was not 

-signifimntly different from 1 .  The coefficient was very close 

to zero when I ran a real money demand.pquation with the price 
- 

level on the right hand .-side. This also -demonstrates+ the 

homogeneity hypothesis. 
0 

I used annual data rather than- quarterly. data, Although 

quarterly data provides more degrees offr&om it also ' 

presented problems. Income is only available on an annual basis. 

I experimented with proxies for quarterly income, Following PR , 

( 1979) and Genburg ( 1976) I estimated quarterly real income 

using industrial and miping output as benchmarks. However, this 

did not produce satisfactory results. One reason is that the 

correlation between the/two is not good. On an annual basis the 
* 

correlation coefficient is only 0.67. For some years the 

direction of change of annual GDP is different from that of 

inaustrial output.. The index for industrial output does not 
L 

cover all companies, just the larger ones. Alsq GDP includes 

agricultural activity, whereas this is excluded-f rom thep' imdex 



for industrial output. '' 
- A- - - --- 

I also used a quarterly interpolation of GDP. This gave 
$ 

better fesults than using industrial and mining output as a 

proxy. The risults were much closer to' those obtained by PR% 

However, both the inflation and income coefficients were 

insignificant, contrary -tq PR's results. Estimating the mopel 

over the whole period, th& inflation coefficient became 

significant, but the income coefficent was still insignificant. 

PR ( 1979 )  showed that prediction errors tended to be higher 
-z 

on a quarterly basis than on an annual basis, indicfiing that ------------------ I 

I attempted to replicate PR's results, "sing th;ir-p&xy for 
quarterly GDP, and using their adaptive expectations 
formulation. . However, I found my results tended to be 
different, sometimes substantially, from their's. The estimate 
of long run income elasticity was only 0.27, muchlower than the 
value of l%ey achieved, and the coefficients for both income 
and inflation were insignificant. When I estimated their model 
for the whole period (rather than for 1966 to 1975 as they do) 
the income elasticity. was the wrong sign and insignificant. I 
also tried verifying their equation for time and savings 
deposits. Unlike them I found the inflation coefficient to be 
insignificant. The income coeffient was insignificant which 
agreed with their results. I also tried to replicate their 
equation for base money demand. Although I was able to reproduce 
the sign and magnitude (signif-icant) on the-inflation variable, 
I could not do the same for the income variable. The m&asurement 
of the income va~riable seems to be a problem. 

Another possible reason why my results were differerent is 
that I did not sepa'rate demand deposits of the m h n g  tkompanies . 
as they'did, as I did not have the requisite information for the 
whole -period (only 9 years of data are vailable for mining 
company deposits out of a sample of 18 Mowever, PR found that yJ= prediction errors were little different from the errors sing from thee estimation of total demand deposits. This is 
probably not the reason for the discrepancy therefore. - Separation of mining company time and savings deposits might 
make a larger difference, but information on such deposits is 
not available, 



/ 

quarterly errors tended to be offsetting. The larger errors for 
- -- - - I 

the quarterly data reflect the problems with finding a proxy fot 
. . 

income, and probably the difficulty in stipulating a suitable 

adjustment mechanism. As they did not have enough data when they 

did their study they were restricted to using quarterly data. 
1 

This thesis has the luxury of more data points. I therefo,re 

decided to stick with the annual data.. 

-' t There 'is the problem -of how . to treat the lag in the 

. adjustment of actual baal_ances to desired balances. A partial 

adjustment mechanism could be used, whereby the change in actual 
+'- c 

balances adjusts by a constant fraction of the change in money 
f-+ , 

demand. I decided not to use any adjustment mechanism, at least 
0 

in the pneliminary phase of identifying the best model. This is 

because the specification o$ the adjustment of desired balances 

to changes in the explanatory variables simultaneously reduces 

the gap between estimated and actuLal balances. - 6- I did not include any explanatory variables showing the 
d 

effect of gevernment policies --or external events on money 
-0 

demand. Differences between actyal and estimated values would 

indieate the difference that suchf actors would make.; I did not 

include any institutionel variable; as Bordo and Jonung ( 1981 ) 
&" 

do. One reason was that I did nat have any reliable data to 

" ~ h e  
expec 
term 

equations for the partial adju~tment~and adaptive 
tations formulations are identical, apart from the error -r 

(~ennedy, 1979). 



-- - - 

measure such variables. Another reason was that there may be an 
- - -  

- -- - - - 

of •’setting bias, mentioned earlier, h~ that the 'proce-ss of 
--- - 

monetization tends to.exaggerate the true growth of real income. 

4 9 
-- - 

Finally, I considered the question of identification and 

simultaneous equations bias. As the supply of money is partially 

determined by the (exogenous) component of the money base it 

would seem implausible that the parameters in the money demand 

function could not be distinguished from the money supply 

function. However, if real income, prices and interest rates are 

not exogenous variabl-es in the economic system they might %3 

affected by the availability of money. An increase in domestic 

credit might affect real incomes and prices. In Zambia it is 

unlikely that real output is determined by the availability of 

real money balances. An exogenous in2rease in " nominal balances 

(an increase im the domestic component of the money base, for 

example) will soon be'drained out +3e economy through increased 

imports of intermediate inputs, except for extra money'people 
4 

wish to hold in response to increased incomes. I f  there are 
-- - - 

import controls, prices will probably rise instead as people 

491 included population as an explanatory vafiable in a * 
preliminary run. This variable is in effect a time trend, as 
discussed earlier. If monetization aTso -oFcurs along a $rend 
then this might be captured by the population variable. However, 
the coefficient was insignificant. The estimate of the income 
elasticity remained the same. I therefore decided to omit the 
variable for the regressions described below. 

- - -- 



dispose of the excess nominal balances until the former level of 
- - - - - - - - 

real balances is restored - that is, real balances are demand 

-determined, Real output in Zambia is basically not demand 
, 

-determined within .the economy. More important factors are 

probably external demand, and, in the case of agriculture, thg 

weather. As an experiment I regressed thecexplanatory variables 

in the money demand function on nominal and real money balances, 

and compared the results with regressions of nominal and real 

balances on each variable in the money demand function. The 
s 

results were cmsiderably worse for . the 'money supply' 

equations, in the sense of much lower coefficients, t values and 

F values, particularly in the case of real income and expected 

inflation. The danger of simultaneous equations bias does not 

appear to be great. 

Table 5.2 shows the resilts of a preliminary exercise to 

isolate the best model, without attempting iany,~refinements on 

expected income' and prices. The actual rate of inflation was 

average of 

Qsed. Expected income was arbitrarily assumed to be the .simple 

the current and previous year's income. The best 

results were 

.the terms of 

obta ined using real gdp unadjusted for changes in 

trade. 



T
A

B
L

E
 

5
.

2
 

E
S

T
IM

A
T

E
D

 M
O

N
E

Y
 

D
E

M
A

N
D

 
E

Q
U

A
T

IO
N

S
 
- 

M
I 

in
 

Y
t 

.
Y

 
Y

+
 

i n
t 

P
 

R'
 

- 
R

a
t

e
. 

- 
. 

N
 

P
- 

I
-

,
 

M
e

th
 

a
)
 R

e
a

l 
G

D
P

 

O
L

S
 

G
L

S
 

Q
L

S
 

O
L

S
 

O
L

S
 

b
)
 
R

e
a
l 

In
c

o
m

e
 A

d
ju

s
te

d
 f

o
r
 

T
e

rm
s

 
o

f 
T

ra
d

e
 
(
I
)
 

O
L

S
 

- 
O

L
S

 

O
L

S
 

, 

O
L

S
 



T
A
B
L
E
 
5
.
2
 (
c
o
n
t
.
)
 

c
)
 
R
e
a
l
 
I
n
c
o
m
e
 
A
d
j
u
s
t
e
d
 
f
o
r
 
T
e
r
m
s
 
o
f
 
T
r
a
d
e
 
(
2
1
 

d
)
 
R
e
a
l
 
.
I
n
c
o
m
e
 A
d
j
u
s
t
e
d
 
fo
r.
 T
e
r
m
s
 
o
f
 '
l
r
a
d
e
 (
3
)
 

0
.
6
7
 

0
.
4
1
 

1
.
1
5
 

5
.
2
 

Q
L
S
 

(
0
.
6
3
)
 

0
.
7
4
 

0
.
7
3
 

1
.
9
3
 

1
6
.
6
 

O
L
S
 

(
1
.
1
5
)
 

1
.
2
 

0
.
5
2
 

1
.
7
1
 

7
.
4
 

O
L
S
 

(
1
.
1
9
!
 

0
.
8
2
 

0
.
6
4
 

2
.
1
 

1
0
.
9
 

O
L
S
 

(
1
.
3
)
 

M
/P

N
 

0
.
3
6
 

-
0
.
0
2
 

-
0
.
0
3
 

0
.
2
3
 

0
.
5
8
 

2
.
7
6
 

O
L
S
'
 

w
 

. 
*

.
 

(
1
 .
o
)
 

(
-
0
.
 1)

 
(
-
0
.
2
3
)
 

0
3
 

* 
M

/P
N

 
0
.
6
 

-
0
.
0
0
1
 

0
.
6
7
 

0
.
5
3
 

0
.
9
4
 

7
.
5
 

O
L
S
 

(
1
.
3
6
)
 

(
0
.
6
6
3
)
 
(
0
.
6
4
)
 

M
/P

 
0
.
8
4
 

0
.
3
1
 

0
.
7
1
 

0
.
1
9
 

0
.
9
3
 

2
.
5
 

O
L
S
 

C
 

(
2
.
1
)
 

(
1
.
9
)
 

(
0
.
5
)
 

M
/P

 
1
.
2
1
 

0
.
2
6
 

1
.
4
8
 

0
.
2
9
 

1
.
4
5
 

3
.
3
 

O
L
S
 

t
3
.
0
)
 

(
2
.
0
)
 

(
1
.
4
9
)
 

N
o
t
e
s
:
 
- - 
a
l
l
 
v
a
r
i
a
b
l
e
s
 
a
r
e
 
in
 
n
a
t
u
r
a
l
 
l
o
g
a
r
i
t
h
m
s
;
 

f
i
g
u
r
e
s
 
in
 
b
r
a
c
k
e
t
s
 
a
r
e
 
t
 
v
a
l
u
e
s
:
 

M
 
I
s
 
M
I
.
 
N 

is
 
p
o
p
u
l
a
t
l
o
n
.
 
P
 
is
 
t
h
e
 
C
P
I
,
 
y
 
is
 
r
e
a
l
 
G
D
P
 
o
r
 
r
e
a
l
 
I
n
c
o
m
e
,
 

y
+

 
I
s
 
e
x
p
e
c
t
e
d
 
i
n
c
o
m
e
 
o
r
 
G
D
P
.
 
(
d
e
f
i
n
e
d
 a
s
 
t
h
e
 
s
i
m
p
l
e
 
a
v
e
r
a
g
e
 
o
f
 

t
h
i
s
 
p
e
r
i
o
d
 

a
n
d
 
l
a
s
t
 
p
e
r
i
o
d
'
s
 
i
n
c
o
m
e
 
o
r
 

G
D

P
):

 

t
h
e
 
I
n
t
e
r
e
s
t
 
r
a
t
e
 
Is
 
r
e
p
r
e
s
e
n
t
e
d
 
b
y
 
t
h
e
 
r
a
t
e
 
o
n
 
s
a
v
i
n
g
s
 

d
e
p
o
s
i
t
s
 
I
n
 
c
o
m
m
e
r
c
i
a
l
 
b
a
n
k
s
;
 

,
t
h
e
 s
a
m
p
l
e
 
p
e
r
i
o
d
 

rs
 
1
9
6
6
 
t
o
 
1
9
8
3
;
 

T
e
r
m
s
 
of
 
T
r
a
d
e
 
A
d
j
u
s
t
i
n
a
n
t
 
(
1
)
 r
e
f
e
r
s
 
t
o
 
t
h
e
 
C
a
v
e
s
 
a
n
d
 

J
o
n
e
s
 
(
1
9
8
0
)
 m
e
t
h
o
d
 
o
f
 
a
d
j
u
s
t
m
e
n
t
:
 

T
e
r
m
s
 
o
f
 
T
r
a
d
e
 
~
d
j
u
s
t
m
e
n
t
 (
2
)
 
is
 
n
o
m
i
n
a
l
 
i
n
c
o
m
e
 
d
e
f
l
a
t
e
d
 

b
y
 
t
h
e
 
c
o
n
s
u
m
e
r
 
p
r
l
c
e
 
i
n
d
e
x
;
 

r
 
T
e
r
m
s
 
o
f
 
T
r
a
d
e
 
A
d
j
u
s
t
m
e
n
t
 
(
3
)
 i
s 

t
h
e
'
o
f
f
i
c
i
a
l
 
Z
a
m
b
i
a
n
 

' 

G
o
v
e
r
n
m
e
n
t
 
a
d
j
u
s
t
m
e
n
t
,
 
a
s
 
r
e
p
o
r
t
e
d
 
in
 
t
h
e
 
M
D
S
 

\ 



C 
- - 

This may seem surprizing, given that transactions balances are 
- - - 

- held on the basis of the purchasing power of money, for which 

terms-of-trade adjusted'. real income is a better:_proxy. One 

possible r'eason is that real output may be a better pfoxy, for 
/ 

permanent income than terms-of trade adjusted income. The 1 tter . u 
tends to fluctuate far more than output, because of the changes 

in the terms of trade, .and probably reflect transitory changes 
f - 

to a greater extent than 'permanent' changes. There may still, 

however, be a time lag between changes in output and changes in 
P 

desired money balances, which can be captured by using a measure 

of permanent output. 

The Caves and Jones formula for adjusting for the terms of 

trade worked the best, followed by the variable obtained by 

deflating nominal income by the consumer price index. Using the 

Zambian Government's measure produced very bad 
I 

Using aggregate values of real balances 
1 

values than using per' capi'ta values in the cas of physical 

output. However, using per -capita values for the f ir-,st version 

of terms of trade adjusted income pqoduced better F values than 

for aggregate values. The estimated c'oef'ficient on the interest 
# .  

rate variable (proxied by the bank 'savings deposit rate) had the r4 

expected negatike sign in the case of real GDP, but was ,usually 
- 

the wrong sign in the case of real income. The interest rate 

coefficients were much larger, with higher t values, when the 

equations were estimated in aggregate terms rather than per - 



capita terms. t 

C 
--- - -  - 

The coefficients for inflation were generally positive and, 

onsly rarely significant. The positive coefficient is puzzling 

and also contradicts the findings using quarterly data. One 
5 

season ;auld be that people shift out of quasi-money into other 

forms of money as a result af inflation (see earlier footnote on 

Deaver's (1970) finding), given the rate of interest..As will be 

seen later the estymated inflation coefficient in the case of 

quasi-money is negative. In the short term, on a quarterly 

basis, there may'be a negative correlation because people have 

not had time to adju t desired real balances to rising prices. & 
If prices rise faster than money balances in the short term then 

real balances fall. Other reasons for the-positive coefficient 

are discussed later. 
b 

Income elasticities varied between 1.34 and 1.61, using 
9, 

I 

real GDP and per capita GDP as the income variable. This would 

confirm the common expectation (e.9. PR ( 1 9 7 9 ) )  that income 

elasticities are greater than one). Using 'expected' output did- 

not appear to make much difference. Income elasticit'ies greater 

than one were also obtained for the second version of terms o: 

trade adjusted income. As would be expected, (because of the 

large transitory element in this measure of income) the size of 

the elasticity, and its degree of significance, was higher for 
\ 

the 'expected' variable, The income elasticities were less than . 
one for the other versions of terms of trade adjusted income, 

\ *  
b 



a .. 

but again they were hiqher using the 'expected' variable, -- 

~ h e  DW statistics tended to show negative serial 

correlation using OLS. I used generalized least squares to 
_c_ 

correct for this. , 

I then took the best looking equations to see which fitted 

the data best on a year-to-year basis. It is invaliq to compare 
1 

RZ' when the dependent variables are different (see Kennedy. 

1979). Instead I used the mean percentage square error of tbe 

residuals to compar'e the goodness of fit between different 

equat ions'. 

The best fit appeared to come from the equati in Table , 
d@" 

5.2 where real money balances are a function of expected real a 

income, the interest rate, and the currentlrate of inflation, L 

I 

using generalized least squares to correct for autocorrelation. 

Errors over 5 % -  occur in four years only:' 1972 (-5.2%), 1970 

(-12.4%)~ 1979 (13.1%) and 1981 (-8%). A minus sign means an 

estimated d e m 4 f i ~ m o n e y  greater than actual money supply. 01 t 
- - 

is noteworthy p a t  events of particular monetary significance 
* 

occurred in these years. In 1972 there w-as a credit squeeze (as 

referred to in-Chapter 4). such that there was excess demand for 

money balances which presumably was not satisfied by the end of 

the year. 1978 and 1979 were the years of = the IMF Standby . - 
\ 

program, In 1978 monetary restraint actually caused money supply 

to fall. However, predicted money demand fell by much less. The 
- L  - 

excess demand was.not eliminated by year-end. In 1979 estimated 



i miney ' demand unde$redicted - actual money - suppl~ by - almost - 

\ .exactly the same an $4~ nt e as the over prediction the previous 

u a r .  Predicted money demand fell, but money supply rose. This 

reflects the lagged adjustment of actual to desired balances 

from the year before, and also the improved liquidity situation 
- 

in a year when real GDP fell. 1981 was also 
1 4 

IMF program. The overprediction of 

---.. explain, as the po1,icy of credit' restraint did not work. The 
* 

overall credit ceiling was broken. 
J 

' IMF programs may cause adjustment coefficients to change, 
b *  

so that the period of adjustment is shortened, relative to that 

implied by the model. It is also possible, as PR ( 1 9 7 9 )  suggest, 

that IMF programs cause a 'chan'ge* in expectat ions or confidence, 

such that the money demand function shifts, or expectations of 

the explanatory variabies change, ,For example, an IMF pr-ogram is 

usually expected to be deflationary. People may expect incomes 

to fall, and may revise their desired money balances 

accordingly. This-means thap-,last year's income receives a lower 
L 4  

weight. This could be one reason for the large overprediction in 

1978.  
- 

~ikewise in 1979 the economic situation looked much 
" i 

healthier, partly because of the large increase in copper 

prices. The governmerit and BOZ announced that credit to the 

private sector would be much easier. ,This may have prompted 

people to revise upwards their desired money balances, and to 



ignore the information conveyed by events-<in the pr.eviousye3r. 

In 1981, people may have also revised their desired balances 
. * 

downwards, expecting deflation, and not expecting the favourable 
- - 

harvest that caused the credit ceiling to be broken. 

The model shows that in most years, even when liquidity 

built up very rapidly as in 1975 and exchange and import 

restrictions were intensified, the errors are reasonably small. 

This indicates that money market equilibrium tends to be 

attained within a year. 5 0  - 
The qext step was to try and refine the MI equations 

further, using real output as an explanatory variable. First, , I  

added a dummy variable representing theexchange restrictions 

that were 'intensi~f ied in 1976. The dummy took the value of 1 for 

1976 onwards, and 0 for earlie'r years. PR (1979) adopted this 

procedure for their model, and obtained a significant 

coefficient. However, ained an insignificant coefficient. 

One reason may be that the dummy that PR used acted as a proxy 
fl 

'for the increase-in interest rates in 1976. 

I experimented with different weighted averages of curren# 
.\ 

and the previous period's GDP. The best k,esults were weights of 

t 0.5 in each period. 
% 

'\ 

'--- 

''As noted by Prais (1977)~ the use of end of the year stock 
data and annual average flow data already implies an adjustment 
lag. 

t 

B 
f i  



+ I f  the interest rate reflected expected inflation ,there 
-- - - 

/ 

would be less juistification f s r  having both variables. One test 

of uh-tthtr it is. justifiable to include both variablh is to run 
- 

th6 reqression without one of the vaciables. I f  the variables 

are highly collinear, then'the t values on the included variable 

, should increase significantly (the explanatory power that was 

comnton to both variables will 'be allocated solely to the 
i 

included vafiable) . High collingarity would indicate that 
1 

interest rates reflected expected inflation, When the inflation '9, 
k 

variable was dropped, using the equation of best' fit from Table 
e 0 

5.2, the R 2  only marginally declined (to 0.89) .  The t value on 
\ 

the +nterest rate coefficient changed only marginally. When the 

interest rate was dropped, however, the R 2  dropped dramatically 

to 0.5, and the coeffirienv on inflation became negative 
0 F 

insignificant. This shows that there is a degree of 

collinearity, and that the inflation rate is acting to some 

extent as a proxy ,for the interest rate. However, the degree of 

collincarity .is not very high. I' This indicates that there is 

at least justification for i n c w n g  the interest rate variable. 
kl 

. As the inflation variable adds to'the explana ory power of the t: 
equation, and is justified theoretically, there is. good cause 

for including it as well (as Aghlevi and Khan (1977) do, anl3 as 
b 

Laidler ( 1985) says is. justif icd rheh interwt rates are ------------------ 
A * '  The correlation coefficient between the two variables is > 

about 0.65. , 
a - b .  - 



regulated). 
-- 

d further by substituting the average of this 

inflation rates, for ,the* current 

period inflation rate. As hPlained earlier, this is justif red 
\ 

by the existence of price controls, 'excess demand, and -the lag 

between the adjustment of official prices and increases in 

uno'fficial prices. The fit improved marginally. 5 2  

The next step Gas to estimate demand equations for ali 

different ,c.omponents of money. This exercise is necessary for 

the purposes of determining the most stable and predictable 

money demand function, and for examining the stability of the 

money and credit multipliers (see Chapter 6). 
\ I 

I assumed that the same model applies to each component of 

money (as does ~ i z ,  (1970) 1 .  The results are tabulated in Table 

5.3; and are discussed below: 

Currency 

All coefficients were significant. The R2 and the MPSE 

were much lower and higher respectively than for MI. The 

income' elasticity was 1.52, which is slightly higher than 

for MI. The- ceefficient for inflation was posi'tive. A 

f "  1 %  possible explanation' is increasing uncertainty and 
I L 

instability, which caused people to want to be as liquid as ------------------ 
' 'AS  expected, a regression using an average of the current and 
previous period's-inflation rates produced a worse fit. 

1 
Y 



possible.. In times of goods and foreign exchange shortages 

people might want to hold extra amounts of cash so as to 

have quick and ready access to scarce g o ~ d s  and black 
\. -, 

3 mark t ioreign exchange when they become available. Wilford ' 

( 192) found that currencF.h&dings increased relative to 

demand deposits as inflation increased and attributes this - - 
-- - 

to increased uncertainty. Another explanation, discussed 

under 'Demand Deposits', is that the opportunity cost of 

holding money for transactions purposes increased faste; 

for demand deposits, because of increasing chequing 
- - 

charges, than for currqncy, - prompting a switch to the 

latter. 

There-. were large residuals -in 1969, 1970 and 1971. 

These might be related to the quality of the agricultural 
-- 

sector, which is not includedPin the model. If the harvest 

is good, agricultural incomes are high. Farmers tend to 
* -- 

hold a greater proportion of their money balances in 

currency, than urban dwellers. Therefore currency holdings 

can be expected to increase relative to what the model 

predicts. This may account for the overprediction in 1970 

(a bad harvest), and the underprediction in 1971 (a very.. . - 

good harvest). Future research could use a proxy variable 

to account for this (such as the number of bag6 of maize 

harvested). 
9 

- -  - 
\ 



2 Diz (1970) experimented with a variable proxying the 
- - L pp----- 

, distribution of 'income, namely the share of income going to 

labour. His hypothesis was that the higher this ratio, - the - 

greater the demand for currency by t e public, as wage a earners would be less likely to hold mo ey in banks. He 
\ 

obtained a significant coefficient. I tried the same test, 

but was unable to obtaia a significant coefficient. One 

reason may be that the period of very large wage increases 

in Zambia (the late 1960s) coincided with Zambianization of 

the currency. People who had not previously used'banks may 

have been persuaded to open bank accounts . when th,ey 
- 

exchanged old for new notes (they may have also distrusted 
\" 
\ 

the new currency). 5 

I also added a dummy proxying exchange rate 

restrictions, but this did not improve the F i t  // 

significantly. 

Bank Reserves 

Commercial Bank Reserves were hypothesized to depend- - - 

on the legal reserve ratios for the different classes ofc 

deposits as well as the variables in the basic model. One 

could reason that it is not necessary to include these . 

extra variables as the amount of reserves demanded depends 

------------------ 
'I Harvey (197;) raises this point. 



. 
,u r 

on the level of deposits (which depends on the demand for 
4 

- - - - - - -- - - - 
them), and the opportunity cost of holding reserves. 

P - 
I 

However, if there no legal reserve ratio, the banks ' 

might hold fewer reserves -than implied by the legal 
. ' 

requirement. I have therefore included them. 

The estimated equation _produced a very high R~ oj 

0.99. TheMSPE W relatively (to MI) high' at 73.' Errors 
- 

were over 10% in 1974 and 1975. The underp;edict.i-on in 1974 
4. 

may be due to the liquidity squeeze in that year, caused by . . 
- -- 

rapidly rising credit. - ';Excess reserves fell to zero. The 

overprediction in 1975 is, conversely, due to the very 

large liquidity build-up that year. 

The income elasticity was very high - nearly 2 - and . c 

B 
highly significant. As expected, the interest rate 

coefficient was negative, and was significant. The 

inflation rate coefficient was ne.gative and verged on 

significance at the 5% level. This msy seem surprizing, 
r 

given the positive coefficient in the currency equation. - 

are presumably not so concerned with the - 

to scarce goods and'foreign exchange. 

Also, unlike consumers, there is no other liquid asset that 

has a lower opportunity cost. The coefficient on the legal 

reserve ratio for demand deposits was positive, a6 ------------------ 
"~here is evidence of this in Zambia. In some years - 1974, and 
1981 onwards - excess reserves fell to zero. 



- - - - -- - - - - -- 

, expected, and significant. The coefficient for the reserve 
- - - - - 

ratio on time and savings deposits was negative and ' 

significant. This is a little hard to explain as one would 

expect a positive sign. One reason could be that the ratio -- 
was only changed once over the period, thereby allowing 

insufficient variation to allow a meaningful coefficient to a 
- - 

be estimated. 
- _-- - 

Base Money . - - 

f As base money inciudes bank reserves the lqgal reserve 
- 

ratios were included as arguments. A high R' of 0.98 was 

attained, along with a good (comparable to M I )  MPSE of 34. 
A 

The income elasticity was 1.34, comparable to that of MI. 
S 

The interest elasticity was significant. The inflation 

elasticity was significant and positive. The positive 

coefficient in the curr-ency equation outweighed the 

negative coefficient in the bank reserve equation. The 

coefficient for the reserve ratio on demand deposits was -- 

the expected sign, but just below significance at the 5% 

level. The Poef f icient for the other -ratio was positive and 

insignificant. The rever,sal of signs from the bank reserve 

equation may reflect the instability of the coefficient 

resulting from lack of variation in the data. 

It is interesting to note that the MPSE for base money 
- 

is less than half of the MPSE for the components of base -- 



money. This indicates that that the residual errors are 
I 

,. -- - -- 

partiaTly offsettl'ng. 4 

' The only lakge errors (over 10%) were in 1970 and 

1971. The errors in estimating MI in 1978 and 1979 and 1981 

were theref~re not attributable to base money. 
- 

1 

P 

Demand Deposits 

The R~ was C.87, while the MPSE was 68.4. As with MI, 

the largest errors were in 1978 and 1979 and 1981 (over 

10%). Errors were also large (between 5 and 10%) in 1967, 

1968, 1972, and 1976. As mentioned earli.er 1972, 78, 79 and . 
81 .were years c ~ f  major monetary policy events. The income 

elasticity was 1.25, or slightly lower than for MI. The 

interest rate coefficient was significant and had the 

eirpected sign. The inflation rate coefficient was negative 

and very insignificant. This may seem puzzling at first as 

the coefficient on currency is positive. A possible reason 

is that chequing charges have gone up with inflation, with 

the result that the opportunity cost of holding demand 

deposits has risen faster than the opportunity cost of 

holding cash. Given a need to hold money ----transactions 

purposes, this might explain the move into currency. 

Another reason, referred to above, may have been the desire 

to be as liquid as possible, given the economic 



uncertainties and shortages.55 -- - - -- - - -- - -- 

- 

The results of this equation have already been 

discussed. The equation 'is marginally different from the 
d 

one in .Table 5.2, as the inflation variable measures 

'expected' inflation rather than the current r-ate of 
a 

inflation. 

Quasi-Money 

The equation for quasi-money produced an R~ of 0.88, 

and a high MSE of 320, indicating large residuals. Errors 

were well over 10% in most years. The income elasticity was 

very high, and highly significant, indicating that this 

form of money is more of a luxury good than the other 

forms. The interest rate coefficient was negative and 

almost zero. This may seem surprizing given the increase in 

interest rates over the period, the rise in the ratio of 
. L 

time and savings deposits to demand deposits, and the 

highly significant negative coefficients on the interest 
/ 

fate variable in the previous equations. A possible reason ------------------ 
t I remember of my experience in Zambia bank charges 
igh and increasing. Holding transactions-related 
vings accounts was impractical and undesirable given 
wal notice required, aria the negative real interest 
e were therefore definite incentives for holding 

cash. -- 



is that higher interest rates have at times been associated 
- -- - 

with government -init-iated credit squeezes, that have _ 

induced businesses to run down their time and savings ' 

deposits. 
A 

The coefficient on inflation is negative (as expectea) 

and approaches significance at the 5% level. 7 

The income elasticity is very diff&n&T&m that 

obtained by , PR ( 1 9 7 9 )  $Lho obtained an insignificant 
/ 

'coef f icienk'. PR were themseives surprized by their result. 

The demand for this component is clearly more unstable 

than for the other components of money. One reason could be 
- 

that people switched back and forth beGeen th;, banksjdnd 

other financial intermediaries. However, the evidence d w s  

not support this. 5 6  A more plausible reason is that the 

stock of quasi-money tended to reflect the shocks hitting 
1 

the economy. People and businesses would .add to their 
\ 

balances during times of excess liquidity and intensified 

foreign exchange restrictions, and destack during credit 

squeezes. There was a patticularly large destocking in 

1978.  

5 6  The major reason for this to happen'would be if interest rate 
differentials were continually fluctuating. This was not the 
case in Zambia. Interest rates rose very slowly. Rates in the 
other financial institutions tended to lag behind those in the 
banks. - - 



The demand equation for M2 produced an R 2  of 0.96, and - 
an 'MPSE of 62. The income elasticity was almost 2. The - 

interest rate coefficient was negative and significant, 
. . 

reflecting the dominating _effect of the non-interest 

bearing elements of money. The inflation rate coefficient 

was negative, but insignificant, reflecting the opposing 

forces of inflation on currency and. on time and savings 

deposits. The only error over 10% was in- 1978 (20%). 
- d Judging from the above, the demand for M2 is appears to be - 

less predictableObthan khe, dem&nd for base money and-KK This is 

-- of policy interest. '"-' 



DEMAND EQUATIONS FOR EACH,COMPONENT OF MONEY 

Curr = -6.4 + 1.5GDP' - 0142i + 2.74(P/P.,)+ 
(-3.9) (6.5) (-3.6) (3.6) 

R 2  = 0.81 SEE = 0.08 MPSE = 71.6 F = 18.8 

b) Bank Reserves (R) 

R = -12.3 + 1.94GDP' - 0.48i - 0.44(P/P.,)+ + 1.32rsl - 0.22rs2 
(-11.5) (14.4) (-4.0) (-1.35) (4.1) (-1.74) 

R 2  = 0.94 SEE = 0.06 M P S E =  54 F = 266 

c) Base Money(B) 

d )  Demand ~ e p o s i t s ( ~ ~ )  

DD = -3.4 + 1.25GDP' - 0.3i - 0.018(~/~.,)+ 
(10.3) (-6.2) (-0.05) 

a 
R~ = 0.87 MPSE = 68.4 SEE=0.066 F=38 

4 1  - 
MI = -3.9 + 1.35GDP' - 0.33i + 0.70(~/~.,)+ 

(14.9) (-9.0) (2.65) a 

R 2  = 0.94 MPSE = 30 F=90 SEE=0.049 

f )  Quasi ~ o n e y ( Q ~ )  

T QM = -17.7 + 3.2GDP+ - 0.01i - 1.73(P/P.,)+ 
(9.2) to) (-1.6) 

Ra = 0;88 MPSE = 3.20F=41 SEEt0.16 

Notes: - GDP and inflation variables are in 'exp&tedf form: 
- equations were estimated using GLS, for 1966-83; 

- - i is the interest rate 6ri bank savings accounts. 
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Diz (19701, "in his study of Argentina's monetary 
-- --- - - - -9- - 

experience, also estimates demand equations for the different 

components of money. It is interesting to compare his results 

with mine. Diz obtains 'permanent' income elasticities of 3.1 

(1.52) for publicly held currency, 1.6 (1.25) for demand 

deposits, and 0.8 (3.2) for time and savings deposits. He does . 

not estimate a demand equation for bank reserves.=' My estimates 

are in parentheses for compari~son. His estimates for the 

interest rate elasticity are 0.2 (-0.42) for currency, -0.2 

(-0.3) for demand deposits, and 0.15 (0) for time and savings 

deposits. His estimates for the 'expected' inflation rate 

elasticity are -1.8 (2.74) for currency, -1.35 (-0.018) for 
1 

demand deposits, and -8.7 (-1.73) for time and savings deposits. 
, 

There are clearly major areas of disagreement. His 

estimates of income eJasticity are much higher than mine for 

currency and . demand deposits, and much lower for time and 

savings deposits. Diz' results are a little puzzling, as one 

would expectPthe 'permanent' income elasticity to be higher, the- 

'wider' the definition of money, As an economy grows people will 

tend to use cash less and bank deposits more. As-their savings 

grow with income (that is, as their wealth increases) they will 

be more likely to use time and savings deposits as a repository 

, for their wealth. Macesich (1970) also posits the income ---------------- A- 
s' Instead, he estimates an equation for the bank reserve ratio. 
This is discussed further in Chapter 6. 

- - 



- --- -- - - - - -- 7 
elasticity of bank deposits to be gr;ater t h L t h a t  of currency.' 

Perlman ( 1 9 7 0 )  finds incomC elasticities to be lower for 

currency than deposits for a cross-section of countries. 

My income elasticities may seem puzzling as, according to 

my theory, the income elasticity of demand deposits should be 

higher than for currency, whereas i t  is lower. It may be the 

case that the currency coefficient is biased upwards because of 

an omitted variable that is correlated with income. Such a 

variable may capture a trend; such as an increasing ratio of 

currency to demand deposits. I tested this by reestimating the 

equation with population as a variable. This should capture both 

population, which theoretically should be in the equation 

anyway, and is fitted along a trend, and any other trend. The 

rincome elasticity fell to 1.12. ThCpopulation coefficient was 
P 
2.7, and-highly significant. If population was proportional to 

money demand and there was no other trend the coefficient would 

be unity. 

As growth in currency demand has been at the expense of 

,*- demand deposits one might suspect that the incbme elasticity of 

demand deposits in Table 5.3 is biased downwards. I reran the 

.equation with a population variable, The income elasticity rose 

to 1.46. The coefficient on population was 1.1, reflecting 
L. 

mainly the effect of population itself. 

$: These results probably explain why population did not make 

Any difference to my griginsl MI equation, prompting me to omit 



it. The biases on the currency and demand deposit income 
- -A- - - 

elasticities cancelled each other out. I also checked the other 

money components. The alternatiue specification made little 
-- 

difference to bank reserves. The income elasticity for base 

money fell to 1.18.  As with currency the interest elasticity 
m 

rose significantly to nearly -1. The income elasticity for quasi 

money dell to 2.4, reflecting a strong 'monetization' trend. The 

interest rate became more negative, as did the inflation 

coefficient. The income elasticity for M2 fell to 1.71.  The 

equations are shown in Table 5.4. 

The rise in the interest rate coefficients are disturbing. 

Laidler (1985)  cites various studies showing the interest rate 

elasticity to vary between 0 . 1 5  and 0 . 4 ,  which is consistent 

with my original estimates. Also of concern was a large rise in 

fhe COND values in the equations, suggesting that the X'X matrix 

was approaching singularity. This makes the coefficients very 

susceptible to changes in-sample size and specification. 

Diz obtains a positive interest elasticity for the demand 

for currency. He admits that this is contrary to his 

expectations. He attributes this to 'complementarity' between 

the two forms of money, but does not explain the reason for 

this. His estimate of the interest rate elasticity f.or demand 

deposits is the same sign and magnitude as mine. He obtains a 

significant positive interest elasticity for time and savings 

deposits, which I do not. 
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time and 

has a much higher inflation elasticity - - - for demand and 
- -- 

savings deposfts compared to mine. His coefficients ark 

significant in contrast t o .  mine. Diz' high inflation . , 

coefficients probably canWbe explained by the much Kigher, and 

more entrenched, rates of inflation in ~ r g e n t h a ,  compared wbith 

Zambia. His inflatipn elasticity for currenc,y is opposite in 

stgn from mine. I outlined a plausible reason for a positive- 

inflation elasticity for currency in Zambia above. 

5.3 Forecasts of Money Demand 

The final exercise in, this chapter was to simulate mon6y 

demand for the different components from 1976 on. The model was 
P 1 

run-for the years up to the period immediately before the period 

, to be predicted. The cationale for *this is that a policy maker 

who has to make g decision for a pairticular year,only possesses 
i 

information on the parameters of the model up toathat year. For 

a valid forecast to be made he can only use those parameters. As 
f 

the principal practical application of the monetary approach toc 

the balance of payments lies-in the forecasting of a halance ot 

payments outcome, given a predicted money demand and a selected 

change in domestic credit, the ability to forecast money dtmand 

is important. A key-part of PR's (1979)  study follows the same 

. procedure, with the same objective. I am assuming the 
I 

explanatory v a r q s ' a r e  the same for each P a r ,  which is not 
94, 
necessarily true. However, to estimate different models for each 



year would have been very time-consuming. The po,int o f _ t h -  

exercise is to test the stability of the money demand function. 

'I•’ the prediction errors show that the model structure i5 

changing over time this indicates that $he function is' not 

, stable, and that the practical usefulness of the monetary 

approach to the balancelof payments is limited. 

  he erogenous variables take on their actual values in thk 

simulations. In reality these would also have t< be forecasted, 
, c 

introducing further scope for forecast error. However, this is a 
\ 

problem. in any kind of for,ecasting, and is not a drawback - 

. specific to the monetary approach. 

The simulatims are 'shown in Tables 5,5 to 5.11 below. 

5 0 0  The equations described in Table 5.3 ar,e used for the 
simulations, partly because of suspicions attached to the high 
interest rate elasticities and the higher COND values shown in 

. Table 5.4. 



TABLE 5 .5  
- - -- - - -- - a 

FORECASTS OF PUBLICLY HELD CURRENCY 
( Kwacha, mi l l ions  

- 

Year AC-t ua 1 ~ r e c ? z i e d  Error %Error ................................................. 
1976 , 101.9  124.5 22.9 22.5  
1977 8 3 . 2  9 5 . 5  12.3  14.7  

' 1978 79 .1  67 .2  - 1  1 .8  -15 .0  
1979 6 9 . 5  69 .1  ~ 0 . 4  - 0 . 6  
1980 ' 74 .4  7 0 . 3  . -4 .1  - 5 . 5  
1981 8 1 . 2  7 6 . 3  - 4 . 9  - 6 . 0  ' 

- 1982 8 0 . 1  8 2 . 5  2 .4  3 .0  
1983 6- 7 6 . 8  8 5 . 5  8 . 7  11.4 

Root Mean Square& Percentage-Error (RMSPE) 19.6  
Mean Absolute Errory 8 . 4  
Standard "Dev,iation 6 . 8  

I - 
TABLE 5 . 6  

FORECASTS OF COMMERCIAL BANK RESERVES 
( Kwacha, mi l l ions  ) 

- 1 

Year Actual Predicted Error %Error -------------'---<-------------------------------- 

RMSPE 
Mean Absolute Err d r 
Stanaard Deviation 

Note - values a r e  i n  r e a l  terms. 



TABLE 5.7 
- - 

FORECASTS OF BASE MONEY 
( Kwacha millions ) 

Year Actual Predicted Error %Error 

1976 175.2 183,l 7.9 4.5 
1977 156.2 162.1 8.9 5.7 
1978 142.2 134.9 -7.3 -5.2 
1979 137.0 129.8 -7.2 -5.2 

- 1980 136.9 131.8 -5.1 ,-3.6 
1981 143.6 141 .O -2.6 -1.8 
1982 145.9 146.0 -0.1 0 
1983 138.8 141.1 2.3 1.6 

RMSPE 6.5 
Mean Absolute Error 5.2 --- - - 
Standard Deviation 3.0 

FORECASTS OF DEMAND APOSI TS 
( Kwacha  illi ions ) 

Year Ac t ua 1. Predicted Error %Error 

1976 215.0 195.3 , -19.7 " -9.2 
d 

1977 188.4 201.4 13.0 6.9 
1978 157.6 179.4 21.8 13.8 
1979 ' 213.1 - 151.8 -61.3 -28.7 
1980 176.6 171 .O -5.6 -3.2 
1981 _-_ 160.5- 180.7 20.2 12.6 
1982 181.7 184.8 - 3.1 1.7 
1983 - - 

176.0 176.5 0.5 2.7 

RMSPE 2 1 ..O 
Mean Absolute Error . 18.2 Q Standard Deviation 18.0 



FORECASTS OF MI 
( Kwacha millions 1 

Actual Predicted ...................... 
316.9 321.3 
271.6 309.1 
236.6 250.0 
282.6 219.7 
250.8 237.8 
239.8 ' 262.2 

:260.7 - 266.8 
-8 i '  260.5 

Error %Error ---------------- 
4.4 1.4 

37.5 13.8 
13.0 5.5 
-6.3 -22.3 

-13.0  -5.2 
22.4 9.4 

6,1 2.3 
7.7 3.1 

RMSPE 16.8 
Mean Absolute Error 13.8 ' 
Standard Deviation 10.4 

TABLE 5.1 0 

FORECASTS OF QUASI MONEY 
( Kwacha millions ) 

4 Year Actual Predicted Error %Error 
' 

1976 187.6 
d 127.6 -59.8 . -32.0  

1977 215.0 201.7 -13.3 -6.2 
1978 146.5 226.5"  80 .0  54.6 
1979 173.7 152.1 -21.6  -12 .4  
1980 \ 191.3 163.1 -28.2 -14.7 
1981 179.5 185.3 ; 5.8  3 .2  
1982 199.8 186.5 -13.0 -6.5 
1983 21 1.7 194.3 -17.4 -8.2 

RMSPE 38.9  
Mean ~ b s a u t e  Error 29.9 
Standard Deviation 26.1 



TABLE. 5.1 1 

FORECASTS OF M2 
( Kwacha millions ) 

Year Actual ...................... 
1976 524.4 " 
1977 491 .O 
1978 386.0 
1979 458.2 

\ 1980 447.1 
1981 423.2 
1982 503.3 
1983 467.3 

Predicted Error %Error ........................... 
455.8 -68.6 -13.1 
497.2 ' 6.2 1.3 
479.1 92.9 24.1 
379.6 -78.6 -17.2 
395.5 -51.6 - 1  1.5 
440.3 17.2 4.1 
454.3 -49.0 -9.7 
443.2 -24.1 -5 :2 

RMSPE 21 .O 
Mean Absolute Error 48.5 
Standard Deviation 30.8 

The tables show that the RMSPE is lowest for base money, by 

a long way, and Pighest for M2. Although currency and bank' 

reserces individually have RMSPEs close to that of M2, the 

.errors appear to be offsetting, 50 that the errors for base 

money are low. Percentage prediction errors for currency range 

from 23% to -6%. For bank reserves the errors range from 27% to 

-?%."For base money, the errors are all under 6% in absolute 
0 - 

terms, ranging from 5.7% to -5.2%. 

The largest errors for all components are generally in 1978 

and 1979, the years of the IMF program. The error for Quasi 

Money is particularly large ino1978, and appears to account for 

the very high RMSPE relative to other components. 

The structure of the errors do not reveal any systematic 
G 

under or over prediction. One can conclude that the structure of a 
- 



the money demand functions has not changed over time. 
- - - - - -- -- - 

In concl~sion, the demand function for base money would 

appear to be far more 'sound for the purposes of policy &king 

than the other functions. The average error and the variance are 
- a 

both small, If the errors are random, then one can predict with 

95% confidence that one might be plus or minus K15 million out 

on one's prediction. For MI thisxange becomes plus or minus K30- 

million, 'and for M2, plus or minus K80, million, These figures 

are in real terms. In today's prices the figures should be.' 
bl 

multiplied by four. Even in the case of base money the error in 
I 

predicting the balance of payments might be K60 million, which 

, is quite large. 

5.4 Summary and Conclusions . 

Section 5.1 discussed the behaviour of the velocity of 

circulation. It  appeared that it could be explained in terms of 

traditional money demand arguments, such as income and the 

opportunity cdst of holding money. In Section 5.2 I estimated a 

function for MI, using measures of permanent income, interest 

rates and expected inflation as arguments. Permanent income was 

proxied by a simple average .of this period and last period's 

real GDP. Expected inflation was proxied by an average of this 

and next period's inflation rate, on the basis that measured 

prices l a g  behind actual prices as a result of price controls. 

Thc'savings rate on bank accounts was used to represent the - 



interest rate. I experimented with terms, of trade adjusted 
- -- 

income. Howeye-7 1 GDP explained money demand better, perhaps 

because it represe~ts permanent income better.. Equations 
J ,  

', 
estimated in per capiSta terms did not perform as well as those 

in aggregate terms. 

The fit I obtained for MI was quite good. The income 
0 

elasticity was well over one, as expected (because af 

monetization effect-s). The inflation coefficient was 
L .  \ 

surprizingly positive, perhaps reflecting uncertainty and 

instability. The interest rate coefficient was negative, as 

"expected, and significant. Major residuals occurred in years of 

1 major policy disturbance, particularly 1972, 1978, 1979 and 
's 

1981. The largest errors were in 1978 and 1979, which were the 

IMF standby agreement years. One sus &hat IMF programs have / 

the effect of c.hanging the way expectations are formed and 

adjustments are made. 

I then assumed that the same model would hold for the other 
- 

components of money. Good fits were obtained for base money, and 

demand deposits. Quasi-money could not be explained nearly so 

well. The reasonWseems to beo that it serves as buffer against , 

\: 

shocks to the economy. During years of high liquidity it builds 

up, and is run down during years of low liquidity, the, most 

notable example being 1978. b 

The equations for currency and bank reserves both have 

sizeable errors. However, they appear to be offsettimg, as  the 
- 



base money function has much smaller errors. 
- -- - A 

The signs and magnitudes of the coefficients are generally 

plausible. Major exceptions were the high income elasticity of 
. 4 

currency demand, and the positive- inflation elasticity on 

currency. The 'latt-er could be explained by uncert;;l?nty and 

instability in the economy, and a desire to be as liquid as 

possible during times of scarcity of go s and foreign exchange. 

Transactions on the black market for both these items require 

cash. Another factor was that rising chequing charges were 

increasing the opportunity cost 'of holding transactions balances 

on demand deposits relative to qurrency. The-omission of these 
' \ 

trends ' might be partly ,responsible for the high income 

elasticity on currency. Reestimating the equation with a trend 

variable 
I 1  

(population) considerably reduced the income 

elasticity. Similarly, reestimation of the demand deposit 

, equation increased t'he income elasticity. 

The ycome elasticity for quasi-money seemed very high 

. ~ h i s b u ~ ~ e s t e d  that it might include a trend variable 

ng 'yonetization', which would ,be highly correlated 

with FA Inclusion 'of the population variable G.which 
. k 

repres nts a trend) reduced the income elasticity to 2;4. 

In'-o 3 I produced forecasts of the different elements 

of money for the years 1976 to 1983. As -it is absolute changes ' 

in net foreign assets we are interested in r- calculated the mean 
4 

absolute prediction error and the variance of. the error. The 



// 
- -  - 

'4 

'lower the Brror the smaller the error in predicting the balance 
--- - - -  

of payments for a given change in domestic credit, and the money 

multiplier. The errors were lowest for base money and the 

highest for M2. This should be of interest to policy-makers. - 
However, even in the case of babe money the errors in today's 

prices could be quite large ( ~ 6 b  million). There is still plenty 
, 

of room for reducing the error.\~owever, this might be difficult 
f 

without a far more precisely sp~c'ified money demand function. In 
i 

a world of changing government policies, changing expectations, 

and various external shocks it may be difficult to formulate a 
- 

more precise function. However, given the many shocks that 

Zambia has experienced it is a great source of encouragement 

that the errors are not considerably larger. 
/ 



CHAPTER 6 - - -- 

'MONEY SUPPLY IN ZAMBIA 

In order to explain changes in net foreign assets in. terms 

of monetary factors it is necessary not only to explain changes 

in money demand but also the control the monetary authority has 

over the creation of money and credit. If the monetary authority 

cannot control its domestic assets, or predict the effecr on 

total credit of a change in its domestic assets, it will have 

problems in attaining a balance of payments target, even it 

accurately predict demand for the liabilities of the 

system. The purpose of this chapter is to analyze the control 

the Zambian monetary authorities has over its domestic assets, 

and how well it can explain the multipliers which determine the 

tota-1 chan.ge in domestic' assets. Changes in money supply or 

domestic credit can come about through changes in the money 

base, and/or changes in the money or bank credit multipliers. ' I  
The money supply a$ bank credit supply process is first 

e--- 
described in general terms. In particular, the derivation of the 

money and credit multipliers is ' presented. The institutional 

framework within 'which the Zambian banking system operates, and 
- 

the monetary actions of the Bank of Zambia are discussed in fhe 
- - 

second section, in order to assdss the degree of control that 

the central bank has over base money. The actual behaviour of 

the olultipliers are pres'ented init-he third se tion.' In sections 9 



I - 

f QUK and five explanations are sought f u  k k o ~ ~  ~ - i - t e  

elements of the multipliers, and an attempt is made to pr-edict 

their behaviour'. ConsiderablC use Is made of the results of the 

last chapter. The last section presents some conclusions as to 

the explai.nability of the money supply process in-Zambia. 

6.1 The Money Supply Process 

By definition the money supply process can be written as: 
0. 

Mo = mH 

where Ma is money supply, m is the money multiplier, and H 
% 

is the money base (high powered money). After 'total 

differentiation this can be written as: 

dMo = mdH + H ~ Q  + dmdh 

Dividing through by Mo produces the following: 

H is defined as commercial bank reserves plus currency held 

by/the public - C + R. These are assets of the banks and the 
> 

public, and liabilities of the central bank.59 Most of the bank 

5 9  Strictly speaking, government deposits are also part of 
central bank liabilities. They can be switched to and from the 

rcial banks by the central bank in order,to induce a 
it contraction or expansion. This potential instrument of 
ary control has not been used in 2ambi.a. Government 
its are therefore treated as negative domestic credit to 

- 

181 



reserves are usually kept at tie central barrk;$n&-a-dfor -- 
" Y 

facilitating ' inter-bank clearings. Some -of the reserves are kept 
. . . 

.at the commercial banks in the form of notes and coins, and 

foreign exchang omme~cial bank holdings of foreign exchange 
" U 

a r e  cusually shown a P  a separate item from reserves, but are ' 

essentially' the same as they can be cashed in at the c;ntral 

bank for reserves. The s u e  of high powered money comes'trom 

domestic c 

government 

redit extended by the 'central bank (usually to the 
* - 

, and foreign assets,, and 'other assets minus other 

liabilities. t l o  ' f . 
' *  

a The centfa1 bank can try to exert control over the supply 

of high powered money through varying its domestic credit to 
- 5  

customers, and varying 'other 'assets minus other liabilities' .' ' 
As well as being able to control at least part of the 

0 

- supply of high powered money the central bank can influence the 

,demand by placing minimum reserve requirements an bank reserves, 

and, varying these requirements. I t  can also influence demand by 
- -  - -  

7 

placing or removing constraint"s.on ,deposit (and credit) creation . 
0 

by the banks. If it 'considers that deposit expansion is 

proceeding too quickly it can (apart--from altering reserve * ------------------ 
e 

' *  This includes items such as loans to the banks, 'special 
deposits' levied by the central bank on the banks and other 
organizations, physical assets, and the equity of the central 
bank. c13 

"lll_practice the government's -financing requirements may mean 
the surrende~ of control over high-pqwer-ed money, but in 
principldathe central bank has control. 

- - -  

- 



regoiremmrts) impose special deposits, wmh%as a s l m l l a r p  

effect to raising reserve requirements, or it can raise the 
B 

I. 

required ratio of liquid assets to deposits, or, in sdme 

cobntries, including it 'can impose credit ceilings on 

the banks. It c a n a l s ~  raise the discount rate to act as a 

di incentive to banks 7 W w i n g  extra reserve; from it. ~t can 
C - f 

sell government bonds to the public and to the banks. In the 
* 
Jatter .case there is a problem in that the bonds can be sold 

'back -again at *any t ime&exchange for reserves, and perhaps 

induie an unwanted credit expansion. Also, money supply will 

rise' by the amount of excess reserves the banks use .to purchase 

the bonds. This is better than* the muml'Yiple that would 

occur if they were bqught by the c&tral cases the 

central bank' may have difficulties in selling new or existing 

government debt unless'it can vary its price. C 

1) The money multiplier. is not within the direct control of 
4 

thd mopetaJy authority.. The size of the multiplier is 'determined 
1 

by a mixture of the behavioural actions of the ;ommercial -banks 

and the public, and the policy actions of the central bank. The 

money multiplier can be viewed in two0ways. First, it is the 
f-- 

ratio of M1 to base money, or M2 to base money. If the demand 

for these 'fferent elements of money can be explained and 

predicted on t e basis of well-defined demand functions, then "a t 
the multiplier can also be predicted. The results of the last 

C "  
-- - - 

chapter can simply be used. Second, it is the ratio of the 



0 

C - -- -- 

ratios of different components of money. 

to predict the numerator or denominator 

ratios as.a whole, than 

Using the second 

as follows: 

It may be more accurate 
- - -- -- 

of9hese ratios, or tbe ' 

to predict MI , MZand base money. - 
method, the MI multiplier can be derived 

- 
'. 

Letting C = currency h e m  by the public 

9 = commercial bank reserves- % 

= demand deposits 
T = time and savings deposits 
.c = ratio of currency to demand deposits - 

- - r = ratio of bank reserves to demand deposits 
then, 

MI = C + D  \ 

H = C + R  

which, after multiplying and dividing by D becomes 
I 

k = c + r  
c .  

Alternatively, bank reserves can be define~d as the sum of 
reserves required on demand deposits, time and savings 
deposits, grid excess reserves. Letting t be the ratio of 
time and savings deposits to demand deposits, and rd, rt , 

and re be the requited reserve ratios of demand deposits 
" and time' and savings deposits, and the excess reserve ratio 

respectively, the multiplier, after manipulation, can be' 
written as: 

MI = c + .  1 

Z 

H = c + rd + rtt + re(l+t) 

The second method is more complicated than the first - there 
is an additional variable to explain. However, the reserve 
-demand deposit ratio in the first method may be 
not so easy to explain as it is 
influenced - not only by rd, but also by rt, re and t. - 



- 3 .  w 

- - pp - - -- - 

The M2 mulkiplier is defined as: 

There are also various.ways of writing this. Letting c 1  and 
r, be the ratios of currency and bank reserves to total 
-demand and time and savings deposits respectively, then 

- 
f 

Another version is: d 

Finally, 

The definition one chdoses to use depends on the accuracp 
7 

with which the numerator and denominator of the component 

3 i o s ,  or the ratios themselves can be explained and predicted. 
P 

An alternative way of examining the contrbllabitity of the 

money s p l y  process is to examine the relationship between the 
P 

moRey d s s e  and commercial bank credit. From a policy. point of 



. view this r,elationship is relevant as domestic cr-it is me 
policy 'instrument. ~athbr than impose a ceiling on total credit 

the authorities can just place a ceiling on the credit expansion 
i 

of the monetary authority and, with the use q f  information on 

the credit multiplier and moiey demand, ' predict a balance 'of 
-b 

payments outcome. ?The credit multifilier can be written as: 
L ' 

Unle-ss commercial bank credit can be explained independently it - - 

is necessary to estimate b through estimating its components. I t  I 

-,, may be possible to explain the demand for bank credit to some 6 
extent through the same variables as in the money demand 

- function. However, it probably would not be easy to obtain a 
h 

good equation because of factors such- as 'animal spirits', 
s Y changing government policies, intermittent credit ceiiinqs, and 

diffe'rential responsiveness of credit demand to different 

sources of income (e.g, agriculture versus mining). The 

multiplier can be derived in terms of its component ratios as 
follows: 

I 
- - 

BC = D + T - NFA,- (OA - OL) - R -- ........................... 

H C + R  
- -  - 

Dividing and multiplying by. (D+T), 
" 

'BC = 1 -  f - e - r, 



where: - f is the)atto of net fereign assets (*FA) to tota; 
deposkts; s 

- -- - - 

- e is the ratio of 'other assets less other 
liabilities' to total deposits; 

- other symbols as previously defined. -- 
Alteraat ively, dividing a d  multiplying by demand deposits 
and letting f 1  and e l  be the ratios of NFA and 
(OA-OL) to demand deposits respectively, the credit 
multiplier can be written 13s: 

I 0  

r and r ,  *could also be decomposed further into rd, 
rt and re. 

The differences between this and the money multiplier are 
-- 

the terms f and e..It may be difficult to explain these ratios 

on the basis of behavioural relationships as is possible for c 
i 

and r. f is ~ $ r t l ~  determined by the banksand partly by the 

cential bank - how much foreign exchange it allows the banks to 

keep. The same for e. For the purposes of empirical testing 
J 

it is probably easier to treat b o t k  these variables as 
\ 

exogenous,- so that .predicted values are actual values. The 
L - 

variables to be explained are then the same as in the money 

multiplier. ,.. 

Institutional ~rameiork - . 

IMF (19.71) contains a brief $escription of the monetary 
4, 

system in Zambia (also see Harvey, 1977). 
'I - 



, 

- - - ---- 

- 

The Bank of Zambia was founded I in 
c, 

legislation of tde ~ 6 n k  of Zambia Act. Prior 

1964 unter the - - -  
to 1964 there was 

po independent monetary authority in Northern Rhodesia, as the 

country was part of a monetary union using the Rhodesia and 

Nyasaland Pound. There are five commercial banks, all but one of - -- 
which are foreign-o~ned.~ In addition there are a number of 

. . 
specialized financial intermediaries, which comprise about 30% 

of total financial assets. 6 2  
- 

' The BOZ has always possessed the traditional arsenal of 
/ 

instruments at the disposal of central banks, as described in 

the last section. It also has the power to ration foreign 

exchynge, to regulate how much foreign exchange ,the commercial 

banks and other organizations and individuals are allowed t~ 

keep for their own purposes, and to prescribe sectoral ceilings 

on commercial banks' loans and advances. its poweFs to conduct - 
open market operations are not limited legally, but are Limited 

practically by the lack of a market, apart from he commercial 

" banks and &her financial  institution^.^^ Its powers of moral 
* .  ------------------ - 

2See Chapter 4 .'5 \ 

" T& lack of a market is partly a result- of a reluctance to 
allow interest rates to be determined by market forces, Harvey 

' ( 1 9 7 7 )  notes, however, that BOZ has tried to encourage companies 
to hold marketable debt. For instance, the government; owned 
financial non-bank intermediaries were encooraged to buy 
government debt rather than simply deposit assets at BOZ. The 
hope was that the creation of a debt market would encourage 
foreign-owned companies to invest thgir liquid assets in 
government debt rather than overseas. 



moral suasion are high, mainly because of the limited number of 
- - - - -  - - 

comrnerciai banks. It can influence the compositisn of- bank 

lending between government an the private sector, and the A 
composition between economic sectors. Together with the 

government it. has a strong measure of control over the 
1 0 

allocation of foreign exchange between economic sectors. 

In '1968 the powers of BOZ over ciedit and foreign exchange 

allocation were considerably t?ough.wed, as part of the 

'Mulungushsi' reforms.' It was decreed that no non-Zambian 

(wholly or partly) companies could obtain credit from the banks 

in.excess pf their equity without the permission of BOZ. As this 
applied to most companies BOZ was able to directly control 

credit allwation to much of the economy. Another purpose was to 
' 

induc&foreign owned companies to bring funds into the country 
1 

and retain a larger proportion'of their profits t<<inanchtheir . 
operctions. 

Since 1968.BOZ has frequently made use of its instruments 

of contro9. In 1969 and 1970 it called special deposits from the - ------------------ 
'The major reforms were the nationalization of the mining 
companies and several other large companaies.. 

apparent reason for the reform was that BOZ had 
insufficient monetary control because banks could easily satisfy 
credit deman3 by abtaining funds from their overseas head . 
offices. C. H a r v e y r n l )  says this reason was invalid because 
of the reluctanceb of head offices to become net lenders. As 
Harvey also mentions, it is doubtful whether the BOZ cculd have 
had much influence over credit allocation prior to 196E'because 
bof the high degree of liquidity in the economy (as mentioned in 
Chagter 4, section 1 above). 

- - -- 



3 

mining companies ( ~ 2 5  million and K68 pillion respectively1 in - -  - 
order to stem the build-up o/ liquidity resulting from a large 

balance of tr and the repatriation of the foreign 
-- 

bxchange proceeds bf thi mining companies. In 1971 it rgleased 
3. 

these in response to much lower copper prices and a growing + 
demand for <redit. In 1972 it unleashed a battery of measures 

designed to restrict bank lending io the private sector, channel 

existing financial resources to the Government 
(to javoid 

'inflationary financing of--the budget- deficit' (BOZ Annual 

Report, 1972)), and improve the balance of payments. The 

measures were in response to a deteriorating balance of payments 

% situation, increasing bank lending to the private sector, and- 

deteriorating government budget position. 66. 

The immediate effect was a large decline in banks' actual 

liquidity to 7% ih July, versus 14% earlier in the year. 6 7  The ------------------ 
6 6 ~ h e  measures were (see BOZ Annual Report, (1972)): a) Raising 
of minimum reserve ratios from 8% to 12% for demand deposits and 
from 3%--to-8% for time and savings deposits; b) Increase in 
minim* liquidity ratio from 25% to 28%; c) The percentage of - 

liquid~assetq which could be held by each bank in the form of 
bills ofpexchFnge and promissory notes was restricted to 10%. 
whereas there was no limit previously. d) Long-term government - 
securities c ~ u l d  count as liquid assets, wfiile external balances - 
ceased to 'be eligible for such classification; e) m~orrowing by i 

companies was limited according to their debt/ equity ratios. 

The 
itted ratios were 1:1 for Zambian compank-sand 1:2 for 

foreig controlled companies 

67~ctual liquidity is liquidity that 3 s  readily. available to 
meet cash requirements - they comprise notes and coins, actual 
,cash balances, and Treasury bills. Formal liquidity consists of 
minimum reserve requirements, bills of exchange, promissory 
notes, local registered stocks and items in transit, 

- 



& 

*banks had to seIl a 1ar.ge part of their treasury h i l l s * c ~ B Q Z  in ,- 

order tp raise the cash. Banks also reacted to these me=sures by 
=--% 

reducing their net foreign 'assets (by K8 million), .reducing 

' lending to the privatemctor, and borrowing from other banks 

and B0Z. -  The reduction in net foreiqn assets of the banks helped 

to finance the balance of payments deficit and also helped to 

avert-a larger decline in net" foreign assets of BOZ. 

In 1974 a number of measures were enacted: . - -  
7- 

a) The amount of foreign exchange available for imports was 

greatly increased, in response to high copper prides; b) 

Companies were directed to finance imports locally instead 

of abroad, to take advantage of much lower interest . rates. 

This induced a large increase in domestic credit, Another 
\ 

reason for this was that imports had to be paid for at 

shipment, again to avoid high interest charges. This 

increased the need for brLidging finance. It also induced a 
- 

, 
( 

short term capital outflow: c) The large demand for credit, 

' /' 

/- - combined with a large budget surplus, drastically reduced 

7- 
, banks' actual liquidity to only 4% from about 25%, and 

I 

brought the total liquidity ratio to close to the legal . 

- ratio of 28%. To -avoid a $redit crunch, BOZ Yeleased ' 
A - 

specbl deposits (about K20 pillion) and advanced about K50 
+ 

million to the banks; d) Near the end of the year BOZ 

ordered that import finance should be obtained from 
-- -- 

overseas agaie in response~ to the rapidly deteriorating 
e 



balance .of payments situation: e) -BOZ -started a 
- --- -- - -A - --+ 

'counter-financef scheme whereby it lent money to the 
\ 

banks, which in turn lent it to the miming companies, while 

they awaited the proceeds of their exports from overseas 

'customers. This helped to inject liquidity into the 

In 1975 payments arrears started to accumulate. T ~ ~ ^ B O Z  

ordered Rnporters to place the local- currency equivalent of 

imports on special deposit at the banks, while foreign exchange . 

was awaited. The asset counterpart had to be held in Treasury 
- 

bills. 68 In 1976, BOZ tried to reduce-1-iquidity b ~ q n c r e a s i n ~  
/ 

the minimum reserve requirement on demand deposits from 12% to4- 
Z 

15%. It kept the requirement on time and savings deposits the 
4 

same as an incentive for banks to persuade people to hold their 

money balances in interest-bearing and less liquid deposit 
4 

pressures. Interest rates 

inducement. The exchange 

accounts, in the hope that this would reduce excess demand 

wkre also increased as a further 

r a t e  devaluation of 20%,- via an 

increase in prices,.helped 

of money. However, BOZ 

companies made it hard for 

ko mop up some of the excess supply 
-- - 

lenzing to goveinment and the mining 

BOZ to control money supply. 

6e~hus, if the objective of import deposits was to prevent 
liquidity building up in the economy, it didn't succeed as the 
government merely reinjected it back into the system. bL - --- 



1hr.1978, a furthef 10% devaluatim helped mop up excess - - -- - - P - - - - -- -- 

mohey balances. Interest rates were agxin raised. Neither the 

minimum reserve ratio nor the liquidity ratio were changed. 
a 

However, \it was recognized that the ~ r e a s u r ~  bills held by the 

banks as the counterpart to import deposits represented a 

d potentially dangerous s urce of new demand for goods, i f  theg- 

were to be cashetk-in* to satisfy credit demand. Therefore , B O Z  

i directed that they be consolidated under BOZ - in effect there 

. was a 100% reserve.requirement against import deposits. - 
After the-1978-1980 IMF program there was little attempt at 

?i 

monetary control until 1983. Credit to government w a  restricted 
v 

. during the short-lived 1981 IMF program. However, credit to the 

priv.ate sector increased sd much that the total credit ceiling 

was exceeded. The BOZ facilitated this by advancing about ~ ' 7 0  

million to the banks, so that they would not fall under the 
'i 

t 

liquid assets ratio. 

I n  1.983, a new IMF program led to more active monetary 
- - 

policy, via a 20% devaluation and subsequent depreciation, and a 
i k i  

large increase in interest rates. However, by '1984 BOZ was 
f 

finding it difficulttomalntain c~ntrol because, once again, of G 

l a g e  government budget deficits. At the end of 1984, BOZ ceased 
I 

making purchases from the IMF. The very latest development has 
- - 

been the inauguratiorl of an"exchange auctionl.'This led to a 

55% depreciation of the kwacha against the dollar in the first 

week of October, 1985. 



In conclusion, monetLry policy was q~ite actire until -1 975: 

Since then, it has been subordinate muth of the time to the 
-. -- - 

financing requirements of the government and the mining c 

companies, which has made it very d4fficult for it to regulate, 
2' 

liquidity in the economy, and therefore to respond to incipient 

balance of-payments pressures. Prior to 1975 this was easier as 
c- 

budgetary and balance of pressures were not so pressing. Also, 

ample foreign exchange reserves enabled liquidity to drain out 

of the economy automatically in response to demand pressures. 

Once these reserves were depleted the liquidity was locked up in 
- 

the economy. BOZ would have found it easier to control its 

domestic assets if there had beey'a market for government debt. 
2 Deregulation of interest rates might have facilitated  his, but 

this did not occur. ~'iven budgetary requirements, raising 

minimum reserve requirements would not have helped much as the 

budget deficit would have pumped liquidity back into the system. 

However, notwithstanding the above, the central bank, in 

principle, can control its domestic assets, given agreement with 

the government on control over the budget deficit. IMF programs 

recognize this by. setting limits on central bank extension. of 

credit to government. 

6.3 Description of Behaviour of Money and Credit Multiplierss 

Vables 6.1 and 6.2 below decompose the changes in MI and M2 
- 

into changes in base money and'changes in the money multiplier. -- 
. 194 

I 
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' Year %ch. D i f f .  $chi %ch. $ch. 
Ml Base Mule. Inter. 

----L-----------^---------rcrr)-rr--------v--------------- 

66 32.9 -8 .5 2-4 . 4 6 .7  1.6 y- 
r" 

67 24,s 1.7 2 6 . 2  - 1 . 1  - 0 . 3  4 

68 2 5 . 6  - 3 . 4  2 2 . 2  2 .I3 0.6 
69 1 2 . 7  - 3 . 5  9 . 2  " -3.1 0.3 
7 0  15.4 6.3 21 .7  - 4 . 4  - 1 .0  
7 r 7.2 -1 .6  5 . 6  r .6 &-I 
72 I 1 , O  19.. 1 ' 20.. 1 - t 6 . l  -3.2 
73 1 4 . 3  0.9 1 5 . 2  -1.5 - 0 . 2  
74 '12 .7  
75 ' W . 5  
76 25.0 
7 7  t 4 , 2  
78  - t , 9  
79 r t ~  
80 = 10.8 
8 1 12.7 
82 1 0 .  r 
83 17.0  

Mean 1 4 . 3  
S t ,  Dew 

* 

66 -75  \ 

&sfi ! , 5  - 1.23 I 

S t .  Oev 7 . 4  6 . 2  

i t  is clear t h a t  most of t h e  

- - 1 . 4 0  
- 

, 3,65 

changes i n  MI are accsuntad for by 

- changis i n  base. ~ h c  mean increase i n  itr was 14.3% versus p bean 

increase of 15.6% - i n  s t .  Howttver t h e  d i f f e r t n t t r s  between the  
.-..- 

a n n w l  percentage changes have a h i g h  variance, implying a 
f 

changing muttipliec, as also reffaired i n  t h e  fifth  column^ I f  
- -- 



one made . t h e  extreme assumption (as P&R ( 1 9 7 9 )  db) that growth 
L 

rates were nbrmally distributed, one could predict that t&e 
d 

growth  of MI wili vary between 14% slower and 1 1 %  faster than 

base 95% of the time - a large ma-rgin of error: However, such an 

assumption seems unrealistic in light of'the resuits of t h e  
? 

previous .chapter, and in v i &  that the meGs and variances are 
h 

A- 

* very different for different sub-periods. Table 6.2 shows the - 
ra 

decomposition of M2. 



DECOMPOSI TION OFVLNNUAL CHANGES IN ~ 2 '  

Year %ch. Diff . %ch. %ch %ch. 
M2 Base M2mult Inter. 

- - - - - - - - - - - - - - - - - - - - - - - - - - - -7 - - - - - - - - - - - - - - - - - - - - - - -  

MeanQ 16.0 -0.12 . 15.6 
St. Dev . 7 . 4  

e 1966-75 
mean 
d.- Dev -. 7.9 , 

1973-83 r+ 

mean 0.25 
St. Dev 7 . 8  

Na 

As with MI the mean growth of M2 is almost the same as that . 

of base ' money. The mean growth .rate of M2 is higher khan MI, 

reflecting the growth of time and savings deposits. Of . inkerest 
:-.- < '  

+ .. 
is the higher variation of the multiplier. The fluctuations 

___appear, alsc, to be more random.'The variances re very similar P 
for the two sub-per iods. - - -  - - 



The- MI multiplier declined over the whole period at an 
- 

average annual rate of t . 5 % .  However, it increased from 2.26 to - 
+ 

2.53 between 1965 to 1969. Table 6.3 shows that the 

currency-demand deposit ratio was the same in 1969 as 1965 (it 
,- 

rose, then declined). The explanation lies in the merve-demand 
.( 
\ deposit ratio, which fell from 0.24 to 0 . 1 8 . ~ ~  The reason may be 

i 
the high liquidity of the banks at indepenhence, and the strong 

demand for credik in the ensuing years as a result of strong 

economic growth. 

The multiplier fell by 16% in 1972, one reason for thiq was 

a rise in th* reserve-demand deposit ratio following the large -- 
rise in legal reserve requirements in that year. Another reason 

was a rise in the curr-ency-deposit.ra$io of 22%:~~ Keran (1970) 

notes, a credit squeeze will tend to cause the currency-deposit 

ratio to rise as companies economize,on deposits, and because 

they hold a large proportion of total deposits. After 1972 the 

MI multi-plier declined in most years, with a lower variance than 

in earlier years. There was a large negative swing in 1978, 

followed by a large positive swing in 1979. Both reserve and 

currency-ratios rose in 1978 and both fell in 1979. The reason 
* 

+ for the rise in 1978 is the credit squeeze. that caused 

companies to economize on deposits. In 1979, credit ceilings for 
. . 

the private sector were relaxed. Very high copper prices may ------------------ * 

6 9 ~ r o m  Section 6.1 the MI multiplier was defined as (l+c)/(c+r). 
Also, bm/bc = (r-1 )/(c+rI2, which is c 0. I"." 

-7 



have induced some optimism. As a result bank l endk~ anLdemad- - 
d 

74 deposits increased rapidly, probably causing the ownward shift 

in the ratios. . 
? - - 

TEe decline in the M2 multiplier was very small over the 

-7 whole period. However, the variance was greater than theSM1 
, 

multiplier. As the algebra in Section 6.1 shows the difference 

i'n the variability in the two-multipliers lie; in the ratio of 
@ 

time and savings deposits to demand deposits. Tables 6.3 and 6.4 

below show that t hrX a ggeater variability than c or r. The 

standard deviation of percentage changes in c and r are 11.5 and 

" 13.1, compared to 15.9 for t. 
- 

A-possible reason* ;hy the link' between time and savings - 
. \  

deposits and base money is more volatile than the link. between 

base4nd MI is deposit switching between banks and other 
\ 

financial institutions because of interest rate differentials. 

This seems unlikely as rates were rarely changed and tended to 

move in tandem (or with a- slight lag). An examination of the 

statistics of the National Savings and Credit Bank and the 

National Building Society does not reveal wide fluctuations in 

deposits. A more likely' reason is switching between demand 

deposits and time deposits in response to such fac,tors as 

interest rates, *incomes, inflation and exchange and .import. 

controls. 

The M2 multiplier increased by 18% between 1965 and 1971, 
4' - - 

with all the increase coming after 1968. The lack of change 
- 



(the ratio of reserves to demand deposits) being offset by a 

decline in the ratio of time deposits .to demand depos:ts. 

From 1969 to 1971 there was little overall change in c. t rose - 

fro%? 0.6 to 0.84, in response to the repatriation of mining 2 
c6mpany foreign exchange proceeds but r remained virtually the 

same, so that the multiplier increased. % 

The M2 multiplier dropped sharply in 1972, reflecting the 

1972 credit squeeze, and the rise in minimum reserve ratio$. The 

drop was not as great as for the MI multiplier. Thi,s can be - 

ascribed to a rise in t. One reason for this was, according to 

BOZ (~nnual Report, 19721, the abolition of an interLbank - 
agreement that had prevented interest rate competition. Interest 

rates rose by a quarter of a percentage, point. Another reason 
.--a $ 

may be.that building society rates did not change, causing an 

influx of' funds into time deposits. The M2 multiplier dropped 

very sharply" whereas the multiplier was 

unchanged. The main reason was a large (29%) fall in t which 

70~sing.the last pfiniti,on of the M2 multiplier in Section 6.1, 
then: 
6m/6t = (c+r) - 6r/6t(c+l+t)/(~+r)~. If br/6t is S 0 then dm/6t 
is 2 0. If br/6t > 0 then bm/bt 'is < 0 if (c+r) is < 
6r/bt(c+l+t). Whether 6r/bt is 2 or S 0 depends on the 
differential reserve requirements on the two kinds of deposits. 
If the reserve ratio for time deposits is lower thaa for demand 
deposits then the effect on the multiplier of a rise in t is 
ambiguous. A rise in t caused by a rise in time deposits causes 
a rise in r if demand deposits change very little. I f  a rise in 
t is accompanied by a fall in demand deposits then r will fall. 



could be the rise in the rate of inflation that year (the 

rationale for this was - explained in the last chapter), - 
unaccompanied by a rise in interest rates. Other reasons 'are 

~e?haps intensified exchange controls, combined with an'exce~ 

demand for foreign currency, reflected by fall in the' black 

market rate (also reflected by an increase in the currency 
0 - 

particularly the ratio of currency to total \deposits, 

rose by *25%). J 
The M2 multiplier rose by 10% in 1977.  The main reason was . I, 

1 
an increase of 21% in the t ratio. This was probably in response 

to higher interest rates, and higher l'iquidity in the economy, 
* 

combined with intensifie'd exchange and import controls. There 
'Q 

were sizeable decreases in the ,If4 multiplier in 1978 and 1981.  

These were partly caused by a combination of larger < and r. 
These, as discussed earlier, can all bedplained, in part, by 

companies and individuals econ~mizjng OQ deposits, particularly 
, - ,% 

demand deposits, during periods of tight Gredi t . Another reason 

is a -fall in t. 'AS suggested in Chapter 5 time and savings I 
' deposits seem to act as a buffer stock (i.e. as precauti0nar.y 

balances). While it is possible Eo economize on demyd deposits 

to some extent during a credit squeeze, -there is a limit as 

balances for transattions needs have to be kept. 

Tables 6.3 and 6.4 show the behaviour -ef the m~l'ti~1ie-r~ 
-- 

components, to illustrate the discussion above. 
- -  



- - 
fl TABLE 6.3 

t - 

\ ' 
MONEY MULTIPLIER COMPONENTS 

Year c Bch. r % c m  
c r 

-----:--------------------------------- 
a 

1965 0.36 Nil  0.24 NA 
1966 0.36 -0.23 0.21 -15.00 
1967 0.42 16.70 0.18 -13.86 
1968 0.38 -8.11 0.18 2.47 
1-969 0.35 -8.60 0.~19 L-i 1.41 
1970 0.38 -;:::; 0.24 27.86 

0.3 1 %  0.45 
0.20 -16.61 

24.23 0.26 30.73 
197 0.42 -8.36 0.28 9.35 
1974 0.43 * 4.34 0.30 5.27 
1975 0.46 6.45 0.28 -4.38 
1976 0.46 -1.34 0.32 10.88 
1977 0.42 -8.31 0.33 , 3.53 
1978 0.44 5.58 0.37 14.45 
1979 0.40 -9.17 0.34 -8.63 
1980 0.38 -4.50 0.35 

Sbt--ka 
3.18 

1981 0.47 22.94 0.34 -4.73 
1982 0.48 1.28 0.37 , 9.04 
1983 0.48 1.70 0.38 3.30 

Mean 2.3 3.2 
S t .  Dev 11.5 13.1 
~ r o w t h  r a t e  -1.7 2.5 

1966-1975 i' 

Mean , 3.3 4 2.7 
L - 

S t .  Dev 13.0 16.6 
Growth Rate 2.5 1.6 

1973-1983 
Mean 0.96 3.8 

9.3 . S t .  Dev 7.2 
owth Rate 1.3 3.1 qt es - c i s  the  r a t i o  of currency t o  demand depos i t s ;  

- r i s  the  r a t i o  of bank reserves t o  demand depos i t s .  

Source: - IFS. 



fa'ster during the first sub-period. The average change was 2.3%, 

but was much lower in the second sub-period. The reserve ratio 
I 

also grew. For both ratios the variance is much larger than the 

mean. However, -this t h i s  has indicated that there may be sound 

economic reasons for these fluctuations. 



TABZE 6.4 -- 
-L -- -- - 

MONEY MULTI PLI ER COMPONENTS ( 2 ) 

Year C 1 %ch. r 1 %ch. t %ch. 
C r 1 t 

- - - - - - - - - - - - - - - - - - - - - - - , -L- -L- - - - - - - -L- - - -L- - - - - - - - - - - - - - - - - -  

1965 0.21 NA 0.15 N A 0.69 N A 
1966 0.22 3.98 0.13 -11.75 0.60 -13.47 
1967 0.25 13.49 0.11 . -15.98 0.64 7.33 
1968 0.25 -0.61 0.12 10.82 0.52 -19.26 
1969 0.22 -13.28 0.12 -3.76 0.60 15.77 
1970 0.18 t -19.72 0.14 18.34 0.74 22.9 1 
1971 Q 0.20 12.69 0.11 -22.05 0.84 14.59 
1972 0.22 12.48 0.13 18.44 1.04 23.17 
1973 0.21 -5.97 0.14 12.19 0.99 -4.68 
1974 0.20 -4.09 0.14 -3.55 1.17 17.99 
1975 0.25 25.69 0.16 13.24 0.83 -29.01 
1976 0.25 -1.71 0.17 10.44 0.84 1.20 
1977 0.21 -16.23 0.16 -5.58 1.01 21.04 
1978 0.2 1 2.85 0.18 11.34 1.07 5.65 
1979 0.2 1 -3.86 0.18 -2.96 0.95 -11.86 
1980 0.18 -11.64 -0.17 -5.22 1.10 16.86 
1981 0.23 25.96 8 . 1 6  -1.36 1.05 -4.71 
1982 0.21 -7.86 0.16 -1 .18 1.27 20.25 
1983 0.20 -4.02 0.16 -2.48 1.41 11.59 

Mean , 0.45 1.05 5.3 L 

SD 13.2 11.7 15.9 a 

Growth rate -0.3 
Y 

0:4 4.1 

196g-75 ' 

Mean 2.5 1.6 3.5 
SD 13.9 14.9 d 18.8 
Growth Rate 1.8 -- - - - 0 . 7  5.4 

Mean -0.08 ) 2.3 -4.0 , 
- * -  SD - 13.7 7.7 15.7 

Growth Rate -0.5 1.3 3.6 

N6te: - c ,  is the ratio of currency to total t -  deposits; 
- r is the ratio of bank reserves to total deposits; 
- t is the ratio of time and savings deposits to 

demand deposits; 
-- 

- 

Source: IFS. 
- - 

v 



Lookingeat Table 6.4, c l  stayed virtually the same over the 
- - - - - -- --A 

whole period, reflecting an increasing t. It grew slowly during 

the first sub-period, but then declined slowly. Thefluctuations 
I 

were greater than for c, probably because of the fluctuations in 

t. r l  changedaonly marginally during the4period. It grew slowly 
.. 

during the first sub-period, then declined slowly. 

The - t  ratio showed a higher annual average percentage 
/ 

change and variance than the other components. . 
The above exercise shows the changes in the individual 

components in the multiplier. It is also possible to specify 

approxisqately the contribu $on of changes in each component to 'i: 
changes in the multipliers. I conducted this exercise using the 

? 

meth~dology developed by Friedmqn and Schwartz (1963). The 

results are in Tables 6.5 and 6.6. . 

The formula used by Friedman and Schwartz is: 

db = lnb, - lnbo - ln(bl+po) + ln(bo+po) - 

dbdp = -lc(bl+pl) + ln(bl+po) + $n(bo+pl) - ln(bo+po) 
b = ratio of deposits to bank reserves 

Diz ( 1970) and PR 61979) use another hethod. The change in 
the multiplier can be approximated by totally differentiatimg 
the function: m = f(c,r,t), so that: - 

dm = bm/bcsdc + &m/br dr + bm/bt dt Interaction terms. 
Diz obtains the interaction term as a residual. As P&R (1979) 
note, for finite changes in the multiplier the average ofthe I_ 

partial derivatives over two periods can be used. Some of the li 
partial derivatives are evaluated in earlier footnotes in this 
chapter. \ 



'p = ratio bf deposits to currency held by the public. 
- - - -- 

This exercise was carried out for both the Ml and M2 

multipliers. For the MI multiplier theratios were expressed in 
- 

terms of demand deposits. For the M2 multiplier, the ratios were 
i - - 

expressed in terms of total deposits (thus avoiding the term t). 

7 2 

Table 6.5 shows that the contribution .of the currency ratio 

to changes in the MI multiplier (dp) offsets to some 'extent the' 

contribution of the reserve ratio (db). This happened in 1 1  out- 

of the 18 years, but has been less the case over the last 8 - 

years. The mean and variance of the contribytion of the currency 

ratio has been soqewhat higher than that of the reserve ratio. 

The degree of offsetting is less in the case of the M2 
P w 

multiplier. Only in 50% &-the cases is the contribution of the 

reserve ratio the opposite sign of the contribution of the 

currency ratio. Again most of these cases were in the earlier 

years. As was the case with the MI multiplier the contributions - ) 
& 

Of 
ratios strongly reinforced each other in 1972. The mean \ -- 

- and variance of the contributions is similar except for the 

second sub-period, when the contribution of the currency ratio -- 
f l u c t u ~ m o r e .  A s  with the MI multiplier, the variances in the 

contribution of the ratios is much greater than the means. ------------------ 
' 3  This formula is an approximation only. The last column in 
Tables 6.5 and 6.6 show actual changes.in the multiplier. In 
some years the difference between actual and approximation is I 

quite large. 



P o s s i b l e  reasons f ~ r  ch4ingesL 

e a r l i e r  ,a and w i l l  be d i scussed  i n  more d e t a j l  bel&. 



Mean -0.8 
SD , 4 . 6  

1973-83  
Mean - 1 . 1  - 0 . 3  -0.02 
SD . 3 . 1  2 . 4  0.1 

-- 

Nates: - db, dp and dbdp are defined above, in 
terms of ratios of demand deposits to currency 
amd bank reserves; 

- MI multiplier is publicly held currency plus 
demand deposits divided by base money. 



- 1973-83  
Mean - 0 . 8 3  0.38 0.095 
SD 3 . 3  5 .  I 0.23 

Notes: - C I ~ , ~  dp and dbdp a r t  as  def inad earE*r,  - 
i n  terms of ratios of total fieposits t o  currency 
and bank reserves; - ?42 multiplier its defined 8s MZ-divided by base; 

f 



A similar analysis of changes in commercial bank credit is 
-- - - 

provided below in Table 6.7. Changes can be expressed as: 

where BC is commercial bank credit, H is high powered 

money, and b is the bank credit multiplier, de'fined as - 
the ratio of bank credit to base. 



TABLE L . 2  - *- - L -  

DECOMPOSITION OF ANNUAL CHANGES IN BANK CREDIT 
- 

Diff. Year %ch. %ch. %ch. %ch. %ch. 
BC Base BC Inter. BC 

Mu1 t . Mult. 1 . 
.............................................................. 

66 . 42.1 15.1 27.3 11.7 3.2 11 . 1  - 67 15.4 -8.4 23.8 -6.3 -1.6 -6.1 
68 28.8 7.7 21.1 5.9 1.2 " 17.2 
69 24.8 &A- 15.9 8.1 1-3 0.4 
70 1'1~. 5 14.2 "2.7 14.5 - 0.. 4 13.4 
7 1 17.8 -8.0- 25.4 -6.1 -1.5 - 1  1.5 
72 14.6 -4.5 19.1 -3.1 -0-7' -8.3 
73 12.8 -3.2 16.0 -3.2 -0.5 -2.1 
74 31.3 27.2 4.1 26.5 1.1 8.3 
75 0.6 -36.1 , 36.7 -26.5 -9.7 -20.0 < 

76 J7.4 -1.8 18.9 - 1  .O -0.2 0.5 
77 21.2 14.5 6.7 13.1 0.9 15.7 
78 -1-3 . 5 -19.5 5.9 -18.3. -1.1 -21.8 
79 52.4 46.4. 6.0 44.3 2.6 -0.6 
80 4.9 -6.7 11.6 -6.1 -0.7 33.7 
8 1 18.3 -1.3 19.4 -1.2 -0.2 -21.4 
82 33.6 19.1 14.5 16.7 2.4 41.2 

. 83 7.4 -6.3 13.7 -5.6 -0.8 -10.2- 
L 

- -  - - 

Mean 1.9 3.5- . 2.2 
St .- De v - 17.9 16.4 17.7 

Notes: - commercial bank credit.consists of credit- 
to the private sector and government. It excludes 
the counterpart of payments arrears, which were 
invested in Treasury bills before being transferred 

to BOZ in 1978: . - The last column reflects the inclusion of 'other 
assets minus other liabilities' in bank credit. 

Comparing Table '6.7 with Tables 6: 1 and 6.2.it is clear 
i- 

that the bank credit multiplier'fluctuates more than the MI and 

M2 multipliers. The standard deviation is 16.4 compared to 5.3 

A and 6.6 for the MI and M2 multipliers respectively. However, -- 
1 



/ 
- - -- - -  1 

there  is^ some sort of a patter> to the variations. The. 
- ---- - -- - - - - 

multiplier tends to rise when- bank credit is increasing, 
t 

although this is not obvious every year. In 1974, bank credit 

expanded considerably. This-caused a fall in the reserve ratio 

(excess reserves fell to zero), and an increase in - the bank 
- 

credit multiplier. In 1975 the multiplier fell in response to a 

large decline in lending to the private sector, which caused a 

largeJ rise in excess reserves, and n rise in the reserve ratio. 

The large 3 increase in the currency ratios that year also 

contribu-ted- to the fall in the multiplier. In a similar manner, 

the fall in the multiplier in 1978, and subsSquent rise in 1979 

can be attributed to the credit program of those two years. The 

large increase in credit in 1982 hay expiain the increase in the . 
n .  

multiplier in that year.73 

If domestic credit is defined to include 'other assets less 

other liabilities' (which eliminates the 'e' term in the 

multiplier), the annual changes in the multiplier change 
- 1 

considerably. However, the meanf and the variance change veLry 
B 

little (this is shown in the last column of Table 6.73. 

7 3 ~ h e  credit multiplier was defined in section 6.1 in terms of 
its component.ratios.- hange in the multiplier due to a - change in the reserve T:! (r) can be written as: 

bb/br = (f + e - c - l)/(c + rI2 
where the symbols are as defined in Section 6.1.This will 
normally be negative as f and e are normally small. The change 
in b due to a.change in the currency ratio can be written as: 

bb/k = (r + f + e - l)/(~+r)~, 
so that the sign is ambiguous. a 

- -- 

- - 
P 



- 4' 

cornrnon (plus the t term under an alternative d=finition / of b). 

In order to explain the credit multiplier the terms f a"d -eJust , 

.4 
be explained in addition. This may be hard as simple behavioural 

hypotheses such as can be formulated far the elements of c and r 
- 

are not so easy to derive for f and e. 
8 

are subject to 

portfolio and policy influences. 
.Z 

Table 6.0 below. shows net foreign assets and 'other items 

net' as a fraction of demand deposits and total 



TABLE 6.8 

Year 01 N OIN NFA NF A 

f Demand Total Demand Total 
Deps . Deps. Deps. Deps . ......................................... 

Mean 
St. Dev 

* b 
Source: Table 4.5 above. 
Notes: - OIN are 'other items net', that is, 'other 

assets' less 'other liab:lites1. They differ from the 
official figures ig that they exclude payments arrears, 
which are instead assumed to be foreign liabilities of 
the monetary authority. They include: balances held 
at.Zambian banks, 'other assets', amounts owing 
to BOZ and other banks, bills payable, and 'other 
'liabilities'. 

- total deposits are demand deposits plus time and , 
savings deposits; - 

- figures are year-end. 



Clearly the variance sf t ~ a k i o  o E  GIN kg--0s-&Mi-- - - 
particularly demand deposits, is very high. There is a pattern, 

/ 

however, in that the ratio is positive prior to 1974, and mainly 
s - 

negative thereafter, reflecting thepredominance of non-monetary 

liabilities. Unfortunately, the official figures do not provide 

a detailed breakdown of the composition of the individual items 
b 

under OIN. Therefore, explanations for the annual changes in the 

ratio are bound to be fairly hazardous. 7 4  AS these items in the 

balanca sheet are presumably under the control of the banks and' 

BOZ it seems justifiable to treat 'el as an exogenous variable, 

which can simply be 'subsumed under bank credit. Table 6.7 shows 

that the variance of the changes in the multiplier under this 

broader definition is only marginally higher than the narrower 

definition. 7 5  
P 

The ratio of NFA to deposits has ch smaller variance, 

particularly for total deposits. The ratios are generally very 

small. Not surprizingly, the ratio is predominantly negative 

after the early 1970s. 

It would appear to be difficult to explain the behavi.o,ur of 

. f as there is no obvious behavioural hypothesi; that would do ------------------ 
"One reason for the change to negative ratios after 1973 may be 
the introduction of the export finance.scbeme, whereby the BOZ 
lent money to the banks, which in turn was lent to the dining 
companies as a bridging loan prior to the arrival af export 
receipts. The large negative item in 1981 can be attributed to 

/ advances by BOZ to the banks. 
-- ''In which case, the multiplier become's : ( t  - f - r)/ic + rj. 



the job. It 
. , 

might be possible to explain the numerator and* 

denominator separately. The denominator can be explained in 
[a terms of demand equationsb, as wgs done in the last chapter. I t  

is difficult to explain the behaviour of NFA separately as the 

BOZ determines the extent to which the banks are allowed to 
- 

retain foreign exchange proceeds, rather than surrender them to 
A 

BOZ. One could attempt to explain net foreign assets in a 

/ 

reserve flow equation (as outlined in Chapter 2, and discussed 

' further in Chapter 7 ) .  However, this is impossible if bank 
4 

credit is an endogenous variable as it is necessary to know the 

. bank credit multiplier, which is what one is attempting to 

explain in the first place. There is also still the problem of 

the interdependence between NFA and bank reserves." Therefore 

it is impossible to explain NFA as a separate item. As the 

aTnount of NFA that the authorities allow the banks to hold is 

largely a policy decision, it is best, for the purposes of 
4 -'. 

\ resea.rch, to treat. the predicted values as the actual values. 

76The bank balance sheet can be written as: I 
where D is is bank credit.includingLOIN, and 
R is substituting for HI and assuming 
the change in the supply of deposits equals the change in 
demand, the equation, after some manipulation, is: 
AN FA/^ + ANFA, = @/b - ADC - AR/b - H.,Ab/b, 
where ANFA, is the NFA of the monetary authority, and-PDC is the 
domestic credit of the monetary authority. One cannot explain 
total NFA without knowing b, and one cannot explain b without 
explaining first what f is. 



- 

6.4 Estimation and Forecast of Multipliers . 
- - - - -- -- - - - 

The -purpose of this section is to find behavioural reasons 

for changes in the money and credit multipliers. This boils down 

to an 

ratio 

analysis of the behaviour of the currency and reserve 
IY 

s. 1t will be remenbere& from the iiierature review in 

Chapter 3 that P&R (1979) suggested that research ahtempting to 

explain change's in the multiplier compbnents would be useful. 

- A good example of research into money mtltipiiers can be 

found in Diz (1970.), in his study on the monetary experience of 

Argentina. He sets up a simple model 'to explain changes in the 

reserve ratio (which was the largest determinantlof changes in4 

the multiplier). The model incorporates 'the policy influences 

of the monetary authorities as well as the reaction of banks to 
I 

certain variables which affect their decision to hold reserves.' 

' An important determinant of reserve ratios is the legal ' 

reserve ratios on different classes of deposits. ~ i z O  explains 

the holdings of excess reserves in terms of demand and supply. 
- - In termsfof demand, his hypothesis is that the demand for excess 

reserves is a function of the opportunity cost of holding 

reserves - in terms of the foregone yield on interest earning 

assets that could be substituted for reserves - and of the 
composition of deposits. Deposit composition influences banks' 

-. expectations of clearing drains. As time and savings deposits 
-. 

require longer--withdrawal notice one can hypothesize that the - 
excess reserves ratio will be lower the higher the ratio of time 



and savings deposits to demand - - deposits. _ =  
- - 

- - -  

In terms of supply, Diz' hypothesis is that the central 

bank may alter the supply of reserves to the banks. The central 

bank c o u m  accomodate a change in demand for reserves by 

injecting or withdrawing reserves to and from the system. 
A - 

Alternatively it could allow market forces to bring about the 

change in supply. For example, if bank liquidity is running low 

because of high credit demand, the central bank could inject 
J 

more reserves into the system, rather than allow a credit 

p squeeze to develop. Diz proxies this variable by the rate of 

change in bank reserves. 7 7  

Diz allows for the possibility of adjustment lags, orobanks 

basing their behaviour on 'expected' variables, by using moving 

averages of rates of change i'n reserves, deposit composition, 

and of the opportunity cost of holding money. Treasury bill 

rates are used to represent opportunity cdsts. In symbols, his - 
model is: O \ 

where 

r = aggregate reserve ratio 

r = legal reserve ratio 
1 

d = ratio of demand deposits to time and savings 

" Bolnick (1981)  also uses this varkble, only in the context 
of a lag between a change in reserve flows and a change in 
lending. 



deposits - -- . - 
I 

i = act4al 6r expected opportunity cost of holding 
\ . . 

reserves ', 

(1/~)(dR/dt) '= actual or expected flow of total 
i 
\ 

reserves 

S= d u h y  variabie representing seasonal factors 
7 

u = other posSible influences 

Dii obtains fairly good results in his empirical tests. One 

problem that he does not emphasize is that d is not an exogenous P 

variable (nor, for that matter, are the other variables, except 

the legal reserve ratios), as the numerator and denominator are 
-- 

determined by demand influences. If one used the predicted 

values instead of the actual values of d) the residual errors in 
estimating r would be higher. - - 

Diz then explains the currency ratio and d by first 

explaining the demand of the numerator and denominator of these 

variables, and comparing the coefficients. For example, he 

concludes that an increase in permanent income will cause . a , 

decrease in the ratio of currency to demand deposits as his 

estimatedoincome elasticity for demand deposits is higher than 

for currency. In this way he accounts for the actual movements 

in the ratios quite we.11. 

Keran ( 1 9 7 0 )  discusses possible reasons for changes in the 

currency ratio in Japan. He notes that the ratio increases .-" --- 
during periods 0-i-qht money. The reason is that dusinesses 



tend to eccrncmize on. their money holdinqsuhcrr-mewy+tSgk -- 

As they hold most of their money holdings in bank deposits, and 

their relative (to individuals) shares of deposits and currency 

are high and low respecltively, bank deposits will tend to fall 

relative to currency when money is tight. 

Wilford ( 1 9 7 9 )  explains in casual terms the changes in the 

currency ratio in Mexico. Until 1970,  there was a downward 

trend,reflecting factors such as expansion of the banking 

system, increased confidence in the banking system, and higher 

e 

educational levels. After 1970 the trend was upwards, refle 

an increased inflation rate and increased instability. I 
In this section I will utilize Diz' approach by devel ping 4 

and - testing a reserve ratio 3odel. This requires a certaid leap 

of faith, as the ratio of time and savings deposits and tbhe rate 

of change of reserves are taken as given. However, it allows the 

estiibtion of a quarterl\.model (as the data for all the 

are. Following this I use'the results of chapter 5 to estimate 

the currency ratios, the ratio of time and savings deposits to 

demand deposits, and, for comparison, thereserve ratios. I then 
-.' * 

estimate the multi.pliers. I also use time series analysis. to. 

estimate the ratios. * ' 

,5+---- 

Given that the money multipliers are simply ratios of 

deposit-inclusive money .to base money, it may seem unnecessary 
- 

to analyze the component ratios.   ow ever,& could be the case 



-- 

that the errors in estimat3ng the component ratT5sPareless than 

the errors in estimating deposit-inclusive money and base money. 
- 

This possibility alone justifies the exercise. In the case of 

the bank credit multiplier 'it is necessary to' explain the 

component ratios. 

I experimented with both reserve ratios fthat is, the ratio 

a - of resqrves to demand deposits, and the ratio of reserves to 

dcmand and tim-e and savings deposits);'' The first model I atried 

was a regression of the ratio of reserves to tlemand deposits on 

the explanatory variables in the Diz model. An explanation of 

the expected signs is, appropriate. An increase in the Treasury 

bill rate would increase the opportunity cost of holding 

reserves, and this would tend to lower reserves for any given 

demand deposits. Counteracting this, however, a rise in the 

T-bill rate (proxying other interest rates) might prompt a shift 
- - 

from demand deposits to TS deposits. TS deposits carry a lower 

reserve requirement, so that total reserves would fall, hut not 
- 

as fast as demand deposits as reserves still have to be held 

against TS deposits. Therefore the net effect is indeterminate. ------------------ 0 

" ~ t  may seem questionable to use the ratio of reserves to 
demand deposits as a dependent variable, as reserves can vary - 

against demand deposits not only because of changes in the legal 
reserve ratio.on demand deposits and desired excess- reserves 
'against demand deposits; but also because of changes in the 
legal requirement on time and savings deposits (TS deposits), 
changes in the level of TS deposits, changes in the ratio of TS 
deposits to demand deposits, and changes in excess reserves held 
against TS deposits. However, these f,actors are explanatory -- 

variables, and can simply be included in the equation. , 

- - 



If the effect on the holding of excess reserve? against dcmr 
- - a - - -  - 

deposits outweighs the effect on the ratio of TS deposits to 

demand deposits,- (T/D ratio) then the coefficient will be - 
negative. 

The sign on the- T/D ratio is also indeterminate. I f  T/D 

rises but total deposits remain the same then demand deposits 

must fall. This would cause the reserve ratio to rise as  

reserves still need to be held against TS deposits. Against 

this, desired excess reserves might fall as the probability of 

sudden clearing drain~~diminishes with a rise in the T/D ratio, 

Also, if T/D is rising because TS deposits are rising faster 

than demand deposits then total reserves will rise faster than 

demand deposits, causing the ratio to rise. In practice one 
4 would expect a positive sign. 

Both the legal reserve ratios should have positive 

coefficients. The rate of change of reserves should obviously 

have a positive coefficient. 

In addition to the explanatory variables in Diz' model I 

added the rate of inflation. The reasens for using both interest 

rates and expected inflation as measures of opportunity cost 
0 

were discussed in Chapter 5. One might expect a differential 

effect on reserves and deposits, as bankers may be less 

susceptible to money illusion and be quicker at adjusting their 

money holdings than holders of demand deposits. Bankers may also 

be less prone to 'uncertainty' factors than the public. People 



1 

negative c G i f i c i c n t  vouid therefore be cnpected. 
- 

The results ~f t h e  regression are shown in Table 6.9 below: 

Var i a u e  C w f f  Stand. T S t a t .  Diagnostics' 
t s t  imtt error 

~ a s ' m  r 0.022 0.002 9 . 8  R~ = 0.94 
LRSWTZ -0.006 0.003 - 2 . 41  P a~ 183.4 
TO 0.104 U.02 . 6 .6  SER 1. 0.018 
ATB -0,002 0.003 -0.64 flcr * 1.97 
fOCPl . -0.002 0.001 -1 .76  COND = 35.8 
DZIJIRES U. 002 ' 0 , 0 0 0 3  7 , 2  MAP!!! 5.19 
CWSTAW -0.04 O i Q t  1 - 3 . 5  MSPE a 0.48 

- - 
Phi j n , i r i m a  
LRSRTI -Apl reserve r a t i o  on demand deposits; 

LBSRT2 - ltgirf rcserue rat io  on t ime and savings deposits; 
TD - ratio of time and savings deposits t o  demand 

dtvosits: 
AT0 - avhrsga of t h i e p - m b d  and lakt period's T-bill rate; 
X P I  - current inflation rste: - 
D2BKRES - evcraqa compounded growth rate of bank re serves  over 

t h t  f a s t  2 mrieds: - ft~isKRes/~~rres.,)**o.s~-~~*~oo~ 
SER, - Standard Error of  Regree$ion 
COHO - cand$tionslity - measures singularity of X'X matrix 
UPIS - Mean Absolute Percentage Error 
MSPE ' -  Wan.Spuare Ptrctntsge Etror(adjusted for n-k-1 

degrees of freedom) 

Nore -- : - sumgle ger iod  from 1966 3 t o  1983 4 

A p a r t  f tom the coef f icient for inflation'and the in te res t  

r a t e  t h e  coefficients were all significant ~t the 5% level. The 

inflation coefficient had, however, the expected sign. The TD 

coc•’!icicnt rwar posit ive,  . indicating !&&rany decline in the  
9 a 

-- 



excess reserve ratio did not ex-t c ~ - ~ ~ h ~ f $ m n c r t o  
* 

3 outweigh the. effect of a rising 'I'D ratio. The coefficient on the 

legal reserve ratio for time and savings deposits w s  negative. 

This is difficult t .  rationalize. One problem is that the ratio 

was only changed once (in 1972), so that there may not.have been 

sufficient variation in the data to produce a meaningful 

statistic. T h e  percentage residuals were usually under lo$, 

although they were much larger in 1970 and 1980.The repatriation 

of foreign exchange procCeds by the mining companies in 1970, 

and the placement of much of these in time deposits may account 

for the large residuel. 

I used a shorter sample period (1966-1977) to test for the 

stability of the coefficents. The t-value for the LRSRTl was , 

much&er at'5.1, although the coefficient value itself showed 

little change. LRSRT2 became insignificant at -0.3, reflecting 

the instability of this coefficient. The TD and ATB coefficients 

hardly ,changed. The t value of the inflation coefficient fell 

(in absolute terms) fFom -1.75 to 0.64.-4&s' may reflect the 

unimportance of inflation as an explanator'y variable until 

inflation began to accelerate in the late 1970s. The coefficient 
-- - 

on DZBKRES increased slightly. The R~ showed little change. I 

also tested the data on another sample period, 1971 to 1983. 

There wasdittle change from-the results of the'full sample. The 

ATB coefficient changed signs and remained insignificant.. 
- 

However, it will be remembered that the sign on this is 



indeterminate, The T/D coefficient changed very -- little - - but - -the A -- t , - - 

iq 

value fell from 6.6 to 3.5. 
- i 

Testing the. data for other periods made little difference- ..- 

to the major coefficients (LRSRTI , TD, D~BKRES) . - One can 

conclude that the rnkjor parameters are fairly stable for 

different time periods, and that therefore the model is stable. 

The low t values for inflation and the interest rate might - 

reflect collincarity between the two. However, the simple 

correlation between ATB and the rate of inflation was very low, 

indicating this was no1 a problem. If there was high . 

collinearity then adding the T-biH rate to the equation would 

have had a large effect on ,the t statistic for inflation. 

However, theceffect was small. 

As per ~olnick (1981) I experimented with changes in bank a - 
bC credi-t to the private sector as an explanatory variable. The 

. 
ratio an increase in bank credit reduces the excess 

'-4 

reserves. For example, excess reserves Zeclined to virtually " 

- 

zero in 1974, and after 1979, concomitant with a rapid increase 

in private sector credit. However, the coefficient on the 

variable was insignificant at the 5% level. The reason is 

probably that companies economize on their deposits during an 

expansion, when credit is becoming tight. The effect on the 

reserve ratio is therefore ambiguous. As a substitute for bank 

credit I used imports as an explanatory variable, given that 
-- - 

,credit is often used for impor-. However, the caefficient was 



5 insignifi~t.   he variable would not he expected--pe-~$as 
well as credit, as imports are often financed by overseas 

credit. 
- 

- . A possible reason for the low t value on the interest rate L 
' .  

0 

coefficient is collinearitc between this variable and the TD 

~ariable.~When the TD variable was omitted from the regression. 
- 

the ATB variable was significant (and positiver: When the TD 

variable was added the ATB ratio became insignificant. The 
-=-b 

collinearity reflects a common upward trend, as higher interest . - 

rates have been associated with higher TD ratios.'' Ik was 

w~rthwhile adding the ATB ratio as it improved the DW , ' 

significant1y;and loweced the MAPE. 

v The legal reserve ratio on deman&deposits appears to be - 
the mast importapt determinant of the reserve ratio. ~ s h g  ' 

LRSRTl alone as an explanatory variable I obtained an R2 of 

0.84. X 
I used the same explanatory variables for the ratio of 

- - 

reserves to total deposits. An increase in the Treasury bill 

rate would be to lower desired excess reserves, which 
\ 

would lower 1 qatio. An increase in the TD ratio would 

be egpected to lower the ratio because of the 1owe.r reserve 
- - -  

requirement on TS d e p o s i t ~ . ~ ~  ------------------ 
7 9  The simple corre'lation between ATB and TD was 0.7. 

If the TD variable changed only because of changes in the 
T-bill rate then there would be little -justiTicat-lon for - 

including it as a separate variable. However, other variables 



The sign m the inflation coefficient mi-ght bemored+H-icut-t-o---- 

determine than in the case of the ratio of reserves to demand 

deposits. fhis' is because (as discussed in the last chapter) 

people may adjust their TS deposits downwards with an increase 

in inflation. 

The results of estimation of the model are shown in Table 

6.10 below. t 

-- 

TABLE 6.10 

Variable Coef f . St. T Diagnostics 
Estimate Error Value ................................................. 

LRSRT 1 0.01 1 0.001 8.9 R2 = 0.87 
LRSRT2 -0.0023 0.0015 -1.58 - F = 79 
DZBKRES 0.001 1 0.00015 7.22 DW = 1.64 
TD -0.015 0.009 -1.7 SER = 0.01 

. D C P L  -0.0009 0.0007 -1.43 COND = 35.9 
ATB -0.0019 0.0017 -1.1 1 MAPE = 5.5 
CONST 0.042 0.006 -6.7 MSPE = 0.544 

Definitions: - see Table 6.9. d 
Note: - Reserve ratio is t6e ratio of bank 

reserves to .time and savings deposits, plus 
demand deposits. Q 

- Sample period is 1966 3 to 1983 4. 
The signs were generally as expected. The coefficients for 

LRSRTl and D2BKRES were highly significant. The coefficient on 

LRSRT2 was again 

insignificant at the 

------------------ 
*O(cont'd) influence 

nega t 

5% lev 

ive, as in the first model, but 

el. The coefficients on TD and ATB 

- -- 

the TD ratio as "was shown in Chapter 5. 



were both3 insignificant at the 5% level. This reflects 

collinearity- between these two variables. The coefficient<on 
- 

inflation was insignificant. As was expected, however, the t 
,- - 

value was lower than that in the first model. Adding-domestic 

credit (or imports) did not improve the fit of the model. 

The residuals were less than 10% in most quarters (58 out 
- 

of 7i).~Errors over 10% occurred in 1967, 1970, 1972, 1977 and 

The mean square error was slightly higher in the ,second 

model than in the first. On this basis I decided to use the * 

ratio of reserves to demand deposits for the purposes of - 
predicting the money and credit multipliers. Using the same 

procedure as in Chapter 5 i ran the model for each year from 

1976 anwards and simulatedthe reserve ratio for the following 

year (under the assumption that a policy maker would only know 

the parameters of the model up to the previous year). The 

results are printed in Table.6.9 below. Although some of the 

prediction errors are-over lo%, the errors tend to offset each - 
other, so that the average annual errors are much smaller. The - 
largest annual average error is. -6.2%. The lowest error is 

-0.1%. The average error over the seven years was -1.6% which is 

+very low. It is interesting tbnote that the largest errors 

occur in 1978 and 1979, thedears o,f the IMF program. Possible 
'b 

reasons for this were discussed in chapter 5 

P 



TABLE 6.1 1 
-- - 

SIMULATION OF RESERVE RATIO, 1977 to 1983 



- .  \ 

't 

-- - -- -- 

Table 6.9 (cont.) .. . . -- . - -- -'!E 

Year Actual Simulated Error %Error .............................................. 
1981 1 0.32 0.277 -0.443 -13.4 

2 0.305 0.311 - 0.006 2.0 
3 ~ 0.358 0.354 -0.004 - 1 . 1  
4 0.362 0.351 -0.014 -3.0 ............................................... 

Average -3.9 
---------------------,--------------1--------b--- 

1982 1 0.344 0.337 -0.007 -2.0 
2 0.329 0.333 0.004 1.2 

3 0.344 0.368 0'.024 7.0 
4 0.341 0.346 0.005 1.5 ............................................... 

Average 1.9 

1983 1 0.356 0.353 -0.003 -0.8 
2 0.363 0.354 -0.009 -2.5 
3 0.356 0.358 0.002 0.5 
4 0.334 0.342 -m------ -, - . 2 ..4- 

6- -.7 
Average - - -0.1 ............................................... 
Note: - Reserve 'ratio is defined as the ratio of - 

bank reserves to demand deposits. 

The disadvantage of this method is that the & of TS 
deposits to demand deposits and the change in bank reserves is 

not known, but also have to be explained. In Chapter 5 demand 

equations were estimated for different elements of ,money, and 
0 B 

each element was forecast for a number of . It would be \\ 

interesting to compare the predictions of the rxserve ratio in 
- 

Table 6.11 above with the ratio of the predictions of bank 

reserves and demand deposits from"~hapter 5. This is done in 

Table 6.12 below. 



TABLE -&,I 2 - 

COMPARI SON OF RESERVE ~ T I O  PREDICTIONS 
Ratio of bank reserves to demand deposits 

Year Prediction Prediction 
- - 

Error ( 1 ) Error (2) 
% % ...................................... 

76 2.9 - 
77 1.5 19.9 
78 - -6.2 1.4 
79 -4.3 27.3 

- 

80 0.25 -1.9 
8 1 -3.9 -4.2 
82 1.9 0.6 
83 -0.1 -4.8 

Mean -1.87 
RMSPE 3.3 

Notes: - Prediction Error ( 1 )  is taken from 
Table 6.11 above. Figures are annual average. 

- Prediction Error (2) is taken from Tables 5.6 and 
5.8 above. Figures are year-end. 

It is clear that the mean prediction error is significantly 

greater when the numerator and denominator are, estimated 

separately. The variance of the error is also much greater. This 
- 

is not surprizing, however, given the assumed exogeneity of the 

change in reserves and the TD ratio in the first column. The 

average prediction errors in the second.column are very similar. 

I then compared. the actual currency and TD ratios -with 

those implied by the simulations of the numerator and 

denominator of these ~ t i o s  in the last chapter, The comparisons 

are tabulated below in Table 6.13. Clearly the prediction errors 

are high 'and variable, and are generally higher and more - -- 



- 

variable than the indivibal elements, w* t h e e e e x x c p t i m ~ t ~ e e ~  
P 

ratio of TS deposits to Demand Deposits ratio. ~epeating the 

-figures from Chapter 5 the average prediction error for currency 

was 3.1%, with a standard deviation of 12.4. The average 

prediction error and standard deviation for demand deposits were kJ 
\ 

-0.43% and 13.8 respectively, and the average pre&iction error 

and standard deviation for TS deposits were -2.83 and 25.3 " .  . - .  
respectively. 

The ratio of currency .to total deposits has a higher 
D 

prediction error and a higher variance of these errors than the 
- - 

ratio of currency to demand deposits. This can perhaps be -- 

expected as demand deposits are a closer substitute for currency 
- 

than total deposits. One typically will decide how much cash to 

hold in relation to demand deposits than to total deposits. 

Again, it is interesting to note the large, and virtually 
- 

offsetting errors in 1978 and 1979. The advent of the IMP 

program probably caused companies and individuals ta economize 

on deposits. Likewise the ratio was underpredicted in 1981, the 

year when a new IMF program was initiated. The ratio of TS' 

deposits to demand deposits was overprediaed in 1978 for the 

same reason. However, there was an overall tendency towards 
- 

underprediction in the case of the latter ratio. 4 



ESTIMATED MULJ'I PLI ER COMPONENT RATIOS 
.. 

a; Currency - Demand Deposit Ratio 
Year- Actual Predicted Error %Error ............................................... 

a 76  0  ..4 7  0 .64  0 .17  36 .1  
77 0 .44  0 . 4 7  L O 3  6 . 8  
78  0.. 5 0  
79  0 . 3 3  
8 0  0 . 4 2  
8  1 0 .51  -0.90 - - 1 7 . 6  
8 2  0 .44  

, 8 3  0 .44  

Mean 
RMSPE 

i 

Currency - Total Deposits Ratio 
Year ~ c t u a l  Predicted Error %Error --------------------------------,,,,------- 
76 0 . 2 5  0 .39  0 .14  5 6 . 0  
77  , 0.21 0 .24  0 .03  1 4 . 3  
7 8  0:26 0  ..l 7  . -0 .09  - 3 5 . 0  '3 
7 9  0 .18  0 .23  9 . 0 5  2 7 . 8  
8 0  0 . 2 0  0.21 0 .01  5 . 0  
8 1 0 . 2 4  0.21 -0 .03  -12 .5  
8 2  0 .21  0 .22  0.01 4 . 8  
8 3  0 .20  - 0 . 2 3  0 . 0 3  1 5 . 0  

1 

Mean \ 

4 
9.4 

RMSPE - 2 6 . 9  



c) Time and Savings Deposits - Demand ~eposits Ratio 

Actual Predicted Error L 3Er ror Year 

Mean 
RMSPE 

Notes: Figures are taken from Tables 
5.5 onwards in Chapter 5. 

As the purpose q # _  -this exercise is to predict thc 

multiplier, the n 2' xt step is to compare predictions of the 

different multipliers by dividing the predictions for M b  and M2 

by the predictions for base money and comparing these to the 

predictions one would obtain from using the predictions of the 

components of the money multiplier. 

Table 6.14 below shows the predictions and prediction 

errors for the MI and M2 multipliers' obtained from the 

I predictions of MI, M2 and base money. Table 6.15 shows the same 

for the MI and M2 multipliers derived from the multiplier 

components. I tried all the various definitions (see section 

6.;) and used the ones with the lowest standard deviation of 

prediction errors. The lowest standard deviation was obtained . $  



using t k  ratio of reserves to total deposiw and  the- -i:o-&- - 

currency to demand deposits.81 

The standard deviation of the absolute prediction error of 

the MI mult-iplier was 0.11, using the method of calculation a in 

Table 6.14, and 0.1, using the method in Table 6.15. One would 

have slightly more confidence in predicting the MI multiplier by . 

predicting the component ratios than by predicting MI and base 

money.   ow ever, in either case, the confidence limits are wide. 
The standard deviation of the absolute prediction errors 

9 for the M2 multiplier were 0.36, using the method in Table 6.14, 

and 0.18 using the method in Tpble 6.15. The second method 

produced continual underprediction, except for 1981. One can 

a -  conclude that it is better to predict the components of the 

multiplier .than M2 and Base lit will be remembered from Chapter 

5 that the prediction errors for M2 were high, because of the 

large errors in predicting TS deposits). However, the range of 

confidence in predicting the M2 multiplier is still wide. 
- - 

e--------------A-- 

The standard deviation was, however, only marginally lower 
than when the ratio,of reserves to demand deposits was used - - - 
9.1 versus 9.2, in the case of the MI multiplier and 9,5 versus 
9.6 in the case the M2 multiplier. The variability was 
significantly higher when the ratio of currency to total 
deposits was used - not surprizing, given the much higher 
variability of the prediction errors of this ratio than in the 
case of the currency -demand deposits ratio. - 



rn TABLE 6 .14  

PREDICTIONS OF THE MONEY MULTIPLIERS , DERIVED FROM 
PREDICTIONS OF MI, M2 and BASE MONEY 

a) MI Multiplier 

Year Actual Predicted ............................. 
76 1.81 1.75 
77 1.74 1.91 
78 1.66 1.85 
79 2.06 1.69 
80 

\ <  

1.83 1.8D 
8 1 ~ 1 . 6 7  1.86 
82 1.79 1.83 
83 01.82 1.85 

Mean 0.14 2.2 
RMSPE 3.; 
Standard Deviation 0.11 

b) M2 Multiplier 
d 

Year Actual Predicted Error %Error 
----------d-------_----------------.__--___-__ 

76 2.99 2.49 -0.5 -16.7 
77 3.14\ , 3.07 -0.07 -2.3 
78 2.72 3.55 1 .31 48.0 
79 3.34 2.92 -0.42 -12.4 
80 3.27 3.0 -0.27 -8.2 
8 1 2.95 3.12 0.17 
82 

5.8 
3.45 3.11 -0.34 -9.8 

83 3.4 3.14 -0.26 -7.6 
- - 

. 
Mean 

rd Deviation 

Notes: - Ml. multiplier is MI divided by base; 
- M2 multiplier is M2 divided by base. 



TABLE 6.15 

PREDI CTSQNS OF THE HONEY WULTI PLIERS I DERIVED FROM THE 
PlUtTl PLf ER CQMPOMWPS 

a )  H l  Plultiplier' J 1 

Yeer Actual Pcedic ted Error %Error ----------------------------------------------- 

Mean + - 0 . 1 3  - 0 - 7 3  
WSPE 0.10 9.1 
Standard Deviation , 

- 

Ycsr Actual Predicted ------------------------ Error %Error, 
------**---*----- 

h a  n 0 .37  -10 .2  
-IWS PE . -14.4  
Standard Dtvietion 0.18 

Notes: - X I  multiplier is derived as: -- 
(c+i)/(c+r,(t+t)), 
where symbols are as defined as in Section 
6.1; = 

- M2 ~ u l t i ~ i i c r  is defined as: 
(c+l+t)/(c+r,(l+t)); 



In summary, the M1 multiplier appears more predictable than ' 
- - - - 

the M2 multiplier. This is encouraging, a s  we saw-in Chapter 5 
- Q 

that one c>n explain and predict M1 more accurately than M2. 

~herefore it is the M1 multiplier that- we would want t.0 use in - 
predictions of Balance of Payments outcomes. However, the . ' 
confidence limiks for making the predictions-are very wide under 

6, 
any definition. How much this matters. fr'orn the of view of' - 

making balance of payments pedictidns rem ns to* be seen in % 
Chapter 7. Finally,-the last two tables show that there is not 

'. 

much to choose between the method in Table 6.14 or that ip Table 
- 

6.15, although using the components of the multiplier for 

prediction seems more accurate. 

Credit Multiplier 

Balance - of pafments &ations can be written either using 
-- 

money multipliers or using bank cred-it multipliers (see Chapter 

7 below). The multiplier that oge chooses for analysis partly - 

0 
. 

depends on haw accurately the behaviaur of the multiplier can be 

Y explained. - 

I conducted the same exercise for the credit multiplier as 
-- - 

for the money multipliers above. 'Other Items Net' are' assumed 

to be part, of domestic credit for reasons explained earY I 
tested diffe-rent definitions of the multiplier: The standard 

deviation of the prediction errors were all, much the same; 

Rather surprizingly perhaps (in view of - the higher prediction 
L 

error of the currency-total - deposits ratio - rh=n th-e - - 



was obtained using the ratios of currency and reserves to total * 

A 

deposits. It is evident, however, that the variation of the 

errors is much higher than in. the case of the MI multiplie;, 

although lower than for the M2 multiplier.   ow ever, the main 

discrepancy is in in 1978, when -there is an averprediction oB . 

43% (for the same reasons as for the overprediction of the M2 

multiplier in Table 6.14 above). If this is netted out then the 

variability falls considerably. The results are listed in Take 

* 6.16 below. d 

TABLE 6.1 6 
d 

Year Actual' Predicted 
-------------------------------_________________________________- 

76 .1.98 1.42 
77 * 2.29 1.83 
78 1.79 2.59- 
79 1.78 - 1.76 
80 2.38 2.35 
8 1 1.87 2.05 
82 2.64 2.26 
83 2.37 2.22 

Mean 
St. Dev 
RMSPE 

2 

Notes: - Bank Credit includes 'Other items- 
Net' ; 

- the bank credit multiplier is defined as? 
( 1  - f - rl)/(cl + r,) 
where symbols are defined as in Section 6.1; 

- the values for f (the ratio of net foreigh assets 
to total deposits) are actual values, for reasons 
explained earlier in this section. 



Time Series Analysis 

An alternative method of p r e d i d m  components of the 
.> multiplier'is to predict the ratios as a function of the past 

behaviour of these. ' ratios. If changes in the ratios have not 

been purely random, then they will have a pattern. Time series 
- 

-G - analysis can be used to isolate the non-randomelements of these 
/ 

changes - specifically, the moving average and autoregressive 

elements. I%•’ the correct time ser,bes model can be identified it 
,- L., 

may be possible to obtain reasonably accurate forecasts for 

short periods ahead. 

I used monthly ata to derive time deries models for the t 
currency ratios and the reserve ratios.82 

The best model' for the currency-demand deposit ratio seemed 

to be a first order moving average model with a seasonal 

component. The seasonal component arises in the third quarter of 

every year, reflecting payments to farmers for the harvest, and - 

preparations for ;the upcoming planting season (also see BOZ 

Annual Reports, passim). The estimated model was: 

USE = -0.008 it values in bracliets) I 

. h 

where C/D is the currency-demand deposits ratio, a is the ------------------ 
8 2  Meaningful results can only be obtained with long time 
series. Pankratz ( 1 9 8 3 )  says that 50 observations are the 
minixtium. However, much longer series are needed if the model 
contains a seasonal component. 

-, 
- 



random error, .grid MSE is the mean square error'. 
- - - - - - -- - . -- -- 

The residuals just passed the Q test at the 5% level. 0 3  

However, the residuals showed that there was a consJderable 

amount of white noise, with the difference between actual and 

- estimated values often exceeding 10%. Ex-ante forecasts for 1983 

all showed considerable underprediction, with the highest error 

being -15% and the average error being -7.8%..However1 the 
0 

standard deviation of the prediction errors was,5.2%, which is 

significantly lower than the results obtained above. However, 

the period of analysis only covers one year, and it does not 

follow that similar errors would be obtained in other years. - 

rJ 
To test for the stgbility of the model I reestimated. the 

Q 

/- 
model using only post-1975 data (the original sample used 

1967-82 data). The coefficients were hardly changed, although 

the t values were a l i t t l e m r  and the MSE was higher (at 

O.Q085).. The autocorrelation function of the residuals indicated 

only white +noise. The ex-ante foreca~f errors for 1 9 8 3 ~  were very 

similar. 

1 The predicted and actual values of the currency-demand 

deposits ratio are tabulated belrpw in Table 6.17. 

2 

/ 

0 3 1  first took first differences to eliminate non-stationarity 
in the data.'Analysis was conducted using the BMDQ2T program. 

- - - - - 



TABLE 6.1 7 

PREDICTIONS OF THE CURRENCY -DEMAND DEPOSITS RATI 0. 
USING TIME SERIES ANALYSIS 

Month Actual Predicted Predicted %FE %FE 
41983) C/D C/D ( 1  C/D ( 2 )  ( 1 )  ( 2 )  
-----------------------------------v-------------- 

Jan. 0.48 0.459 0.459 -4.4 -4.4 
Feb. 0.489 0.461 0.461 -5.7 -5.7 
March 0.494 0.449 0.449 -9.1 -9.1 
April 0.488 0.443 0.444 -9.2 -9.0 
May 0.446 0.447 0.447 0.2 0.2 
June 0.455 0.436 0.438 -4.2 -3.7 
July 0.477 0.447 0.448 -6.3 -6.1 
August 0.514 0.441 0.442 -14.2 -14.0 
Sept. 0.506 0.435 0.437 -14.0 -13.6 
Oct. 0.511 0.449 0.449 -12.1 -12.1 
Nov . 0.519 - 0.444 0.444 -14.5 -14.5 
Dec . 0.436 0.437 0.439 0.2 0.7 

Average Error 
St. Dev 

Notes: - C/D is the ratio of currency to 
demand deposits. F/E is forecast error; 

- ( 1 )  uses data from 1967 to 1982 for 
estimation of the model, and (2) uses data 
from 1975 to 1982. 

Although the model has a seasonal component, it clearly 

does not kapture the seasonal var-ation in the data. The model 
$ 

- - 

underpredicts by a much greater amount during _the months 

August-November. 
k t  - 

Time series analysis is a time consuming process, and is 

'just as much an. art as a science. I have therefore .not pursued 

any further analysis. The purpose of this-exercise is more to 

show the possibilities of this kind of analysis, particularly 



for short term forecasting. 8 9  -- . 

6.5 Analysis of thaehaviobr of the Multiplier Components Over 

Zambia's History 

Although, from the policy point of view, the forecasting of 

multipliers is clearly a somewhat hazardous exercise, it i,s 

nteresting, as Diz does (~iz, 1970) to attempt to explain the 

istorical behaviour of the multiplier components. 

Reference is made to Table 5.3, where the estimated 

equations for the different elements of money demand are 

presented. \a 

The estimated and actual values of the rnuleiplier compnent . 
. ,  

ratios are grephed in Figures 6.1 to 6.5. The fig% are 

discussed in turn: .-F 

a) Rati.0 of currency to demand deposits (c/D) 
b 

The actual C/D ratio rose at first, and then fell--sharply 

from 1967 to 1970. It then followed 'an upward trend, with 

downturns in 1973, 1977, 1979 and 1982. The estimated 

coefficients of the demand functions for currency and demand 
4 

aeposits (see Chapter 5).imply that the C/D ratio' should react. 
h 

O 4  I also conducted similar analysis on the ratio of bank 
- reserves to total deposits. I fitted a model with a first order 
non-seasonal AR component, a 12th, 24th and 36th seasonal AR 
component, and a second and third order MA component. However, I 
was unable to attain an acceptable Q statistic. The residuals 
were frequently over 20%.   he model was probably incorrectly 
specified. - - 



negatively -to income and interest rate changes, amfpOSltlVely-- 

to inflation rate changes. From 1966 to 1969 income rose 

stead-Thile interest rates rose only slightly. The inflation 

rate .fell at first, then accelerated3 and then ,fell again in 

1969 and 1970. One would consequently predict a falling ratio 

for these years. The pattern is only approximately captured by 
b 

the estimated ratio. As mentioned in Chapter 5, one factor not 

captured by the model is the agricultural harvest. A good 
a 

harvest tends to increasa the currency ratio. The harvests in 

1966 and 1967 were good, whic "h may account Lor the increase in 

the currency ratio in those years. As also mentioned in Chapter 

5, Zambianization of the currency may explain the greater than 
4 

estimated drop in the currency ratio in 1968-69. The upward 

trend in the ratio to 1976 is captured. However, the ratio rises 

far more quickly between 1970 and 1972 than is explained by the 
' ? 
hodel. This may have something to do with the uncertain~ty and 

instability arising from the balante of payments problems of 
- - 

3 .  

1971 and 1972, and perhaps the credit squeeze of 1972 (although 

the model captures this - the estimated ratio rises 

significantly in 1972). The good harvest in 1971 is also a 

factor. 

The sharp downturn in 1 V 3  is not predicted by the model. C 
It could be a reaction from B e  economizing on deposits that 

took place in 1972. As Keran (1970) notes, the ratio is likely 
- - 

to increase during economic dow"nswings and decrease during 



- 

upswings. I973 was a year of upswing. The mo&et-&ws n o t - t t m -  

the large rise in 1978. The reason for the upturn must be the 

credit squeeze- associated with the IMF program (pl s the -& exwational effect of such a program). It is cult, 
7 

empirically, to capture this effect. The reason for the sharp 

downturn in 1979 is U s e  of this effect 

The upward trend after 1979 is generally captured. However, 

the sharp rise in 1981 is. not captured. Again, this was a year 

of an IMF program. Although the-credit constraint turned out not 

to be binding, the program might, have engendered an 

expectational effect. A more significant factor may be the good 

harvest that year. 

b) Ratio of Currency to Total Deposits -- 
From the elasticities estimated in the last _chcipter, one 

would expect this ratio to decline with real income and interest 
f rates, and to increase witl- inflation. Given the actual 

- 

behaviour of these variables one would expect a decliqe in the 

1960s. Figure 6.2 shows that the estimated ratio captures the 

movement , of the actual ratio quite well (after albowing for the 

harvest and the Zambianization of the currency, as referred to 
% - 

in a) above." One would expect little changesin the ratio in ------------------ 
a s  Note that Diz would predi t he opposite, based on his 
implausible ranking of income %I asticities. The above would seem - 
to confirm the expectation that the income elasticity of time 
and savings deposits is larger tEan that of-cufrency. 

-- C 

a 

245 



the early L•÷70s, follhed by a rise i w  &he -atiW%TBpa- 

inflation accelerated and income fell. The .estimated ratio 
0 

captures the actual reasonably well after 1970. The fall from 

1976, at least, is predicted by the rise in intereet rates. The 

rise in 1978 and fall in 1979 is not predicted and must be a 

function of the IMF program. After 1978-79 inflation accelerated 

again. However, interest rates also rose. ~ i v e n  little chpnge in 

income one would expect little change in the rafio. The 

estimated ratio. folldwed the trend quite well wi h the exceptibn B 
of 1981 - an IMF program year, and a good harvest year. - 

U The apparent closer fit of this currency ratis-ko the . 
actual than for the currency ratio in (a) may seem inconsistent 

with the results of the forecasting exercise above, when it was 

shown that the broader currency ratio had a higher forecasting 

error. This may be because the forecasting errors were in 

percentage terms, whereas here they are in absolute terms. 

C) Ratio of Time and Sqvinqs Deposits to Demand Deposits. 
w 

Using Table 5.4 this ratio would be expected to ,rise with 

real income _and to fall with inflation. The effects of interest 

rates are a l4ttle ambiguous. Using Table 5.3 - without the , 

population coefficient - the ratio would be expected to rise.The 

opposite effect is predicted from Table 5.4. Overall, however, 

one would expect the ratio to rise to 1969-70, and then to fall 
- 

in 1971. After 1971 the ratio would be expected to follow ,a 



moderated by declining real incomes after 1974, and rhing 

inflation. 

The estimated path follows the actual path approximately 

(see Figure 6.5). The general upward trend is captured. The 

$estimated ratio does not capture the very large increase in the 

early 1970s. This is perhaps because of the liberalizing of 

interest rate competition in 1971 by the banks, and also the. 

desire by the mining companiesbto keep their repatriated foreign 

exchange prdceeds in the-bank, rather than spending them. The 

, fall in 1972 is hot captured. This reflects the credit squeeze 

in that year, and the resultant economizing on time deposits by 
4 

companies. . 
a 

The fall in 1978 is not predicted - the IMFfactor again.' 

The reason for the fall in 1979 is probably because of the fall 

in income that year. This is captured by the model in 1980, 
\ 

implying that the adjustment lag built into the model may be too 

long. This may also account for the discrepancy in 1983. Real 

output rose in.1983, but the model is still reacting to khe 

' decline in 1982. 

------------------ 
I It may also have something to do with the closing of the 
loophole in arrears arrangements, whereby not all import 
deposits were being frozen effectively, and also with the . -- 
consolidation of arrears under BOZ. 



d) fiatio of Bank Reserves to Demand Deposits 

This ratio would be expected to rise with increases in 

income, and fall with increases in interest rates and inflation. 

The ratio - would therefore be expected to rise until 1970, then 

fall-and then rise to 1975-76 (income rose in 1976). There 

should also be rises in 1972 and 1976 in response to increases - 
in the legal reserve ratios. After 1976 there should be a 

downwards trend, moderated b$ upward movements in response to 

increases in incomes in 1981 and 1983, and a downtrend in 

inflationin 1978 and 1979. 

Figure 6.3 shows that the estimated path follows the actual 

path quite well. The paths'are very similar until 1974, when the 

actual reserve ratio drops far more steeply than implied by the 
f 

model. The reason may be the tight liquidity arising that year 

from rapidly expanding credit, in response to the policy 

directive that imports.be locally financed. Decreasin~ liquiqty 

as a result of expandingprivate sector credit may be the reason 

for the sharper than estimated fall in 1979 and'1980. 
\ 

r3 -- - - 
e) Ratio of Bank Reserves to Total Deposits 

This ratio would be expected to. fall or stay constant with 

increases in income (the income elasticity for reqerves- falls 
-\ 

-d ';oughly midway between the income hasticities f r demand . - 
deposits and TS deposits). 1t would be expected to fall or stay 

constant with interest rates, bnd to ;tay*const$nt or rise with 
- 

inflation. One would therefore expect the ratio to change little 
-abr 





-- -- pp p- 

$ 0 

explanatory variables. Second, there is the difficulty of 
- -  - 

capturing the effects of exogenous or policy-induced shocks, 

such as cresit squeezes, I M F  programs, and exchange and import 
. I 

restpctions, and the increases in uncertainty and the effects 

on expectations that these factors cause. Third, there are the - 

problems associated with using annual data, when reactions of 

changes in 'desired' variables to the explanatory va-riables may 

take place over longer or shorter periods, and/or adjustment of 

the actual values of the dependent variable to desired values 
I 

may also take place over a different timx period. Moreover, the 
- - - 

,- 
speed of adjustment may change over time, partly as a result of 

exogenous shocks. E$inally, there are difficulties in measuring 

'expected' values of the explanatory variables, particul-arly 

when the basis for forming these expectations may change over 

time. 

~' i 

However, on a more positive note, it is clearly possible'to 

provide plausible reasons for the discrepancies, eve if i t  is 2 difficult to capture discrepancies in the model (one exception - 

being the haryest variable, which should be included in the 

currency variable. 
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FIG 6.3 -- 

- tESTIMATED AND ACTUAL RATIO OF 
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FIG 6.4 
ESTIMATED AND ACTUAL RATIO OF 

BANK RESERVES TO TOTAL DEPOSITS 

Legend 
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The purpose of this chapter has been to analyze the 

controllability and predictability af the money supply process 

in Zambia,. qhe reason for this analysis is that contrdl over the 

domestic assets of the central bank and knowledge of how these 

may affect bank credit' and deposits is important if a given 

balance of payments target is to be attained, given an estimated 

money demand function. 

The "first section outlined the money supply process, 
- 

showing the links between base money and money supply and 
Y 

credit. The second section outlined the institutional setting in 
- - 
Zambia, and the actions which BOZ has taken to regulate 

liquidity and the balance of payments. By regulating liquidity, 
P 

expenditure can be controlled, and thetefore so can the balance 
# .  

of payments. The prime example of its actions was in 1972, when 

it enacted a host of measures in order to decrease liquidity and' 

arrest a declining balance of payments situation. However, since -- 

1975 its ability to exert control has been diminished mainly as 

a result of the government's budgetary requirements. The system 

of regulated interest rates was pr,obably one factor preventing 

it from exerting control as it was unable to undertake 

significant open market operations to offset the increase in 

liquidity generated by large budget deficits (or to sell new 

gdvernment debt to the public). Import and exchange controls 
'I 

also hampered its efforts, as they prevented liquidity from 



A 
drainin~out of the country.-However, as IMF- packages . indicaAe, 

the central bank can in principle control the,growth of its 

domestic assets. 

The third section described the fluctuations in the money 

and credit multiplrlers, and decomposed these into fluctuations 

in the component ratios, and-measured the effects of each of 

these on changes in the multiplier. The variations do not appear 

to be totall; random, indicating that they can be explained to 
ar 

an extent. This is not surprizing given that the multiplier 

consists of ratios of different elements of money. In Chapter 5 - 

it was shown that it was possible to explain .the demand for 

these with a measure of confidence. 

The fourth section analyzes formally {the .changes in the 

multiplier components, making use of' the results from Chapter 5. 

Predictions of the multipliers were marginally better using 

predictions of the component ratios than predictions of base 

money and deposit-inclusive money. The prediction errors were 
- 

lowest for the MI multiplier, and highest for the M2 multiplier. 
d 

The variances of the prediction errors are such that -the 

confidence limits for predicting the multipliers are quite wide. 

However,.there appeared to be reasons for the errors, often 

relating to policy and external shocks. 

I estimated a separate reserve ratio model, developed by 

Diz (1970)~ using quarterly data. This tracked the data and 
- 

predicted the future quite well. The main disadvantage with it 



I 

i s . t h a t  some QL the e xplanat or yva r LaUes ~ r + r + - a - 1 4 y Y - ~  t 

in particular the ratio of time and savings deposits, to demand 

deposits and the rate of change of bank reserves. I also - 

4 , 
experimented with time series analysis using monthly data to 

forecast the currency demand-deposits ratio. However, this met 

with mixed success. * 

The fifth section discussed the differences between the 
e 

actual and estimated values of the multiplier component ratios, 

derived from the results of chapter .5, in order to examine more 

closely the size and nature of the errors. Errors appeared to be 

smaFlest for the currency-total deposits ratio, and the 

reserves-demand deposits ratio. It was encouraging that these 

ratios tracked the historical data quite well. Further 

reEinements in the demand functions for each component would add 

-- - €0 the ability to explain the performance of the ratios. 

However, this may be difficult given the difficulty of modelling 
, P 

thk effects of policy shocks and of specifying adjustment lags. 

The 'harvest' factor appears to be a variable that could be 
\ 

built into the turrency demand equation. 

The results of this chapter and sha&er 5 are needed to 
*. 

produce explanations of Zambia's baaance of payments 
" .  

performance. Th,is will be the subject of chapter 7. 



THE BALANCE OF PAYMEPTS IN ZAMBIA 

The purpose of this c-hapter is to combine the results of 

the last two chapters into an estimation of Zambia's balance of 

payments in terms of money demand and money supply. In the first 

section the methodology for doing this is discussed In terms of 
E 

the reserve- flow model that waS described in Chapters 2 and 3. 

  he second section produces some empirical results using the 

reserve flow model. The reserve flow equation is directly 

estimated by regression analysis, using three definitions of - - 

money (MI, M2 and Base) and the specification of the.money 

demand function developed in Chapter 5. The actual values of 

Zambia's balance of payments are then compared with the 

estimated values. The reserve flow equation is then indirectly 

estimated by plugging in the estimates of th@.demand for money 

and the money multiplier (from Chapters 5 and 6) in the 
1 

equation. Finally, the balance of payments is forecast, on an 

exdante basis, for the years 1977 to 1983, using different 

definition of money. The third section provides a summary and 
3 

conclusions. 

7.1 Balance of Payments Models 

As discussed in Chaptex 2 there are two basic kinds of 

balance of payments models..The first (for example, the Polak 
- - - 

and Rhoulberg models) assumes that income is endogenously, and 



variable. The main disadvantage of these modelsis that little 
* ,  

Fattention is-paid to the specification of the money demand 

function. Also, there is little to differentiate this model from 

an income -determination model, with the result that it is 
b 

harder to focus on the monetary aspects of the balance of 

payments . 
The second kind of model - the' reserve flow model - takes 

the explanatory variables in the money demand function as 

'given', and concentrates on the accurate specification of the 

money demand function. It is the second kind that is discussed 

below. 

- There are two classes of the reserve flow model. In the - - 
first one, described in (a) below, the net foreign assets of the 

monetary authority is the dependent variable. In the second 

class, described in (b) below, the net foreign assets of the 

entire banking system is the dependent variable. 

a )  Change in NFA of the Monetary Authority 
Given that 

where H is base money, F is the NFA of the monezary authority, 
and D are the domestic assets of the monetary authority 
(including 'Other Items Net'), then 

where m is the money multiplier, and Ms is money supply. 
Writing the equation with mF on the left hand side, lagging 
by one period and expressing in first diffurencer-addTng 
and subtracting mF-, on the LHS, adding and 



subtracting mD., on the RHS, and equating M s  . . with L- AMd procluces the following - -- equation: 
- - - - - - - - - - - 

mAF = PMd - mPB - Am(D.,+F.,) 
* 

so that, 

AF = Wd/m - AD - H.,Am/m (7.1 ) 8 7  

This can be estimated directly by regressing AF on the RHS 
* 

. variables, and specifying AMd in terms of the money demand-~odel 

-loped in Chapter 5. The est i4ting eqdtion is therefore: 
- 

substituting the variables specified in the money demand 

function discussed in Chapter 5, the following is obtained: 

If t'he money demand function is correctly specified and 'the - -- - -- 

money market is in flow equilibrium the coefficients on 'the 

/ domestic credit and the money multiplier variables should be 

equal to minus unity, and bl should equal unity. The error term 
___j_-- 

will then contain only white noise. The money demand function 

may be correctly.- specified in the sense that the correct 

explanatory variables are included. However this need not 

necessarily imply money market equilibrium if there are random ------------------ 
O 7  Alternatively, taking the total differential, 

mdF + Fdm = dMd - mdD - Ddm, so that 
dF = dMd/m - dD - Hdm/m 

Dividing through by HI multiplying and dividing dF/H by F, &d 
doing the same to dD/H by Dl yields the following: 

(F/H)dF/F = dMd/Md - (D/H)~D/D - dm/m, 
which is in rate of growth form. This is the same as taking 
logarithms of mH = m(F+D), and totally differentiating. 
The coefficients represent elasticities. - - - 



%I or policy-induced disturbances. For example, it nl'e~-~take more * 
-- -- -- - - -*A - 

than one time period to eliminate an excess supp3y of money , . 

Bi * 

. caused by an increase n domestic credit. Foreign reserves will 

therefore not adjust in the same period by' the full amount of 
- 

- .-- 
the increase ,in domestic credit. I 

- 

The money market may be in equilibrium in the sense that 

the true AMd = &Is. If, ,however, the money demand function has 

been incorrectly specified, then there will be a non-random- 

error in the estimating equation. If this-is correlated with  the 

domestic credit vasiable the coefficient on that var able will i 
be biased (see Helliwell, Gylfason, 'and Frenkel, 1980). There 

may therefore.be two sources of error in the estimation of the 

model. One source of error may arise if the money market is not 
U I - . -  

in equilib?$um at the end of the period. h e  ~the; source may 
\ 

, 

arise if the money demand function is \ 1 

Q 

'To see $his formally (as also shown in Chapter 2 ) ,  one can': 
postulate the following formulation which allows for slow 
adjustment of excess money supply to an kinitial disequilibrium. 
AMs-LIMd = p(AD-&Id) 1 

If 0 = 0 then adjustment is instantaneous. A rise in domestic 
credit causes an excess supply of money which is immediately 
eliminated by a corresponding fall in reserves (assuming no 
change in money demand), so that excess money supply at the end 
of the period is zero. If fl = 1 then there is no adjustment, and 
the excess m~yYsupply is unchanged at the end of the period. 
The actual fall in reserves per time period is therefore equal 
to (1 -0 )  times the initial excess supply of money: L 

AF = (1-p)AMd - (1-p)AD BB 
In terms of the estimating equation in theJext, the term (1-0) 

-- 

then becomes part of the coefficients to be estimate& ThC l m g  
run coefficients in the money demand function can then be 
estimated directly from the estimate of the b, coefficient. 



-misspeci'fle3. When the equation T s  est imafid t h e t w o  s 5 c Z ' o f  -A- 
- 

error are combined, and it is not possible to separate the two. 

-The mode1 can also be estimated indirectly by first 

estimating the money demand function and the multiplier and then 

inserting the estimates into the reserve flow model'. As 

discuss;d in Chapter 2, Aghlevi and Khan ( 1  9 7 7 )  do this! By 
- 

adopting _ this method one is implicitly constraining the 
9 

coefficientf on the domestic credit and money multiplier 

variables to be minus unity (that is, one is assuming money 

market equilibrium). If this assumption is correct, then any 

error .in estimating the balance of payments stems from a 

mispecification of the money demand function or random errors in 

the money -demanda-function. If p i s  assumption is incorrect, then - - 

the error in estimating the balance of payments is again the \ 

combination of the two errors mentioned in the last-paragraph. 

One way of separating these two potential errors is to 

first estimate the model directly, that is by regressing Al? on 
- 

the variables in the' equation above. If the coefficient on - 

domestic credit and the money multiplier is minus unity one can 

then assume that the money market is in equilibrium and that any 
i 

errors in estimating the balance of payments are random residual 

errors arising from the estimation of the part of the equation 

relating to money demand. This can then b e  verified by 

estimating the money demand function, and the multiplier; and 

then substituting into the reserve flow equation. This method 
_I - -' , I 
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also has the -advantage that-_ the multiplier can4e-t-rfeatt& - -  - - 

(correctly) as an endogenous variable, whereas in the fir-st " 
- 

method actual values of the multiplier are used. As shown in-the 

second section the estima'ted coefficient on the domestic credit - 

coefficient was insignificantly different from minus uhity. This, - 

- 

allowed the use of the second me$hod. 

- One problem with using the first method (that is, 

regressing directly) is< that the results may be hard to 
1 

- 

interpret if domestic credit and the money demand variables are 

highly correlated. There may also be simultaneous equations bias /- 
if the change in P affects domestic credit, the multiplier, or 

the variables in the money demand function." Also, as the 

variables determining the multiplier are the same as the ones . 

determining money demand 

the money demand and 

incorrectly, assumes the 

it is impossible to identify separately 

multiplier coefficients, unless one, 

'muatiplier to be exogenous. Given these 

hazards, there are advantages to estimating money demand and the 

multiplier separately. - 

Whether to estimate the model in first difference or rate 

of change form partlyn depehds on one's objectives. The absolute 

change in NFA should be of more interest, partitularly from the 

payments 
---------- 

is still present if one 
in Chapter 5 there is 

bias is not a 
-- 



l i r '  
d '  

o6jectivc is usually go reach  a desired stock of HFA (usual ly  
.- 1 

expressed as a l e g a l  minimum Eunct ion  of' a number of months oi 
t - . _  

importsf. An x l  change i n  P does not  'convey nearly a s  much 

i n f o r m t i o n  w i t h  regard t o  t h i s  objective a s  an x d o l l a r  change .  

n s ta t  i sbical  problem - is  t h a t  percentage ' ihanges can be vcry 
s'- 

aisleading when t h e  numbers arc near to zero and are changing -- - 

frum pusitive to negstive and vice v c r ~ s . * ~  
-4 

Whether the demand for MI or M? is used in the model 

depends on the stability of the" demand function, Obviously, the  

Ml multiplier i s  used in the model i f  H1 i5 thcdmoney aggregate 

used. 

Another way of t x p r q s s i n g  t h e  mo2el iS.to forget .about t h e  

multiplier altogether, stid to express  t h e  change i n  F a s  a 
. . t 

function only  of the  deamnd for b s e  moqey and domestic credit 
k. 

of the  monetary authority (as PLR (1979) s u g q c s t ) :  - 

Given t h e  monetary authority's blance  sheet: 
- 

H P F + D  a 

hnd f'irrt differencing, end assuming that  AHd = On9 
Ithe cbnge i n  -demand for base money cquorfs t h e  change in 
supply), the& * 

* @  A change i n  WCA ?rbs 0 t o  some othar'nmber i s  s percentage 
change' of i n f i n i t y ,  f o r  txampk, ,tn Zambia, b t h  NFA and 
doaastlc credit w9re a t  vcry low lavals i n  sum years, and Isoth 
sbtircbrrrf frum positive- tu neqstius and vi- versa, - -- 



unnecessarily, i f  the demand for base money can be predicted 
I 

with greater accuracy than the demand for deposit-inclusive 
\ 

money and the elements #of the multiplier (which, from the 
- - - 

knalysis in Chapters 5 and 6 appears to be the case for Zambia). 

___B 

b) change in the Net Foreign Assets of the Banking System 
- .  

Given the balance sheet of the banking system 

* C + R Z F + D + R  

comtercisl bank reserves, E is publicly-held 
currenCy and Dp represents commercial bank deposits, then 

* C  + D p L  F + D, or 
H s P F + D  

I 
1 

F can be subdivided in the NFA of the monetary authbrity (Fmf 
and t h e  NFA of the comwrcial banks ( ~ b ) .  D can similarly be 
subdivided into Dm and Db. Therefore 

Frn + Fb = Ms - Dm - Db 
Letting Db = bH = b ( R n + ~ m ) ,  where b ' i s  the credit muitiplier, 

- 

Lagging one period, taking first adding Ad 
subtracting bDm,, and bFm., on the RHS 

V 

b P m  +.AFb * bAFm = 8 

y a l l + b )  + OFb = 
so that 

Z 
-ir 

/Urn.+ AF'b/l+b = A?4d/l+b- hDm - H. ,Ab/i+b ( 7 . 3 ) .  

-- I f  fflb = 0 (for example, the commercial banks surrender all 

foreigr, exchange tb 'the central bank), then the expressjon' 

explains NFA of the monetary aut-hority only. I f  the-commerrial 
I 

.. I 
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banks bola all the foreign exchange, then 
- 

the left hand side.9' 

It is impossible to obtain an expression for the =hange in 

total NFA on the left hand -side, independent of the term (l+b). 
h 

This is because b contains the ratio of Fb to deposits. It .is 

only possible to obtain an expression for the change in NFA of 
- 

the central bank, which can be done by taking AFb/l+b to the . 

RHS, and treating AFb as exogenous. To put it another wag, one 

cannot obtain a separate estimate for LSFb in. terms of money or 

deposit demand and the credit multiplier. In order to know the ' 

,credit multiplier, the ratio of bank NFA to deposits (f) has to 

be known. Unless f .can be independently explained the demand for 
d 

l 
deposits and ~b'bave to be explained separately. However, this 

d 

cannot be done as the size of Fb is constrained by the other . 

items in the balance sheet, one of which is bank credit, dhicn 

is a function of the bank 

independently then 4Fb 

estimate of bank deposits 

income and opprtuni ty 

, 
credit multiplier. I f  f is known 

- 

can be estimated directly from ag , iL 

(which can be estim6ted in terms qf. 

cost, as in Chapter 5 ) .  I f  the credit 

mult iplier is more stable 
> 

demand for money n o r d t a b l e  than the demand for base money, the . 
<. 

'2 

than the money multiplier, and the 

equationgcan then be used to estimate the net fore-ign assets of ------------------ 
! 

" The same result can be obtained by total differentiation: 
dPm + dFb = ' a d  - d m  - bdFm - Fmdb - bdDm - rndb b 

After manipul tion this becgmes: ' 
e n  + an/r+#= m / l + b  - m - ~ d b / ~ + b  



- 

s- . 
the monetqy authority.. However, it is very difficult to 

- - - -  - 
estisate $independently i n  terms pf behavioural variables, and 

it usually ends up being treated as an exogenous variable. 
. - 

estimate the reserve flow model direct'ly by regressing AF on the 

,right hand side variables in equation ( 7 . 1 )  above. 
, 

i 

I .first used M2 as the money demand variable, using the 

mbdel specified in Chapter 5 . "  There-is the problem that the 

multiplier must be treated as an exogenous variable, which is 

invalid. The test therefqre shows hbw well the balance ot 
, 

payments can ,be explained, assuming that the rnondy mulif pl ier is 

known. 
\ 

i 

. The results of the estimation are set out below in Table 

7 . 1 .  
0 

J 

9 2  That is, the change in money demand was specified as a 
function of changes in expected income, expected inflation, the 
interest rate and the price level. The differences befween the 
function estimated in that chapter, and the one in the reserve 
flow equation,above are that money demand is specified in 
nominal terms and the coefficients represent absolute rathe "e than percentage changes, and therefore are not in elasticity 
form. 



ESTIMATION OF M2 RESERVE FLOW MODEL r 
4' - 

T Variable Coef f . St. ~ i a ~ n o s t  ics 
Estimate Error Value - 

------------------i------------------------------------ 

Constant 1.73 3.98 0.44 R~ = 0.999 
MDERGDP 0.3 1 0.1 1 2.84 F = 1343.3 
MDASRATE -33.4 
MDEPACPI 8.5 3.1 , " 

MACPI * ,  369.3 183.5 a 2.01 
HPMUL2 -0.012 0.21 -0.06 
DABZBC 1 -0.986. 0.05 -21.75 

Notes 
MDERGDP = change in expected real GDP divided by 
wz multiplier; 

. , - MDASRATE - change in savings account rate divided by 
M2 multiplier; 

- MDEPACPI = change in expected Qfla*tion divided by 
M2 multiplier; 

a' r, 

- MACPI = change in price l'evel divided by 
M2 multiplier: 

- PPMUL2.= change in money multiplier'multiplied by 
= last period's high powered money and divided by 
this period's M2 multiplier; 

- DABZDCI = change in net domestic credit of BOZ, 
including 'other items net'. 

- DW is the UW statistic for ~ ~ P ' ~ O L S  regressior.. This 
model was estimated using generalized least squares, ' - , 

correcting for serial correlation. 

The closeness of fit, as measured-by R', is veery good. The 

coefficient for real income is significant andvhas the oeitpected 

sign. I t  is not comparable. with the coefficient in the money 

demand function estimated in chapter 5, which is in log form And 

assumes constant elasticities. I t  is not possible to derive real - 
money balance elasticities with respect to the variables in the 

P 

money demand function in the way it is formulated in equation 



- ,  

r--- 
-- 

, i 

- 7 . 1  abovebg3 .The sign for e change in the multiplier is 
-- - - - -  - - - 

negative, as expected, b the magnitude is a3most zero. The 

sign fbr the change in domestic credit is almost exactly -i,$end 

is highly significant. This indicates that an increase in , 

I) 

domestic credit is almost completely leaked-out of the economy 

within a year. This indicates great stability in the monby 

demand function, as -an iqcrease in money balances, via an - 

increase in domestic credit, is spent, and not hoarded. Excess 

money balanc6s have a direct effect on expenditure. 9 '  

As mentioned in Section 7.1 above, coefficients of minus - - 
- 

unity on the domestic credit and money multiplier variables 
P 

indicate that money market equilibrium is restored within the 

same' time period as the increase in domestic credit and/ r the f 
/ 

money multiplier. The figures in Table 7.1 show this is . not 

strictly the case, as the coefficient and the t value on the P .  
-1 - a 

money.multiplier .variable are almost zero, indicating thatc a 

change in the money multiplier hardly exerts any influence'on 
- 

.foreign assets. Iteis not clear why the coefficient is so low 

when the estimated coefficient bn domestie credit\ is as 

hypothezized. I decided to ignore this anomaly on the basis 
- - - - - - - - & - - - - - - - C -  

, . *  

9 3  The assumption of constant elasticities in money demand 
models is unrealistic for income, if variables proxying 
monetization are not 'included in the equation. 

, 

g4There was no problem with multicollinearity between the RHS 
variables. A correlation matrix showed little correlation 
except, as might be expected, between domestic credit and j L 

prices. - ? .  - 

1 



. that, - - in practicg, fluctuations in -the money multiplier, and t he - 

consequent effects on foreign assets! are very small in relation 

to the changes in domestic credit and their effects on foreign 
J 

assets. - 

Table 7.2 shows the differences between the estimated and . r 

actual balance of payments. The errors are generally very small, 

except for 1967 to 1969. They are much smaller than i f  only the . &  
change in domestic credit had been used to estimate the change 

in net.foreign assets (except for 1967 to 1969 - see the last ,.. 

c-olumn of Table 7.2). This indicates that the equati~n is 

picking up the influence of 

balance of payments. 

changes in money demand bn the 





TABLE 7.3 

ESTIMATION( OF MI RESERVE FLOW MODEL-: 

Variable ' Coef f. St. t Diagnostics L 

Estimate #Error ~a lh 
Consfant 2.87' 3.63 0.79 R' = 0.999 
MDERGDP 0.2 0.08 2.47 F = 1131 
MDASRATE -16.02 1 1 . 1  .-1.44 -SER = 11.2 
MDEPACPI 4.7 1.75 2.68 CQND = 12.7 
MACPI 187.0 79.9 2.34 DW = 2.84 
HPMUL 1 -0.07 0.2 -0.34 - 

DABZDC 1 -0.98 0.04 -25.3 A 

Notes: 
- HPMULl = change in MI money multiplier divided by 
multiplier; 

- other definitions are the same, except that M rGfers 
to the M1 money multi.plier. - GLS was used to correct for first order serial 
correlation. 



TABLE 7,4 _- 

ESTIMATED AND ACTUAL BALANCE OF PAYMENTS ( M I )  
( Kwacha millions) 

Year Actual Estimated Error 
ANFA ANFA ............................................. 

66 7.9 1 1 . 1  3.2 
67 -21.6 -44.2 -22.6 

7 
68 1 3 :6 - 44.2 30.6 
69 121 .O 105.7 -15.3 
70 103.6 11-3.3 - 9.7 
7 1 -179.3 -174.6 4.7 
72 -99.5 -100.8 -1.3 
73 3 -8.6 -10.0. -1.4 
74 7.5 19.1 11.6 
75 -229.1 -241;2 -12.2 
76 -133.0 -135.8 -2.8 
77 -194.0 -190.9 3.1 
78 -259.6 -259.5 0.1 
79 80.7 69.6 - 1  1.2 
80 -187.4 -184.5 2.9 
8 1 -346.6 -350.3 -3.7 
82 -195.0 -197.2 -2.2 
83 -579.1 -566.0 13.1 

Mean Absolute Error 8.4 
~ e a n  Square Error 138.0 

The average error is similar to that in the M2 model. The~ 

variance of the error is significantly lower.   his demonstra'tes 

that it is better to use the M I  demand function rather than the 

M2. I also estimated the balance of payments using the demand 

for base money estimated in chapter 5. The results are presented 
I 

in Tables 7.5 and 7.6. 



ESTIMATION- OF BASE MONEY RESERVE FLOW MODEL 
( Kwacha millions) 

--,' 

~ a r  ;able ~oeff. St. t Diagnostics ' 
Est~imate Error Value 

i ,,,,-,------------------------------------------------ 

Constant 2 .49  3 . 9  0 .64  R2 = 0.998 
DERGDP 0 .09  . 0 .03  2 .93 F = 1207 
DASRATE -23.4  8 . 7 4  - 2 . 6 8  . SER = 10.4 
DEPACPI 0.87 , 1.15 0 . 7 6  C6gD = 13.5 
DACPI 100.4 41 .2  2.44 DW = 3 . 0 9  
DALRSRT 1 10.9  5 . 3  2 .06 
JlALRSRT2 - 7 . 8  4 . 4  -1 .77  
3ABZDC 1 - 0 . 9 6  0 . 0 3  -29 .1  

Notes: 
? - 

- DALRSRTt= change in legal reserve ratio on demand - 

deposits; 
- ~ A L R S R T ~  = change in legal reserve ratio on time 
and savings deposits; 

- other variables are as defined in Table 7 . 1 ,  except 
the multiplier component is excluded. D 



TABLE 7.6 __ 

ESTIMATED AND ACTUAL BALANCE OF PAYMENTS (Base) 
( Kwacha millions) 

Year Act ua 1 Estimated Error 
ANFA ANFA 

66 7.9 15.0 7.1 
67 -21.6 -46.3 -24.8 
68 13.6 43.5 30.0 
69 121.0 109.5 -11.6  
70 103.6 109.8 6.2 
7 1 -179.3 -172.3 -7.0 
72 -99.5 -99.4 0.1 
73 -8.6 -15.8 -7.2 
74 7.5 17.03 9.6 
75 -229.1 -245.1 - 16.0 
76  -133.0 -121.9 ll.i 
77 - 194 .'O -200.9. -6.9 
78 -259.6 -255.6 4.1. 
79  80.7 70.5 -10.2 
80  -187.4 - 184.8 2.6 
8 1 -346.6 -347.3 -0.7 
8 2  -195.0 -196.3 -1.3 
83 -579.1 -571.8 7.3 

- - 

Mean Absolute Error 9.1 
Mean Square Error 142 

The results are similar to the other models. The MSE 

slightly higher, but the &ign*itude of the residuals is much the 

same for each year. The interest rate coefficie'nt is' negative 

and significant, (in -contrast to the other models where it is -- 
.insignificant). The inflation coefficient is insignificant but 

the " right sign. The reserve ratio on demand deposits has the 

expected sign and is significant. The other reserve ratio has a 

negative sign and is insignificant (although nearly significant 

' at the 5% level). The sign on this was also' negative in the 
, ~ 

- -- 

estimation of the base mopey equation in Chapter 5. 



- - Tke re&t h a  2iktAe s t ~ p ~ i z ~ ,  as it--- hfS&&e%ase - 

money would have been expected, based on fhe results in Chapter 

The next exercise was to estimate the balance of payments 

by plugging the estimated values of money demand and the 

multipliers into the reqgrve flow equation, instead of '+ 
estimating the equatron directly. The multiplier becomes - 

"ealistically - an endogenous variable. This assumes monetary 

equilibrium, an assumption which is justified by the results 

obtained when the regression model was run directly. 

The model was estimated using both definitions of 

deposit-inclusive money, and base m o m .  The equations in  able 
5.3 were used to produEe estimated values. The analysis in 

Chapter 6 showed that a more accurate estimation of the money 

multipliers could be obtained by estimating the component ratios 

of the multiplier than the ratio of deposit-inclusive money to 

base money. The analysis in the last part of Chapter 6 showed 

that the currency.-total deposit ratio and the reserve-demand 

deposits ratio could be estimated better than the other ratios. 

However, as there is no multiplier configuration using these two 
A* 

ratios alone, I used the currency -demand deposit ratio instead 

(which was calculated by estimating the demand for the numerator 

and denominator, and then forming the ratio). Finally, the 
0 

actual value for base money lagged one period was used in the 
- - 

. analysis (as it is lagged, it is already 'known'). t 



- 7 -  
-- -- 

L h 

The results of the estimation of the models are shown in 
- - -- 

Tables 7.7, 7.8 and 7.9, and Figures 7.1, 7.2 and 7.3. The 

results are very satisfying, perhaps surprizingly so, given the ., 
errors in predicting money demand and the multipliers in 

Chapters 5 and 6. The errors are very small, both in absolute ' 

terms, and relative to the actual figures, except in 1967 and 

1968. The results are very comparable to the ones obtained by 
1 

running the model directly. The MSEs are marginally higher, 

which is to be expected, given that the multiplier is exogenouS 

in the direct estimation. 
- 

There is little to choose betw the three models. The 

base money model'however has a lower MSE. A comparison o f ,  the 

.residuals indicates that in most years the base money model 
/ 

0 

produced lower- residuals than the other models, including 

practically every year after 1972. The base money errors were 

much bigger in 1972 and 1975 only. This shouldnot be surprizing, 

given the greater accuracy with which base money w a k  fitted in 
- - 

Chapter 5, and given the extra potential error arising from the 

- estimation of the multiplier. One might conclude, as PR (1979) 

do, that the base money model could command more attention in- 

formulating financial programs. 

The multiplier part of the model only produces very smell 
'FI 

figures. Any -error in estimating the multiplier will only have a 

marginal effect on the estimate of the balance of payments. The 

importance attached to multiplier anal-ysis has probably been 



I _  

overstated in this thesis. - - - -- - - -- 

TABLE 7.7 

INDIRECT ESTIMATION OF THE BALANCE OF PAYMENTS (M2) 
( Kwacha 'millions), 

Year AC t &i Estimated Error 
ANFA .. ANFA ---------------------------------------------- 

6'1 -21.6 -50. 8 I -29.2  . 
68 13.6  44.8 31.2 
6 9  , 121 .O 109.3 * - 1  1 . 8  
70 103.6 1 1 1 . 1  7 .8  
7 1 -179.3  -181 .'7 -2 .4  

- 72 -99 .5  -94.2 5.4 
73  -8.6 '16;4 , -7 .8  
74 . 7 . 5  20.2 12.8  
7 5  -229.1 -247.9 % 

-., 
-18 .8  

7'6 -133.0  -109.4 23 .6  
77 -194.0  > -196.9 -2 .9  
78 -259.6  -261.6 -2 .-0 
79  8 0 . 7  69:6 - 1  1 .2  
80  -187.4 -189.5  -2 .1  
8 1 -346.6  - 3 4 0 , l  6 . 5  
8 2  -195.B -188.2 6.8 
8 3  '-579.1 -567.8 1 1 . 4  

Mean Absolute Error . 10.8 
Mean Square Error 200.0 - 
Notes: e 

- the estimation is based'h the model: 
AFm = AMd/m - H. ,Am/m - AQm 
where AMd refers to M2, m is t h e M 2  multipler; 
H is base, Fm is the NFA of 002, and Dm are the net 
domestic assets of BOZ; - a 

- m is defined as: (c +, 1 +  t)/c+r 
where c" is the currency-demand deposit ratio, t is the* 
TD ratio, and r is the reserve-demand deposits ratio. 

- the estimation was-carried by estimating the 
components sepatately, and substituting into-the model. . . 

A 
1 

c - - - 



~NDIRECT ESTIMATION OF THE BALANCE OF PA!lMEW (MI ) * 

( Kwacha millions) 
3 - * 

.a 

Year Act ua'l Estimated Error 
ANFA ANFA ............................................ A/ 

67 -21.6 -51.5 -29.9 
-68 13.6 44.2 30.7 
69 121.0 . 109.4 - 1  1.7 
70 103.6 111.2 7.7 
7 1 -179.3 -181.5 -2.2- 

- 

: s' 
7 2- -99.5 + -93.5 6.0 
73 -8.6 -15.9 -7.3 
74 7.5 20.6 13.1 
75 -229.1 -248.0 -18.9 

- 76 -133.0 - 1  10.2 22.8 
77 -194.0. -197.1 --3.1 
78 -259 ..6 4- -260.6 -0.9 
79 80.7 69.5 - 1  1;2 
80 -187.4 -192.0 -4.6 ' .. -, 

8 1 -346.6 -337.9 8 . 1 5 -  - 
82 -195.0 -188.4 6.6 
8 3 

2 

-579.1 -569.8 9.3 
. 

Mean Absolute Error 10.8 
Mean Square Error 200.0 -- 
Notes: k , 

- theymodel is the same as in Table 7.7, except that 
41 and the MI multiplie'r are substituted in the 
relevant places for A M2 and the M2 multiplier; 

- the M1 multiplier is estimated as: 
(c+l )/c+r - 

where the symbols are as defined as iq Table 7.7 



TABLE 7.9 
. . 

INDIRECT ESTIMATION OF THE BALANCE OF PAYMENTS (Base) 
( ~ w a c h a  millions) 

Year Actual Estimated Error 
ANFA ANFA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  a 

67 - - -21.6 -52.6  -31 .O 
68 13.6 42.7 -29 .1  

E 121 .O 108.0 - 1 3 . 0  
103.6 110.6 

- t79.3  -180.6 - i -::: 
72 -99.5 -83.8 15.7 . 

73 -8.6 -13 .9  - - 5 . 3  
74 7.5 19.2 11.7 
75 -229.1 -251.3 \ -22.3  
76 -133.0 -120.5 '1 12 .5  
77 -194.0 -191.5 2.5 

80 -187.4 ' -190.1 -2.7 
81 ' ,-346.6 -345.8 0.8 
82 -195.0 -190.0 
83 -579.1 -570.4 

5.0 
8.7 

Mean Absolute Error 9.9  
Mean square Error 183.4 

-5 , 
Notes: J e 

'7 

- the '@ode1 is: &%I{= AHd - ADm 
whet& Fm and Dm aid as defined in Table 7.7 ,  
the d ~ m a n d  for hf'gh powered money, estimated 
and then plugged into the equation. 

- 

and Hd is 
separate1 y 
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ESTIMATED AND ACTUAL CHANGES IN BANK OF ZAMBIA 
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E S T I M A m  AND ACTUAL CHANGES IN BANK OF ZAMBIA 
NET FOREIGN ASSETS: M1 MODEL 
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FIG j.3 - 

ESTIMATED AND ACTUALCHANGES IN BANK OF ZAMBIA 
NET FOREIGN ASSETS: BASE MODEL 

Legend 
A ACTUAL . - 

X ESTIMATED 



7.3 -- Forecastinq of Balance - of Paymntnts - . 
The last exercise is to predict the changes in the net 

- -foreign assets of'xhe monetary authority by using the simulated t 

values of money demand and the money multipliers that were 

obtained in chapters 5 and 6. The mo ey multiplier predictions 'P 
are derived from the money multiplier components rather than the - 

ratio of deposit-inclusive money to base money, as the variance 

of the errors in the former is lower than in the latter, as 

shown in Tables 6.12.and 6.133bove. In conducting the 
ô  

simulaAtions it is assumed that the previous>ears' values are 

the actual values. 

The-results are shown in Table 7.10. They are quite 

reveal$ng.'Using the demand for base money function to forecast 

the change in NFA produces far more accurate results than using 

the demand for deposit-inclusive money functions. In turn, the 

dekand for MI function is conside;ably more accurate thap using 

the demand for M2 function. The error vakiance for M2 is, ..+" , -. 
actually greater than if the )change in' net domestic credit alone 

had been used to predict the balance of payments. However, the 

main source' of error lies in the very binaccurate forecast of' 

both the demand for M2 and the M2 multiplier in 1978. The base 
b 

money model does not predict the best in all years. The M2 model 

predicts the besf: in 1983, and the MI model predicts the best in 
a 

1981 and 1982. On the average, however, there is less chance of 

making a siiteable error using the base money model. The reason 



- - -  - i r 
- 

is that the demand for base-money is more stable than the demand 
7 

for deposit-inclusive money, and also there is no need to - 
d 

predict the multiplier, thereby eliminating another murce of 

error. 
<. 

Another way of forecasting the changes in the NFA of the 

monetary authority would have been to z e  the credit multiplier 

model. However, Chapter 6 showed that the variance d' t 
- 

in predicting 'he credit multiplier were higher than for 
/ 

and H2 multiblier-s. Therefore there !as little point in such an 

. exercise. 
\ 



P 

- - 
- 

\- 
- - - .  

TABLE 7.16 
t 

FORECAST OF THE CHANGE IN NFA OF THE MONETARY AUTHORITY 
( Kwacha millions ) 

a )  M2 model 1, 

Actual 
Year Actual Forecast Error ANFA 

ANFA ANFA - ANDC 

Mean Absolute Error 
Mean Square Error 

b) MI ~ 0 d e 1  
Year Actual Forecast Error 

Mean Absolute Error 
Mean Square Error 

v 



TABLE 10 (~0nt.) \ - Y 

c) Base Money Model -- --- 
Year \Actual Forecast Error 

U F A V  ANFA .............................................. 
76' .< - ', -133 -124 9 
77 -194 - 186 8 
78 -260 -27 1 - 1  1 
79 6 1 69 -12 . 
80 -187 -198 -'I 1 
8 1 -347 -353 -6 
82 - 195 -193 2 
83 -579 -573 6 

Mean Absolute Error 
Mean Square Error 

Note: 
- the models are defined iq,Tables 7.7, 7.8 and 7,9. 
The predicted values of the multipliers are taken from 
Table 6.15. The predicted values of the demand for M2, MI 
and base m ney are taken from Tables 5.11,' 5.9 and 5.7 
respective1 % , and substituted into the models. The actua41 
values of the previous year are used. Actual values are 
used for domestic credit. 

\i 

7.4 Summary and Conclusions 

The results of this chapter show quite conclusively that ' 

research into money demand functions can pay off in terms of 

---better understanding of the balance of payments. Although I 

could not develop a money demand function that could explain 

every variation in money balances, I was able t o -  obtain . 

acceptably small errors. I was able to obtain much better 

predictions of the balance of payments,outcome than through 

predict$ons using the change in net domestic credit alone. 
\ 

As direct estimation of the reserve model showed, changes 
- -- 

in domestic credit of the-monetary authority virtually have an 



inverse one to one p/orrespondence with changes in net foreign 
- - -- - - -- 

assets of the netary authoritf(see also Fig. 4.1 in Chapter 

4 ) .  This shows tFf the stability of ;hewmoney demand 

function in t h y  excess money balances arp difected'touards 

expenditure. It also shows that monetary equilibrium tends to be 

restored within the same time period as the disturbance Po the 

equil'ibrium created by an increase in Credit. 
\ 

The results show that the demand 'for base money function 

performs the best in predicting the balance of payments, while 

M2 performs the worst..This supports Paljarvi and  uss so's 

contention that base money demand'functions sho"1d receiye more 
- 

attention\ A 

Finally, it seems that the emphasis placed upon estimating . C 

the multiplier may have been misplaced. In thenairst place 
/ 

errors in estimating the multiplier have only a very small 
t- 

effect on the balance of payments. In the second place knowledge 
-- 

about the multiplier is irrelevant if the base money demand 
,.. 

f'unction is used. 

In summary, the results are very encouraging. They show 
i .  

that it,is possible to derive sound demand functions based on a 

few key variables in places such as Zambia which-has suffered a 

multitude of shocks and upheavals. This study d the' 
1 / 

usefulness of monetary research- in developing countries; and 

hopefully will point the way to more similar research in Africa. 

, 



EXPECTATIONS AND ADJUS-NT MODELS - 
-The measure of expected income used in Chapter 5 was a 

weighted arithmetical average of this and last period's income. 

, The measure of expected inflation used was the average of this 
/ 

and the next pe~iod's inflati* rate. I 

A more traditional measure of expected income and inflation 

can be formulated by means of the adaptive expectatjons 

assumption (AE)(see Johnston, 1972; Maddala, 1977; Kennedy, 

1979; Laidler, 1985; and Attfield, Emery and Duck, 1985). It is 
t 

assumed that expectstions are updated each period by a fraction- 

of the discrepancy between the current observed value of athe 
& #  

variable and the previous period's. This implies that the 

expected future value of a variable'can- be measured by,taking an 
* 

exponentially weighted average of current and past values of 
il 

1 

that variable. 
.". 

Letting y' represent expected income in natural logs, 

y* - y'., = X(y - y + - , )  + e - - 
By back substitution we obtain 

n F 

y +  = Xy + X(1-X)y .,+.........+ h(l->) y .  
n \ 

This can -- be built into the money demand function as 
I 

follows: 

m = a, + al(Xy + (l-X)y+.,) + a,(XIl+ <~-X>ll+.,) + e 

( 1 )  - 
- 

Lagging one period, multiplying by (1-X) and subtracting from 
- - 



( 1 ) gives the following expression. 3 
- --L - 

m = aoX + (I-hlm- + 5,hy-+ a2hn + a3r - a - r  + 

There are both theoretical and econometric problems with 

the adaptive expectations model. On the theoretical side the 
- 

model is too mechanistic and 'irrational'. From the behavioural 

point of view it seems implausible that a person's measure of 

permanent income shouad be affected by values of incomcj several 

periods back (even though, under the exponential weighting 
- 1 G of syktem, the influence is small). Second, if ,the past vac e - 3 

k - 1 -  

the variable has always been rising ore falling, then the 
* 

expectation will always be short of w-sbove the current valie, 

leading to systematic forecast errors. I f  people were rational 

they would change their method of forming expectations until 

systematic errors were zero. ~owiver, the AE hypot-hesis does not 
+ 

allow any mechanism for changing expectations. The As are 

assumed to be costant. t.' 

Third, the model assumes that people do not take current 

informatiqn, such as changes in government policy, and the 

occurrence of other shocks, into - account when forming their 

expectations. Fourth, the model assumes that expectations 

concerning real income and inflation are adjusted with the -same 
- - 

speed. As PR ( 1979 )  mention, 'there is no a priori reason for 

assuming that these ,expectations are formed analogously'. 
- 

However, if the .assumption is not made the model' loses Lts - 



Assuming different ?.a we get: 

- 
r7 

we cannot get  sn expression elimindtins. the, lagged expected 

inflation variable. Insteack the djstributed lag  formulation hais E 

t o  be s u b s t i t u t e d ,  t h e  estimation of which is' dif - I i c d t ,  bc2ausc 

of t h e  -loss of degrees of freedbm and t h e  problems associated 

with mu~ticollineerity. k 

-~cantrmctf ic probfems arise- because equet ion, ( 2  f contains. 
- - 

both a legged dependent variable-  and: a moving average &roc - 
term. Asymptotic bias arises because the lagged dependent 

vsr i s b l c  is ~ontem~rsneousfy' correlated ui th the autocorrelated . 

li L 

disturbance (see Kennedy, 1979). - However, i t  is possible to 

overcome the problcfi by assuming the error pattern is 

autoregressive, and then conducting GtS (see Johnstan,1972). A * 

9 
computer package can do this automgticelly f the procedure is to 

- l a g e q u a t i o n 2  by one period, .  multiply through by p ,  and - - 
s u b r a c t  from equation 1 ) -  The estimated equation is non-linear, 

as t h e  terms (l-X+p) and p (  ! - A )  appear as the  cocff6icnts of 

m . ,  and m respectively. The coefficients still suffer irom 

small sample bias. One problem isathe creation of yet another 

RHS variable, losing mother degree sf freedom; uhen une has 

already been lost in arr iv ing  a t  .equation ( 2 1 .  This is 
- 

particularly, serious f o r  the bank reserves and the  base money 



CI 

h- 
-- 

-T 

equation, uhikh have the legal reserve ratios - - - as - - - - extra4 - - - - - 

variables. A further problem is -multicollinearity '-between the 

variables that )re not in 'expected ' form. There may also be 
\ 

,multicollinearity between the two lagged endogenous variables, 
3 I 

\ 

I f  second -order autokorrelation was assumed, this problem (and 

the degrees of freedom problem) would be worse, as there would 

be a third lagged endogenous variable. , 

The model f used in Chapter 5 is also admittedly. ad-hoc. I t  
P 

doeso not allow for any change in expectations- forming 

mechanisms. However it simple and plausible. I do not think it 

is any more ad-hoc than the AE model, and is, I believe, more 

plausible. I t recognizes that peoples' percept ion of permanent 

income may take time to adjust, parti~~ularly i f  income 

fluckuates unexpectedly= .However, it is unlikely to take longer 
B f 

than one year to adjust..My model also allows for the potential 

of different expectations forming mechanisms for inflation and a 

income. My method creates fewer potential econometric problems. 
P 

There is precedent in the literature. For example, Zecher t.1976) . 

uses a 16 quarter weighted moving average of GDP to derive 

permanent income. -- 

2 I f  permanent income was really specifed properly, it. would 

take into account other factors apart fr6m past values of 

income. However, it is difficult to specify the true 'rational 

e x p c  tations! process for arriving at expected income. 
ed 



There may be time lags between the adjustment of actual to 

desired balances, for reasons of ignorance, inertia, and the 

costs of change. Following Johnston (1972) and ~aidler (1985 )  

one can assume (arbitrarily) that these costs, are a quadratic 
----4 

function. By minimizing these cos&s with respect to real -. 
# 

balances, one obtains: . . 
\ 

m - m., = a(m'-m.,) 

where-m' is desired real balqces, and replaces m on the LHS of 

equation 2, By substitution we obtain: 

m = abo + ( l - a ) m . ,  + ably + ab211 + ab3r + ae . 
The error term is spherical, which (as well as the lack of a 

- - - -  

lagged interest rate term) distinguishes it from equation (2). 

This has fewer some economatric problems than the AE method as 

long as there is no autoregressive error structure -in the 

residuals. 

Laidler (1985) discusses difficulties with this method. He 

says that the theoreticel basis is suspect. The theoretical 

basis for the transactions and the precautionary demand for 

money derive from the transactions costs that people face in 

,adjusting money holdings. It does not seem valid to introduce a . ' 
I .. L1 . - % 

L ~ 

further.type of adjustment cost. Second, the-. equation implies 

that nominal balances adjust simultaneously in reaction to price 

level changes in order to keep real balances constant. It is not 

obvious why this adjustment should be instantaneous, while the 

adjustmen6 of other variables is not. Third, for the mzcmomy as 



- 
- - 

a whole it is not'clear what a means.'~f it means tlie adjustment 
- -- 

of actual real or nominal balances to desi;Gd, then it is 

capturing the whole transmission mechanism in the economy, which 

- is not what the equation was supposed to represent. I f  this is . 

the case, however, khen the equation is more of a supply 
i 

function than a demand function. 

As with the AE mekhanism the adjustment parameter is' 

assumed to be constant. This may not be the case, particularly 

during periods of economic upheaval and policy.change. 

In practice 1. found I did not need to use any kind of 

partial adjustment mechanism. The residuals in the equation 

estimated in Chapter 5 seemed sufficiently random that no , 
4 

adjustment process was called for. If there had been any 

systematic deviation of actual balances from desired balances 

then this might have indicated the need f0r.a partial adjustment 

mechanism. 

The PA ad AE hypotheses can be combined into one equation. 

When the AE mechanism is substituted into the equation ( 4 , )  the 

following is obtained. 

m = ahb, +-(2lh-a)mZ, - (1-a)(l-h)m., + ahb,y + aXb211 + a3b2r - 

a3b3(l-h)r-, + ae - (1-h)ae., 

It is not possible to identify directly the adjustment 

parameters unless constrained least squares are used, .but the 
c .  

elasticities& in the long run function can be identified. 

However, the problems that were mentioned earlier still apply. - 



- - -  -- - - 

 he method loses valuable degrees of freedom. -- 

As an experiment I ran the models outlined above to see how 

3 
-- 

well they fitted the Zambian data. I f' st worked with MI, using 

annual data. I first tested the PA model. 
4 
The* equation derived was (in logarithms$: 

m = -1.9 + 0.39m., + 0.76~ - 0.012ll - 0.17r , . . 
(2.2) (2.03) (-.002) (-2.14) 

~ ~ = 0 . 8 3  F-22 COND=627 SER= 0.07 ~ethodi= GLS 

This produced a long run income elasticity of 1.27, which is 

close to the elasticity derived in Chapter 5. The interest rate 

elasticity was also close. The inflation elasticity was the 

opposite sign from Chapter 5, andalmost zero. The coefficient 

estimate's are probably very unstable, as indicated by the very 

high COND estimate. Howeve p the income and interest rate 

coefficients are at least consistent with those estimated in 

Chapter 5. The error structure revealed little - autoregression, - - 

indicating that the model is a PA model rather than an AE model. 

I also estimated the MI equation by adding a population 
, , i 

variable. The F and R2 improved. However, COND value - shot up. 

The equa t ion showed significant first and second 
I 

autocorrelation, for which I used GLA The income elasticity 

fell to- 0.97, and the inflation coefficient became positive, 

although-insignificant. The interest rate elasticity rose to 



I also estimated the AE model. -When I estimated-this 

without a population variable the income elasticity was about 

1.3, or the same as-under the PA model. The inflat'ion 

coefficient was positive. The 'residuals showed significant 
-l 

correlation. However, when I ' estimated the model with a 

population variable th income elasticity, fell to j u ~  over 1 .  +. 
The COND values reached very high levels, so one would be '. 
inclined to have little -faith in the coefficient estimates. 

When I tried both PA and AE combined I obtained an income -- - 

elasticity of 1.36, which is the same as that achieved in 

Chspter 5. The equation had a very low F value. 
.4 -- 

I also tried these methods on quarterly d a t ~ ,  for which * "..% 

they are perhaps more appropriate as a person would probably 

place greater weight on lagged incomes in forming income 

expectations. Using an AE model I obtained the following 

results: 

This produced a long run income elasticity of 1.06, compared to 

1.3 using annual data. The inflation coefficient is 



significantly negative, in contrast to the annual model. The 
- 

interest rate elasticity, at -0l.47, was similar to -the' result 

obtained in the annual model. I also estimated this equation 

using per capita income and population as explanatory variables. 
4 

The income elasticity fell to 0.8. However, the equation was 
9 

generally unsatisfactory because of the extremely high COND 

value (over 2000). ? * 
" .i 

I estimated the model without a Lagged interest rate, that - 
3 

is, as a PA model, and without adding the population variable '' 

(which,-as explained in Chapter 5, serves as a trend variable). 

The income elasticity was about one. The inflation coefficient 

was negative and strongly significant. The interest rate ' 

remained insignificant (surprizingly, as the * reason for its 

insignificance in the AE model seemed to be the 

multicollinearfty with the lagged variable). The error structure 

showed little correlation,'implying that the -model is a PA 

rather than an AE model. This was confirmed when I estimated the 

com$ned PA and MA model with quarterly data. (without the 
7 4 

# ' 

population trend variable). T& income elasticity was 0.9, with 
- - 

(as in many of the cases above) an insignificant coefficient. 

I also tried estimating the currency demand equation. 

Estimating this in aggregate terms produced very implausible 

results, with &negative income elasticity, and an implausibly. 

high inflation elasticity. In chapter 5 the currency equation 

had worked well. Absurd results were also obtained when the 



equation was specified in per capita terms. However, when I 
- - - -- 

tried the equation on\quarterly data it worked- much better. The 

income elasticity , was 1 -05, but the coefficient was 

insignificant. - 
Finally, I tested the base money equation using quarterly - 

t 

data (there were not enough degrees of 'freedom to use annual 
- 

data). I used the AE model. However, the residuals showed very 

little autocorrelation, indicating that the PA model is probably 
\ 

the true one. The income elasticity was 1.08, much below the 

. estimate in Chapter 5. However, judging from the results with MI 

ihcome elasticies tend to be lower using quarterly data . The 
interest elasticity was -0.34, which was much the same as in 

Chapter 5. The inflation coefficient was also much the same. The 

coefficients for the reserve'ratios were the right sign but 

insignificant, probably because of multicollinearity. 4 
In summarizing this' appendix, the results obtained' were 

acceptable for MI using both quarterly and annual data, for 

currency, using quarterly data, and for base money using 
a- 

quarterly data. The income elast'cities tended to be lower than h those estimated in Chapter 5, e ept jn the case of MI using 
1 ' 

annual data. However, when a population trend variable was added 

to the MI equation the income elasticity dropped significantly, 

whereas it made no difference in Chapter 5. The results do not 
I 

indicate any superiority over the ones obtained in -Chapter 5. 

The very high COND values obtained, particularly when the 
- 



t 

equations were specified in per capita income terms, lead one t~ - 

be suspicious of the results.'Also, the PA model, which seems to 

fit the data better than the AE model (based upon an examination 
' 

of the' residuals) is theoretically dubious, (as ~aidier ( 1985)  

discusses). 
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