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Abstract 

This thesis iwest iga ts  interfaces to deductive databases in order to  aflow deai people easy 

coi~suItatiorr using their native language (in particular, American Sign Language), and de- 

velops one specific approach t o  the problem. Our approach consists of developing a multiple- 

valued logic system which serves both as the internal representation of American Sign Lan- 

guage (ASIA) and as the database consultation language. We exemplify our ideas with a 

concrete system that assumes preprocessing of visual images translating them into a written 

form. Our system then translates this written form into a rigorously defined logical system 

with multiple truth n l u e s  which allow richness of expression. For instance, this system 

can differentiate between different kinds of plural and detect faifecl presuppositions. The 

translation in terms of our logical system can then be used directly to  consult deductive 

databases. Whik our exemplifying focus is database consultation in XSL, it is dear that the 

logical system deveioped around this application has other possible uses in natural language 

processing in general. and database interfacing in particular. 

-.- 
ill 
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Chapter 1 

Introduction 

This thesis describes research in two areas: cooperative answering in deductive database 

systems and natural language front ends for manual languages (in particular, American 

Sign Language) to  databases. Below we will motivate our research in each of these areas 

and review related work. 

Our contributions in each of these areas have significance and application independently 

of those in the other area. ?Ve have also combined them into an integrated approach for 

human, in particular ASL speakers, consultation of deductive databases with cooperative 

answering. 

1.1 Natural Language Interfaces for Manual Languages 

Deaf people learn spoken languages as their second language. Ln addition t o  facing the 

usual difiblties related t o  mastering a second language, they feel that their expressive 

capacity is severely restricted by the sequential nature of spoken language1. These concprrls 

create a significant barrier between deaf people and computer applications and hopefully 

this research will help reduce these barriers by making computer applications available to 

deaf people in their native language. 

The linguistic structure of sign languages is different from spoken languages and therefore 

a different type of inkrfzce h ~ s  t~ be developed. ASL Engnlsts have identified t-;;o areas 

where ASL differs subst-antialy from spoken languages: 1. ASL's paralell use of non-lexical 

information and 2. XSL's built-in memory. 

Parallelism also exists in spoken langw ., e.g., body language (and tone of v ice )  is 

f Roger Carver, Director of Programs and Services, Deaf Children's Society of British Columbia. Personal 
commnnication, Sept. 199'2. 



used for emphasis, in iron? and satire. but it is t l i ~  d ~ p w  at) ~vf:irli .\Sf, w e s  titlit- tmi4 

information that makes it irtteresting. XSL uses facial txprtssioits to cc?Irvcy ftintlalutlntrsl 

fingtlistic concepts fik negation aid  qaestioning, ivltich one has iwcuttnt for i l t  i t  t t ; \ t~r i i l  

language interface to, for example. a database. 111 spokext lang~lagtxs tlresc concepts arc 

coweyed through lesicd items. word order and irtflecrtion, so we can drrwt q i t c w i o ~ ~ s  a i t t l  

negation through simple sequential processing of lexical items. !Ye tttt iittt $;it-c tn aewtirrt 

for body language since, for example. irony. is rarelv part of a qucrv for factual infor~nxtion. 

However, in, for example. a translation system, body iangaage anniysis is intcrcsting also 

for spoken languages. 

ASE uses Iocations in the signing space to represent people 3 r d  czlzjcv-ts, i-r?-, tlw siptrr 

establishes a contestud reference somewhere in the space and all iatvr rc-fcrtwrc* to that 

person/object is done by painting to the location. This memor? i t s p ~ t  f l f  XSL iwihs t tie 

parsing task more complicated &ace traditind parsers art. rm'; equipd wit!# t r t t m i ~ t r y ,  h t  i t  

makes it easier to produce a semantic representation since prorronriml rc4rrcrlcw t iniqtw.  

Traditionally, research on natural language front e11ds to computer systcars Itas fircusrd 

on spoken languages, especially English? and to the bmt uf o w  linawkdgc. rto-ow Ims 

attempted a computational modd of manual languages. \Ye devclop such il r r ~ o c l t * l  fix a 

subset of ASL, cdored for use as a front end to deduclive databases- Attlrough. our sywif ir  

application is a database, this model is applicable anywf~ere where arr ASL i1ttcrf;tc.c~ is 

wanted (e.g., espert systemsf. Our modd presupposes a vision sysirw t11at tralrsfor~wi 

a signer's manual s ips  into distinct tokens (names of signs) a id  t Itat rc.cugrtims rc~lPv;rnl 

non-manual behaviour performed by the signer. fVork in this arm is alrcatly u~dcrwir,y ( S C ~  

i1Q 

1.2 Cooperative Answering 

Providing corrrci answers to users is not good enough sirice suclt answers may bc ;ttrlI)igir- 

ous. ,@so the user may ha\-e misconceptions about the database or the world silrtr tl~;tt a 

merely correct answer may in fact bf: more misleadil~g than helpful, As we s h d i  s w  I~r*lnw, 

alternative information or extra information may be inore useful atrd Iess ntisleatfirtg t r :  t l ~ c ~  

user. 

1% piapse a new cfss  of dednztjve dafabases that provides a muiiipir~ vdueri s?rrr antics 

as a means of providing natural and cooperative aaswers to queries, The da tab= is tailorcvl 

to be used in conjunction with a natural language front end (our front end is the ASL front 

end discnssed above, but our database is of course independent of fartg~zqy). We propow 



+{$2] %XW$ p$9*9${633 ,<~JS~JKE~ S! Uqkf^'RM S'jqI 

tr! pqxa~~m 3ij~ -ewe s!qt u! suop qm*?~ sm~-"lazd sqf jxr arms sqw~ ,li~ga!q 3,~ ,wqagj 

-rusts,% ad.t"~asru~d e fir! faraaxrr+d~az iwq ssq xwl p,ror~&4ad 

tuatslis: art1 ja rtxqsxaa ,C~r?rrht~!la~d y -aseqe tap s~qe~~aasmcar, aSen#rue( pa leu r! gw c;gusulchc%au<*d 

iuaJajjp aqi ttm.Nlaq s73ej~~alu! at/jl sazfrrrxftlsut r~o~~t.)usu;rrdaa go dt~a~xaujssln sg,~, -~$I~?n3aroeg 

s-ias,i!erro axil srr pup +a%exlr%uel rro!rsl[ndjocrxr ewp aal% se *a9~s~Sae! il"lirutr wpqezep dq? *;a 

'a%rt%e[ oiaysjugap dsegersp aqt st! :waos.Cs =eqe$ep .aif!lnra ql ~stor~#rrr~~l y#ug .mi 08 
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I.  Consideratior; of specific information about a user's stare of mind 

2. Evaluation of  aresuppasitions in a quer?: 

3. Formulation of intextsiand answers 

1% consider each in tam. 

1-3.1 Befiefs and Expectations 



1 A 2  Presuppositions 

Kaplan 132, 331 states that presuppositions are statements that must be true for the query 

t o  have a n  answer and if a presupposition is false, the query is nonsensical. For example, a 

student might ask a database 

"Who passed CMPT710 in the fall semester of 1991?" 

The database answers "Mo one". The student then asks 

"tVho failed CMPTllO in the fall semester of 1991?" 

Again, the database answers "KO one". The student becomes suspicious and asks 

"Who taught CMPTXO in the fall semester of 1991?" 

and t be database answers "Xo one". Kaplan calls this stone walling, i.e., the database 

answers yes or no regardless of whether the answer is misleading. If the original question 

was asked to  a human, she would have answered that there was no such course that  semester 

righa away. 

In the system CO-OP, Kaplan represents queries as a semantic network and the query 

answering system checks that each connected subgraph is non-empty. An empty subgraph 

represents a fdse presupposition that ought to be reported. 

Cansider the query "FYhkh einpbj-ee owns a red car?" (-- emp!oyee(X), owns(X, Y), car(Y),~ed(y) 

This query nray fail because no employee owns a car at dl and reporting this failure is more 

informative than just answering "Xo one". 

Janas' [28] sohtion to  the problem of failed presuppositions is t o  report the smallest sub- 

query that fails. If we consider a conjunctive query as a set of atoms, then subqueries are 

eiements of the  power set fk, there are 2" subqueries for a conjunctive query with n atoms.) 

Co~sider the query W!hich employee owns a red m?" (- employeebX), owns(X, I'), cur(Y), red(Y)). 

This query nray fail because no employee owns a car at all and reporting this failure is more 

irrfumrative than just answering "Ko one". I.e., the subquery - employee(X), owns(X, Y), c u ~ ( Y )  

is he sznaliest su bquery that would fail. 

Cdnrerauer is also concerned wifh Wed presuppositions, and we will review C o h e r -  

zauer's work in more detail in section 2-1. 

H -3-3 Misconceptions 

Miscmceptions arise when the nse-r has an unclear understanding of the database" seman- 

tics. dTonsicfer qneq 



with respect to  2 database In which students take courses, wide professors t~crrf i  rourscs. 

Mays [39] uses the database schema to correct this type of misconception. lie introtiuws 

aspects of the database's semantics into the answer in order to correct miscorrccptions with 

respect, to the database schema. The answer to the above query 1%-auld b c ~  

zNone." 

"Professors teach courses." 

"Students take courses." 

McCoy [41] uses w r l d  knowledge to correct misconceptions a user rnigtrt have d m i t  t hc\ 

properties of a given object. For instance. 

Q: "MThere are the gills on a af?afe?" 

The system knows the user probably thinks whales are fish 

because fish use gills to breathe. 

A: "IVhales do not have gills. They breathe through lungs." 

For a belief logic based view of ill-formed input see [18, 191. 

1.3-4 Intensional Answers 

An intensional answer denotes a non-enumerative characterization of a set. For exarnplc:, 

if a user asks the query "IVhish students are enrolled?" in a context in which all stut1cot.s 

mast be enrolled, it is misleading to return a list of all the students. It is better to answcr 

"All students are enrolled". Intensional answers are more succinct than corrcretc answers 

and this is important when we are dealing with databases with huge stores of data. Thc 

work on intensional answers was started by lrriielinski [26] and marry rcsearclrers havc s i ~ ~ c c  

stndied the topic, e.g, [4, 5,4& 47,48,55] 

1.3.5 Generalizations 

The scope of a query is extended so that. one can 

the answer. 

include information on related topics 

Cuppens and DemoIomh fl2j use a neta  kvel definition of ;., query with additional 

vaiables that carry re1ek-t idormation and these variables are reported togetttcrr with the 

original ones in the answer- For example, the query 



be mwiifieJ sad: that the ~nswer  includes cost. The>- also intr~duced the natien 

of finding answers close t o  those asked for. For example, if a user asks for a flight from 

Vancouver to  Frankfurt between 17:00 and 21:00 and the only flight t o  Frankfurt leaves at 

21:05, it would be more useful t o  return that one than nothing. 

Withlster, Marburger, Jarneson, and Busentann 1581 introduce owr-answering of yes/no 

qwstions when further questions on the same topic are anticipated from the user. Their 

system uses domain krrowledge to  guess which types of follow-up questions are likely. For 

exampfe, 

Q: "Has a yellow car gone by?" 

The system adds that the user will want to  know where. 

A: "Yes, one went by on Hastings St." 

Chu, Chen, and Lee [7, Sf, use a type abstraction hierarchy t o  provide related answers 

ta queries in a retatiorraf da tabae  system. For example, if the query 

fails, it can be abstracted into the more general query 

Coast ToCmst flight (losangeles, washington, morning) 

and the  database call provide dose alternative answers. 

G-terland, Godfrey, and Minker [21] introduces the notion of relaxation of queries to 

deductive databases. The scope of a querr is expanded by relaxing the logical constrajnts 

implicit in a query. 

1.4 The Main Challenges and Our Solutions 

in developing an XSL front end t o  database knowledge, the main challenge is of course 

the pioneering character of our task- Because this task has not been previously attempted, 

and because the features of ASL are so suigeneris with respect t o  the features of spoken 
1- f-- ---LZ-L '?-A . --a- ---- L--- ------A- *-  - * * - J Z - - I  r6figuagt-s w r  W ~ ~ ~ E J L I I  tmm c x t u ~  h6.e u e l r  pte*iuusiy scuweu, we Had to excaai-v'dy reseateh 

the  literature on ASL iooking for any kind of helpful clues, and rely on our own imagination 

t o  gradually devdop insights on useful! pieces of representation and on how t o  put them 

tqe t  her. 

Because of the sped& needs of deaf people, we set out to achieve a cooperative envi- 

ronment for question answering. We found that together with those ASL idiosyncrasies 



that made our task challenging. there were also others that acttiaii~ lent t f rendws partir- 

trlarly well (better than oral alazigtrages) to the cooperative answering we were intent a p n  

providing. 

In the areas of cooperative answering itself, there exists an extensive body of literature, 

but previous reseasch has focused on individual issues in cooperative aiwscring (c.g., iatcn- 

siond answers, detertion of presuppositions. correcting misconceptionsj and each solutian 

is east in a different framework. Our main task was to develop an intcgratcd frarilework 

which would simultaneously pro\-ide a useful representation of ASL queries atid a coop- 

erative evaluation of these queries via such representations, such that ~iiost of the issues 

raised in cooperative answering could be solved within this si~rgle fra~ncwork. To aclrievc 

this, we developed the rigorous, typed, multi-valued logical system Lhf , in terms of wllicll 

ASL queries can be expressed as (automatically obtained) formulae. I n  th;s framework, wc 

forma& define a database as an interpretation or situation, i-e. as a multi-valucd assign- 

ment of a relation to  each relational symbol. Database consult ation the11 reduces to the 

automatic evaluation of a formulae correspo~iding to a given ASL query with rc 's 1 ,( : c b  I.<) ii. 

given situation, and following the also rigorously defined seniantics of Lhf. 

1.5 Organization of the Thesis 

h chapter one we introduce the topic of the thesis. In chapter two, we review C'olrncri~~~c~r's 

three-valued formalism, the typed logical representation L3, logic grarniiiars arid incoinplc!tc 

types- In chapter three, we motivate each of the new logical values and discuss trent~ncnt 

of some of these d u e s .  In chapter four, we present the definition of a nirilti valued logic. 

database and corresponding query fanguage. In chapter five, we give a brief introduction to 

American Sign Language. In chapter six, we propose a computational model for a subset 

of ASL that is setable as a front end to a database. In chapter sewn we sttitir~mize sr~d 

diiscnss o m  results, 



Chapter 2 

Natural Language Processing 

1x1 this chapter, we give a brief review of the various natural language processing theories 

and tools that form the background for this thesis. In section one, we discuss Colmerauer's 

threevalued logic representation for a subset of natural language. In section two, we discuss 

V. Dahl's extension of Colmerauer's work into the database query language L3. In section 

three, we discuss incomplete types and in section four, we discuss logic grammars. 

2.1 Colmerauer's Three-Valued Logic 

In the late t970's, A. CoLierwer developed a logical representation for the meaning of a 

subset of natural language expressions [lo]. In his proposal, each quantified expression in a 

given natural language (expressions introduced by articles such as a, the, all, some, no) is 

assigned an intermediate three-branched quantifier representation. The final representation 

is a formula from a three logical system, whose main components are the single 

quantification mechanism for /3', logical operators that range over three logical values, set 

formulae, statement formulae and integer formulae. The formal definition can be found in 

f lO]  and we provide a summary in 2.1-7. For other work in multi-valued and fuzzy logics, 

see [JO, ch.l-2]. 

In this section. we brieflr discuss the main features of Colmerauer's treatment of a 

subset of English: quantification hierarch;., three logical vaiues, the singie quantiiication 

mechanism and formulae. h the following section, we discuss how to  translate natural 

language statenients into rigorously defined formulae. 

'We borrow notation from logic programming: pmdicutenarne/me that predicate predicatename has 
H aguments 



2.1.1 Elementary Statements 

Elementary statements involx-e proper nouns plus either a) the verb to be and a conmoll 

noun, b) a verb, or c) the verb to be and an adjective. Col~neraucr hypothesizctl: 

C( To each verb, to  each adjective and to each common noun there correspoltds a 

property with n arguments, each argument being s proper noun." 

Elementary statements translate directly into logic formulae without any inter~nediatc t11rc.t- 

branched quantifier. Co~sider the foHowing esamples2 and their associated logic forntnlac. 

a) Garfield is a eat. = Iscat(Garfieli3) 

Jorg is the son of Heidi. = issonof(Jorg, Heidi). 

b) Garfield trots. = trots(Garfie1d) 

Diana lent Garfield to Brigitte. = lentto(Diana, Garfield, Hrigitti?) 

c )  Garfield is striped. = isstriped(Garfie1d) 

Garfield is happy with Diana. = ishappywit.h(Garfield, Diana) 

2.1.2 Quantification Hierarchy 

Natural language determiners are the basis for translating sentences into tl~rcc-branchcvl 

quantifiers. Let us first consider, simple sentences consisting of a now1 phrase followcd by 

a verb phrase, where the noun phrase contains a determiner. Such serttc.nccs ran bc repre- 

sented by a three-branched quantifier of the following form: 

QCX, F1, F2) In tree notation: 4 

/ I \  
X F1 F2 

where q represents the determiner, X is a variable, F1 is the noun phrase's representation, 

and F2 is the verb phrase's representation. Intuitively, F1 specifies the domain of quantifi- 

cation, and q states what portion of this domain F2 holds for. (For an alternative account 

of quantification see f llj.) 

In general, for any given natural language quantification, q, a three-brmcfred qua~~tificr 

relates a variable X, to two formulae F1 and F2. (As opposed to the classical quantifiers 3 

a d  V, which relate a miable to a single formula, three- branched quantifiers relate a variable 

2AJI the examples in this section are taken from [lo] (but modifed a little). 



X , to bur0 forndae.] Carisidtr the fullassing example of h o ~  translate statements with 

only m e  quantificatio~ from natttral language into three-branched quantifiers: 

Brigitte owns a car. 

This statement can be be paraphrased as: 

for an X such that X is a car, it is true that Brigitte owns X 

and represented by the following three-branched a-quantifier: 

/I\ 
X iscar where iscar(Xj = F1 and 

I I\ owns(B~igitie, -&-) = I;;? 

X' Brigitte X 

In the rest of this section, we discuss how to  translate sentences with more than one 

quai~tification into three-branched quantifiers. We note that the hypotheses presented here 

are valid in most cases, but not designed t o  be infallible and we will exarnine a couple of 

cases where they wouId give incorrect representaions. They represent a useful compromise 

between coverage and simpiicity and his hypotheises give the preferred readings in the 

lnajori~y os cases. First we discuss sentences where the subject and the complement of the 

verb both contain a quautificatition. Consider the foilowing sentence and its two possible 

translations into a threebranched quantifier: 

No man has a trunk. 

The w a n d  representation is not correct (it would mean something fike: there exists a trunk 

that; no man owns). and from experimentation with several articles in several sentences, 

Coherauer f la] hyp~tlies;izes: 



"The quaintificatkn introduced I+- the article of the subject oC a verb domi- 

nates the qnantification(s) int rodut-ed by the complemenfsf s f closely r ~ h t  ed to 

that verb. In spea8731:g of t-ompfemeats closely related zo tltc verb. wi rsrlridr 

adverbial phrases, which will not be studied here." 

Next we discuss sentences that include a noun and a complement of t tiis no1111, f 'onsidrr 

the  following sentence and its two possible translations into a t hree-l~ranrl l r t l  quantifirr.  

Garfield knows t he smell of every bush. 

Again the second translation is not correct (it would mean son~ething like: ttie smell of every 

bush is the same and Gafield knows it), and from a series of similar esanlplcs, Coiriwra~rer 

arrived at the following hypothesis: 

Li In a construction involving a noun and complement of this noun, the quantifi- 

cation introduced by the article of the con~plement dolrriaates the  quantificatioi~ 

introdnced by the  article of the noun." 

RTe w o d d  like ao point out that. there are situations where this fiypotfwsis docs not Ilold. 

Consider the following example: 

E know the ambition of every politician. 

In ahis exampEe, there is odj- one   ambition"^ the quantification of the ltoun si~ould in fact 

dominate the quantification of the complement. However, if we chauge eti'ery t o  m c h  i l l  the 

above sentence: 

I h o w  the ambition of each politician. 

CoheranerP."s hjpathesis gives us the preferred reading! 

Next, we discuss sentences where a verb, an  adjective or a noun has two c~rnplern~~~ts .  

Consider the fo11owing example- 



Diana gave a gift to  each child. 

The second quantifier representation implies that there was o d y  one gift and the children 

were sharing this gift. Although, this may have been the author's intention, it is more likely 

that she meant that each child got a separate gift (the interpretation is context dependent). 

Colmerauer hypothesized: 

"Whenever a verb, an adjective or a noun has two complements, the quantifi- 

cation is made in the inverse order of the natural order of their appearance; 

that is, the rightmost complement generates a quantification dominating the 

quantification generated by the other complement." 

This hypothesis is clearly too simple, since the sentence 

a)  Diana gave each cMd 2 gift. 

should presumably produce the same representation as 

b) Diana gare a gift to each child? 

If we foiiow Colmerauer% hypothesis, a) would give us the representation in 2 )  above, which 

we agreed that is 11ot correct. It seems that if the quantification of the recipient is not a or 

the and follows some other quantification, we shall adhere to  the d d  hypothesis and process 

the compkments from right to left, while if the quantification of the recipient is not u or the 

and precedes allother quantification, we process the complements from left t o  right. Under 

this hypothesis both a) and b) above will produce the same representation. 

Note that this mJj- applies if the qmiit%cztio~?s of the rwipkat  is net o or the (e.g., 

sorile. each, d l ,  every). h the following example, 

'if we take topic and focus into account when anaIysing these sentences, they should not give the same 
representation, i n s e  differences in emphasis brought about by focus/topic changes, through changes in 
canstituent ordering, sbonkl rigoronsly speaking be accounted for in the representation. However, for the 
par- of extracting infixmation from a database such degree of detail is not necessary, and we shall 
thenebre disregard focwi/toplc distinctions in this thesis. Interested readers can refer to 1531. 



M a n  gave the cat a fish. 

Allan gave a fish to  the cat. 

the right to left processing of comple~nents lets us represent the slight diffcrcncc i l l  elnphasis 

of these two statements. 

Finally, we discuss the transformation of a sentence fmn  tlte active ta the passive voict.. 

Consider the following activq'passive sentences and their transfations into tltrec-brancl~ctl 

quantifiers: 

Few people speak several languages. 

Several la.nguages are spoken by few people. 

(1) few 

/ I  \ 
XI isiuerson several 

I / I \  
X1 X2 isfanguuge speaks 

I / \ 
-x2 - X2 

If we assume that spenK(XI, X2) = isspokenby(Xz, S1), ( 2 )  bccoxrlt~s: 

(2') several 

/ I  \ 
X2 zslanguage j ew 

I / I  \ 
Y 2  XI isperson speak 

2.1.3 Negation 

Negated statements introduce the operator not. If the quantification i~itroduced by t11c r;u b- 

ject is every or all, noi applies to the whole statement and is placed above the quantjficatiorr. 
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For all other quantifications it is placed immediately below the quantification introduced by 

the subject. For other research on negation see for example f42, 531. Consider the foiiowing 

examples: 

Many tourists do not know Vancouver = All ducks are not white = 

many 

X -  istourist not 

I I 
X know 

2.1.4 Conjunction between Statements, Relative Clauses 

The relative clause itself is treated as an ordinary statement where the  relative pronoun 

is replaced by a variable, It is linked to the noun by the conjunction and. Consider the 

following example: 

Garfield appreciates the bod that is contained in the rzm of Ran-run. 

/ \  
is  food 

/ \ 
the Gar field Xz 

I / I \  

The three-branched quantifiers we have seen above are merely devices that simplify the 

translation into the single quantification mechanism for/$ which we will discuss next.. 



2.1.5 A Single Quantification Mechanisn~ 

For each quantifier, q, in the naturaf language, Cofrmrauer pr+opu.;crf a tra~~slatio~f o f  its 1 1 1 ~ ~ 1 ~  

branched quantifier inaa the single quantification ~~tethartistti for$$. 'r1115 qttaztiifirati~ttl 

mechanism is represented by the f~rmiila: 

/I\ 
S kcor aums where isear[-Y f = F1 atid 



All birds haw ~Zrrgs = 

S and 

%~mir* birds f8_v = 

S 



Three blind mice run = 

S /T and \ equal 

ismouse and curd 3 

The cat that Jiirg is hofding is nlewing. 

If JGqg is actudg hofding a eat, this statement cvaluatcs to iruc or f d s r .  clcpcwtling or1 

whether the cat is mewing or  rot. ff E r g  is ltot holding a cat, the statcrr~ent is rncanitrglcss 

and evaluates t o  uardc j ined. Sow, that we camot say that tile statcrtrcttt is /d.w sincc* 

that implies that its negation: 

The cat that 36rg Is h~fding is not mewing. 

r is t rue.  Clearly, a his is no more true than the original st a t e ~ n c ~ i i .  I lie articlc ihc prvsrt pposrbs 

existence and uniqwness of its referent, so if Jijrg is not holding a cat, wc say t l ~ i ~ f ,  t h ~  

presrrgpctsit ion failed - 
Gaherauer defined the operator i j  to deai with presuppositions iirduced by tfrc dcfini tc 

article Sentences that conrain a definite article trarislate into L3 as follows {from [ I  41): 

2-1-7 A L a g i d  System for a Subset of Natural Language 



t r- -I:.>, 4 r  .,,., ..,- 
&t: i f r - . l t i&c  crr lcxz  typva of formulae: set forii;rr!ae s, statement formuhe e .  and integer 

formulae n. A set formula can take any of the forms: 

a a Iist of constmts 

e a variable 

thuse(V>ee), where V is a variable and e is a statement iormula 

A statement formula e can take any of the forms: 

a /or(V, e l ,  ez), where V is a variable, el, ez are statement formulae 

r ( s I * .  . .,sn ja where T is a relational symbol, qt.. . ,sn are set formulae 

+ iff e l ,  e2),  where el, e2 are statement formulae 

0 nut(el) ,  where el is a statement forn~ula 

e equal(~a~, la2), where ~ i l , r z 2  are integer formulae 

e gz=-eaferdhanf nl . n2),  where nit n2 are integer formulae 

An integer formula n, can take any of the following forms: 

j ~ h :  

e card(sj, where s is a set fornlula 

In a well defined situation a statement fornlula will evaluate to trzlel false or pointless, 

a set formula wiil evaluate to  a set, and an integer formula will evaluate to an integer. 

2.2 L3-a Natural Language Oriented Database Query Lan- 

guage 

V. Dahl extended Colmerauer"~ theoretical work into the typed database query language L3 

[13,15]. Dahf transfates a aide range of natural language sentences (elementary statements, 

wnjunctiw statenrents. relative clauses7 passive sentences: and negated statements) into 

L3 through a natural language processor and uses Colmerauer's three-branched quantifiers 

as iinternlecfiate representations, while the final representation in L3 involves the single 

quantification nlechanism for/& where types are used to determine the search domain. 

Bel,ow we discuss the new features of L3 that were not dealt with in the previous section. 



2.2.1 L3's Quantification Mechanism 

fm/5  differs from Colmerauer's f or/3 in that the search do~nain is c s  plici t ly d t+ned tl~roaglt 

types. Each constant and variable is typed (its domain) so the search space is narro\wci 

t o  only those constants of a yariable S% type (its domain) D. This narrowing of scarclr 

space clearly improves efficieitcy. The quantification mechanism for. / 5 is represcotrd by the 

following formula: 

which is interpreted as follows 

for the set S of those Xs in domain D that satisfy P,  conditio~~ C' Itol<ls. 

Consider our previous example 

Brigitte owns a car 

which translates into the following for/5 representation 

2.2.2 Safe Negation as Failure 

It is only safe to evduate negated formulae when their arguments arc g r o u ~ ~ d  a t  the time 

of evduation, but in a natural language front end we cannot guarantee safe negations. I'br 

example, the user's reqaest for an inespensive item, might result ill the ur~safe query: 

instead of the safe query: 

b) item(X), not(expensive(X)) 

'In an acaod implementation, S and D appear in I f s s  explicit forms. 



If there are any expensive items in the knowfed~e base, the first clause of a] will fail, and no 

items are returned as an airswer. fn b), individual items are retrieved and then examined, 

and the correct list of inexpensive items is returned, 

The quantification mechanism /or/5 makes negation as failure safe through its use of 

types, and the above query can safely translate into: 

During evduation. elements are successively taken from the domain items and added to  S 

if not expensive. 

2.3 Incomplete Types 

Consider the query 1s Sommji happp:?, gitw a database where Sammy is a seal, seals are 

animals, and animals are happq= In Prolog: 

?- happy ( s q )  . 

From this ordisary untyped database, we can obtain a positive answer t o  the query in 

three resolution steps. By introducing a typed logic database, we can obtain a solution t o  

the same query in only one r 4 u t i o n  step. From the above program we can extract the 

foilowing hierarchical taxonomy. animal 3 seal 3 sammy, and we can write a compiler 

which transforms the tasononly and the untyped database into the following typed database: 

where A is a variable of tFpe [airral  > TJ . This type is incomplete in that  i t  contains a 

tail variable which allows for further instantiation, Thus [animal. > TJ stands for "at beast 

of aaitnd typeu- (Input to the comgikr would look something like: happyCA E a n i m a l ) ,  

r ~ p z i l e  f anhal, c-ody E repile,. Ia general: t; c i j7  where ti, _ti E T and X- E t k  

where it E A*.) 

Similarly the compiler can transform the query into: 



where sammy is a constant of type [animal. 3 seal 3 sammyl . [ 3otc. the type rcprcsctlt a- 

tion of constants is closed such t hat no further instantiation is possible.) \Yhcn this query 

is presented to the typed database. a solution is obtained in one rcsoit~ticm stq>. E'urtlicr, 

when I) and 2) are resolved, A unifies with sammy and T with seal s sammy. thus ~naking 

the type of A further known as  both seal and animal. 

In this example, the number of resolution steps were reduced from ttirw to one. In 

general, for strictly hierarchical tzxonornies includiirg a chain of n set inclusions, the nuti~lwt- 

of resolution steps are  reduced from n t o  one. We can obtain the same reduction of resolution 

steps through partial esalnation of logic programs (see, for example 1521). but sirlcc wc 

cannot obtain the other advantages {see below) that types offer tlrrough partial cvalu;~tio~i. 

we prefer t o  stick t o  types. 

Incomplete types is a natural addition t o  a database since database relatiotis arc ty p i d l y  

typed anyway. Incomplete types d o w  for disambiguatioli of some ststelnen ts by red rtcing 

semantic agreement to syntactic matching (see 3.3), and they rectucc the  search space to 

pertinent domains rather than the whole Herbrand universe. 

Definition: An inconzplele type for t , denoted h ( t ) ,  is a term of t h ~  form: 

where V is a variable ranging over the incomplete type t l  3, .- -. > 1 alrtl wlicrc* t lwrc* 

exists no  to such that to > t l  
In Prolog notation this would be list. of the form [ t l ,  . . . . t,,- l , f 1 I;], wlrerc 1 is ;L I h a r y  

infix operator that  separates the tail from the rest of the list. 

Property: Let s, t  E T ,  Then s C t # 3h(t) ,  h(s )  and a substitutio~l ff such that 

h ( s )  = Ft(t)B, (See proof in f16j.f 

Remark: As a practical consequence of this property, a type s can be provtsn to  IN ;I 

subtype o f t  simply by unifying hfs) and h(t), and checking that  t's tail variahltt I r a s  t)txorr~r 

instantiated. 

2-32 Intensional Answers 

"Which animals are not happy?" 

with respect to the aatimd howledge base from section 2.3. W e  can reply 



"All but  reptile^.^ 

arid as  before, we may add an option for the user to ask for a complete listing. By allowing 

iritensional answers, negation is reduced to  set complement rather than domain sweeping. 

2.4 Logic Grammars 

The term "logic grammars" refers to  a whole family of grammars, that  was developed for 

computational analysis of natural languages (see [I, 451) (lately they have also been used 

for parsing of formal languages [l]). Logic grammars are high level grammar description 

tools which are usually built on top of the Prolog programming language although they 

can also be considered a separate formalism. They are automatically translated into Prolog 

sucIi that all the details of the Prolog mechanism are hidden from the users and they can 

concentrate on linguistic and parsing issues instead of computer issues. 

Some logic grammars are: Metamorphosis Grammar, Definite Clause Grammar, Ex- 

traposition Grammar, Static Discontinuity Grammar. Even though logic grammars are 

basically syntactic ~ a r i a n t s  of Prolog, they are recognized as a distinct and powerful formal- 

ism in their own right. In the rest of this section we will give a short introduction to  logic 

grammars. 

Logic grammars are similar to type-0 grammars in the Chomsky hierarchy of formal 

grammars 161. ..A t ype0  grammar, 5' is defined: 

= (IJ2 TT, Pr 5)  where V is a finite set of non-terminal grammar symbols 

T is a finite set of terminal grammar symbols 

P is a finite set of rules 

S is a start symbol 

Assume V T = Q and P is of the form a - j3 where a and j3 are strings of grammar 

symbols front [VUT)'. Let L(G) be the language generated by a grammar G, then for every 

type0 grammar f; there exists a Turing machine that recognizes L(G). 
The above definition dso applies t o  logic grammars (In natural language terminology, 

terminals are words, non-terminals are grammar constituents.), but logic grammars 

riiirer from formal granlrnars in that the grammar symbols are not atomic-they may be 

logical L'enns with argumcrzis. In general, logic grammar symbols (terms) are of the form: 

< term >::=< mriabie > I < consfanf > I < eonpleaAetm > 
< eomplezf erm >::= name(< term >, < term >, . . . , < term >) 
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By convention, constant~s are written in lower case. TI'erms are often rcprrstwt.ti1 as a trtcs. 

For exampIe, the term 

is represented as the tree 

noun-phrase 
\ 

determiner noun 
I 
a 

i 
woman 

A variable stands for an as yet unidentified constant or complex term. Consider the foliowi~lg 

grammar, G .  

(1) sentence(ParseTree) -- properaoun(Pers, Num, Subj), verb(Pers, 

Num, Subj, ParseTree) 

(2) propernoun(third, singular, name (diana) ) -+ [dianal . ' 
(3) verb(third, singular, loun, study (Noun)) -t [studies] . 
(4) verb(bnyPerson, plura l ,  Noun, study(Noun)) - [study]. 

Rere, (1)-(4) are the rules of grammar G. sentence (ParseTree , propernoun(Pers , 
Num, Subj), verb(Pers, Hum, Subj, ParseTree), propernoun(third, singular, name(diana) 

etc. are nonterminal grammar symbols. [diana] . [studies] and [study] are tt:rn:itd 

symbols. Sent, Pers, Num and Subj are variables. third, singular a d  plural arc 

constants. name(diana1 a1d study(Noun) are trees. 

The execution of a logic grammar embedded in a prograrnnlilig language likc* I'rolog is 

bas& on unification of grammar symbols and their arguments. Wnificatiot~ is dcfi~ied is 

follows [I, p.8-9f (For a more elaborate account of unification see 156, p.68-721: 

"Given two terms which may contain variables, unification is the process of' 

findkg ~ d w c  fer t,f?t?se. variah!es, if E U C ~  d ~ e s  exist, that wi!! make the tw:: 

terms identical. The set of value assignments that makes two terms ttcpai is 

called a substitution." 

'Itali%e ordinary English, proper names are written in Iower case since variables start with a capital. 
"Tefminak are written between Cr ad1]". 



/ \ and 
b X b 

/ \ 
c 

unify into 

b c 

The trees rmt root 

/ \ 
X and 

/ \ 
U 

g X 2 Y 

unify into 

If two trees share any variable names, alf occurrences of these must be renunzed in one 

of the trees before attempting unification. For instance, in the trees: 

root root 

rename X h the second tree to a new latiable, say Z (dteriiatkely. rename both X's in 

the  first tree). Renaming is done antomatically in Prolog and as a consequence, we can use 

the same variable names in different rdes without them interfering with each other. Only 

variables used more thzur once in the same grammar rule, refer to  the same entity, i-e., a 

substitution applies to aN occurrences of a variable in the same rule. Consider the above 

grammar, both occurrences of Woun in rule 3 refer to the same enti% while Noun in rule 3 

mb Afcrrtn In rule 1 are considered &Rerent variables. 

If we execute a logic grammar with no input, it will returnigemrate all possible sentences 

in the language described by the grammar. Consider the following simplified version of 

grammar 6, 



(1) sentence - properaoun(Pers, H u m ) ,  verb(Pers, Nu). 

(2) properliaun(tfrirb, singular) --. [diana]. 

(3) verb(third,  singufar) -- [studies]. 

(4) verbCAngPerson, pluraf) - [study]. 

The execution of this grammar with no input proceeds as follows (=ill  gramnwr syn~ l~u l s  arc 

processed left t o  right .I: 

2. properaoun(Pots , Bm) unifies with propernoun(third , s ingular)  ( rulc (2)) wi t i t  

sttbstitutions (Pers=thErO, Num=singu!ar) 

3. p r o p e r ~ o u n < t b i r d ,  singular) rewrites to [diana] and since [dianal is a terrr~inai, 

it is put on the u u t p ~ t  stream. 

4- The second subgod of rule [l), verb(third,  singular-), unilies with verb( third ,  

singular)  ( r d e  (3)). 

5, verb(third,  sin,@ar) rewrites to [studies] and since [studies] is a tcrrr~iiial, 

it is added to the orrtpnt stream. 

6. AU subgoals of rule [ 1) are successfulfy completed so Prolog empties its out poi, f)u ffw 

and prints [diana, studies] as the first sentence of this  grammar. Prolog conlisiic-s sys- 

tematically to loot for df other substitutions which satisfy the goals through a procc3ss 

called backtmcfing, Nest,  Prolog tries to  satisfy the second. subgoaf of rule I ) tllror~gl~ 

unification with rule f4). At this paint, substitutions (f'ers=tltirti, Xuin=sit~gtilar) 

are still valid since they were obtained in a previous subgoal, so the u~tificalictl~ prt - 

cednre degantfy prohibits the generation of [diana, study]: The secorld argurncwt of 

werb in rde (1) is singular and the secor~d argument of verb in rule ( 4 )  is p lura l  

so verbtthjird, simgular) (rule: f f )) cannot unify with verb(bnyf erson, p lura l  

( d e  (4)). [THis example shoss syatactic agreemeat, But the srnrfitl technitint* catt 

$a -&&iC a3-swzes & i s c a d  ;a 3'3-1 

Since there are no  alternative snbstitut ions which satisfy the srjcor~d s~~hgrtal,  I'rolog 

tries to redo the Rrst subgoal. Of course, there are xro a1terrtati.e.e suSstitutio~~s which 

=tidy ahis g d  either, so [ddiana, studies] is in fact the only sentence in the Ia~ig~ragts 

gemrated by G, 



CHAPTER 2. SATURA t LANGUAGE PROCESSING 

St> far, we have seen how a grammar can generate all possible sentences of a particular 

fanguage. Another, and perhaps more useful, property of logic grammars is that one can 

present them with an input sentence and ask the grammar to parse it. If we ask the above 

grammar t o  parse the sentence ^Diana studiesn (input is in the form of a list: [diana, 

studies]], It proceeds as described above except that nothing is put on the output stream. 

At the end of a successfui parse it  simply prints 'yes'. If the grammar is asked t o  parse a 

scr~terice which is not. in the Ianguage (e-g., Diana study), it prints 'no'. 

In the previous example, we saw how the user can include szntactic information in the 

arguments in order to  guide the parse. If the user wants to  build up a representation of a 

sentence, for instance, a parse tree or a semantic representation, she can do this through 

clever nranipulation of arguments such that the representation is built up through rule 

application and unification in the course of parsing. Grammar 5' above is equipped with 

arguments for building a parse tree of the input sentence. If we ask it  t o  parse "Diana 

studiesn, the execution proceeds as follows: 

1, sentence (Parsetree) rewrites into properaoun(Pers , Hum, Subj ) and verb (Pers , 
Hum, Subj , ParseTree). 

2. propernoun(Pers , Hum, Subj 1 unifies with propernoun(third, singular, name (diana) ) 

(rule (2)) with substitutions (Pers=third, Num=singular, Subj=name(diana)) 

3. propernoun(third, singular, name(diana) ) rewrites t o  [diana] and since [diana] 

is a terminal, the first s u b g d  of r d e  f 1) is satisfied. 

-I- The second subgod of rule (I), verb(third, singular, name (diana) , ~arseTree),  

unifies with verb(third, singular, Noun, study (Noun! ) (rule (3)) with subs titu- 

t ions (Notrn=namef diana)., Parsetree=studyf namewana))) 

5. verb (third, s i n e a r ,  Worm, study (Houn) ) rewrites t o  [studies] and since [studies] 

is a terminalt t he  second suhgoal of r d e  (1) is satisfied. 

6, A11 s u b g d s  of rule (1) are satisfied so Prolog prints -yes" and in addition it  prints 

the  \ d u e  of the mriable ParseTree, i.e., Parsetree = study (name (diana) ) , 

7. As ahwe, Prdog s;vstematicd searches for all dternative substitutions through back- 

tracking. (Ln this case r here are none.) 



CHAPTER 2. ArA4TTiRAL LANGUAGE PROCESSING 

2.4.1 Definite Ciause Gramnlar 

The particular logic grammar used in this project is called Definite Clntrsr grntnnm. or 

DCG. DCG is a special case of Metamorphosis Granlrnar (hIG) 191. wit,ll rules of thc folmr: 

where S is restricted t o  a single nonterminal symbol and P is as before. (In some inlplenlcl~- 

tations, additional symbols are allowed on the left-hand side, as lorkg a.s they are terniinals.) 

Both the above examples are definite clause gramma.rs. 



Chapter 3 

Multiple Logic Values 

In this chapter, we introduce ssh aew logical values in addition t o  the traditional values 

true and false. Further, we motivate each one of the truth d u e s  in our multi-valued logic 

and provide some sample statements d iere  the new values are useful. We discuss which of 

the new values need t o  be explicitly delined in the logical system underlyiig the database 

and which are useful conceptual tools and need not be explicitly defined. Our database 

system is typed, and we discuss how the inclusion of types affects query evaluation; some 

of the new logical values are assigned to  semantically anonlalous queries as a result of type 

incompatibility. Also, types offer a simple and eficient way of giving intensional repses. 

3.1 Motivation 

The truth values true and fake largely retain the meaning they have in a traditional binary 

Iogic. However, the new values allow for subtler distinctions than what is possible in a 

binary logic, so some statements that in a binary logic would evaluate to jake will now 

evaluate to  pointlessr absunl, mized, unhoum, or inconsisieni. Nest we motivate each of 

t kese new logicd #dues.  

3.1.1 Point1 ess 

This value was int rduced in L3 (see sections 2.1 and 2.2) for detection of failed presupposi- 

tion [cded undefined there), and we only repeat the discussion here for completeness. The 

idea is that any sentence that contains a failed presupposition eyaluates to pointless instead 

of folse- For instance, if a-e evaluate 

1 ) The sales report that John wrote was ready in one day. 

29 







8 ) Does Ann Ere k f ark?  

This qnery can be compiled into something like: "Find the place S w11c.w .-\:in lives; if  X is 

ground and equal t o  "Paris-*. evaluate the query to ir-nc; if S is grou~ltl a l l t l  tlifkrcn~ f r o ~ ~ t  

"Paris", evaluate the query to f&e, otherwise t o  unknonw (i-e.. failurc inrp1ic.s trrrbrtonlr~). 

The ulah~zon value allows us to produce an informative reply itistead of a niisiratiing ~wg- 

at lve zanswer. 

Only for one-to-many relations car1 we allow failurc to  imply utrknouvl ntid for nlany- 

ternzany relations we must maintain the traditional interprctatiolr of negatioii as f ill '1  11 re. 

Consider the following example: knowing that Betsy is David's artlit does not, in an opcu 

world, authorize us lo condude that  Doreen is not, since David can haw ~r~alry aunts. ? ' h ~ ~ s  

for many-to-many relationships we shall stay within closed worlds mt l  ust. ~wgat io t~  as failure 

and o d y  those relationships in which two argurftents are in a onc-to-1Hany relat io~~sl l ip  will 

be tested for fabe versus uninow. 

This approach shauld, of course, be used with caution, and it certainly docs not solvc 

sill open world problems as we have seen. But it does provide a comproatisc that ;dlows 

greater flexibility than completely closed worlds. 

3- 2 -6 Inconsistent 

Some queries evaluate ta nuU value because they are incotrsistti~it t o  begin wit I t .  I h  i ~ ~ s ~ i t ~ r c c ,  

in  a wworId where a6f secretaries are irrsured and all part-time employees arc ilot ( I re~~cc  

impjying that no secretaries are  part-time). i t  would be illcolrsiste~lt to  qucry: 

9) Which part-time secretaries are insured? 

Rather than simply answering "Sonew, which docs riot poiirt out the user's iscor~sistetrcy, 

it wid be mare BeSpfd to reply. far instrance, that all secret aria  are irisurctl wlrc*rc*;ts 

part-time employees isre not. 

Rigoronsljr speaking, tile diflerence between inconsisftnl a d  absurd is a ~nattc!r of dv- 

g ~ e e  - absvni being: assigned when the situation is unimagi~tal)lc ia the world corlsidcwd, 

=d i ~ , ~ ~ & s i e n i  k i n g  asigwd fix f ~ & d d i a g  situatio::~ that a:,- ::at i::::r:::ce':va!:!e !:c t are 

di in Q U ~  daa {e-g-, integrity caastrairits). Inconsistetit queries could also cval- 

mate &a pi~l lesss jnce the user presupposes something that is not c o r ~ s i s t c ~ ~ t  with thp state 

of the database. Moxex-er, we chocxse to separate the inconsistfini case from the abstrrd and 

e p imIIes  cases &ace the mistakes are indeed different. We think that database sys- 

tems sbsrrId have the: Ki ty  of distinguisl~ing betwwr these values in r~rder to provide 



ClIA PTER 3. MULTIPLE LOGIC VAL G5' 

Table 3.1: implicit and explicit logical values. 

Assigned during: 11 Logical value 

appropriately informative responses in each case. 

Parsing I 
Database I 

3.2 Implicit and Explicit Logical Values 

absurd, inconsistent, (vague) 
tme, ftdse, mixed, puintie.~~, unknown 

Some of the truth d u e s  introduced in the section need to be explicit in the logical system 

that underlies our deductive database and query language. while others are useful conceptual 

tools and need not be part of the formal definition. Our multi-valued query language 

is intended to  work together with a natural language front end, so some queries might 

be assigned truth values during the natural language parsing stage, while others will be 

assigned values during query evaluation, i-e., during the database consultation stage. Only 

queries that are found not to be semantically anomalous by the parser, produce a complete 

formula and become completely evaluated in the database system. When a query is assigned 

a truth value during the parsing stage, i t  is only partially executed and the reply is available 

without ever having to consult the database system. Table 3.1 summarizes which values are 

assigned during the parsing stage and which are assigned during the database consultation 

stage. 

The values absurd a d  inconsistent indicate semantic anomalies and induce an immedi- 

a te  interruption of the parse. A complete formula representing the query is never generated, 

and the formula% evduation with respect to the knowledge base never takes place. Since 

semantically anomalous queries never reach the database consultation stage, i t  is unnec- 

essary t o  include the values absuid and inconsistent in the definition of the logical system 

underlying our database and query language. In section 3.3, we wil! show how the addition 

of semantic information to the natural language grammar is used t o  detect semantically 

anomalous queries. 

tbgue is just, a conceptual tool that prompts for further domain determination and this 

truth value is never actually assigned to a query. The domain determination is a consequence 

of adding semantic inrbmlatio~ t o  the natural language grammar and knowledge base. 

All the other d u e s ,  frue, fabe, mized, untnoum and pointless, are assigned during 

query evaluation and therefore have to  be defined in the logic& system that  underlies our 

deductive database and query language. In chapter 4, we will give a formal definition of a 



typed deductive database and query lasiguage. 

3.3 Semantic Types 

As mentioned above, we will introduce semantic information in the granirl~ar itnrl tlw k~lowl- 

edge base. The semantic information takes the form of irtcoruplrtc ty/xs (section 2 .3 ) .  llrrc 

we will discuss how they are used to infer some of the logic valaes int roducotl ;~bovc. 

We can require the grammar to ellforce type agreeinent bctwom the argu~ticnts af rt 

relation and the arguments of the main verb of a sentence. llcturt~ing to c~s;triiplc nurnlwr 

3 above: 

Can Rover speak Latin? 

The concept of speaking may be represented by the following relation in  the k~~owl~t lg t  bitsc: 

i.e., the first argument of speak is of type person, while the query  my i~lt.ro(I~tw thc 

formda: 

speaklrover-fanim;ai, dog, rover), la tin-[language, latill] ), 

where the type of the first argument is dog. Since the types of tlrc t\vo first irrgu~w~its 

don" match (Subject-[person I XI and rover-[animal, dog, rover] cartriot unify) thv I);mie is 
I I immediately intermpied and the value absurd is assigned to the clnrry. 1 Iris valw is tlicw 

interpreted by a natural language output module that will p i 1 1  t a mcssagigtt i~di ta t i~rg t h t ~  

reason for disagreement. 

Types can make vaguereferring expressions, e-g., interrogative pro~rou~~s,  roorcb pwisc* 

as in our previous example: 

Who teaches Rorwegian'a 

The concept of teaching may be represented by the following relation irr the kt~t)wlt?dgt! fiwi!: 

teach(Subject-ipersonn teacher j X ],Object-[course 1 Y J),  

i.e., the first argument of teach, is of type lertcher, tvhiie tire query might i~t~rcstii~ce ~Ite 

following formula: 



i.e., t h e  interrogative pronoun introdaces a first argument of type persorz. Since teaclter 

is a subtype of perurn, the two Subject arg~nents are not incomgatible and we take the 

intersection of the two types (person n teacher = teacher) t o  be the further specified type 

of QuerySubject, Through semantic agreement and uxlification f Z unifies with [teacher I X 
] as a result of parsing the query) the vagueness introduced by the interrogative pronoun 

simply disappears and the search space is considerably narrowed from person to  teacher 

without ever having derir-ed vague an  explicit truth value. 

Types can also serve t o  disambiguate some natural language queries which have more 

than one syntactically correct reading. Returning to  example 4): 

What is the price of a recorder which can play stereo music? 

If 'play' is represented by the relation 

pIay(Subject-finani1~1at.e~ device I X 1, Object-[music f Y f ) 

Further if the type of 'price' is price and the type of 'recorder' is device the reading in 

which a price is required t a  play stereo music is made impossible since [inanimate, device 

1 X ] and [inanimate, price Z ] can not unify. Again the incorrect reading is assigned the 

truth value absvrd at the parsing stage and if this reading can simply be discarded if a 

seitmar~tically acceptable reading exists. If not a natural language output module interprets 

the truth value and informs the user about the semantic anomaly. 

Sometimes ambiguities arise because words mean different things in different situations. 

Consider the word 'bankyn the following examples: 

\Frith which bauk do you have an account? 

Ort which bank did you sit? 

On which bank did you fish? 

En the ftrst example, bank = money bank, in the second, bank = river bank, and in the last 

exan~plte, bar& = fishing b a n k  If the relations have~ccount, sit, and fish all insist on a 

different type of argument, the incorrect readings are easily detected in the parsing stage. 

Fi~;atl~- h'tonsistat qaeries can be detected fhmugh type incnnlpatIbiEtyY Recall our - 

prevkus example where dl full time empfoyees and all secretaries are insured. Then the 

query: 

Which part-time secretaries are insnred? 

introduces a type mismart& that interrupts the parse. 



3.3.1 Intensional Repties 

If the database is typed. we can easily obtain intensional replies (seel.3.-1). E'urtltr~, if arr 

extensional reply is reqaested. the search space is au toma; ically reduced to t i ~ c  <lo~n;~ins 

which are compatible with respect to type. 

Let us add the fact that all reptiles crawl to our kno-.vleclge basc of happy iuliltli~ls 

in section 2.3, and then consider the query "tVliicli anirlials crawl:"" wit11 rcspcbr.t 10 t ltis 

knowledge base. In Prolog: 

crawl (8 -h im&,  r e p t i l e  I XI) 
?- a i m z l ( A ) ,  crawl f A )  

and the database would sweep through the whole domain of allinlals iutd test for cach 

whether it crawls, and provide alternative answers upon backtracking. 1 towcvcr, a ty pod 

database system can provide an intensional reply and only proceed to find specific arrswcr 

instances if further prompted by the user. We can compile the query into: 

?- crawl(A-[animal I Y 1) 

when this query is entered in the database system Y unifies with [ rept i l e  ( X 1 a n d  wc 

can answer the query with something like "All aninials of type reptiie crawl. ' V V ~ I I I ~  yotr 

like a listing?". If the user requests a listing, the search space is already pru~tctl atitl oilly 

the reptile domain will be examined, 

3.3.2 Presupposition Formulae 

h order t o  detect a failed presupposition in sentences with definite articl~s, our ~tatural 

language analyser constructs fornrulae of the form: 

P - ~ ~ X P P P ~  Q 1' 
where P represents a presupposition, and Q is a statement evaluated wi th rtqwct to P. Iit 

our previous exampfe, 

The sales report that John wrote was ready i n  one day. 

f is the logical representation of "John wrote the sales report", and Q is tlw logical reprc- 

se~tation of "The sales report tha t  John ivrote was ready i ~ t  orte day". Titus, if 1' evaluatc?~ 
*- 4? -F- -  *L- -*-L-i- - -A-- ru ~ u r a c ,  irre WIIUK serritruce can be assigned pointless, a d  a i W S S i g C  e m  be pruduccd 

informing the user ofhjs/her failed assumption. The complete definition of presupp is given 

in the next chapter. 



Chapter 4 

A Typed Multiple-Valued 

Deductive Database 

In this chapter, we provide a format definition of a multi-valued typed logic database and 

its query language with respect t o  the logic values we introduced in the previous chapter. 

As discussed earlier, only some of the values need to appear explicitly in the definitions. 

Every relation in our database evaluates to one of the values true, false, mixed, and un- 

knoum. However, all four values may not apply to a particular relation, for example, any 

mrrny-to-many relation can not evaluate to unknown since we adhere to the closed world 

assumption for many-to-many relations. Complete queries evaluate t o  either true, false, 

mixedp tinknoum, or pointless according to  the definition in section 4.3. 

The chapter is organized as follows. In sectim one, we describe the partitioning of 

relations. In section two we give the rigorous definition of a deductive d a t a b a e  and in 

section three, we define the query language associated with our database. 

4.1 Partitioning of Relations 

Natural language sentences can introduce different types of plural, i.e., a relation may apply 

to a whole set as in "The beasns are parallel", where the relation pamllel must apply to 

the wt of beams, d i !e  in our old example " h n  a d  Tcm like kiriite" the relation 

like distributes t o  individual members of the set. Our system can recognize different kinds 

of ylr~ral and they are treated differently. therefore ad the relations in our system must be 

partitioned into the disjoint groups distributive, inherently collective, partially collective and 

mspx titv mlaliow- 



Distri'ouiive Relations: Reiations hoid on each individuai nic~i~bcr of a set. Kg., 

"Eve and Adam live in Paradisem. 

Inheren t ly  Collective Relations: Relations apply to a w11ole set of intl ivit iui~ls.  E.g., 

if we know that Eli, Jorg and Dia lifted the table. the query "Did Eli, Dia an t i  Jurg lift t tic 

table?" evaluates t o  true. while the query "Did Eli and E r g  lift tile table:'" e ~ a l t ~ i ~ t e s  to 

false since the lifting cannot be distributed into one person at a time. 

Partially Collective Relations: Re'ations apply on sets, but a subset is s u  ffieicw t to 

satisfy a relation in the knowledge base. E.g., if we know that Eli, Jorg and IXa met i l i  tilt. 

park, the query "Did Eli and J6rg meet in the park?" evaluates to irrre. 

Respective Relations: AD the above types of relations can participate i n  rwpcctivc 

relations. Arguments must haw the same number of elements. E.g. -'Eric anci h i a r t i ~ ~  s t ~ ~ t l y  

theory and A1 respectivelx". 

Each of the above groups of relations is further divided into many-to-inany arid oirc-to- 

many relations according to their arguments' relationship to  each otlrer. 

Single A r g u m e n t  Relations: Relations wit11 o ~ d y  one argulnelit f a  set) and the rcla- 

tion holds on each individual member of the set. E.g., "Leslie and Ann are s t a d e ~ ~ t , ~ " .  

4.2 Rigorous Definition of a Typed Multiple-Valued Logic 

Database 

Definitions: 

- Let I< be a finite set of symbols called proper tzumes. 

- Let T be a finite set of symbols called types. 

- Let D be a finite set of symbols c d d  dislributit'r relaliur~al syitrkds 

- Let IC be a finite set of symbols called irrher~nlly collective rplatiord syrrdmls. 

- k t  PC be a finite set, of symbols called partially colleetiw r~ lu f io f~u l  S ~ N L I K ~ ~ S .  

- Let S be a finiae set of symbols called single attrilutt- rt.lationu1 sym60l.v. 

- Let Re1 be a finite set of symbols cdled mkationul syrnbofv such that R d  = I) LJ 16' U 

PCURUS' ,  



- Let: X be a set of variabfes, 

- To each syntbol A- E K correspouds a synttof t = type(k) ,  with 1 f: T. 

-- Z"o each variabIe I E X corresponds a symbol t  = t y p e ( z ) .  with t E T. 

--- To each symbol r f R d  \ve associate: 

- a positive integer n =  degree(^). 

- a list [ t l , .  , . , b,f = dmaisr(rj, where ti E T .  

- Lea Ef t )  represent the set of proper names whose type is t ,  

- k t  P ( E ( t ) )  represent the set of all subsets ( tk? power set) of Ef f ) .  

- Let PsUb(E(I)) represent a subset of the power set P(E( t ) ) .  

- Let (i = U E ( t )  = K. 
t€T 

Then a lattice is defined by L, the partial ordering relation of set inclusion I&),  and the 

binary operators of set union (Uf and intersection (n). It is bounded by the  top U and the 

hattom ( ). 

Definitisn: The product of sets A1,  AZ. .. . . ,Am ( A I  6 rip 9 ;". . . At,l) is defined as follows: 

A 1 @ A 2 @ r - - @ A m = ( < c l r r ~ ~ z - . - . c r m > j V 1 5 i _ < m ,  cr i=(a i ]  a n d a ;  E A;),where 

V 1 _< t 5 rn such tha t  Ak = 8. as: = Q. (This definition is a variation of the cross product of 

sets: individual members of a tuple have to be singleton sets and the ordinary cross product 

gives -9 x I = @.) 

Definigion: A relatiorz xhetna r ( C 1 ,  tPr  - . -.in). where r E Re1 and V1 5 A- 5 n. fk E T ,  

describes a dadion wt.ho;er name is r- (We say describes the relation r.) - t l ,  t2,. . . , t ,  are 

t h e  aiin'buies of rdatiun t. V1 5 P 5 n ,  the domain of t k  = Eftk).  ( I n  logic programming 

turruinolWP attributes are d e d  aqurt~nls .  We will use these terms interchangeably.) 

Definitien: Insfanes of a relation r are denoted r ( x l ,  22, .  . .,I, f, where V1 5 k 5 a,  

xr.E PfE(fk)]if r € D ~ I C ~ P C ~ s , a r z ~ ~ P ( E f t ~ ) ) i f r  E R .  Theset ( ~ ~ , 2 ~ ~ . . . , 5 ~ )  

b m-tu-n d a t i o d i p  with the j"th ztrgament. For instance, C&" indicates the set of coHective relations 
irr. the first q ~ m e a t  is ia a I-tctn relationship to the second. Sate, the letters m and rr used as 
sopzmes-@ts ead as s-rrbsmi$s axe newi dated. 



is sometimes denoted F. 

Definition: The eiornizati~n of an  instance's nrgunrenls is the set of dl ~tossiblc argttii~cwts 

t ha t  can be constructed by baking the smallest ~neaningful decomposition of the argatncn ts. 

Meaningful decomposition depends on the type of relation and will be h r r ~ i i l l ~  dtfiscd bcltrw 

together with the definition of the different reiatioos. 

Definition: The smallest meaningful decomposition is called a Ivptr. *hples are writ t t w  

between ' <' and ' >'. also sometimes denoted Z. 

An example: Cansider the instance speak(english, feli, dianaf): Siilcc speak is a tlis- 

tribprtive relation, it can be meaningfuUy decomposed by cotnpn ting t fie jrrothrct of t hv 

arguments: (engfish) @ (e l i .  diana) = (< english, dintta >. < enyiish, sli >), 

Definition: The aiomizatian of an instance is the set of instances obtairrcti by ayplyi~lg 

its relation name on the  atomization of the arguments (see example below). 1ndivitl11;d 

members of this set are c d e d  atoms. 

Definition: Some atoms are defimd to be true and this subset of instatices is called ficls. 

(EVith respect t o  a P:rrlog prrsgram, a n  atom is a juci if and oaty if it is derivahlc from tlw 

knowledge base.) 

An example: Assume speak E D. Consider the relatiou sclretrta speakf lung urryir, h T L ~ I L I L R ) ,  

where Eflanguage) = ( m g l i s h )  and E(hurnan) = (ei i ,dia) .  We car const,rncl tiic foilow- 

ing instances: 

Farther, if we define speak(englIsh, &a) t o  be irue (e.gt if we list it in the krrowlcclge 

he), speakfen&&, dia) is ajact. The atomization of 7) is {speak< e q ,  dia >,speak < 



Definition: A typed mu&-vafued database or situution g is an application wluch associates, 

to each relational syrnbul r E Rel of degree n and domain [ i l , .  . ., t , ] ,  an n-ary relation 

p = g l r ) ,  which maps 

1) P(Eftl)) x - - - x P{EIIn)) -, ( L P ~ E ,  false,mized, unknomn) if r E if C; IG U PC and 

maps 

2) (< PstidfE(dg]),Psrrb(E(i2))F- --zPsub(E(L)) > I 'dl _< iC- _< n, Psutt(E(tli?) C P(E(tli)) 

and 

~tardinalit~(P~~(E(t~))) = mtm > 23 - (true, false, mized, unknown) if r E R, and 

maps 

3) P(E(t)) 3 (true,/alse, mixed) if r E S. 

fn logic programmiiig terms, a typed multi-valued database g is a logic program where 

n~ultipte values are assigned to  relations as defined below and where variables and constants 

are typed (e.g., A E animal). The inclusion relationships between types have been de- 

clared as described in 2.3, and the simple types associated with variables and constants are 

transparently compiled into incomplete types. 

4.2.1 Distributive Relations 

Distributive relations are relations which distribute a certain property to all individuals of 

a set. For example, in the statement -Eli and Dia speak English", the property "speakn 

distributes to both EE and Dia and we may infer that the two statements "Eli speaks 

English" and "Dia speaks English" are both true. Distributive relations are divided into 

nmng-to-many and one-twmany relations. 

Many-ta-many Distributive Rehtions 

.4 many-to-many relation r with attributes il, t2. - . . , tn has two attributes and t j  (1 < 
i, j f R) that are in a marty-to-many relationship with one another. The atomization of an 

instance's arguments rfrl, z2,. . . ,z,) is the product. of the arguments (q x2 @ . . . @ x,). 

A maorgf-ternany F ~ & O B  r eiduaks to ime (or frob)  on a tuple 5 if and only if r(?) is 
a C a ~ t  fm;lt- 6 n r  &&) if aI?d if $%t if net_ a fict,. XB iBSfanCt? of a mzny-to-maq- - *U"-f #--% \-- ,-.- \ Is"- 

&stribtrtive refadim emhates to true, false% or mized with respect to its atomization as 

fdlows: 

- If the relation hdds on every member of the atomizationt the instance evaluates to 



tme. 

- If the relation fails on every member of the ato~nization, the instance cvalrintcs t,o 

false. 

- If the relation holds on some and fails on the rest of the nle~ubcrs of tltc ato~i-tizat,iun, 

the instance evaluates to naked. 

An example: Consider the following instance of the many-ta-many dis t ri bu tivc relation 

speak: 

speak([eli, dial, [english, spanish]) (= "Eli and Dis speak English and Span- 

ish.") 

The atomization of t,he arguments = {<eli, english>, <eli, spanish>, <&a,, ei-tglisii>, <tlia,, 

spanisb)  and the instance evaluates to: 

a. true if applied to the knowledge base: (speakldia, spanish), 

speak(dia, englis h), 

speak(eli, spanish), 

speak(eli, english) ) 

b. jalse if applied to the knowledge base: {speakljorg, english) ) 

c. mized if applied to  the knowledge base: ( speak(dia, spanislr ), 

speak(dia, english), 

speak(eli, englisll) ) 

Formally: If r E DimJimJn(m2 n 2 2 ) ,p  maps P ( E ( t l ) )  x P ( E ( t z ) )  x . . x P(&(l , , ))  - 
(trae, f dse, mized) as follows: 

3- pf zit 52, . - - z,) = mized otherwise 
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One-to-_many Distributive Relations 

A one-to-many distributive relation r with attributes tl, t 2 , .  . , , i, is a relation where an at- 

tribute ti is in aone-to-many relationship with attribute tj (1 < i, j < n). Similarly t o  many- 

to-many distributive relations, the atomization of an instance's arguments r(xl. 22,. . . , z,) 
is the product of the arguments (zl @ xz 0. .  -9 x,). 

For any given tuple < yl, . . . , yj, . . . , yj? . . . , y, >E X I  @z2 8%. . .@ z,, there is only one yi 

value that can satisfy the tuple [e.g., a person can only have been born in one specific place), 

therefore an instance r(zl, xz, . . -, x,) of a one-to-many distributive relation is only defined 

if the cardinality of xi = 1. Consider the following example. Assume that  tbe one-to-many 

distributive relation bornin(country,  people) represents the concept of people being born 

in different countries. If the cardinality of country is unrestricted, the following relation 

is valid: bornin([norwa3r, sweden], elif and would mean something like -Eli was born in 

Norway and Sweden", but this is of course meaningless. 

A one-to-many distributive relation r holds on a tuple Z if and only if r(5) is a fact. In 

contrast t o  many-to-many relations, a relation fails on a tuple Z =< XI,. . . , z;, . . . , ti,. . . , z, > 
if and only if there exists another fact that contradicts rfz)), Le., there exists a tuple 

< - . , yi, . . . , zjf.. .,x, >, where zi # yi such that r(xl,. . . , y;, . . ., zj, . . . , s,) is a fact. 

otherwise, the relation evaluates to  unknown on iF* i-e., r(E) is not a fact and there is no 

other fact which contradicts r(Z). (For example, if the statement -Ann lives in Grenoble" 

is a fact,, the statement "Ann Eves in Oslo" evaluates to jrrlse. If we have no factual infor- 

mation about Ann% whereabouts, the latter statement evaluates t o  unknown.) An instance 

r(2) of a one-to-many distributive relation e d u a t e s  t o  true, false, unknown. or  mized with 

respect to its ato~uization as follows: 

- If the relation holds on every member of the atomization, r(Z) evaluates to true. 

- If the relation fails on every member of the atomization, r(Z) evaluates to false. 

- If the relation is unknown for one or more members of the atomization, r(Z) evaluates 

t o  ~rnknown. 

- If the relation hdds  on some and f d s  on the rest of the members of the atomization, 

r(5) evdnates t o  mixed. 

An example: Conside:- the following instance of the one-to-many distributive relation 

born: 

bornin(finland, [eli, dia, jiirg]) (= "Eli, Dia and Jorg were born in Finland.") 

The atomization of the arguments = (<finland, eli>, <finland, &a>, <finland. jiirg>) and 





rroallohatba af 8 quglllle~lrts = {.~"r[n.~tnl- arnn21, [child1, chifd2, chidd3]r) a d  the 

Eiasgmeitt; cpidshagm ta: 
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1 .  p ( x l l  5 2 , .  . . , x,) = true e 

r ( x l ,  52, . . . , 5 , )  is a fact 

2. p ( x l ,  x 2 , .  . . , x,) = false e 

39; E P(E( t i ) )  such that cardinalityty;) = 1 and x; # y; 

p ( s l , .  . . ,x;-1, Yi,Sj+l, - - -, xj, . . . , xn)  = true 

3. p ( x I ,  x2 ,  . . . , s, f = ~ n k n o w n  otherwise 

4.2.3 Partially Collective Relations 

Partially collective relations are also relations where a certain task is done collectively by a 

whole set of individuals, but where a subset of the original set may be sufficient to satisfy the 

relation. For example, if we define lift in our previous example t o  be a partially collective 

relation, we can infer that the statement "Dia and Ala lifted the heavy table" is true from 

the statement "Ah, Brigitte and Dia lifted the heavy table". 

Many-to- many Partidly Collective Relations 

A many-to-many partially collective relation r with attributes t l ,  i 2 , .  - . , tn has two at- 

tributes, E; and t j  (1 < i, j < n) that are in a many-to-many relationship with one another. 

The atomization of an instance" arguments is the one member set {< 21 ,x2 , .  . . , x ,  >). 
An instance r[r1,. . ., zi, . . . , zj, . . . , x , )  of a many-to-many partially collective relation 

evaluates to  true or false as follows. 

- If there exists a fact, r ( z l , .  . . , y;. . . . , yj, . . . , x , )  such that 2; is a subset of y; and xj 

is a subset of yj ,  r ( x l , .  . ., z,) evaluates to true. 

- If there is no fad ,  rjsl,. . ..y;, . . ., y j ,  . . ., z,) such that x; is a subset of y; and xj  is 

a subset. of yj. r jzL , . . . . r;, . . . . zj, . . . , s, j evdua~es to  false. 

An example: Reconsider the nuns and children example above, but assume that raise is 

a partially e o k t i v e  relation instead of an inherently collective relation. 

raise([nunl, nunq, [childl, child-2, chifd31f (= "Nun1 and nun2 raised childl, 

cKild2, chdd3.") 



a. true i i  applied to the knowledge base: ( raise([nurr I ,  nun'L]. [child 1 ,  ctiild2, cltilil31) ) 
b. true if applied to the f;nodedge base: ( raise(jrruil1. nun%. nunS], [child 1. cltild'l, cBild3J) ) 

c. true if applied to the knordedge b e :  ( raise(ftlurr 1 ,  nun;l], Efdd 1 .  rttilri'r, rbiirl3, chiltf.lf) f 

d. false if applied to the knowiedge haw: ( raise([nurt3, ma-4. nun;5f, [child 1, ctdrl2, rf~il&ff f f 

e, fake if applied to the knowledge base: { raise([irtin2, nult-4. 11art5J. [child 1, c-ttiIct2, child3f) f 



meet[ park, fda, diajf ( = "Dia arid Xla met in the park.") 



4.2-4 Respective Relations 

Unlike distributive and collective relations, respective relations do not reflect an itlhcwnt 

property of a given concept. The most conmoll way of introducin~ a respect ivr rrlittion is to 

include the word "respectively" in a statement. Since respective relations arc not ilit ro(lucc(1 

by a concept itself, both distributive and collective rcla tions can particip;t:e i n  respcxt ivc 

relations. Consider the following examples, 

- The one-to-many distributive relation born-in(country. h u73~1n);  From tlic stnte~iirn t. 

"Dia and Ala were born in Uruguay and Poland ( respectively )" we may infer t I r a  t t hc 

statements "DIa was born in Uruguay"aand "Ala was born in Polancl" arc both I r w ,  

and that, for example, the statements "Dia was born in Pola~~tl" ; t i ~ c i  "Ilia was born 

in Norway" are false. 

- The one-to-many collective relation meet(plnce, hunaan ); From the state~urnt "llrigi t . t . c b  

and Edwin and Eli and 30rg met in the park and at sct~ooi respectively" wc rn;ty i11li.r 

that the statements "Brigitte and Edwin met in the park" and "Eli allti Jijrg rncl at. 

school" are true. 

- The many-to many distributive relation speak(1angucqe. It untrtn); Frorn t Ilo stat(,- 

ment "Ala and Dia speak Polish and Spanish respectively" wt. tnay il~fer t.hi~t the 

statements "Ala speaks Polish" andLDia speaks Polish'' are true. 

It is the job of the natural language front end to detect the words that ijrtroduccl rwipwt.ivc 

relations. 

Since all the relations discussed earlier can participate in respective rclatio~is, wcl rrwd 

to  create a corresponding "respectit@ symbol for each one of tlmn such that ~ l t c  datalww 

system can distinguish between respective and 11011-respective queries. Tllc rresp s y ~ u l ~ ~ l  

is only for identification purposes in order to generate the correct atomizatiol~. 'l'l~(! query is 

evaluated with respect to  r. In this document, we simply create rtcw sy~nbols by attachirrg 

the suffix resp to the original symbol r l e g ,  speak beco~ties speak-resp). 

There is one class of respective relations for each class of distributive ar~d colii*ctivc rda- 

liions and we name these mspective distributire, respective inhelertlly colkctiw and req)c.ct iw 

_mrd-ialfy co1lectiz:e. In addition to new %spectiven constraints, respective rclatio~rs inherit. 

the argument properties of the original relation (e-g., a one-to-marry relatio~l is still orw-to- 

many). Consequently, each respective class is divided iilto many- to-marly ard one- to- rrr ally 

relations. 
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Regarcfiess of origin, a n  instance r(sl, xz,. . . , x,), of a respective relation is only defined 

if all arguments have the same number of elements, i.e., 3m such that m > 2 and V l  _< k 5 n, 

~k = (xkl :2k2>. . . , z ,n]- If domain(r) = itl, tZ.. . . , tn], then 5k, E P ( E ( t k ) )  (1 < k n, 1 5 
i < m).  The atomization of rfZ).')"s arguments is XI,  9 2 2 ,  0 . . . %  znl U z12 O zz2 13 . . -63 
zn2 U - . .U XI,, @ x2m t@ ;:. -. @ x,,. We introduce the following notation .cl o x;l o . . . o x, = 

.-.. xlt  @ 5 Z t  @..-~xnlU~~2@x?2~-..@xn2U..-U~1,@z2,,,~~---~:~n,,,- 

Many-to-many Respective Relations 

A many-to-many respective relation r with attributes tl. t2,. . . , t ,  has two attributes, ti and 

t, ( I  _< i ,  j, 5 a)  that are in a many- to-many relationship with one another. The atomization 

of an instance r(xl. 2 2 , .  . . 2,)'s arguments, is X I  o 2 2  o . . . o 2,. 
A many-to-many respective yurticrlly collective rel~t ion r holds on a tuple, < XI,. . . , xi, . . . , xj, . . . , 

a, >, if there exists a fact r(xI..  . . ?  pi,. . -,y,. . . .,x,) such that xi is a subset of y; and zj 

is a subset of yj. It fails on a tuple < XI?. . ..xi,. . .,sj,. . .,z, > if there is no fact, 

r(x lr . .  . , yi.. . . , pi,. - ..xnj such that z2; is a subset of y; and z, is a subset of y,. 

All other many-to-many respective relations r hold on a tuple 5 if and only if r(Z) is a 

fact, and fail if and only if rfZ) is not a fact. An instance r(Z) of a many-to-many respective 

relation evaluates to  true, false, or mixed with respect to its atomization as follows: 

- If the relation holds on every member of the atomization, r(5) evaluates t o  true. 

- i f  the relation fails on every member of t.he atomization, r j5)  evaluates to  fake. 

- If the relation holds on some and fails on the rest of the members of the atomization, 

r(Zj evaluates to  mized. 

Am example:  Consider the ful!owing instance of the many-to-many respective relation 

s p e a k s e s p :  

speaksesp([[eli ,  jurg]. [veronica, dial], [german, spanish]) (= "Eli and Jorg 

and Veroxuca and Dia speak German and Spanish respectively.") 

The atomization of the arguments = (<eli, german>, <jorg, german>, <veronica, spanish> 

<&a, spanisb) and the b s t m t e  evaluates to: 

a. true if applied t5 i he knodedge base: { speak[ eli, german ), 

speak(jorg, german), 

speak(t.eronica, spanish), 

speak(dia, spanish) ) 



b. false if applied to the knowledge base: (speak(brigittc, gcrrna.11) ) 

c.  mized if applied to the knowledge base: { speak( dia. spanish ). 

speak( jorg. gerxnan ) , 

One-to-many Respective Relations 

A one-to-many respective relation r with attributes t l .  f2.. . -. f r l  IS i~ rrlatiu~~ w l ~ i w  i ~ t f  i'ibufit 

t; is in a one-ternany relation with at tribute i, . An instance r(Sf of a OIltl-IO-ltiiitiy R ~ S O ~ Y I  iw 

relation is only defined if the cardinality of x X p  = 1 V1 < 1) < In. 'l'frca atomizatioti of ill1 

instance r(xl, 52,. . . , z,)'s arguments is rl o 22 o . . . o x,,. 

A one-to-many respective relation r holds on a tuple 2 =< sl.. . .,r,. . , ,..E,, . . . ,s,, > 
if and only if r(Z) is a fact. It fails on S if and only if tltcre exists a~~otlter  fact thi~t 

contradicts r(Z), i.e., there exists a tuple, < XI,. . ., y;, . . . ,x,, . . . , z,, >, wllcrc st # g,,  arid 

r(xl,. . . , gi , .  . . ,rf '. . . ?x,) is a fact. Otherwise, the relation evalnates to unknown oil ?, 

i.e., if r(2) is not a fact and there is no other fact which co~itratlicts it. Att irista~rrc r ( I )  of 

a one-to-many respective relation evaluates to irue, julse, ~tnknouw, or rnircd with rcsl)ctc.t 

to its atomization as follows: 

- If the relation h o b  on every member of the atomization, rjZ) evaluatt-s to frur.. 

- If the relation fails on ex-ery member of tlie atomization, r(E) evali~atcs to j(~1.w. 

- Ti the relation is unknown for one or mare members of the atomization, r(2) cvaluatcs 

to unknoum. 

- If the relation holds on some and fails on the rest of the n~e~nlwrs of the ato~tiiz;ttioti, 

r(Z) evaluates to  mixed. 

An example: Consider the following instance of tlie om-to-many n:spctctivc* r(?l;~tioi~ 

earnresp: 

earnresp(j1000, l1001, [brigitte, annj) (= "Brigitte and An11 earii $1000 ai~d 

$1 100 respectively." ) 

The atomization of the arguments = (<1000, brigitte>, <1100, a m > )  and the irtstance 

e d u a t e s  to 

a. true if applied to the knowledge base: { earn(1000, brigit te), 

earn( ll00, a m )  ) 

b. false if applied to the knowledge base: ( earn(YO0, brigitte), 



earn( 1200. am)  3 
c. mized if applied to the knowledge base: ( earn(1000, brigitte), 

earn( 1200. ann) ) 
d, m h o m  if applied to the hodedge base: (earn(1000, aflan) ) 

Formally: 

Vrresp E R,  ~(zI, 22* - . - 2,) is defined 3m 2 2 sucll that V 1  < k < n, zk = 
{zk1 ,zk2,. . . , zk,) itmi ZL-* E ~ f E t t ~ ) ) ,  VI 2 i < m. 

Respective Distributive EeIations 



4. P ( ~ l t  xzs. , . z ~ )  = mired otherwise 

3. p(zl ,  zZr.. - xn) = mixed otherwise 

Ifrxesp in R and r E IC:,:~ (m 2 11, p maps < P,.a(E(tj)). P ,d (E( i l ) ) .  . . . . K ( t , ) )  >, 
where V I  < k f n, Fsorb(E(fk)) S P(E(tr))  -.. { true,  jalsc, mixed, unk~zown) as follows 



4. pfzll 52,. . . 2,) = mized otherwise 

Respective Partially Collective Relations 

3. p (z l ,  22, . . . ,2, ) = mized otherwise 



for every tuple < $1,. . ., y;, . . . , yj.. . . . y,,, > E zl o sz o - - - o r,, 

3 ~ i  € P(E[ t j ) ) ,  ti E P ( E ( t j } )  

such that z; # .y; and yj zj and 

4. p(xl, 22,. . - z,) = mixed otherwise 

4.2.5 Single Attribute Relations 

Single attribute relations are relations with only one attribute 1. Single attribute rel;ttio~rs 

are often introduced by the verb to be as in, for example, "Pepe and Alicja art3 stodents". 

The property student distributes to aU members of the set alld we may infer that. tlic two 

statements T e p e  is a student" and "Alicja is a student" are both !I-uc. 

The atomization of an instance rfs) 's argument, where r E P ( E ( I ) )  srrcll t1ta.t x = 

{xI,x2,. . .z,), is (< 2 1  >. < zz >, . - - < x, >), where zk E E ( t ) .  

A single attribute relation r evaluates to true on a tuple xr, if and ody if r(zk) is :L fact 

and fails if and only if r(rk) is not a fact. An instance of a single attribute relation evalnat.cs 

to  true, false or mixed with respect to  its atomization as follows. 

- If the relation holds on every member of the atomization, tlte instance: evaluatc!~ I,o 

fme. 

- If the relation fails on every member of the atomization, the i~rstartct* cvalr!atcs to 

fake. 

- If the relation holds on some and fails on the rest of the members of the ato~~lization, 

the instance evaluates to mixed. 

An example: Consider the following instance of the singit? attribute rekitjolt student: 

student(fpepe, IesEe]) (= "Pepe and Leslie are studentsn .) 

The atomization of the argument = (<pepe>, <leslie>) and the instrtuce evaluates to: 
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a. true if applied to t h e  knowledge base: { student(pepe). 

studentfleslie) ) 

b. false if applied to the knowledge base: { student(alicja), 

student(brigitte) ) 

c. mixed if applied to the knowledge base: {student(alicja), 

student(les1ie) 

Formally: Vr E S, p maps P(E(5)) - (trzse, false, mized) as follows: 

1. p(x) = trve e 

p(xk) = true 

for every tuple < x k  >E {< sl >, < sz >, . . . , < zn >} (1 _< k _< ~ t )  

2. p(s) = f aise 

p ( x k )  = false 

forevery tuple < z k > ~ ( < z l  >,<q >, ..., < x n  >) (1 < k _ <  72) 

3. p(x) = mized otherwise 

Comment  

We said above that the word resyectP'selgl introduces respective relations, but this is not the 

case with single attribute relations. Consider the following example, 

Pepe and Fred are student and professor respectively. 

Bad style considerations aside, this sentence introduces two relations, namely s tudent  and 

p~ofessor, which one has to tie together with for example, the logic operator and (see 4.3), 

i.e., the above sentence can be represented: 



4.3 Rigorous Definition of A Multiple-Valued Typed Query 

Language 

4.3.1 Syntax 

Our query language has three kinds of expresstons: t-typed tunlrs, f o r e ~ t ~ t i ~ i ~ ,  m t l  itrt cgcr 

terms. 

A t-typed t e n  s can take any of the fortowing forms: 

2. z, where s E S and tgpe(a)t  E T 

A statement formula e c m  take any of the iolfatving farms: 



Deflniticm: In a well cjg:fi"r~mJ ~B~a~aticrn _Q [see p.41). a closed fiwasda w\.ill haye a ~ r ~ a t h  value 

f rYru6, f i l w ,  rrnkn~rwa, mixed, ralllcss), a dwed I-tmed xem irlaeer t I E T V ~ H  have a 

s e b ~  of E f t )  as its value and a s B d  irmtqer term v d f  nave an integer as its d u e .  
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Assume earn E LI:yrn. If the d u e  of and is defined as 

and(el, e2) = min(val(eI: e2))  

where trzte > unknown > false > mized > pointless (say), 

which Is common irt logic, the above statements evaluate t o  different values: a.) and b.) 

evaluate to  ntizert, while c.) evaluates t o  false! In a consistent system. all three statements 

shwld  evaluate to the same t ruth  value, and therefore the definition of und was written 

such that it is consistent w2th the definition of distributive and respective relations. With 

our defiilition for ' a d d  all t h e e  statements evaluate to  mixed. 



Chapter 5 

American Sign Language 

This chapter provides a brief o\-erview of the linguistic strurt urc of ,.\SIa, '1'11~ cllapt c-r is 

organized as fullovrs: Section 1 introduces ASL" nmai~l bailcling block-- ttw sign. 111 Scctiorr 

2, we discuss various ASL strategies for cutting the number of words in a s c w l w c . c B ,  wliilc 

maintaining comprehension, and in Section 3 we exalnirte XSL's b a s i c  wrttc*~rcc-  strttrturc*. 

Section 4 discusses ASL verbs. In sections 5 and 6, we discuss thr. ctmt.cnpt of ti~tw. ' 1 ' 1 1 ~  

first three sections are concerned with isolated sentences, while tlic last t11rr.t. arc3 couccr~rccl 

with the ASL disconrse, 

We collected the materid i_n_ ihis chapter fmm t!lc fol!oxir~g sourcw f27, 37, 59, 3.1,22]. 

The examples (sometimes modified a little) are taken fro111 !27f, tlrrless ot h a w k *  st;~tctl. 

5.1 What is asign? 

A sign is defined by the following four parameters: hurrd sf iap - XSI, Itaa :$6 c1istiric.t h a i d  

shapes (see f.59, p:L-Zf for a gmd iUustr&,tiaa), h a d  p d i m ~  -- rd;sf i sr~  rtc~ t f t ~  fmly, tiwid 

mwenen&--path specification. locd mot-ement (e.g.. opr*mirrg or dosiitg i t a t t t f .  iiirkittg it 

finger) u d  s p d  of  d&verg; and pnim direction- 

Signs can be either one handed or two handed. Wlticlr h a d  the sigtirv rws for o w  

P_=ded sips depends QZ r k  si-er's Bandehefc, Twe !?and4 s l g ~  mq !!aw C ~ S *  w twa  

aclive (S-e., moving) hands'. If both hmds are active, tire sign rmst bc syr~~rrir.lr-ic. i . c ,  t JIP 

hand shape must be the same an both hands, a~rd  the ma\-er~rcfrt m i s t  iw idmtiral for both 

hands or one hand moves Eke a mirror image of the otficr. If ilxily w r *  l m i d  IS a~ i iw ,  t,iw 

symmetry canditiorn docs not appk 

'Aliso ralFed damlaat L a d .  



Sc~rrre sig~grts besame unitrtdfigi:ib!e if the signer deviates from the specification. while others 

change rnearring. For exiif~~pfe, the sign USDERSTASD' is usuaify sig~led with art extended 

index finger, Hy substituting the little finger for the index finger. the signer changes the 

meaning to "understand a littler. Also. pum and many ar t  sigrrs are  made by deliberately 

charging onis or more of a sign" parameters (see for esarnple. [34]). Some signs are loosely 

dofined for some parameters and we will return to  this in section 5.4, where we discuss 

different verb types in ASL. 
r TI i tie rteutral signing space extends iike a bubble in front of the  signer with boundaries as 

foltows: from the  top of the head t a  the Irip. from shoulder to slroulder and approximately 

arr arm's length in from. Sarmally3 dl signs are made within the neutral sigrling space but 

the sigrtirtg space may tie d a r g e d .  if signing to a large audience. o r  confined, for secretive 

l>E5 T k W S .  

It takes roughly twice as long to produce a single ASL sign as a n  average English word, yet 

the itdarnmation transmission rate is the  same for both languages. Cortsequelitly, ASL must 

use many fewer wards than f nglish. The basic tech~iique is t o  e!iaii~tate words and phrases 

with fit t le  semantic meaiug: articles, interjections, expletives (duntiny subjects), idle 

chatter and linking verbs (eg., any fonn of -to be") are  allwap deleted. Colisider the 

falfowing examples. 

Thew is ~ t o b d y  home. = ROME PERSOS SOHE. 

T h e  car has a fEar tire. = CAR FLAT TIRE. 

Xfl ah- exarnp1t-s demcmsirate eEinJna!ian of linking verbs. fn addition, the first example 

shows elimination of articles, the se~orrd demonstrates elimirration of in terjectioas, the third 

iEiusarat~ dektion ofexpktiit-es a d  P E ~  fourth shows deletion of idie chatter. 

XSE uses conj~metbns only if the  conjunction disambiguates or supplies additional 

ilrforntation (dm see section 5.3.5 on subordination). Consider the followixg examples, 

f-eutiwmth- Emgkb &ses kx ASL signs are writren in LTPER f dSE. 



I bought some apples nrtd Coke. = 1rE BUY .;\ 1 ~ 1 ~ 1 , ~  COKE. 

1 left because 1 had an appointment = M E  LEAVE HECAI:SE A P P O I N T M  EST.  

In the  first example. -and" can be Left out without  distorti~tg tltr. mcattit~g of tltc stwtcwcc. 

But. leaving out ccbetsausev in the second esan;ple. would leave us with a stmtt3tict~ t hitt cf i i f~rs  

in meaning from the original: sr E LEAVE APPOlNTM ENT. = "I left for n1y ill>l)ctilil111rlit.." 

therefore -4SL includes BECAUSE in this type of sentences. 

,4SL substitutes a single sigrg for many English phrasrs, for csaalpli~. 

through the use of, by means of = WlTtI 

it is doubtful that, if it should = MAYBE 

the reason is that, owing to the fact that. owing to the fact riral = ~ ~ t + n t : s t . :  

-4SL uses prepositions if the prepositiolr represell ts  an idea k ha t  cit11 ~iul  Iw clct c w t i  nctl 

by context alone, for example, 

Everyone sib around the table = s i ~   TI^ EN E TABLE. 

Put the u m b r e h  under the seat = PGT U M B R E L L A  U S  IIER SEAT. 

5.3 Basic Sen*ence Structures 

Sign artier in ASL is still a tapir of mudr discussioit; some lirtg~tisis (e.g., Fishv-t ;trgrli2 t h a t  

theunderlying s i p  order is Subject-f;erbObJect, while others (e-g., E'ried~lrart~ argi:rn for frw 

sign order (for d i i f e rm analyses see, for example, ['tl. 22, 24. 275). Frorrx a c.ctr~tpi~t;ifiorr;~I 

pint! of view, sign order is largely ar? implentciltatio~~ issue a d  sjtrrc sign <~rrlw docs rlot 

&gOFf$hms in Cl;apxer 6- qr;;fs art;~~rar~!y fiiifiiw ]seiitiatt;':; 

analysis in om attempt to fwdiarize the reader with the tliiiciic scij tettri- rirc.ttrrr5 i r t  ASL. 

W e  shall Iatw see how these basic patterns get dtc?-red in a discurrrw sit ri;rt io~r f5r.c-iimtrs -5.4 

and 5A.3)- 



CIIA PTEX 5. AMERICAK SIGN LANGUAGE 

5.3.1 Decfarative Sentences 

T h e  simplest sentence patterns are similar in ASL and English: subject + verb (+ object). 

For example, 

CAROL SWIM. (Carol is swimming.) 

1lOc BITE M A S  f The dog bit the man.) 

But as we shall see beiow, a well formed sentence in ASL may also look quite different from 

a wdl formed sentence in English; it may include several repetitions of a lnain verb or a 

noun, it may be verb-less or it may not have overt subject and/or object. 

As mentioned above, linking verbs are deleted since they don't supply much semantic 

informatiort. Also, such sentences usually on!y have one plausible interpretation. Elimina- 

tion of linking rwbs  leayes the sentence with subject and a subject complement-a noun or 

adjectival phrase. For esample, 

CAR FLAT TIRE. (The  car has a flat tire.) 

A N N  DOCTOR. (Ann is a doctor.] 

S U M M E R  HOT. (The summer is hot.) 

Some of the techniques for pluralization of nouns (also see 5.3.7) affect the surface 

structure of a sentence. One method (used with rnulti-directional verbs, see section 5.4.2) is 

reduplication of the sentence's main rerb. The signer repeats the main verb three or more 

tirrres, each time at a different spatial location. Consider the following example, 

S T U D E N T  C O W E X @  {move hands) COKVENE (move hands) CONVEXE \ ~ A N C O U -  

YER. 

(The students gat h e r d  in Vancouver.) 

Each change in bcation symbolizes antother person gathering. Two repetitions mean that 

two students gat h e r d .  Three repetitions can n~ean  either three or  martj- students gathered. 

X srwd ttunrber of nouns can be pluralized by reduplication of the noun itself, for esample, 

TEA, BOOK, CHAIR, PAPER. TABLE. Again, two repetitions mean two items and three 

acpetitioxts ran mean three or  many items. 

Certain sentences do not  have overt subjects and/or objects (both direct and indirect). 

This type of sentence is discussed together with verbs in section 5.4. 



ASL adheres t o  the principle of "strongest cntpliasized in forti~tt iun first " ant i  is cot~sitlcrcd 

a "topic-prone language", where "topic- means the subject of conversation. I+'olloi\,ing this 

principle, ASL tends to structure a sentence such that information that is nrw. with rc- 

spect t o  the current discourse, is presented f rst, and what is already k~towrt follows. A s  

a consequence, topicahation is much more coninlo~i it1 ASL t ha11 i ~ t  K~tglislt, l ~ i  t inillly 

other spoken languages with freer word order than Er~glish (e,g.. Slavic I;\ ng~iagcs) tilily also 

structure sentences such that new or emphasized information appears first. 

In a non-topicalized sentence, the subject comes first , \~Iiile in a t opiri~lizcrf stwt c-ncc, 

another part of the sentence is moved t o  the front. In addition to bci~lg first. 1110 topic is 

marked: 1. It lasts longer than if the same element were in a non- topicdim1 posit ion. 2. I t  is 

accompanied by a n  intonation bmak An into~iation break is a aun-ma~rual signal protlt~sr4 

together with the topic: the head is tilted up and back as the cycl)rows art* raised (set* 

section 5.3.2 for further discussion of non-manual signals). 111 writing, tupirs arck scyar;~ti~d 

from the rest of the .sentence with a comma. For example, 

SWIM, HE. (He is swimming.) 

DOCTOR, SHE. (She is a doctor.) 

BOOK, M E  READ. (I read a book.) 

READ YOU., ME. (1 am reading t o  you.) 

HAIRCUT, TIEA GIVE ERIC. (Tina gave Eric a haircr~t.) 

The last example shows how topicalization offers a way of dealing wit li rli-tr;insit i v i ~  viarl)s. 

5-33  Nora-Manual Signds; Questions and Negated Sentences 

Definition: Non-manual signals are sigi~als produced sinii~itaric.ot~sly wi tlr t hc scquci~cc 

~f signs by body parts different from the harids (mainly face and be id )  ittiif that sarry 

gra~mmaticd functions. 

1s zaddihz as %epic&zd smtences (see previous ~ealo::f. :j~:i~ti~::s a::d ::egat:d ~ 1 : : -  

tences are marked by non-manual signds. Rotlt questions and aegatrxf stklrt~nr-cs ;trisu~rlt* tlti* 

same basic s i p  order as declarative sentences and they arc distir~guislta~d by the preselrcc or 

absence of certain facial expressions. During the delivery of a dcclarativc* swtc*nce f u ~ ~ l e s s  

it is topicalized], the facial expression is neutral and eyebrows and hrrdy rw~rairt relaxed. 

However, if the sentence is negated, the signer produces a side-to-side 1rc:;itl sl~ake tugctther 



with the signs. f f  the sentence is a yesino question, the signer raises her eyebrows and ti4t.s 

her head slightly forward or to one side. Finallyt., if the sentence is a wI1-question. the signer 

squints her eyebrows downward. A wh-questiolt also includes an interrogative sign as the 

East of the sequence. 

Mon-manual signals are written an a h e  above the sentence: q for question and n for 

negation, The l i ~ e  extetlds over t h e  part of the  sentence that is accompanied b~ the signal. 

(ASL lirlguists argue whether non-manual signals accompany the wltole sentence or  just part 

of it. We choose t o  fofluw lsentiath and present a variety of esamgIes. For an alternative 

P 

WOMAN BUY DOG, (The woman didn" buy the dog.) 
I3 

Miom BUY DOG. [jtt wasn't the woman who bought the dog.) 
a 

DOCTOR, YOU MEST GO. fYm don't have to  go t o  the doctor.) 
9 

DEARFA HERE? (IS Diana here?) 

Q 

WASH DISH WHO? /Whois  goilrg t o  wash the dishes?] 

signal is the fundamental way of negating a sentence and it is always present even if the 

signer chooses t o  include a nqabing sign, The  combination of k w o  negatives ( the now manual 

signal and a negation sigr; two negation signs are not afhited in the same sentence) does 

not make a sentence positive, as is the c a w  in English; the negating sigr is only present 

ts emphasize and/or shade the meaning. A negating sign usually fultotvs its target. Some 

a - 
HE; KEOW CAN'T. (He can't possibly know.) 

target sign. 



5-33 Campnund Sentences 



CHAPTER 5. AMERICAN SIGN LA NG VA GE 

A slrbordinate sentence contains an independent main clause and one or more dependent 

clauses, which are  linked t o  the main clause by subordinating conjunctions. ASL uses 

subordinating conjunctions but the frequency of use is uncertain, and they are fewer than 

ard different from English conjunctions. The most common ones are BECAUSE and BUT, 

which signal causation and exception respectively. BECAUSE is also someti~nes equivalent 

"sirrce" in English, Consider the foU[owing examples, 

D 

CAR START RECAUSE GAS XONE. (The car won't start because it is out of gas.) 

WE-TWO TOGETHER X E V E R  B E C A U S E  Y O U R  N E W  J O B .  (We never see each other 

since you got your new job.) 

M E  WANT BUY COAT BET S l 0 6 E Y  ROSE. (1 want t o  buy a coat, but 1 don't have 

the money.) 

This is the only complex selltience type in ASL which is not divided into individual clauses. 

5-3-6. Infinitives a d  Gerunds 

Infinitives that; are not subcategorized for, are translated i ~ r t o  XSL as a separate clause (In 

the  previous example, "want" subcategorizes for an infinitive.). Ail esample, 

"Her transfer prompted him t o  find a job." 

SWE CIIAPU'CE JOE. HE FIND J O B .  

Gerunds are verbs with the suffix --Ing" attached t o  the stem and they are used as 

nauns Qe-g., runing and singing). ASL does not have gerunds alrd sentences that in English, 

contain a geaurrd, are tramskated ixkao ASL b j  breaking them down inlo separate clauses. 

Far example. 

Nouns may be plrasatizd by including a plural modifier before the noun. Some plural 

madifism am: FEW, SOUL SEVERAL, YAKY and ALL. or numerds. Consider the  following 

exmr p k  



DROP MANY BOOK, ME. (I dropped a lot of books.) 

WASH ALL CAR. (Wash all the cars.) 

As mentioned before, a signer may choose to pluralize a ~iouri by rt~tluplic.atiiig t,lw 111;~in 

verb of the sentence three or more times. Recall the followittg csatnplr: 

STUDEHT CDSYENE (move hands) CONVENE (move bandsf r-ox\rE:s~ t . A x r . 0 l . J -  

VER. 

(The students gathered in Vancouver.) 

Also a small number of nouns may pluralize by sedttplicatio~~ of tlw 11ou11 itsdi ( c . g ,  ~ v i r ,  

book, chair). 

Plural objects may be indicated by adding a smooth, horizontal arc. to t Iw v i d )  (srtffis 

for ordinary multi-directional verbs. prefix for reverse multi-diructio~tal vwhs). 'l'l~c srilotrth 

arc indicates collective plural and implies that the action afI'erts ail rchxwts 21s ;I wlrolc, 

i.e., if the plural s& is added to TELL it means -tell all of tllcin'', i~itd wv f.rat~srrilw this 

form of pluraI by adding -ALL to  the odginaf. verb, e.g., TELL-ALL. 

If the signer wants to convey that the action affects each rekretit irtilivitl~~idly, slw iulcls 

the exhaustive affiv to  the verb. (Some researchers argue that tlw csl~a~istivc~ i ~ l l i ~  is 11ot. 

just an affix, but a complete reduplication of the verb [59, p.1221.) 'I'liv wl~allst ivta affix is 

an arc with 3-5 "bounces". If the verbs h a s  local inovemcnt, it is rqwrtid ;it i t r c l iv i t l u ;~ i  

point on the arc, 5% transcribe the exhaustive plural by adding - ~ , t t - ~ i  to k l t ~  origi~~itl vw-l), 

eg., GIVE-EACH. 

Yet;, another infiect-ion is the docative, w-ltich has tire mca~~ieg -*crxrtai~t, Imt 1101 it.11". 

TI& affix consists of repetitions of moventent at ra~tdoritly varyirrg poittts i ~ r  ajxtc-cs, rat1rc:r 

than in an arc. We transcribe the docative by adding -SOME to tltc usigirlal vrlrl), ch.g., 

GIVE-SOME. 



and the exhaustive affixes.) 2 )  Tbe signer repeats the  verb twice. each time with a different 

endpoint {starting p o k t  for reverse agreement verbs). Consider the following examples: 

5.4 Verbs in ASL 

Verbs are  divided into two main groups: f j multi-directional verbs can irrcorporate subject 

and object into their ntorenreat , or the positioniltg of the verb conveys se~trant ic information. 

2) non-directional verbs must have overt subject and /or object. 

5.4.1 Non-Directional Verbs 

Xon-direetio~ral verbs [e.g., ExT, LIKE,  LOSE. \VAST, WRITE) have all four parmieters (hand 

shape, movement, position. palm direction j completely specified and they a r e  always per- 

farmed the same way. regardless of discourse. T h e  movement usually iiiciudes clirecf contact 

with the  body or nrovement toward the body altd any deviation fro111 tlte specification will 

make them unintelligibfe. 

Pronominal references (i.e,, subjects and objects) in seutences with non-directional verbs are 

achieved by indezing. if a referent is actually present, the pronominal reference is ntade by 

srakkg an  indexing motion directly towards the referent. If the referertt is not present, the 

signer must establish a contextual reference: the signer introduces tlrc noun and es tabljshes 

a reference point in space far refening to that  personlobject. -411 later reference to that 

permnfobject is made by an  indexing motion in the direction of this point. Consider the 

fofIowing discourse, 

fn the 5 r s g  sentence, the referenee point is esiabiished. while in iiie second. ii  is being 

indexed. There a m  three ways of estabfisliirrg a reference poiri.: I. Malie the ~ ~ o u n  sign a t  

a he hation.  2, Use a POIKT sign to the particular location. 3. For sonre one-lnarrderl signs, 



5.4.2 Multi-Directionaf Verbs 

Multi-directional verbs $eg, st;, m a .  MEET, ttr;t,r, SEE, wfxe;! tht  I ~ O E  itrc-ftrt le* crrrttact 

with the body and o d y  the Iraxrd shape and focatioa jrarartwtcrs a r t *  ~ - t r r t t p t r * t t * i ~  spc*r.iiicd. 

The verb's movement and/or pdm dirmtirra para~acttrs artn mt, rfr*tr*rrtritrtstf  t t r r l i i  t l t c *  f l r r *  

wrb is put in context. [ T h e  .verbs mist in a dictiurrar~ forw f irf  \\"hi<!; t Jw ~ r i r t r ; r ~ f i i r * f r t  /j>itI111 

&extion paranreters u e  sp5f id  1 
. - M nlti-&rt3fti~nd 3- spat_id a ~ d  jiggpar nloyt.lt~geggg $0 &f lc*g~-gr t i ~ r t c *  I ~ P I  wwyg t l t r *  

s~bject and the ob+a CEiirect ar irrdirect k of a st*rrtrnircc*. -8s wit It rvrrrr t i ixvr  tiowti v r d ~ . s ,  

the signer must establish csntestud m 4 m m e ~  p h i s  ifl SJ~;LCP- titif  i m t t w f  t d  i~dc*x i f tg  f IIO 

p i n t ,  prsnomind refe~ttnce is achiewd fry Ysmipcrratiiig the rehcrrcn- pfuitib h l r t  ah* vr*r!t',t 

movement; the starting p i n t  r e p r e ~ r b  tire subject a i d  tfw P-mi p i t ~ f  rvprcw~tfs % f i t *  of~jwl.  

(&me \-erbs haye the birectioaa reve~~rid, k., the* startittg frrrittf; nqmwviia I l r r -  r r f i j t r - t  i r ~ r r f  

$He is& poizit rep~esex~ts the safS&-l. eg,,  TAKE* fSt.5YE:+ .1FZxdi3$ d f .  

consider; the r'o?do~-hg si4uatii01l w k r t  spa;id refevwurr-> fur ff i i r t r i l  r r i s r f  f ksvitf ;1r8* PS- 

tablished ta the left m d  the aigtitt of &he signer, r e + p = c f  iwf;y. 818 t f& s;at e w # ~ k ,  f Xw >wiltvrr.r* 

"Diana asked David-" wanld be li;igrncycd by slar~i!ng AS at I ~ P  ! c 4  ;.tar1 nwraizzg i t  rrsadar t c ~  

r L -  , L a  L - 
s e p c  r r p r  t feJi~~~,gWi)-  t$e S&~ii-'igCC --f)aaId =,kd #&sn;i. %+&f iii<s%Ye A 5 6  

fmtn the right side ts tihe left side [FS2K,.a~~2e!Pgsj-- SOP~S~~.IZK Tiu- itart p i r r t  ia wrir t a w  it* 

a s n k r i p t  imntdiaetdy En framt af tihe WE&, while the end groizrt. is wri?,fr*tn ;is a 1rrr9~aipt 

behind, b wiGtte~h texts, one d m  ttrrt im* Ctft Z S P ~ C ?  ~-UgIti XMBI ~ t r m ~ t r * ~ ' " , :  I = s ig i~r  

6 s o a d  p e m n  ), J=tfrird tfeyzt>fe. LP., 3itA h t h -  ai;rr~vr* ~ ; l m  JPIPS 

y w ~ l .  Ta aYaifi[ any FOTB f u ~ i a a ,  w ~ C  wiii w i i ~ r - t i w - *  u w IG~IIIPS 



5-43  Su-rkce Sf racture in Discourse 



e% -Mary and Tam wet. 3 p a  w & 8 a  her.. Strc ituart..s h a -  i i c *  I r a r ~ f i a * f s  I t w .  



General Time Markers 

Indexing Time 

5 - 5 3  Verb Teases, Time in the ASL Discourse 



IfE this eayampEe, the specific time marker PAST-SKIIT es!at~lisfrp_*s 'fast ttiglt! ' ;rz t !:r* rli rrvrtt 

t h e  h m e  a d  the first [oar smrknces we irfderpretcii as 4~~-~S!>ittg t w - n t s  t h a t  1 t ; t p p t w t ~ l  

-East fnEgBtT. In the fifth s ~ b s n c e ,  the gesncral tirrrc rliarkcr re 3 i-#r- ~fmttg i*s  t fw t i m e =  f r ;~ i~w 

3, DASCG PAST, WE-TWO.. 



Chapter 6 

B 
~ 1 -  The Computational 





parsing: routine, see .%cltion 6 - 3 2 ] .  In 116s tltesis, we are coxvrernrd with the two parsing 

mdrrEes, but before gahg i&u details abrrtrt the parser, we wi-311 giw a brief description of 

the whole f~ont  c~nd akat we assume it being part of. 

it typical sqnetnw of eve~ts  proceeds as fsflows. The visual interface gets its input from 

a camera filming the sigmx, and from this irtput. it produces two types of output: fesical 

and rrort-lexied. (The .;isad interrace n t d  not be a camera- It  could be. for example, a 

data +m/data snit [see PU]), but since there is work beieg done at SFV on handshape 

r~qgsitiorr from images, we decided $0 tirink of it as a camera.) Sca-!esital outpu t  is the 

spatid and sort-rrtaariai frrformatian tirat accartipanics a sign sequcncc. while the Icsicai 

idormatian consi:ists of descriptions, of the individual signs its a scrttesrc. \l"trcn the visual 

Interface I r a  f n k f d  pacessing the carnera input. the sigrt irttterpretw starts to tralislate 

the  siga descriptors Hftn a L q u e t i c e  of EngEslr B;losses and the parser records the nun-lexical 

irifarrrrahn. \%%en theF are finished, the A%grarneiar procivds rer produce a semantic 

teprwstaticm of the ASC,wntence which is scnnt ta all eduatiaxr praecdr~re (far example. 

the m e  tlestrribt- EPB Crbaptms 3 a ~ d  4)  arrd the parser i~tforxus the visual i~ricrhcc~ that it 

can dctiver the next mrtatrrce's data sets. This process repeats until the sigrrer has na mure 

q ~ e r k s  to ask and signs. 0%- 

With one excep&n, we assume a boa inyrrt is ytmccsserf wntwtce by sctlrcttccR and that 

tcypttrer, t Ire kGcd and r~~rcxsn-kxicd r'ryfon~rarion describe orre cam pletc? swrterrw, The ex- 

ceplii~n is atabEsehn~e~~t! spatid tekreace p i n t s ,  which we assume is; processed as if it 
were ;a contplete s;ernts;nce, i.e-. &he signex nrust establish refrrcrrre. poinrs ofre by orw and 

p k r  ta using ahem, Tbis sirabp1iQing wumptio~t avoids rhe ifaileiri-t$g prcofrfcxtt: Consider a 

wntence with w v c d  mare phrase, eg.. 'Diana wrote k g i a  o let ter-. If the sigwr i r r  tends 

Lo dtoraailnue swaibing @a %rgia, she may rfrotlse to establish a rcfererrce point for him 

ntence and  the^ index this pin%, k., S E R C ~  $estai~Gsft ref.). 

F-TEANX WRETE IP~~ES[SEET;BOI) LETTEP, 6 r  she may c b m  Xa create t h~ refcrerrre point as 

skrr gives t h ~  4 w ~ ~ t e ~ ~ ~ e c  i.err D ~ X A  ~.B~BETE SEBGIO fa~aS1isB r&f LETTEL If ice i if lu~ the 

sc:t>wb ayp  af serafenec. the visemid interface must tag each sign that is acconnpa~tictl by an 

iarffexirsg mot ba, d herwk, aht? camat teit which noun sign is bdrrg i n d a d  since the 

~ ~ ~ a l  Smtdace fatntI~ rw01:& $dire odcr ~EI which iridcxirig mcrtiarns are ~zrnarde, B? disalfowing 

fLe sxt>ad t y p  t a d  ~hexeby i"\*FTO_jGing the ta&ng]. we aciniem a clear disriiictian between 

iisrh~n~a t kn, 



1% are not concerned! with the iow level roorhes i l l  tl~is t twsis, fmt wifl i ~ d t ~ c i c  n slrort 

description of them because of the importance of tl~ern being pruprrly ;syi~i-liru~ii~td wi111 

the parser fdso sunmmarizrtd in figure 6.2). The iow leud processing i r t  t f t r  fro111 cntl is 

d ~ c ~ ~  in terms d a  t r i s d  Medace  and a sign interpreter. but in  arty rcaf a>stram i t  wilt 

fiteIy be done by many subcomponents. But, assttming a two part 1 c - t ~  Ievc*l syslclr~, t lw 

EOW EeveI processing grcxt3eds. as follows. For initialization purposes {scv (i.2.3) t llc sig~tw 

mnst introduce he=E io ;he system, so before entering its mai~t imp. tlic vistiaf iatt~rfarc 

provides t h e  sign interpreter with lexical input wlticli itfentifies t hc* sigurr (c*.g.. lrt-r I ~ ; L I I I V ) ,  

After hasring informed thesign interpreter tirat tlic input is rt.idv, it eittcrs tlw triaitr lonp m t l  

r *  immediately starts pracessing the next input from t ltc cantera, 1 hc trrit put is  tot t l d i v c w t l  

to the dgz k t e r p r e t e ~  and the nnn-!&rA parsir~g raatiiw ug:tii i!:c % t : d  i t t t t d k - t *  rtwivt~s 

a message from the parser saying that the previous serr te~m is r o t t r p i c ~ r - l y  pnmv.srd i111tl it 

is ready t o  receive the  next sentence's input data. \Vliea this I I I C S S ~ ~ ~ ~  arriwh, it S W ~ S  i t s  

autput and a DOBE--hi% to the sign interpreter and parser. This procixss rqmrts ~ l i l t i i  t lw 

signer has no more queries to ask and signs off, at which point the* visrlirl ilt~ct*f;tc-c* s c d s  ;L 

FIKISH-MSG t o  the pamer and sign interpreter and the process is shttr duwr, 

The visual iintedace rweizra its input from a camera whiclt fiirtrs t lit* sigtwr i r l d  trirrts- 

fornls the camera Input into input t o  the sign i~rtcrprcter (a  sqncac-ca uf s i p  tlcsc.riptors) 

and ta the non-lexical parsing routine- The sign clescriptors art* t ratrs1;rtcd i r r t t ~  ;t sqtlcstrr.c 

of English glosses by the sign interpreter, while the non-tesiraj infurt~iiitit,~~ ih nv-ortivtl by ' 

the nam-lexical parsing makinhi described in Section 6.3.2. .Xccortti~ig to \\*. I:. Stokctc (571, 

ASL shes cut be descriilxd in terms of the followiug four paranwttrs: him! sltajtr.. relittivct 

p i t i o n  to body, path movement, and orientation of the bands. so we assurw tl~is to bc thc 

nrininrm amount af inforp~liation present in a sign descriptor-' Sotrrc sp;r t i d  irhrrnatitrn 

may be crommoE k$weem a sip descriptor and the nott-1exic;rl input, frttt norts;rlJy (c.g., 

indexif~g, role play), the &ad interface has ta extract spatial rcfcrr*~tws for tfw ~ritn-kxical 

routine In addiaio~~, it has to extract rrotl-araaua! aigrials ; t t d  afiifts i r t  h l y  

p i t i o ~  from the canwrza ingat. 

The hfama$bn f t ~ m  %Be camera mast be translated iirto a format wt.ltjt.fr is rrwgltixtld 

By the comapambS~~g rrtmbbe, Shce  t he exact shape of t Ire low level sysf rrrr is t m - c a r  tai JI atid 

we are not concerned atmati the sign interpreter in this  t l m i s  we don% want LU qm=~ilat~ on 



Process: Visual-EntePfarrc( 1 
% signer intraduces freadf 
Get hput fram camera 
Produce Letiml-owtpwl! and :Yon-iericrrf-oui1~ut from irnyus' 
Make Lezicnt-Oulpuf axdabie to Sign I~ieerpretel 
%id DOKCSISG to Sign f rrterpret er 
% Main lrmp 
While ~zot dorrcr do 

Get, I a p f  fmm ramera 
Prduce LeaicaI-oulput and ~lbn-fezictri-out@ frarit frtpul 
Wait far Ud)h'GhgSG fronl Parser 
Make LeIpicaf-output ar-ailabfe ta Sign Interpreter 
Make Men-lei&-rtudpul ar.arilahle to  Parser 
Send DONEBEG to Parser and Sign Interpreter 

End While 
Send FIN ISM-MSG to Parser arnd hterpreter 
Shut down process 

End Visual-Interface 

its input format. However, the non-lexical output is eonsurlred by the norr-Icsical parsing 

routine which we describe later in this chapter so we xklake the fallawing asurnptioas about 

the non-ttrsicd outpat: All farnrs of spatial referencing {iimdexiag, palm direction. path 

~noueinent, i-e., begin and end p i n t  af multi-direcaiona! v d r s ,  arid role p l a ~ )  ~rlust yield 

as out yrrt t- he same of the spatial location beitrg referenced: if ence. spa1 ia! refereaccs must 

translate into named lacatiol-rs as fatlaws. 

I.?---' LA r r a ~  a wzt, aaa-matlad S ~ f ~ m a i i o n  mad lrarrsiate into the faiio~ving names: TOP, QUE, 

SEC, FORBYARD, BACKWARD. (%fore deeds of the non-lesicaf inpul arc presmted i ~ r  Sec- 

h a  6.3-1 together with same esamples. j 



6.2.1 The Parsing Algorithm 

A pseudo e d e  w ~ i m  of the parshg aig,aririirsrrt is prcscairrrt in Figasrr* 6.3. Et-r-ry r i m -  1 hr 

system is started up, the sigper FRW i f i l l ~ ~ l i t t ' ~  fters~ll fa the s_t.%tzm ftS.t+ i q  sigf~ittg ltrr 

name) and once the- slg,~er*s: idertkitv is kl im~n ,  t t w  pimwr r*prrrtftr*% i t 3  sf;rririp rtmt ilw trr 

initidize the variabfes ifra the iztgrtrface b e t i ~ ~ r r  tlte fexicrd arrd ~ o l i - l r * ~ i i * i ~ ] .  praitzg ~ t ~ t l l  irws 

[see Sections 6 .22  and 6.2.3). After b x i a g  ewcatted tlsc iluttiz~ltizatirrrr rtrni iw,  t l i t*  I,rkrbt*f 

informs the visual ialierface aft Iris aad caters a loop wlwrr Iurt I t t v  pwcw&tg ia fricrckr~i! t r i t t i l  

it rexdves a message &am the visual iaeerfaw; ff tile sfgrtw itad acji trgs~rc* rjwrim tt) a& ;mtl 

sigr~ed off, the parser rexehw a -FkSltSII'--~.r:es:s:agc aad t hi;* p;m4sg p r t ~ r = - . s  L A r f  t fmvtt .  

Otherwiseie, the visrrd inoedace pnrvids, &P paism with btlrt ir  tu) klw  z~i~tr-ft*xit';ti p;trsittp, 

mtttine. After the rr;m-fexical irrfftnltratticrrr t u a  IMWE rwurtlrvtl, t ire  parwr is I*lrrr-kt4 t t ~ t t i l  t Iw 

sign interpreter has $infskted trmslatirrg siga desripturs. irrtrr J wnijttftrrcr* d f<trgiiJi gltrr;w..;. 

It is impartant to enset~e ;@hat the noa-I@zric;tl parsiag ratitirrc 4s rurrslifr=rr*fy f i t r i 4 w t f  trr*frrri+ 

the A S L p m m a r  s$orts, s k e  the 4SLgi:;~:rrar titiis: tisi- l i lr ih r r ~ t i i - l ~ ~ i r d  i i i f W ~ i r i i t r i i  t i r  

build a sentantie reprentation af the XSL query. If tire gnrnttmr E:, atlctwd 10 stzrrt ldim* 

the non-lexical parsing routine is fiaisltib it may bttiltl tlrp rt.prc*si-st;~rioa Irorn ttlrsolt*tt* 

Enfahatian. When done, $ B e  sign interpreter wrds a "D(1S):"-rrzc*s.s;rg~* t t r  t laat p;irscDr ..;~tc.fr 

that it knuws when tcr pi& up its IiexEtaf input. The Icxicat itmyrat $ Errgli.4 g k k > w . i )  i3 ~ k ~ t i d y ~ t d  

by the: ASL-grammar a d  together with the prez-ioasly recrrrc!ri*tf trorn-1c*sic-;rl itifi,rlrr;t~itt~r. tlw 

grammar b d d s  a semantic reyprwe~rrrarbn af airr i r t p t r ~  -%St, qucr?. iYErc-tt i i w  gr;mltrar is 

dam, the  pa^ makes Ofre reprkw~rt;rtion avaE1;tEt~ tacr tlrr* ca~";t irr;tr i f~tx prrir-cdt~rcx 

and sends a -DONEF-mesage tte the visual ieterfacc. so i t  carn st art jtracrccsdtrg a  ti-w cpwry. 

Kaw, the p;arser is ag;Kirt; hlmkd u;keil Ir ESC~~~??S a message f'rf~tii a h  vbtraf i t t t d a s t * ,  ;it 
-*-a&&& *ahe -%-.= -&gadtbm is t&m 



3s€wess: Parser( ) 
Wail f ix UOKEhfSG from ~isr~al  interface 
Wait for DOSE-SfSG fmm sig~a Isiite~-g%r~xcr 
Gct htpui fmrn sigtr i n t a  pwkr  
C d  hitirriize (IDPUP) 
Send DONE- hlSC %a Y E L ~  if11 erfact~ 
Whik not barre da 

Wait lor BIsg tram ullsuaf In tedacc 
Xf hl;sg = FfX1Slf-lf SG then 

Sfmt  dawn pro&ess 
Else 

Geti iVan-Lefic~pf-Iaptri fram visuaf interface 
CaM ~ ~ ~ n - L ~ x i e a f - P a r ~ i r t ~ - R ~ ~ u ~ i n ~ Q ~ ' o r t - ~ e ~ ~ i r ~ - ~ r a ~ ~ ~ ~ ~  
1i;'aia br W.fE;ffSf; krrnr sign interpreter 
Get ixs~al-inapul from sign im~~erprete~ 
CaE iiSL,-Grran~m~~'~L,ez"ic'uf-fr~puI, C~rrnrrrcar-O~l~~t~t) 
hf ake ~ ~ ~ R A F ~ E u A " - O U ~ ~ U I  avtilabIe to evduarkm prgwcdure 

End Xf 
Setrcl aBlliE-MSG $a vista& interhaw 

End !!'Me 
End P~Esc.~. 



asma sat. &tk am prpper case letter Idkwt*% t 4  h w ~ s ~ e  k x  tm* rtd f o r  
w c~mt;tibas d?rc ih i31 KY PEK CASE 





Comments 

6.3 The Non-Lexical Parsing Routine 



Snbroa&ine : f nft ZaEiz;~. f 4X: 5 g n t  P )  

Let Fiml-Rcf= XBSEST 
ht, 2kxmd-Ref= ABSES'I' 
Let TZrid-Rcj= XSSEST 
Let F@?&F.k&-MeI = 2% ESESPF 
Let fAn,cb-Su&&cR = Sip~sr 
Let. Lejt = ABSESTF 
Let Right = AESEST 
Leg Fimli-Eumtim = Af3f EST 
Lea imi  = .jripwr 
Let CmS = XBSEKT 
Let L1x-3 = =A BSEST 
Let La$ = ABSEK-f 
Let f ~ w 5  = ABSEST 
Let %cnc+Fmme = -nmv" 
f,et Of&- Tinae-Frn~ne = A i?+$f:S?' 

End f rv i  t iatize 

6-3-1 Enput to t be Nan-lexical Parsirlg Routine 

k c i d  input and aduw in the interface w a r  if f ~ P P  s m t a ~ t  t ~ T J  ims I h a  -~ ; t i~w.  ( j:or P S ~ L J I I  j h ,  

the Input vdrres far tapic&zd w;emerrces are Tf>P a d  St'1,f- ( t .?ijrt;t irte-t l  i t t h w j ,  w l t i l c *  

$he ~crrx'f-~p~~fdif~g isrerface l-ariable Ti5pui. zs~;ty i i ~ k  (III t f t ~  i.;riiii'> .4 f h f  - 1 ' 1  i w  1'i~l~;S1<NiJ' 

(see 6.2.2).) We made %Iris disti~tctlio~; se rkt ly to err lrartrt. rraif i t l i i i i t ~  ;I lrrl : I t ( *  t i w r  tlriry 

0% coarse chaose Isantes as she p'ieasa.). e-g.. i f  a sentenc-4: d c ~ 3  lint Il;tsi- ;r t h i r d  ~ l > i t f i i ~ l  

refere~tce, the visud interface assigns X\;l_'tL to tfw sixth rwrr? fsrv =i; i l~ft* f i -1) .  A t  t l r ~ ~  

csBcePf,3aj lesrel, $he j n p g  C=B kd descrifp-J 3s array <;f ~:oE:-pgg:;:!g !-ir;uL w"- m r q s m  ! = * t i  i! is ?z;j !,<> 

ahe aser for 6 ~ d  the kt actad data structure for a particular izril,li*lrtc~rrf ;it h i .  ,111 c~vr-rvitw 

d t h e  bpnt format is present& in Table 6.1 awl the ilidividuat crlr r2.s art* tfc*srribf*il bc4ow. 

1% introdl~ce the faHo~Ing natation: ; Y o ~ - ~ ~ x ~ ~ : L ~ I - I I I ~ ~ u ~ - -  tltc aawc of t l w  arrap'. .Yirrt-lc ziml- 

fmpg$[indezFan indiuitdnd ern:ry or yafue Isbuuld be clear frorri corttpx 1. i*.g., Irlltul/f] I E ~ ; L ~  

wem the first entry or the ~ ~ d w r  of the first eat ry depending CtIr tlw rc~frf rbxt ), .Iqori-1,i ~ i w ~ l -  

Ilag~a~[mn9ejcorn~ua;Eo'i3 e~atries (e-g., ~ Y o n - l ~ ~ i a l - I n ~ ~ t i : ~  f I-:$] m m u s  t ltc* fi rs1 t It r w  wr tries 



or the cc~ltles of tftrr first t frrw entries],. 

r%n-lc.xicaf-lnp11[l-9] indira~e :fie presence or absence of t be mxt-manna1 signals that 

arcorriparty questions, topiafized and negated sentences. The absertcc of a sigltal is indicated 

by the value BULL, wide tfre vafries TOP. QUE arrd SEG indicate the presence of a signal. 

Nan-lezictxf-I~rp1zf[d-7] indicate the presence or absericle of a first. second, tliirtl and 

fourth spatial reference [as before, the ternt -spatial reference' includes indexing, role play 

am8 inmrporation or'syztial locations into verb movement], Thc absem-c of a spatial refer- 

ence is indicated by the value SGLL,  ti-Me tire preserice of a spatial refemice is idicated by 

the  d u e s :  LOCI, LOC2> LOC3. L0C-f. LOC5, LEFT and RIGHT. where I_OCl, LOC'2, LOC3, 

LOC4 nrtd COC5 denote the physical spatld locations in the signiug space. and LEFT and 

RlGItT denote the left a ~ t d  right side of the body (see Figure 5.1 j. 

;t"arz-le~t.ical-f~t~~~t[S] indicate body yosirion. The value St-LL indicates a neutral body 

position. while the s d u e s  FQRtVXRD and BACKWARD indicate forward and backward shifts. 

Some Examples 

'Fable 6.2 iilrtstrates the  non-lesical input expected from the visual interface for some sample 

AS L serrtcrrces. 

6.3.2 The Routine 

The interpretation af the noa-lexical input through the non-lesical parsing routine is straight 

forward (the complete nan-lexical parsing routine and its subroutines are illustrated in 

Figure 6.5): 



Srrbroutbe : TempTime-Frame(1 X: -Yar~-.ltizfr uaf ) 
If Kon-hfcrnual= FORWARD then 

Let OM- Time-Fmme = Timc-f"rartzt 
Let Time-Frame = Lafterp- Old- Time - Frame 

Else ff ~Y~rr-&f~ng~nf  = B M 3 W k R D  then 
Let OH- The-Emaxle = Tinme- Fmrm 
Let Eme-Fmme = -I3&3req- @!dl- Timt = Fmme 

Eke If Non-~f.fczn~t.crE = KEt;TRXL and Old- T i w e - F i e  != 3 SIA 1, then 
Let Time-Fmme = Old- The-Fmntr 
Let OEd-Time-Fme = 4 ELL 

End lf 
End TempTineFranre 





Time 



we proceed to the grammar a d  discus ;stbe r-arious topic irt this order: basic sensences, 

esrtafrtisltrriettt of referetrces. indexing, role play, nort-mama1 signafs, t imp, awl finzli~-, subject 

cXefet iarr . The grarnmar rules, the dictionary a d  the grarrmar srthratlt irrcs presented in this 

se~tiofl are suainrarixed in appendices -4, B, and t. 

[Note to DCG hackex: The grammar presented here is strictly a prototype, only aimed 

at illustrating the concepts, arrd we did not put empltasis or' fancy coding. 111 a real system, 

one could for example, include verb type informat ian (I mu1 ti- 5 3 .  non-dimrtiorral. transitiv- 

ness, ctc.) in argument to, amid the forlg and cue~herso~ue fu~tctor ilarrus. It weald make 

the granmar shorter and cleaner- Some mega progratr~~~ing can sjmpfifj* the dictionary and 

make it mare moddar-f 

6-4.1 Input to the ASLGramrnar 

The input format was dictated by the DCG TarmaIism: DCG gsamilars expect their input 

to be a Jisi of lexical it ems. (T~fiixicdy speaking a parsei. used far triid~sis of natural Ian- 

p a g e  takes as input a p m m a r .  written in, say. DCG and a list of fexical items.] Folfowing 

standard DCG natation, a fist is ddi~rt i td  by -E' and 'I' arrd tist items are separated by 

commas. %me examples. 





6.4.3 Establishment d Spatial References and Roles 



An example 



6-44 Indexing and Rofe Play 

Wfsm a sigrter e m  indexing s r  role play, :Ire grammar must access the jtrt..;lotis!y estab- 

Hished spatial inlormatian in order tto bariid a senlartlic represe~rraaioll oft lie sentence. Recaii 

fmm section 6.3.2 that the references haw already been interpreted, iio the grawntar obtains 

rhe necessary referends 5y simp& reading off the value of om of the variables i l t  the Inter- 

face f First-Re$ Semnd-Rek Thinl-Be$ ar Eaurfh-Rta. Below, we show Itow the different 

components of the parser in~eract ?a produce a sen:antic representation of an  ASL sente~ice 

b bat includes indexing or role pIa;u. 



Subroutine : Get-first-~ef(out: Refcr~r t l )  

Let, Referent = First-Rej' 
End Get-first-ref 

An example 

Ass- spatial references for Diana and Sergio have beer1 esiablisltrtl i ~ t  1,0C:2 a~rd 1,0C4 



Grammar input 1 nterface 
-. 

[give, bmkj  

Grammar output 
Segation = XUSEST 
Locl = efi 

Lnc4 = sergio 
Loc.5 = ABSEXT 
Left. = ABSEST 
Kinht - = XBSEXT 
F ~ L - R e f  = dialla 
Second-Ref = scrgio 
Third-Ref = XBSEXT 
fourth-Ref = AI3SEST 
First-Location = LOCL 
Time-Frame = today 
Old-Timeframe = ABSENT 
Last-Subject = eli 

Dual and Trial Inflection 

By adding routines for accessing the variables Thi~-d-Rt.JFand Fourth-Xej the above grammar 

can easily be extended to  parse dual inflectioli. The grammar fragment below gives some 

examples. 

trzrts_n~ulti-dir-'~'p(\~p) -> (getfirst-ref(Subj)) , 
trans~iulti-dir-verbfSubj. Dobjl, Vp), 
(getsecond-ref(Dobjl]). 
(get-third-reff Sub j)), 
trans~nulti-dir-verb(Su bj. [Dobjl. Dobj21, Vp), 
{getdourt h-ref(Iobj2)). 





[give, give, book) Tapic = XBSEST 
Questian = ABSENT 

6.4.5 Question, Negation, and "fapicalization 

Qrawtions, negated seatemes, a d  aspieafizcd sentences are all accompanied by non-manual 

s i g d s  su in order to game thesez the grammar must gain access t o  the non-manual informa- 

tion stored in the interface va~niabfes. T h e  routines are sirnllar to the ones we saw above 



sentence(S) -> (Ron-manual-quest ion{ true)). 
sentf S). 

sentence(S) -> (Kon-manual-negat ion{ t rue) f , 
sent (S), 

sent[ S) -> (%on-manual-topic( true)]. 
topicdizd-sent ( S ). 

topicalizehsent (Vp) -> np( Dobj). 
no~dir-xrp-topicalized_dob j( Dob j, Vp). 

topica l ized-sent0  -> non-dir-vp-topicalizeddvp(Subj. 1'1)). 
(getseconb~ef(Subj)). 

tcrpicdized-sentfVp) -> np(Dobj), 
multi-dk-vp-topicalized_dot>j( Dob j, V p  ). 

noxdir-vp-topicafized_dobj(Dobj, Vp) -> (get-first-ref( Subj)}. 
non-dis-verb(Subj, Jhltj. Vp) .  

no~dir-vp-topic;btizeh~pfSubj~ Vpj -> non-dir-verb(Subj, Obj, Vp), 
(getfirstref( Ohj)). 

mrrltidir-vp-topicalizehdobj(Dobj, Vp) -> ditrans-multi Air-vcrt)(Sn bj, Iohj, Uohj, Vp) 
(get-firstref(Subj f }, 
{getsecoitd-ref( 101) j 1). 

Subroutine : Eon-manual-topic(out: Non-manual-flag) 
If Topic = PRESEXT then 

Let Non-manual-flag = TRUE 
Eke 

Let ATon-manual-fig = FALSE 
End If 

End Non-manual-topic 

Subroutine : Non-manual-question( out: Non-manual-flag ) 
If Question = PRESENT then 

Let Ah-manual-flog = TRUE 
Eke 

Lea ition-manual-flag = FALSE 
End If 

End Nan-manual-quest ion 

Kate an the semantics af "i-RBE and FALSE: In logic programmi~rg terms, tlrc sernar~ties of 



TRUE is that the goal succeeds, while the semantics of FALSE is t.hat the goal fails. 

An example 

Assume spatial references for Diana and Sergio have been established in LEFT and RIGHT 

respectively. Then consider the sentence BOOK, RIGHTGIVELEFT (Sergio gave Diana a 

book). 

Non-manual input: [TOP, NULL, NULL, RIGHT, LEFT, NULL; NULL, NULL] 

Grammar input Interface 

[book, give] Topic = PRESENT 
Question = ABSENT 

Grammar output 
Negation = ABSENT 
Locl = eli 
Loc2 = ABSENT 

give(sergi0, diana, book) ~~~3 = ABSENT 
h c 4  = ABSENT 
Loc5 = ABSENT 
Left = diana 
Right = sergio 
First-Ref = sergio 
Second-Ref = diana 
Third-Ref = ABSENT 
Fourth-Ref = ABSENT 
First-Location = LOC5 
Time-Frame = xesterday 
Old-Time-frame = ABSENT 
Last-Subject = ell 

6-4.6 Time 

In section 6.3.2, we discussed how the signer can temporarilly switch the time frame non- 

rnanudy by shifting her body slightly backward or forward. Here, we will concentrate 

on how the signer establishes a new time frame by using lexical items. ?Vhen the signer 
. . el6iibEsfies new Ccime fram? ria a k:&id item, it is coiisidered a "permazient" chmge in 

the sense that it is assumed that the signer will not talk more about what happened in the 

previous time frame and therefore, there is no need to remember it. If the signer should 

wish to go back to  the previous time frame, she would have to do this by explicitly giving 

the sign. 

The signer uses a timemarker to  establish a new time frame and since time markers 

are lexical items, they are processed by the ASL-grammar, i-e., when the signer uses a time 



marker t o  change the time frame. the grammar must record the Iten. timc frauit. i l l  thc 

interface variable . Time markers can be specific or general: if the sigllcr uses 

a specific time marker, i t  is stored in Time-Ftnme a s  is. If the signer uses a gcnc.ra1 tinzc 

marker (PAST, FUTURE), the parser must modify the Titnc-j~urnir to -'before" or "after" cur- 

rent time frame (how to  intplenlent "before' and ..after" is u p  to t hc user). ' ~ I I P  gramn1a.r 

activates the subroutine New- Time- Frunae() every time it encountc~s a. 1csir.d i tern tlkat it,  

recognises as a time-marker. We illustrate this below. 

sent(S) -> spec-time_marker(T~n), 
{New-time-frame(Tnl)}, 
multidir-vp(Vp). 

trans_multidir-vp(Vp) -> (getfirstref(Subj)), 
trans~nulti-dir-verb(Subj, Obj, Vp),  
{get,secondsef( Ob j) ) , 
generaltime-nmrker(Tm ), 
(new-time-frame(Trn).) 

Subroutine : New-Time-Frame(1X: Tinze-!\iwlier) 
If Time-Marker = PAST then 

Let Time-Frarnt = "before"- Erne-Fwmc 
Else If Time-Marker = FUTURE then 

Let Time-Frame = "aftern- Time-Fmme 
Else 

Let Time-Frame = Tinae-ilfder 
End If 

End New-Time-Frame 

The user (e-g., database designer) decides where to make use of the tc~nporaj irt forrna- 

tion md this decision must be reflected in the system's dictionary, so wlrc~t ttw grarrmar 

encounters a sign (mostly wrbs) which demands temporal information for its sclnar~tic rep- 

resentation, the grammar calls the routine Get-time() which gets the citrre~it time frame 

from the Time-fmme variable in the interface. We give a couple of examples of dictionary 

trns~mftLdirmfverb(Subj, Obj, meetiSubj, Ohj, Timej) --> [meet], 
(Get-time('i'ime)). 

int-rans-rto~dir-t-erb(Subj, swim(Sub j, Time)) -> [swi~r~], 
{Get-time( Tirne)) . 



Subroutine : Get-timelout: Time) 
Let Time = Time-fmme 

End Get-time 

An example 

Assume spatial references for Eli and Diana ltave been established in LOCI and LOC2 re- 

spectively. Then consider the sentence L O C ~ M E E T L O C ~  PAST (Eli and Diana met), i-e., the 

signer establishes a rtew time frame. 

Non-manual input: [HULL, NULL, KULL, LOCI, LOC2, NCLL, NULL, NULL] 

Grammar input interface Before 

[meet, past] 

Grammar output 

Topic = ABSENT 
Question = ABSENT 
Negation = ABSENT 
Locl = eli 
Loc2 = diana 

meet(eli, diana, "before t o - b c 3  = ABSENT 
day ') Loc4 = ABSENT 

Loc5 = ABSEST 
Left = ABSEST 
Right = ABSEMT 
First-Ref = eli 
Second-Ref = diana 
Third-Ref = ABSENT 
Fourth-Ref = ABSENT 
First-Location = LOG2 
Time-Frame = today 
Old-Timeframe = ABSENT 
Last-Subject = eli 

f nterface After 

Topic = ABSENT 
Question = ABSENT 
Negation = ABSENT 
Locl = eli 
Loc2 = diana 
Loc3 = ABSENT 
Loc4 = ABSENT 
Loc.5 = ABSENT 
Left = ABSENT 
Right = ABSENT 
First-Ref = eli 
Second-Ref = diana 
Third-Ref = ABSENT 
Fourth-Ref = ABSENT 
First-Location = LOC2 
Time-Frame = before today 
Old-Time-frame = ABSENT 
Last-Subject = eli 

6.4.7 Subject Defetion 

f t  is common in ASL to omit the subject of a sentence if it is the same as the subject of 

the previous sentence and if the verb of the current sentence is non-dire~tional. In order to 

obtain a subject referent, when the signer chooses to  use t l i s  technique, the grammar must 

keep track of every articulated subject it encounters. In our prototype this is accomplished 

by e,~et:ut.ing the routine Store-last-subject() which records the current subject in the inter- 

face +ariable Last-subj~ccf after every sentence with an articulated subject. Below we give 

sonre examples of how to include the routine. 



trans-multi-dir-vpf Vp) -r  get first-ref(Sub j)) . 
trans-~nulti-dir-verb(Subj, Dobj 1 ,  \ - I ) ) ,  
(get.second-ref(Dob jl )) . 
(get-third-ref(Snbj)), 
t ransaul t i -d i~verb(Subj ,  f Dobjl. Dobj'L], \-p), 
(getfourth-ref(Iobj2)). 
(store-last-subject ), 

no~dir-vpCSubj, Vp) -> intrans~lol~djr-verb( Subj. Vp ), 
(store-last-subject). 

Subroutine : Store-Iast-subjeet(in: Subject ) 
Let Last-subject = Subject 

End Store-last-sub ject 

An example 

Assume that the old subject is Eli and that the signer changes tlic subjcct. to 1Ii;ura. Asstiitie 

that the spatial loeation for Diana is LOC'2. Then consider the sc~rtciicv D I A N A  ( I N D E X )  

SWIM (Diana is swimming). 

Nan-manual input: [NULL, NULL, NULL, LOC'L, NULL, itu:ULL, NIILI,, NlJLI.] 

Grammar input Interface Before 

[swim] 

Grammar out put 

Topic = ABSENT 
Question = ABSENT 
Begation = ABSENT 
Locl = eli 
Loc2 = diana 
Loc3 = ABSENT 
Loc4 = ABSENT 
Loc5 = ABSENT 
Left = ABSENT 
Right = ABSEh'T 
First-Ref = diana 
Second-fief = liBSEN9' 
Third-Ref = ABSENT 
Fourth-Ref = AiiSENT 
First-Location = LOC2 
Time-Frame = today 
Old-Timeframe = ABSENT 
Last-Subject = eli 

Interface After 
- - - --- . - - - 

Topic- = A13SENrI' 
Question = A USICN'J' 
Negat.io11 = A BSEN'I' 
Locl = eli 
LocS = diarta 
Loc3 = AUSEN'I' 
Locd = AI3SEX'I' 
Loc5 = ABSENT 
Left = ABSENT 
Right = A f3SEN'I' 
First-Ref = dialla 
Second-Ref = ABSENT 
Third-Ikf = A I3SEN'I' 
Ebrrrtil- it4 = A RSENT 
First-Locatio~r = LOCZ 
Time-fianlc = today 
Old-Tinre-frame = ABSENT 
Last-Sul>ject = cliarril 
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Later, when the grammar parses a subjectless sentence, it reads off the value of Last- 

subject arid uses it as the subject referent. The code below il1ustrat.e~ how to parse subject- 

less sentences. 

sent(S) -> missing subject(Vp).  
missing-subject-vp(Vp) -> intransaon-dir-verb(Subj, Vp). 

(get.lastsubject(Subj)}. 
missing-subject-vpf Vp) -> transaon-dir-verb(Subj. Obj, Vp). 

(ge tJ i r s t re f (0bj ) )  
(get_lastsubject(Sub j)). 

Subroutine : Get-last-subject(i11-out: S.uj?ject ) 
Let Subjecf = Last-Subject 

End Get-last-subject 

An example 

Assume that the last subject mentioned was Diana. Then consider the seittence SWIM (Di- 

ana  is swimming). 

Norr-manual input: !NULL, NULL, NULL, NULL, BULL, MJLL, SULL, NULL] 

Grammar input Interface Before Interface After 

[swim] Topic = ABSENT Topic = ABSENT 
Question = ABSENT Question = ABSENT 
Kegation = ABSENT fc'egation = ABSENT Grammar output Locl = eli Zocl = eli 
Loc2 = diaua Loc2 = dialla 

swim( diana) Loc3 = ABSENT Loc3 = ABSENT 
Loctf = ABSENT 
Loc5 = ABSENT 
Left = ABSENT 
Right = ABSEXT 
First-Ref = XBSEMT 
G P ~ z . & P P ~  - A RSE'NT 
..F.,.,-a. - 2 m u " - * .  a 

Third-Ref = ABSEET 
Fourtl-Ref = ABSENT 
First-Location = ABSENT 
Time-Frame = today 
Old-Timeframe = ABSENT 
Last-Subject = diana 

Loc4 = ABSENT 
Loc5 = ABSENT 
Left = ABSEXT 
Right = ABSENT 
First-Ref = ABSENT 
Second-Ref = ABSENT 
Third-Ref = ABSENT 
Fourth-Ref = ABSENT 
First-Location = ABSENT 
Time-Frame = today 
Old-Tirne-frame = ABSENT 
Last-Subject = diana 

The ASL grammar as presented above only parses ASL and does not produce a semantic 



representation of ASL sentences. Iu order to do protlucc a ~ ~ ~ i i a ~ i t i l -  rt~l)~.est~li;~riun, t llit rules 

must be modified and beIow we discuss the particular reprcscn~atioti. 1vliic.11 ivc t ic -s ip( -d  its 

part of LM and its assosiated query language. 

6.5 Translating ASL into L M  

Since 4 S L  does not have explicit determiners we had to look for othor c l u i ~ s  for t rilrrsliltitlg 

ASL sentences into LM: surface structure. type of verb. non-~ua~tnal sig~~t~ls.  c.tr.. N'e sugg~st 

the following translations: 

6.5.1 Elementary Statements 

Elementary statements in ASL are tra~~slated directly into LA1 exact 1y its in Ihglish. So~ltc 

examples: 

GARFIELD CAT = iscat(f:arfiem) 

GARFIELD STRIPED = isstriped(Garfie1d) 

DIANA GIVE BRIGlTTE GARFIELD = give(Dima, C;arlieh1, Ijrigiilv) 

6.5.2 Determiners 

It is unclear how the definite and indefinite/distinctiol~ is uiade in  XSI,. Srmw r(wilrclttlrs 

cairn that ASL does not ha\-e determiners i27, 591, wide otl~ers claim tliiit ASI, di~rxs Imvc 

determiners 1601. Those who claim that ASL has determiners flaw not yct ic lcrttjf ic~tl  how 

the indefinite/definite distinction is made. It. Wilbur 159. p.;l:JSj writes: 

'(English uses the articles a/un and tire . whereas ASL u s ~ s  pointiug mid sl)cv-ifi(. 

locations in space to make the distinctioxi between defirlite "the" arid ir~dr*J iu j t~s  

Bafed on this quote we made the following assumptions about the i~!dcsfi!zit_r*/c!ofi~iitr_r $!Is- 

tinctfon in the input t o  our system: If the signer gives the siglt for a IIOIIU,  \w ;iss~r~nc* that 

she is introducing a new referent t o  the itiscourse, arld that this is sirrdar to l~sirrg tire irtdef- 

bite article in English. If she uses a previously established referclirx poirrt , wc ;issu rric this 

is similar to using the definite article in English. We emphasize that this is a simplifyjr~g 

asamption that may change once the ASL linguists have irrvestigatid tlw topic f t ~ r t h w .  



Indefinite Articles 

W e  t rar~slate ixdefirtite type sentences, i.e., sentences where t fte sign for t lie murt is given, 

into LM's /a7 representatiorr for a: 

fm-f S, X, D, rmd(Ff,E%f, yre~f:erll trrn{earrl(S),  0))) 

F~onsidttr t h e  foffowing example: 

In Emgfish, the singdar definite article presupposes existence and urtiquettctss of a noun's ref- 

erent, and in a database system with arm Engtish frontend, failure to n.teer either of these two 

assumptions is detected when the fm furnwla fur the: jorjS, X, D, FI ,  i j ( r y  unl(cnrd(S),  I), F2)) 

is evaluated with respect to the knowledge base. \ire assume that using a n  already estab- 

Eshd  reference paint in ASL, is sindfar to using f lie definite article in Enghh. Consequently, 

if the signer uses a non-existing reference point, she is violating the existence assumption 

intrudurcxi by the definite article, and this type of violation Is detected durhg the parse 

since the (fiscaurse u11it E ~ E P O ~  s~bstifute a referent for that particular reference. The parse 

is hrmdiately interrupted, no i n t e n d  representat ion is produced a d  the reason for failure 

6s fo~r;rnrrdcated to Bhe e s r .  One could introduce a new lugk value for these violations but 
Urn ,e ~ B c m e  sot f s ,  since t,f& is a grammatk axad set se~mntlc n:lstzke 0:: pzrz t,!:e users -x t .  

Y 

Since we cannot check the uniqueness assumption during the parse, a snccessfdly parsed 

query is tramdated inta the usual for representation for fhe and evaluated with respect to 

the knowledge base, Ear example, if the signer in our previous example intends to  talk more 

about Brigiltte's car. she esiaErtishes a reference point for the car, which she can later index. 

As in 



CAR (index) BLUE.  =The car is blttrr. 

ASL provides us with an easy way of distinguishing hctwcen the t w o  types of fai1irt.c) and 

we can inform the user of which assumption she violated; i f  t h c  query rr i~r lws  t lw tl;it,aI)itso 

t-onsultation stage, she violated the uniquertess assom piion: if tlre query is i~~tcwoptc*t l  i I I  t , l ~ c .  

parsing stage, she violated the existence assumption. In, for t b ~ i i n ~ l ~ l c .  I'ttl;li:;l~. c - i l r ~ ~ ~ o t  

tell which assumption is violated and btltfi types of violatioits will result i ~ t  it c o ~ ~ ~ p l o t t ~  

semantic representation, which evaluates t o  pointless in tlw (1 at abase. 

Statements with a "-some verb" are simply translated into  the usi~al for f o r m u l i ~  for sonte, 

i-e., s m e ( X , F I ,  ET"2) = for[S, X, i) ,cind{Ei.  F2f.gretifcrf f:trr:(crrrtl(S), i 1 ) )  

6.5.3 ASL and LMfs  Quantification Hierarchy 

The basic sentence patterns in ASL are: 

I. sub&t f intransitive wrb 

e.g., EE SWIM. (Re is swinmming.) 

2, subject + conpleme~t 

eg . ,  wEr DOCTOR, (We1 is a doctor.) 

e-g., CAR FLAT TIRE. (The car has a flat tire.] 

3. subject f verb + ob&t 

e-g-, ME READ BOOK. (I read a book.) 



4.  subject + verb + indirect object + object 

e.g., T I N A  GIVE ERIC IIAIRCUT. (Tina gave Eric a haircut.) 

In general, the basic ASL sentences conform to the quantification hierarcliy proposed by 

Colrnerauer (see 2.1.2): Quantificatiol~s introduced by the subject dwninate those intro- 

duced by a complement. If a verb has two complements, the rightmost dominates the 

leftmost. Recall that this second hypothesis caused some problems in English and we con- 

cluded: if the quantification of the recipient is not (L or the, this quantification should 

dominate regardless of position, i.e., "Diana gave each child a gift" and "Diana gave a gift 

to each child" translate into the same f o ~  formula. Nest we discuss how XSL offers a 

solution to this problem. 

-EACH and -ALL Verbs 

Recall the two possible represenations of "Diana gave a gift to  each child." 

The first representation implies that each child got a separate gift, while the second implies 

that there was only one gift and the children were sharing this gift. For English, we assume 

that the author intended the first interpretation, but we cannot be 100% certain. ASL can 

convey both these ideas u~lambigously by adding different affixes t o  the verb: the -EACH 

a%x conveys the idea that each child got a separate gift, while the - A L L  affix coliveys the 

idea that they shared one gift. We propose that if a sentence contains an  - E A C H  verb, the 

quazttification of the recipient fi-e., each) dominates the quantification of the other comple- 

rrtfint. If f he a sentence ~ m ~ f a i ~ s  an -ALL verb, the qumtification of the object dominates 

the quantification of the recipient. 1-e., DIANA GIVE-EACH CHILD GIFT is translated into (1) 

above and GIFT, DIANA GIVE-ALL CHILDREN is translated into (2)  above. 



Two Objects-Dual Inflection 

Multi-directional verbs can indicate more than one object (luost signer..; only I!W d11a1 it~llts- 

tion, but there are some which also use trial) and the implication is t hat t llc act ioll applic.s to 

both objects collectively (similar to - A L L  verbs), Recall, dual ittllcctiou c a n  bc ;~c.rori~p\islirct 

in two ways; either by first moving to one reference point and tllcli quickly "l)ot~ilr*i~rg" to 

the other reference point, or the signer can repeat tlic verb twice, each ti~uo \vitli a c l i i i c w n t .  

endpoint (starting point for reverse agreement verbs). C:o~tsitIcr t llc fdlo\ving csanlpics: 

Since the action applies to  both objects collectivcly. wc propose to prowss I tic. c.o~~r plcliiclr 1,s 

from right to left. We also suggest that the duality concept t ~ ~ ~ ~ ~ l i l t c s  i r ~ t  o ;ill i ~ l l c y y r  j o r  

formula. Hence, the above sentences translate into tllc followil~g j o r  Sori~~uli~: 

= f or(S1, X 1 ,  cakes: and(iscaLe(Sl) ,  

f or(S2 ,  X2, people, n n d ( i s 1 ) e ~ ~ o ~ ~ ( S . L ) ,  

gi?.!c(eli, -4-2, { j i k g ,  pcpc} )), 

equctl(card(,S2), 2))), 

greater-than(card(Sl ), 1 )) 

1. intransitive verb, subject 

e-g-, SWIM, HE. (He is swimming.) 

2. complement, subject 

e-g., DOCTOR, WEI. (Wei is a doctor.] 
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e.g., FLAT TIRE, C A R .  (The car has a flat tire.) 

3. object, subject + verb 

e.g., ROOK, M E  READ. (I read a book.) 

4. verb + object, subject 

e.g., READ YOU,  H E .  ( I  am reading to  you.) 

5 .  object, subject + verb + indirect object 

e.g., H A I R C U T ,  T I N A  G I V E  ERIC. (Tina gave Eric a haircut.) 

In terms of consti tueats (e.g., subject, complement, recipient ) the hierarchy stays the 

same, but the order in which the quantifications appear in a sentence has changed, so in 

terms of order of appearance, there is obviously a difference. Txpe 1 sentences can only have 

one quantification so there is no problem. Most type 2 sentences are elementary statements, 

so thcy translate directly into LM. Type 2 sentences that are not elementary statements, 

but have subject and complement, e-g., FLAT TIRE,  CAR,  sllould process the quantifications 

from right t o  left. The  same is valid fgr sentences of type 3 a ~ l d  4. Type 5 sentences are 

subject t o  our analysis of two complements of the verb, so the order in wllicll to process the 

complements depends on the inflection of the verb. 

6.5.4 Negation 

Sentences that contain a non-manual negating signal and possibly a negating sign different 

from N O N E ,  translate directly into the quantifer representation Colnierauer suggested for 

rregation. 

n 

e-g., WOMAN ( I N D E X )  BUY DOG (The woman didn't buy a dog.) 



NONE 

The negating sign x o s ~  trarislates into the fur- for ,lo. IJor itsa~~rplt*. 

n 

EMPLOYEE NOXE LIVE 3 BURXABY 

Some sample ASL queries' trairsiation into c.onipletc I,$€ f ; ~ r i ~ : ~ i i t i .  arcz l i s t tv i  in  ; t j t j t w t l i s  

D. 



Chapter 7 

We hiehew the main contributions of our work to be: 

r a testbed of its rrse +.-itlk ASL consultasion of deductive databases 

e a rigorous characterhation of multi-valued deductive databases for cooperative an- 

swerf ng 

o a rigoraus fagid system, LM, underlj-kg both our computational model of ASL and 

our database queq Ianpage. 



7.2 Limitations and Future Work 

At present, our XSL interface cannot distinguish between the two following two sentences: 

I 

WOMAK BUY DOG. (The didn't buy the dog.) 
ri 

WOMAK BUY DOG. (1% wasn't the woman who bought the dog.) 

But, for an interface t o  computer applications, it is not necessary to distinguish between 

them, since they are basically sp tac t i c  variants of each other with a shift in emphasis, while 

the semantic content is the same. In a transtation system, however, it ivould be interesting 

t o  distinguish between the  two sentences. In such a system one would lmvc to synchronicc 

the non-manual and the lexical information such that the analyser would know which part of 

the  sentence the non-manual signal accompanies. This requires a more sophisticated rnodel 

of ASL and we would have t o  develop a much more sophisticated semantic representation 

of ASL than what we have presented here. 

Future work in cooperative answering will concentrate on including the other problem 

are?; (generalizations, user" beliefs and expectations) into our formalism. 

We expect it t o  be relatively easy t o  account for generaliizations through our type 

hierachy. Recall the query 

Amesican Airlines-flight;(burbank, dulles, a t  -loam) 

fram the introduction (section 1.3.5). If we have a type hierarchy like this 

travel 
\ 

flight train 
/ ' \  

A-4 SAS 

arnd similar hierarchies for the arguments and if the inital query fails, we traverse the hier- 

archies sideways t o  offer alternative solutions or upwards to  make the query more general. 

Another area of cooperative answering that we have not d e J t  with, is inclusion of 

information on related topics. For example, if somebody asks for a flight between Oslo and 
- 7 kmcom-err one can indnde. for example, the price and departure time ( 1.3.5). If we replace 

oar simple types with T& Feaiurr Structures (TFS) (see [3,5O, 54]), where each constant's 

type has a list of fea tu re /due  pairs. If we let the features of our Oslo-Vancouver 

&&t be COST and DEP-TIHE they will surface through the unification process, and magic, 

we have more information in our answer. 



Appendix A 

ASL Grammar 

% Basic sentence patterns 

sentence(S) -> sent(S). 
sent(S) -> verb_lesssentence(S). 
sent(S) -> np(Subj), 

non-dir-vp(Sub j, S). 
sent(S) -> multidir-vp(Subj, Vp). 
non-dir-vp(Sub j, Vp) -> intransno~dir-verb(Sub j, Vp). 
no~dir-vp(Subj, Vp) -> transaon-dir-verb(Subj, Obj, Vp), 

nplObj)- 
multi-dir-vp(Vp) -> transmultidir-vp(Vp). 
mufti-dir-vpf Vp) -> ditransmultidir-vp(Dob j, Vp), 

np(I3ubj). 
trans_multi-dir-vp(b) -> np(Subj), 

t r an sd t i d i r -ve rb (Snb  j, Dobj, Vp), 
np(Dobj). 

ditransaulti-dir-vp(Dobj, Vp) -> np(Subj), 
ditransrmultidir-verb(Subj, Iob j, Dob j, Vp) 
np(1ob j). 

verbless-sententre(is_hx(Subj, Cump)) -> np(Npl), 

npfNp2). 
verbless-sentence(isAas(Np1, Ap)) -> np(Mpl), 

~P(AP).  
np(NP) -> nonn(Noun)- 
ap(Ap) -> adjective(Adj). 
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% establish a spatial reference or role 

% indexing and role play 

non-dir--vp -> (Getf i rs tsef(Sub j)), 
transnondir-verb(Subj, Ob j, Vp) 
{Get~econd-.ef(Obj)). 

multidir-vp(Vp) -> trans_multi-dir-vp(Vp). 
multidir-vp(Vp) -> ditrans_multidir-vp(Dobj, Vp), 

np(Dob j). 
mdtidir-vp(Vp) -> reverse-ditransmulti_dir-~p2(Dob j, Vp), 

np(Dob j). 
transadti-dir-vp(iip) -> (Getfirstref(Subj)), 

transmulti-dir-verb(Subj, Obj, Vp), 
{Getsecond_ref(Ob j)). 

ditransaultidir-vp(Dobj, tip) -> (Getfirstsef(Subj)) , 
transmulti-dir-verb(Subj, Iobj, Dobj, Vp), 
(Getsecondref(1ob j)) . 

reverse-ditransadtidir-\p2(Dob j, Vp), -> 
{Getfirst_ref(Iobj)), 
reverse_multi-dir-verb(Iobj, Subj, Dobj, Vp), 
{Getsecondref(Subj)). 

% dual and trial inilection 

trans-multi-dir-vp(Vp) -> (Getfirst-ref(Subjj), 
transrmulti-dir-verb(Subj, Dobjl, Vp), 
{Getsecond-ref(Dob jl)), 
{Get-third-ref(Sub j)) , 
transadti-dir-verbpubj, [Dobjl, Dobj21, Vp), 
{Getfourth-ref(1ob j2j 1. 

d i t r an sd t i d i r -vp{Dob  j, Vp) -> (get,Trst- ref(Sub j j) , 
ditrans-multi-dir-verb/Subj, [Iobjl, Iobj21, Dobj, Vp), 
(Getsecond-ref(lob jl )), 
{Get-third-ref(Subj)) , 
ditransaulti-dir-vewubj, [Iobjl, Iokj'L]: Doh j, Vp), 
{Getfourth-ref(Iobj2)). 
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reverse-ditrans-rnultiidirtvp(Dobj, Vp) --> 
{getfirst-ref(Iobjl)), 
ditransnulti-dir-verb(Subj, [Iobjl, Iobj21, Dobj, Vp), 
(Getsecond-ref(Sub j)), 
(Get-third-ref(Iobj2)), 
ditrans_multidir-verb(Subj, [fobjl, Iobj21, Dobj, Vp), 
{Getfourth-ref(Subj)). 

% Yes-no question 

% Negated sentence 

sentence(S) -> {Nan-mainud-negation(true)) , 
sent (S). 

% Topicalization sent(S) -> (Non-manual- topic(true)) , 
topicalizedsent(S). 

topicalized-sent(Vp) -> np(Dobj), 
no~dir-vp-topicalizehdob j(Dob j, Vp). 

topicalized-sent(Vp -> no~dir-vp-topicalized-vp(Subj, Vp), 
{getsecond_ref(Sub j)) . 

topiealized-sent(Vp) -> np(Dobj), 
multidir-vp-topicalized-dob j(Dob j, Vp). 

non-dir-vp-topicalized-dobjfDobj, Vpf -> {getfirst_ref(Subj)), 
non-dir-verb(Sub j, Dob j, Vp). 

non-dir-vp-topic&&\-p( Sub j, Vp) -> non-dir-verbCSubj, Ob j, Vp), 
{getfirstref(Obj)). 

multidir-vp-topicalized-dobjmobj, Vp) -> ditrans-multi-dir-verb(Subj, Iob j, Dob j, Vp) 
{get-firstref(Sub j)), 
{getseconbsef(Iob j)) . 

% Set new time frame 

sent(S1-> - s~ec_time_marker(Tm;, 
(New-time-frme(Tm)}, 
mdtFdir-vp(Vp)- 

t r a n s ~ u l t i d i r - k p f  Vp) -> (Getfirst_ref(Subj)), 
transatdtidir_verb(Subj, Obj, Vp), 
(Getseconhref(0b j)} , 
gener&time_marker(Tm), 
(New- time-frame(Tm). } 



% Subject deletion; Store last subject 

tran~~~ulti-dir-vp(Vp) -> (Getfirst-ref(Subj)}, 
transaulti-dir-verb(Sub j, Dob j 1, Vp), 
(Getsecond-ref(Dobj I)}, 
(Get-third-ref(Subj)), 
transaulti-dir-verE(Subj, [Dobjl, Dobj21, Vp), 
(Getfourth-ref(1ob j w ,  
(Store-last-subject}. 

no~dir-vp(Sub j, Vp) -> intransao~dir-verb(Sub j, Vp), 
{Store-last-subject}. 

% Subject deletion; Retrieve last subject 

sent(S) -> missing subject(Vp). 
missingsubject-vp(Vp) -> intransaon-dir-verbpub j, Vp), 

(Get.lastsubject(Subj)} . 
rnissingsub ject-vp(vp) -> transao~dir-verb(Subj, Obj, Vp ), 

(Get-first-ref(0bj)) 
(Get.lastsubject(Sub j)}. 
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ASL Dictionary 

% adjectives 

adjective -> [nice]. 

% nouns 

noun(diana) -> [&ma]. 
noun(sergi0) -> [sergio]. 
noun(bsok) -> [book]. 

% verbs 

intrans~on-dir-verbpubj, swim(Subj)) -> [swim]. 
transnondir--verb(Subj, Obj, love(Subj, Obj)) -> [love]. 
transmulti-dir--verb(Subj, Obj, meetlSubj, Obj)) -> [meet]. 
ditransaulti-dir-b*erb(Subj, Iobj, Dobj, give(Subj, lobj, Dobj)) -> [give]. 
reverse-ditrans-multi-dir-verboobj, Subj, Dobj, take(Subj, Iobj, Dobj)) -> [take]. 

% Retrieve time frame 

transmultidir-verb(Subj, Obj, meet(Subj, Obj, Time)) -> [meet], 
(Get-time(Time)). 

intransaon-dir-verbfsubj* swim(Subj, Time)) -> [swim], 
{Get-time(Time j). 



Appendix C 

Grammar Subroutines 

Subroutine : Get-first-location(out : Location) 
Loctriion = First-fmaiiwi 

End Get-first-location 

Subroutine : Establish-reference(in: Referent, Location) 
Case Location: 

LEFT: Let kfl= Referent 
RIGHT: Let Bight = Referent 
LOCI: Let h e 2  = Referent 
LOC2: Let Loc2 = Referent 
LOC3: Let k 3  = Referent 
LOC4: Let Loc4 = Refemnl 
LOC5: Let Loc5 = Referent 

End Case 
End Establish-reference 

Subroutine : Get-first-reffout: Referent) 
Let Referent = First-Ref 

End Get-first-ref 

Subroutine : Get-second-ref( ou t : Referent) 
Let Refereni = Second-ilej 

End Get-second-ref 

Subroutine : Get-third-ref(ont: Refemnt) 
Let Referent = TBint-& 

End Get-third-ref 



APPENDIX C. GRAMMAR SE"BR0 LV'TINES 

Srrbroutine : Get-fourth-reffoub: R e f e ~ n t )  
kt Referent = Foudfr-Ref 

End Get-fourth-ref 

Subroutine : NOR-manual-topic/out: Son-manual-flag) 
If Topic = PRESERT then 

Let son-manual-flag = TRUE 
@he 

Let Nan-manual-flag = FALSE 
End If 

End Non-manual- topic 

Subroutine : Non-ma~naf-qxestionf wit: Son-manual-flag) 
If Question = PRESEE'I' then 

Let Non-manual-flag = TRUE 
Else 

Let Non-manual-fig = FALSE 
End If 

End Non-manud-question 

Subroutine : Non-manod-negation[out: Non-manual-flag) 
If Negation = PRESENT then 

Let Non-manual-flag = TRUE 
Else 

Let Non-manual-& = FALSE 
End Jf 

End Non-manual-negation 



Subroutine : Get-time(out: Time) 
Let Time = Time-frame 

End Get-time 

Subroutine : Store-last-mbject(in: Subject) 
Let Lastsubjecd = Subject 

End Store-last-subject 

Subroutine : Get-last-sub%t(in-out: Subject) 
Let Subject = Last-Subject 

End Get-last-sub&t 



Appendix D 

Some Sample ASL Queries in LM 

3 

1. JORG BORN WHERE? ("Where was Jorg born?") 
= those(X, country, borna'n(X, jiirg)) 

q 

2. BRIGITTE OWN CAR (ESTAB.)? ("Does Brigitte own a car?") 
= f or(S, X ,  ems, and(iscar(X), own(brigitte, X)), greate~Ahan(cardinaEity(S), 0))) 

3 

3. CAR (INDEX) RED? ("1s the car red?") 
= f or(S, X, cars, i s c & ( ~ ) ,  if (epual(cardinality(S), l), isred(X))). 

9 

4. < ('LWho do Alicja and Diana work with?" 
= thosefX, people, umrkwith([aiicja, diana, X)) 

3 

5 . 4  (LLDoe~ any administrative employee 
live in Burnaby?") 
= f or(S, X, employee, and(admin(X), employee(X), livein(burnaby, X)), 

greater41FZan(ca~dinaZity(S), 0)) 

4 

6. eliGIVEjj;g,me CAKE'{ ("Did Eli give Jorg and Pepe a cake?") 
= fo~(S1 ,  XI, cakes, cslad(iscake(Xl), 

for(%?, X2, people, and(ispe~son(X2)~ 
give(eli, X2, {jilrg, pepe})), 

equal (card(S2), 2))), 
greaterlhanf card(Sl), 1)) 

t s_ 

7. GIFT, DIANA T o  whom did Diana give a gift?") 
those(X, people, for(S, X, gi f t ,  gioe(diana, X, gi f t), 

greater_than(c~rdina2ity(S), 0))) 
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