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Abstract

Focal-plane processing is an approach to image processing that incorporates local computation
circuitry within an image sensor. This allows the large data bandwidth of visual systems to be dealt
with in a parallel fashion, using many simple and efficient processors.

This thesis investigates the feasibility of constructing a hardware-based smart vision sensor that
will implement various receplive field processes used for software-based image processors.
_Simple prototype sensors implementing custom receptive field functions that use very-low-power
current-mode analog processing circuitry are examined. These devices use specially-designed
multi-mode photodetectors that are capable of reducing over seven decades of illumination
intensity to three decades of output current. The sensors use on-chip current-controlled-
oécil!ators to convert the output signal of each receptive field to a quasi-digital format, eliminating
“the need for on-chip A/D converters, and providing a high degree of noise immunity. The
components and sensors described in this thesis were fabricated in a 3 um digital CMOS process,
and evaluated with an optical test bench designed for that purpose. The measured devices were
found to operate acceptably.

A structure for microelectronic receptive fields is proposed, and the general approach of focal-
plane processing is discussed. This thesis also proposes a framework for constructing an
intelligent vision sensor for peripheral vision, and postulates possible technological solutions.
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1. Introduction
1.1 Data Flow in the Visual System- A Concept Model

Vision provides a method by which we interpret our environment. The task performed by our
visual system is primarily that of data reduction. From the 100 million or so photoreceptors in the
retina to the 1 million nerve fibers in the optic nerve to the understanding that we are observing
the face of a friend comprises an extraordinary feat of data reduction. Each stage of the process
extracts meaning from the data presented to it, thereby reducing the volume of data passed to the
next stage. Without this simplification, higher level processes would face an overwhelming task. It
is this process of extracting useful information from the massive amounts of available data that

allows us to interact with our environment.

This section describes a model of the visual system based upon data collected from biological
systems. This model will represent the data path leading from objects in our environment to our
understanding and perception of them.

Iris Lens ? Retina

Scene Visual Cortex

(Brain)

Early Higher Vision
Vision Interpretation:
Processing: "Sailboat"

Figure 1-1: Data flow diagram of the visual system

The scene perceived by a viewer is made up from the light reflected or emanating from a set of
objects. In the real world, such a scene is generally dynamic, containing either moving objects or
changing light intensities. For humans, scenes are never entirely static, as the eye is constantly

moving, scanning the interesting features in view. Spatial changes in light intensity and variations



in colour or wavelength also contain information about a scene. Scenes in our environment can
also project a broad range of lighting conditions, and much of the specialization of our vision
system is adapted towards dealing with night time lighting situations.

The light from the scene passes through the iris and is focused by the lens onto the retina. The
iris helps-the retina adjust to rapid changes in scene intensity by reacting quickly to restrict the
amount of incident light. This mechanism is effective, but can only compensate for approximately
one decade of light intensity. A slower reaction that can accommodate larger intensity shifts
occurs in the eye's photoreceptors. [n addition, the retina has two basic types of photoreceptors,
each optimized for a different range of light intensity.

Early vision processes take place in the retina and perform such functions as edge enhancement
and motion detection, local gain compensation, as well as feature extraction [19,20]. The data
received by the photodetectors consists of the highest bandwidth of the entire vision system.
The purpose of early vision processing is to reduce the data bandwidth passed on to the next
stage of processing. By extracting relevant features and data from the massive amount of data
collected by the rods and cones, the retina greatly simplifies the problem presented to the visual

cortex.

Much of the data reduction performed by the retina results from its foveated structure. This
structure reduces the amount of detail processing by containing closely packed photodetectors
at the center, and more widely spaced photodetectors toward the periphery. This allows us to
receive detailed information about a central area, and less precise information from the periphery.
This presents a limitation in that we only receive precise detail in one small area. We overcome this
limitation by swiveling the eyes towards points of interest. In the design of the eye, performing
data reduction is more desirable than eliminating a complex mechanical system.

Higher vision processes occur in the brain to further reduce the data provided by the retina and
produce a useful model of the objects around the viewer. The initial steps largely involve
assembling depth information from the image. This information comes from the stereo disparity
between the image seen by each of our eyes as well as other cues which determine object
boundaries. These processes reveal the orientation and depth of visible surfaces in a viewpoint-

centered frame of reference [16].

The final processes of vision create a 3D model of the objects in the environment. Rather than
dealing with edges and surfaces, the data now represents volumes and objects. Information
about the parts of objects not immediately in view is hypothesized. The result is data about

objects and their orientations that allows us to interact with them.



In the context of electronic vision systems, the concept of foveated vision can be used to form
two categories of vision sensor. The equivalent of the retina’s fovea, where photoreceptors are
most densely packed to obtain the greatest detail, is central vision. The highest photodetector
density in electronic systems is obtained with a CCD array. This technology is well developed, and
more than adequate for the task. This CCD array would be coupled to a conventional digital
processor that would be sufficient for dealing with its relatively small area. The rest of the retina, or
periphery, contains less densely packed photoreceptors, along with more processing and
interconnection cells. The electronic equivalent of this region would be a large scale focal plane
processor. This circuit would couple photodetectors closely with simple processors, and perform

some low level vision operations in a parallel fashion. Together, the two regions would form a

foveated smart vision sensor (FSVS).

A sample output of such a vision sensor is shown in figure 1-2. In this diagram, the output of the
central region is unprocessed data, as it would be sent to an external processor. In this case, the
periphery has been processed with an edge-detection algorithm, although more complex

processes could be performed. This thesis will focus on the development of circuits and devices

for such a sensor’s periphery.

s P 3

Figure 1-2: Simulated output of a smart vision sensor with central and peripheral regions



1.2 Existing VLS! Iimplementations of Early Vislon Processes

VLSI image sensors have evoived to the point where they are ideally suited for providing central
vision functions. CCD arrays feature high density and wide dynamic range, and are almost perfect
for such applications. For peripheral vision processing, devices are not as well developed. This
section will critically review new approaches to Early Vision processing taken with a more
intelligent view than conventional software processing. Each one will be examined in the context
of its usefulness for peripheral vision functions.

Data reduction and feature extraction are necessary if artificial vision systems are to be used in
autonomous applications. For sysiems to use visual data without human intervention, the
information extracted from the data must be represenied in a way that allows decisicns to be made
affecting the environment. These applications require that the data be reduced to
representations in which the quantity of data is independent of image complexity [11].

The primary task of a vision system, whether biological or mechanical, is 1o reduce the data
presented to it into a manageable size and form. There are two major approaches to perlorming
this task with computer hardware. The first uses a conventional digital computer to implement
processing algorithms on raster images collected from a CCD camera. This approach reduces the
task to a software probiem, and allows the greatest fiexibility and precision. The second group of
research involves the fabrication of specialized imtegrated circuits to perform specilic sub-tasks in
an analog fashion. Such circuits can feature photosensors tightly coupled to the processing
circuitry. As many simple processors can handle the huge data bandwidth in a massively paralle!
fashion, this approach has the advantage of being much faster, allowing the digital computer to
deal only with the reduced bandwidth presented by the specialized circuit.

Previous research done on analog VLSI Early Vision processing [9] has established its merits
relative to those of conventional digital processing. The advantages of the analog VLS! approach
are primarily its high speed, low power consumption, and the relatively small silicon area
consumed. Of these factors, the high processing speed is the most appealing. Coupled with this
approach are some disadvaniages, which are principally limited accuracy, inflexibility and a lack of
storage capability [9]).

1.2.1. image Plane Processors

Carver Mead has designed a silicon retina that uses a resistive network to perform local gain
compensation [3]. Mead recognizes that the wiring necessary for computation is the limiting factor
in both neural and electronic systems, and he attempts to work around the problem with shared



wiring, such as the resistive network. His designs use a regular hexagonal layout, which is not
optimal for peripheral vision tasks, do not perform operations such as edge-detection or feature
extraction, and use the subthreshold region of MOS transistors, which accentuates the effects of

device mismalches.

Researchers at MIT are pursuing various directions in image-plane processors [9]. Their systems
feature paraliel computation, and analog circuitry for high throughput and low latency. They
choose tasks and algorithms that require low or moderate precision and map naturally to physical
processes in silicon. Their approach focuses comprise two subgroups, the clocked and

unclocked systems.

The unclocked systems are generally the fastest and use the least power. The MIT group’s
systems use BJTs for sensors and FETs for processing. These designs are similar to those built
by Carver Mead, except that they avoid using the MOSFET's subthreshold region to reduce the
etfects of device mismatch and attain greater speed. This approach emphasizes data reduction
with resistive networks, which can be used to compute the location and orientation of a single
object. The primary drawback of this approach is that it can deal only with simple images, in which
iformation about a single object is required.

The clocked systems utilize CCD sensors and emphasize charge-domain signal processing. They
have the drawback of requiring 10 to 25 different clock signals, which must be produced off-chip
and rouied through the sensor. These signals consume power, add to chip area, and increase
the chip's complexity. The researchers report a speed advantage of approximately 1.5 orders of
magnitude over special-purpose digital systems, although this changes from example to example.
Specifically, they have fabricated a CMOS Imager and processor using a 2D resistive grid fo find an
object’s position and orientation at 5000 frames per second with power consumption of 30 mW,
and a CMOSICCD imager and processor performing clocked image smoothing. These results
demonstrate the potential benefits of this approach, but require prohibitively large amounts of
“silicon area for signal routing [9).

Deweerth [11] has fabricated an analog chip that gives analog X and Y voltages comesponding to
the brightest point on the sensor’s surface. The chip contains 160x160 pixels in 2um BiICMOS,
and uses BJT differential pairs to reduce the transistor mismatch effects common with MOSFETSs.
This design is not an image sensor, but does use innovative metheds of coupling photodetectors
and analog circuilry. This chip shows how massive data reduction can be obtained from analog
mfraxﬁw. although the design is not suited to images containing more than one point of interest.



1.2.2. Innovative Digital Image Processors

Researchers at SR! Internationat [10] have fabricated a chip that constructs a Gaussian or
Laplacian pyramid structure from a 512x 480 image at 44 frames per second. Applications of this
device include image compression, image enhancement, motion analysis, stereo, and object
recognition. This device is a dedicated digital processor that does not contain sensors. Instead, it
takes an already digitized image as input. This approach represents an avenue of competition
with analog vision processors. Using specialized digitai hardware, the performance of analog
processors can be approached, but the silicon area required makes this method prohibitively
expensive.

This approach might prove useful in a hybrid package in which a wafer-scale photodetector array
is coupled to specialized digital processors. The digital processors could be contained on
discrete dies, bonded to the wafer so as to accept signals from a local area. One of the primary
disadvantages of the digital processor, its intolerance of fabrication defects, would be overcome
by using only pre-tested devices in the final package. Such a sensor would require new
packaging techniques, but might prove promising in the future.

1.3 A Smart Vision Sensor with Receptive Flelds for Peripheral Vision
[ ]

There are many applications for a smart vision sensor with central and peripheral regions. These
include artificial intelligence research, in which an attempt is made to emulate human vision,
automation, in which the quick recognition of objects is desirable, and remote sensing, in which
the reduced bandwidth produced by the sensor can be transmitted more easily. Rather than
concentrating on one area, a more general approach to the concept will be taken.

Figure 1-3 shows a possible structure of a fragment of a complete vision sensor utilizing
MicroElectronic Receptive Fields [14]. The receptive fields comprising such a sensor would
depend upon the intended application. For example, a vision sensor intended for use exclusively
as an edge-detector would exclusively contain edge-detector receptive fields with varying sizes
and orientations. A vision sensor intended for motion detection woulid contain motion detector
receplive fields. However, to obtain a vision sensor suitable for general purpose applications,
receptive fields should be present to detect many different manners of image primitives, such as
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Figure 1-3: A small section of a focal-plane image processor comprised of (a) non-overlapping and
(b) overlapping two-dimensional receptive fields

To extend the foveated retina structure to VLSI, the fovea would become a high-density array of
photodetectors, likely with external processing. Focal-plane processors would implement the
periphery as a lower-density set of receptive fields. This approach would incorporate the

strongest points of each approach into a single sensor.

The primary competition to focal plane image processors comes from conventional CCD sensors
coupled,to oﬂ-éhip digital procéssors. The primary advantages of the CCD approach are their high
| density, and the flexibility to re-nrogram the digital processor for different applications. The
disadvantages of the CCD approach are-susceptibility to device deiects, lower processing speed,



and increased power consumption. In order to retain the advantages of both CCD and MERF

sensors, a hybrid design is necessary.

A practical implementation of such a vision sensor would require a hundred thousand or so
receptive fields to perform peripheral vision functions. This would not be practical on a
conventional VLSI die due to size constraints. To achieve a device of this complexity, it would be
necessary to utilize different technologies. Two possible approaches are wafer-scale
restructurable systems, and interchangeable silicon modules. The first approach wouid include
redundant circuitry, and use a technique such as laser linking to disconnect defective functional
units and connect operative ones [18]. The second approach would be a refinement of the mutti-
chip module (MCM) concept, and requires some technique for lateral interconnection between
die-sized functional units. A drawback of this approach is in the blind spots which would be
created along the edges between modules. Most of the lateral data flow would be within each
silicon block, but some signals would have to flow between blocks.

1.4 Thesis Structure

The goal of this thesis is propose a hybrid vision sensor incorporating both the high resolution of a
CCD array and the processing power of Microelectronic Receptive Fields (MERFs). The MERF
concepts will be validated by building and testing circuits containing them. The functional blocks
necessary for these circuits will be presented, along with sensors built from these blocks. Rules
for the custom design of MERFs will be formulated, and used to help propose a framework for the
construction of intelligent vision sensors for peripheral vision processing. The design of an
optical test bench necessary for precise sensor measurements will also be described. This
equipment will be used to characterize MERF circuits and sensors. From this data, a conclusion
will be reached as to the viability of the wafer-scale sensor approach.

Chapter 1 introduced the vision system from a data flow perspective, proposed a model of vision
that will guide sensor design, and described previous research that relates to this project.
Chapter 2 describes MERFs in more detail, and gives a iunctional description of the building
blocks that would make up the overall sensor. Chapter 3 covers the design and testing of the
building blocks. Measurement results are presented for wide-range photodetectors, analog
processing circuitry, and analog to digital converiers. Chapter 4 presents the design of vision
sensors based on these blocks. Chapter 5 describes the design of an optical test bench and the
system necessary for vision sensor measurements. In addition, results of prototype small scale

vision sensors are presented.



2. Design of Receptive Fields for Vision Signal Processing

This section will describe in more detail a vision sensor based upon the receptive field paradigm,
list the tasks that it must perform, and propose the functionai units that could be used to perform

them.
2.1 The Receptive Fleid Model

The retina performs many vision processing operations in a massively parallel fashion. Operations
such as edge enhancement, motion detection, image averaging and compression are all
performed by several layers of cells below the rods and cones. The functionality of our retina is
such that we even use it to judge the results of image processing algorithms implemented on

machines.

The high performance of the retina is due in part to the interconnections between the
- photodetectors- and surrounding cells, forming networks known as receptive fields (RF).
Research on vertebrates has shown that such receptive fields give a signal in response to a
particular type of stimulus such as an edge with a certain orientation, a moving object, a bar or a
line [19,20]. A mathematical interpretation of these functions can also explain other phenomena,
- such as Mach bands, which are ‘phantom’ dark patches appearing between sharp dark edges as a
result of local gain compensation mechanisms in the retina. The operations performed by these
structures can be simulated mathematically with a computer.

In general, a weighted sum can represent operations performed by biological receptive fields.
Each of the neighboring inputs is multiplied by a weighting factor, and the results are summed

together, forming the output of the RF:

k
RF = 2 pw;
i=1 (2.1)
where the input comes from k photodetectors, p4...pk, each of which has an associated weight,
W1...Wg. A one- or two-dimensional array specifies the weighting factors and their spatial
configuration. . Figure 2-1 gives some sample arrays for different receptive field functions [14].
Various smoothing and sharpening operations, as well as detection of image primitives can be

performed by selecting appropnate welghtmg functions.
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Figure 2-1: Sample receptive field functions for averaging (a), sharpening (b), and vertical edge-
detection (c).
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These convolutions can be implemented in hardware to retrieve much of the simplicity and speed
inherent in the original biological structure. Implementing this process as a software task on a
conventional digital computer requires that the convolutions be computed in a sequential fashion.
The use of a focal plane processor allows computational parallelism simitar to that of the retina.

W

SPw, SPw

i=1

I/0 e

a) , b)
Figure 2-2:. Implementations of () a one-dimensional receptive field and (b) a two-dimensional
receptive field

2.1.1. Receptive Field Algorithms

Successful candidate algorithms for receptive field implementation in either a biological or
electronic system must share three characteristics. = First, such algorithms must be physically
realizable. This generally means that they must combine a small number of local inputs to reduce
the physical interconnections that they contain. The second characteristic is that the algorithm
extract information from the data. it must reduce the data bandwfdth while retaining information
useful for image interpretation. Finally, an algorithm should be resilient. It should not rely on
precise spatial orientation or exact input weightings.
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One well-known edge-detection algorithm used in digital image processing is Sobel's edge
detection [13]. This consists of the convolutions shown in figure 2-3, in which different
weightings are used to detect horizontal or vertical edges.

1 0 -1
2 0 -2
10 -

Horizontal edge-detector

1 2 1
0 0 O
-1 -2 -1

Vertical edge-detector
Figure 2-3: Sobel's edge-detector for vertically and horizontally aligned edges

This algorithm fulffills the criteria for receptive field implementation. First, it requires that only six
local inputs be used, allowing a very simple interconnection strategy. Secondly, this algorithm can
reduce the data bandwidth while retaining useful information. Figure 2-5 demonstrates this fact,
giving the sum of the vertical and horizontal algorithms as applied to figure 2-4. This procedure
has extracted the significant edges of the objects contained in the scene, and they can be
represented by a single bit per pixel, instead of the eight bits per pixel required for the original
data.

Figure 2-4: The sailboat scene

11



Figure 2-6: Applying the distorted version of Sobefs edge-detection o the sailboat scene
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Finally, the application of a distorted version of the same weightings to the original scene
demonstrates the resilience of the algorithm. The weightings given in figure 2-7 represent
corrupted scaling factors and some non-functional inputs.

10 O]

3 0 -3

0 0 -1
Horizontal edge-detector

1 3 0]

0 0 0

0 -3 -1}

Vertical edge-detector
Figure 2-7: Distorted version of Sobel's edge-detector used to demonstrate resiliency

Visual comparison of figures 2-5 and 2-6 shows that the distorted version of the edge-detection
algorithm produces a result almost identical to that of the original algorithm. This demonstrates
that Sobef's edge-detector is resilient to distortion.

Sobel's edge-detector is an example of an algorithm that fulfills the requirements for
implementation as a receptive field.

2.2 VLSI Components of a Microelectronic Receptive Field

2.2.1. Photodetectors

Photodetectors are optical transducers that convert illumination into an analog electrical signal.
The output signal is generally prcportional to both the illumination intensity and the device area.
The larger the active area of the photodetectors, the greater the output signal for a given
illumination, so a larger photodetector can operate in dimmer conditions than a smaller one. Using
larger detectors also presents drawbacks. The larger signal requires more power to produce and
process, and the increased chip area dedicated to detectors reduces the area available for signal
processing. As a human retina will function over a total range of aimost 14 decades of light
intensily, a photodetector producing an output proportional to illumination intensity over the same
range will produce almost 14 decades of analog output signal. The analog signal processor must
therefore be able to deal with a large input signal range.
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2.2.2. Analog sighal processor

| The analog signal processor combines signals from neighboring photodetectors to give a single
output signal. For the case of a receptive field-type convolution, this consists of performing a
weighted sum. This processor must also be able to deal with several decades of input and output
signal levels.

The signal from each photodetector can either be sent to a single MERF, or to a few neighboring
MERFs. The optimal configuration depends upon the technology in which the sensor is
implemented. i a photodetector requires more area than the circuitry necessary to duplicate its
signai, it will be desirable to send the signal to the neighboring MERF cells. In the case where
photodetectors require less area than the duplication circuitry, it will be more efficient to increase
the number of photodetectors, and sent the signal from each to a single MERF. Analog signals
can be processed extremely quickly, but such processing is generally less exact than equivalent
digital processing.

2.2.3. A/D Converter

The output signa! from the analog signal processor is in analog form. Consequently, it must be
transformed to digital form before being used in a computer system. If this conversion is coupled
closely with analog processor, it will require considerable additional silicon area, as well as digital
busses to route signals from the sensors. If A/D conversion is to be performed on another chip,
problems such as noise and crosstalk may interfere with the analog signals. In addition, the A/D
chip will require many converters to process signals from all of the RF outputs in a timely fashion.
An optimal solution requires circuitry which minimizes the drawbacks of each approach.
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3. Constructing the Blocks for VLSI Receptive Fields

This section will describe the circuits and hardware necessary to construct each functional unit
outlined in chapter 2. These experiments were performed using a 3um digital CMOS technology.
The goals were to find the limits of the MERF approach using a technology that was popufar and
readily available. The results will show whether this technology is suitable for these purposes or

whether they will require other technologies.
3.1 Photodetectors with Built-in Light Adaptation Mechanism

Intelligent vision sensors need photodetectors with the largest possible sensitivity range to react
with the large range of light intensity present in our environment. Environmental lighting
conditions range across 14 decades of light intensity measured at the earth’s surface: from bright
June day conditions (100 W/cm?), through full moon light (approximately 10-8 W/icm2) to a darkest
night sky illumination (approximately 10-14 Wscm?2) [1]. For intelligent vision sensors functioning
under the same set of circumstances as human visual systems, their dynamic range must be
similar. To meet this need, vertebrates have evolved retinas in which rods and cones have
different sensitivity and built-in light adaptation mechanisms. Ideally, an artificial vision system

would share these characteristics.

The vertical bipolar transistor and p-n diode are natural byproducts of a standard CMOS process
and they share identical structures, with the p-well forming either the base of a vertical npn
transistor or part of a diode [3-5]. The design of a photodetector that uses the same physical
structure in two different operating modes can exploit this fact. When the structure is operating as
a photodiode, either of the two p-n junctions present on the device can provide the output signal.
The photocurrent from the substrate to the p-well can form one output signal, and the
~photocurrent from the n+ diffusion to the p-well can form the other. When the structure is
opérating as a phototransistor, the substrate forms the collector (which must be biased at +5V),
the p-well is left floating to form the base, and the output is taken from the n+ emitter.

The most commonly used photodetectors in CMOS technology are vertical bipolar
phototransistors (BJT's) and photodiodes, both featuring a single mode of operation [2-5]. The
greatest drawback of the photodiode is that it is relatively insensitive to light, often requiring large
_detector areas. The vertical phototransistor is a more sensitive device able to detect an optical
‘s'ignarl corresponding approximately to a moonlit scene (3], but also requires proportibnally more
| power to operate. When considering very large arrays of photodetectors, the power
requirements of the devices can become critical. A single phototransistor or diode with
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reasonable dimensions is able to cover 5 - 7 decades of light intensity [2,5], with a similar range in
output current. It becomes clear that to improve performance of artificial vision systems new
photodetectors with increased dynamic range and minimized cost are necessary. It is also
desirable to reduce the range of output current to 2 - 3 decades when using current-mode signal
processing techniques.

3.1.1. Structure of the Multi-mode Photodetector

When a MOSFET is placed across the base-emitter junction of a vertical npn phototransistor
(Figure 3-1), it can be used to force the device into one of two modes. In the diode mode, the
MOSFET permits the substrate to p-well photocurrent to flow directly to the n+ emitter, so no
transistor action occurs. The resulting output is simply that due to the reverse-biased substrate to
p-weli junction. When the MOSFET is turned off, electrons generated by photons in the p-well
add to the base current of the vertical transistor, which is amplitied by the forward current gain B of
the device. Figure 3-1 shows a schematic diagram of these two modes of operation [15].

a)
B(IVDD) Pl_r—LLlN
n-sub kp-wellk = E) B) C

A
b) B
s
B
P N P
— N 1
out
out
phototransistor mode photodiode mode

Figure 3-1: Structure and equivalent circuits of a two-mode photodetector

Devices that use a second vertical transistor in the Darlington connection to amplify the output
current of the phototransistor can attain further modes of operation. In particular, relatively small
BJT devices with moderate B can be cascaded to produce a reasonably large output current for a
given illumination level. If this cascade can be selectively connected, allowing the extra gain to be
used ohly at the lowest iIIu'r'nina'lion level, a further increase in the overalli dynamic range will result.
Hence, the photodetector with three modes of operation will use two MOSFET's to determine the

~ mode of operation of the device.
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Figure 3-2: Structure of a three-mode photodetector
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Figure 3-3: Equivalent circuits of a three-mode photodetector

In this design, the two gate inputs can be set in any of four combinations, each resulting in a
different mode of operation. In this way, the device can operate either as a photodiode, a vertical
npn phototransistor, or the Darlington connection of two phototransistors. A built-in light
adaptation mechanism in the photoreceptor could use these three modes ot operation within
different ranges of light intensities.

In intelligent vision sensors, the photodetector will adapt its mode of operation according to the
average light intensity. The phototransistor mode is used-only for the low illumination levels, while
photodiode mode is appropriate for higher illumination. A switching point between two or more
modes can be chosen such that signal processing circuitry following the photoreceptor will
receive a similar current ra‘hge in all modes. This limited current range will simplify vision sensor
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design and allow for minimized power consumption. It also makes the use of current-mode signal
processing techniques practical. The sensitivity control could either be implemented in a global

fachinon or sot for local areae allowinn hrinht or dark areas of a scene to be examinad in detail
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simultaneously [6].
3.1.2. Performance of the Muilti-Mode Photodetector

The output of this device operating in phototransistor mode yields a current approximately two
decades greater than that resulting from photodiode operation. For the sensor with built-in light
adaptation mechanism, this output ampiification can be selected through the simple application of
a digital input signal. The results prove that two-mode photodetectors with a built-in light
adapiation mechanism wiil benefit from dynamic range increased by approximately two decades.

Results for the three-mode photodetector are given in figure 3-4. These results demonstrate that
a second photofransisior stage can be used 1o increase the output current by a further two
decades. The two gain stages allow the output current at low light intensities to be increased by
four orders of magnitude. As with the fwo-mode device, the operation mode is selected through
fwo digital input signals.
moonlight sunfight
103 l |

1074 ,
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Bumination @488nm (W/cm™2)
Figure 3-4: Measured response of three-mode photodetector
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A multi-mode photodetector can be used to map a large range of illumination intensities onto a
relatively small range of output currents, as shown in figure 3-5. The illumination range shown on
the graph corresponds roughly to a dark night through to sunlight. The operating mode of the
device provides approximately two bits of information, and allows an A/D converter to deal with a
reduced analog signal range. The two-mode photodetector measured can reduce more than five
decades of light intensity to less than three decades of output current. The addition of a third,
Darlington-connected mode increases the allowable illumination range even further, to seven or
eight decades of light intensity. It is also worth noting that if the processing circuitry can accept a
larger output current range, the illumination range can be increased even further.
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Figure 3-5: Using multiple operation modes to reduce output current range
3.1.3. An Integrated Switching Mechanism Between Operation Modes

An intelligent vision sensor should be usable over a large range of illumination conditions and on
scenes containing a large dynamic range. This can be accomplished by multi-mode
photodetectors, with an automated transition from one mode to the next. In this way a device that
may be operated in more than one range of sensitivity can be converted to one with a built-in light
level adaptation mechanism. As the photodetectors discussed here use digital logic levels to
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determine their operating mechanism, it is natural that any circuit used to control them will function
as a fight level controlied switch.

The circuitry required {o set the sensitivity control inputs can be relatively straightforward. A block
diagram of such a mechanism is shown in figure 3-6. The output of a photodetector operating in
phototransistor mode can be compared to high and low thresholds. If the output exceeds a
certain value, the photodetectors on the chip can be switched to photodiode operation. Similarly,
if the output drops below another threshold, the Darlington operation mode can be enabled. A
hysteresis mechanism for each of these levels will be desirable, similar to background adaptation
and dark adaptation mechanisms existing in human vision, and can also be implemented in a
straightiorward manner.

high ___\
threshold
v s
Detector__| D|
Signal mode
\ R
threshold

Figure 3-6: A two-mode integrated switching mechanism

The effective cost of the sensitivity control mechanism can be kept low by allowing each circuit to
control a group of photodetectors, such as an entire receptive field. This would allow the vision
sensor to process scenes containing extremes of light and dark. If local control is not required, a
single control circuit could serve a large population of photodetectors in a vision system. The
~ sensitivity control could also be designed with a low-pass filter, allowing the sensor array to
respond to a gradually changing environment without over-reacting to a sudden burst of light,
such as a flashbulb. Such an event would also cause a sensor array to draw an inordinate level of
power i at its most sensitive level, so curent limiting circuitry would also be valuable.

Varying levels of sensitivity in a single photodetector mimic the mechanism existing in the
vertebrate retina’s photodetectors. With the addition of circuitry to select an appropriate sensitivity
level, a ight sensor could mimic the puilt-in light adaptation mechanisms present in the retina.

3.2 Analog Signal Processor

Early vision processes can be performed with a conventional CPU, but the time required to
perform several operations over an entire array can be formidable. Atternatively, one can take the
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’;"'faci that most early vision processes involve combining outputs from neighboring detectors, and
J situate many processors at points evenly distributed across the sensor. This allows the input to
be processed in a parallel fashion, greatly reducing the time required, but introduces the further
problem that the processors will now consume a greater fraction of the sensor's real estate.
Additionally, the interconnections necessary to allow a processor to access 200 or so neighboring
cells become very considerable, and a defective processor will result in a relatively large blind
épot. . Another alternative is to minimize the processors, and give them specific tasks to periorm
with specific input cells. This is the process taken here. Each processor performs only a

specialized function, and consumes a minimum of silicon area.

Most of the MERF processes involve the computation of weighted-sum functions. On silicon, this
can be implemented in either the digital or analog domain. The more conventional approach is to
use digital processors. This requires that the analog signal from each of the photodetectors be
converted to digital form with an A/D converter. The digital data can then be processed with adder
circuits and will give a result that is accurate and reasonably fast. The primary drawbacks of the
digital apb’r’oach are in the amount of silicon area required. The A/D converters and adders will
" require a very large area if distributed among the photodetectors, and create a data bottleneck if
they are centralized. In addition, the interconnections required for digital processing require a

large amount of space, as each bit needs its own data line.

The analog approach is well suited to this problem. A/D converters are not necessary. The
current mode circuitry for weighted sums can be impiemented easily using current mirrors, in
"~ much less area than a digital adder, although the overall accuracy is smaller. At the cost of a little
accuracy, the current mode processor provides higher speed, smaller silicon area, lower power
oonsumption, and far fewer interconnections. The conventional drawbacks of analog signals,
such as susceptibility to noise and line resistance are not factors in local, fully-analog computation.

Due to the large amount of silicon area required for digital processors, it is desirable to use analog
techniques. It is possible to simulate the results of a digital design, but the implementation would

be uneconomical.
3.2.1 Mathematical Operations with Current Signals

The mathematlcal operations necessary 1o |mplement a microelectronic receptlve field are scaling,
‘addition and subtracuon When using current mode signals, the processes of addition and
sub!racuon can be performed by simply connecting wires. All currents flowing into a circuit node
 will sum to the current flowing out of it. The subtractibn operation is implemented by inverting the
sign of !h’e, signal io be subtraded. and then pro'ceeding as with addition. Signal scaling can also
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be implemented using current mirrors. Figure 3-7 shows circuits using current mirrors to
implement mathematical functions. The deviations of the measured output of these circuits from
the expected value are shown in figure 3-8.
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Figure 3-7: Current mirror circuit implementing X = 2A-B and Y = 2(2A-B)
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Figure 3-8: Deviation of output from the ideal value in the circuits of figure 3-8

The deviations from the ideal value vary from less than 10% to more than 30%, depending on the
size of the currents being examined. This circuit will'operate with an error less than 30% over fiva
decadeé of input current from 10-10A to 10-5A. For other operations, the deviation is related to
the complexity of the mathematical operation performed, and is sufficiently small for the
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implementation of robust receptive field algorithms, such as Sobel's edge-detector described in

chapter 2.
3.2.2 Current Mirror Design

In many situations it is desirable to duplicate a current mode signal to transmit it to multiple
destinations. This can be done with a simple circuit known as a current mirror. A CMOS current
mirror consists of two or more transistors connected so kthat they all have the same gate to source
voltage (Vgs). A reference current is applied to the drain of the input transistor, which is also
_ connected to the common gates. In this way the reference current determines the Vgs necessary
to allow it to flow, and each of the output transistors receives the same gate voltage, as in figure 3-

9.
vdd Iref i lout l
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Figure 3-9: Current mirrors using (a) p-channel and (b) n-channel devices

As transistor mismatches are accentuated in the subthreshold region of operation, it is desirable
that current mirrors be kept above this region. By using multimode photodetectors, the range of
photocurrent values can be reduced tfrom seven decades to three. Consequently, by using long-
channel transistors, the need for subthreshold operation can-be avoided entirely.

The equation governing above threshold operation of an enhancement MOSFET is given in
equation 3.1. The equation governing subthreshold operation of an enhancement MOSFET is

given in equation 3.2.

(W) kL 2(, Vps
o= ()5 —vi {152

(3.1)

Ip = (_"Y.)Ke—wc/vr (61 - gvotr)
BN | (3.2)
From these equations, current scaling can be done by altering the aspect ratios (W/L) of the

output and reference‘transistors. ‘This is not effective in the subthreshold region. Instead, it was
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found to be necessary to use parallel transistors. This is due to edge effects of the transistors,
whereby two channels next to one another react differently than if they were touching. This effect
can be seen in figure 3-10, where the output ratio of two n-channel x2 scaling current mirrors is
shown for circuits consisting of two parallel output transistors and an output transistor with an
aspect ratio twice that of the reference transistor. The output of the two parallel transistors
provides good matching for currents as small as 100 pA, while the transistor with a doubled aspect
ratio provides an output which is closer to 2.5x for most levels.

Had the circuits in figure 3-7 been implemented with parallel output transistors, rather than ones
with double the aspect ratio, the results in figure 3-8 would be much closer to ideal.
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Figure 3-10 Comparison of n-channel x2 scaling current mirrors, one using two parallel output
transistors and one using a doubled aspect ratio
3.3 A/D Converter

Although current mode signals allow focal plane processing to be simply and efficiently
implemented, the analog domain is not necessarily the optima! form for sensor output. Analog

signals are vulnerable to noise and sensitive to line resistance or current leakage. These factors

make it difficult to preserve the large dynamic range of the cutput while transmitting it over the
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relatively large distance to an adjacent chip. In addition, analog signal transmission requires the

use of one or many fast off-chip A/D converters.

One solution to this problem is to perform a full A/D conversion on the image sensor chip. This
~ approach also has drawbacks. If A/D converters are distributed one per cell, the silicon area
required for converters and bus connections becomes overwhelming, and the power
requirements will start to become a limiting factor. If the A/D converters are distributed one per
row, the silicon area required is greatly reduced, but the A/D conversion will still provide a data
bottleneck. For example, in a moderately sized 100x100 cell sensor, each A/D would have to
service 100 cells. As each cell may be providing an output current of 1 nA or less to a bus with a
capacitance on the order of 1 pF, the accumulated settling time between conversions could be as
great as 0.1 seconds. The additional capacitance of the output transistor and the A/D converter
input will increase this latency period further. Overall, it is unlikely that a scan rate greater than 10

Hz could be attained.

~ Alternatively, a partial Analog to Digital conversion could be performed on chip. This could be
done if each cell converted its signal to the frequency domain. The resulting signal would be
quasidigital (digital in amplitude, analog in time), and would combine the flexibility of an analog
signal with the noise immunity of a digital signal. Such signals require only one output line for
transmission and can be éasily converted to a fully digital signal by an off-chip circuit. If desired,
they can also be converted back to a fully analog signal (with a PLL) after having been cleanly

transmitted from the sensor chip.

 The advantages of a frequency mode output are that only one output line is required for a signal,
and the conversion can be done with asnﬁall amount of silicon area. The drawbacks of this
approach are that each frequency-domain signal must either be timed or counted to form a fully
digital signal, and lower frequency signals will req'uire more time to interpret. For example, if the
output frequencies from. a cell range over 6 decades between 10 Hz and 10 MHz, the time
required to count one cycle will range from 0.1 us to 0.1 s. If the circuitry performing this timing
must be multiplexed between many signals, the lower frequencies will require large latency times.
Depending upon the intended application, this may present a problem. The solution to this
problem is either to have the sénsor transmit data to another fully parallel system, so that each
,inp'utj must examine only a small number of outputs, or to design a circuit which produces a smaller

range of output frequencies.
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3.3.1. Current to Frequency Converters

Analog-domain signals can be translated to frequency-domain signals through the use of
relatively simple voltage-controlled ring-oscillator circuits. A pseudo-DTL CMOS voltage
controlled oscillator [14] is shown in figure 3-11. The implementation of this circuit requires little
silicon area, and a standard cell layout consuming 150 x 96 um? is given in figure 3-12 The
primary drawback of this circuit design is its high susceptibility to variations in transistor threshold
voltages. The operating frequency of the device is directly related to the current flowing through

the 7/25 transistors, which is in turn sensitive to their threshold voltage.
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Figuire. 3-12: Layout of voltage-controlled oscillator
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3.3.2. Performance of Current to Frequency Converters

The VCO can be used as a cument controlled oscillator through the addition of a long channel
MOSFET at the input of the VCQ, as in figure 3-13. This device converts a logarithmic change in
input current into a linear change in voltage. As the VCO converts a linear voltage change into a
logarithmic change in frequency, the combined circuit translates a linear change in current to a
linear change in frequency over at least six decades. Characterization results for this circuit are

given in figure 3-14.

Output Frequency (Hz)

input Current (A)

-Figure 3-14: Output of VCO connected as current controlled oscillator
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4. Prototype Vision Sensors using Receptive Fields

In order to experimentally test local vision processing with receptive fields, a few prototype vision
sensors have been designed and fabricated. This chapter describes their structure, while their
performance will be assessed from measurement results in chapter 5.

4.1 Design Philosophy and Approach

The design philosophy for this research allows concepts to be tested at ditferent levels. The first
level tested the component blocks described in Chapter 3 as individual units. The second level
tests prototype small-scale sensors made from these components, built for concept verification
purposes. The next levels, not covered in this thesis, would transform the prototype sensors into
devices with enough MERF cells to perform real world applications, such as peripheral vision

functions in a smart vision sensor.

As the vision sensors presented in this thesis are designed to verity MERF concepts, high device
density is not one of the goals. Instead, a modular structure based upon the standard cell
approach is used. This allows sensor components to be treated as interchangeable blocks, but
silicon area is not used efficiently. The combination of the standard cell approach and the
relatively large scale 3um CMOS process used restrict the number of sensor cells per chip to 8x8
or so. This severely limits the complexity of scenes which may be imaged, so most tests are done
using simple image gradients, in which one side of the chip is exposed to more light than the

other.

* Over the course of this research, nine chips, each with an area of 4.5 x 4.5 mm2 have been
designed, fabricated, and tested. They contained various combinations of building blocks
designed as siandard and custom cells, as well as prototypes of small-scale MERF-based sensors.
These circuits targeted several experiments intended to demonstrate the feasibility of the MERF
approach, MERF resistance to defects and device variations, and the operating range of the

Sensors.

Due to the long turn around time in IC fabrication, it was necessary to fabricate complete sensors,
as wéu as sufficient quantiti'es'of MERF components to allow the assembly of complete MERFs.
Wﬁhoui these 'addi'tionai:coniponents, it 'w'ou‘ld be impossible to determine the caUse of a non-
: fuyncrtionai sensor, or retrieve useful data from it. This modular approach allows complete MERFs
to be bi.;ilt up from a selection of functional components. As the MERF compbnents generally
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performed well, it was possible to measure useful data from the more complex sensors, as well as 29

for more basic ones.
4.2 A Muitl Sensitivity image Sensor with Frequency Mode Output

This circuit was designed to test concepts of the receptive field based sensor without performing
any image processing. The analog processor in this circuit is effectively removed, resulting in an
image sensor in which each photodetector controls one output oscillator. In addition, two-mode
photodetectors are used to boost the effective dynamic range of the sensor.

Scene '

\y

> Detectorgr

onverters

Output

Figure 4-1: Schematic diagram of a section of the multi sensitivity image sensor
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.

mode

select
out

Figure 4-2: Circuit diagram of a multi sensitivity image sensor cell

The ciréuit diagram of a single cell of this senSor is given in figuré 4-2. The current-mode signal
trom thg photodetector is mirrored through the two n-channel transistors, and passed to the VCO,



which is connected to a wide-channel to form a current controlled oscillator. The output of the
oscillator passes through a transmission gate to a common output bus. in this design, only one
cell can be read at a time. This is not an optimal design for a smart vision sensor, as it forms a data
bottleneck at the output bus, but it aliows much simpler external processing circuitry to be used in
a testing situation

Column Select Lines

Photodetectors

Row
Select
Lines

Figure 4-3: Block diagram of a section of the multi sensitivity image sensor

The block diagram of a section of this sensor is given in figure 4-3. The cells are laid out in a
hexagonal format, in which each one has six neighbours. Data is not shared between adjacent
cells, 'as it would be in a MERF-based sensor. Row and column select lines determine which cell
should place its signal on the output bus.
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300um

Figure 4-5: Photomicrograph of a section of the multi sensitivity image sensor

A photomicrograph of a section of the image sensor is given in figure 4-5. All of the sensor area
except for the photodetectors themselves is covered with a metalization layer. This blocks light
from the other active devices in the circuit, preventing photo-induced currents from influencing

the output value.
4.3 A Smart Vision Sensor Providing Edge-Detection

This circuit was designed to test concepts of the receptive field based sensor by performing a
simple image processing algorithm. The analog processor in this circuit is wired to perform
Sobel's edge-detection algorithm. This consists of two convolufions, one for vertical edges and
one for horizontal edges. These functions are shown in figure 4-6, each combines the signals
from six photodetectors. A digitﬁl signal determines which function will be performed by the
sensor and passed to the output oscillator. The frequency-mode output signals are combined to
an output bus to make measurement more convenient. This sensor uses three-mode
photodetectors to allow a greater range of light intensity to be examined.
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, Verticai edge-detector ‘
Figure 4-6: Sobefl's edge-detector as implemented in the vision sensor

Figure 4-7 is a schematic diagram of an edge-detector cell. Although not evident from the
diagram, each photodetector passes its output to all eight neighboring cells; an edge-detector
cell is.centered over each photodetector in the sensor.

| Scene |

W

< Detectors

\ | /

Z - Analog Processor

3 < Converter

Output
Figure 4-7: Schematic diagram of a section of the edge-detector image sensor

This overiap is more evident in the block diagram of figure 4-8, which shows a section of the
Sensor.

33



@ Sensor and
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Figure 4-8: Block diagram of a section of the edge-detector image sensor

The circuit diagram of a single cell of this sensor is given in figure 4-9. In 4-9 (a) the current-mode
signal from the photodetector is duplicated with a set of n- and p-channel transistors, creaﬁng
current signals which are transmitted fo neighboring cells. The signals from the surrounding cells
are combined in 4-9 (b) to form the output signal. The function select input selects which of the
two edge-detection convolutions will form the output. In addition, a bias signal is applied to
another n-channel device which serves to keep a unipolar current signal for the oscillator. Output
select circuitry in 4-9 (c) places the buffered frequency-mode signal onto the output bus.
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Figure 4-9: Circuit diagram of a edge-detector sensor cell, showing (a) duplication of

photodetector output for neighboring cells, (b) signals from neighboring cells being combined to
form the output signal, and (c) output select circuitry.

The layout diagram of a secti@n of the image sensor is given in figure 4-10. The cells are arranged
in a regular x-y grid which reflects the convolution being performed. Control signals are
transmitted yenically and horizontally to each cell, and the output bus runs horizontally.

35



36

8

g

V727707 77777777777 b 7777777277758 c
d LSRRI . H e )

----- K TGP b . VOAEIGILITGL TR, . e

j A . T .. W7 ) .

R 3 T R 77 ——

Yo = =]

-~

a section of

f

B o
AT
LRI AT

iagram o

i 7
T, B W

Layout d

T " : 1 ml
k = g

Figure 4-10

o § - s
AT IR, )

SR, 22 ORI,

W72 - 7 )




400um

Figure 4-11: Photomicrograph of a section of the edge-detector image sensor.

A photomicrograph of a section of the image sensor is given in figure 4-11. Ali of the sensor area
except for the photodetectors themselves is covered with a metalization layer. This blocks light
from the other active devices in the circuit, preventing photo-induced currents from influencing

the output value.
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5. 'Testing of Vision Sensors

This section will describe the equipment necessary to measure the prototype vision sensors, and

present their performance.
5.1 Scene Generation Optics

In order to characterize either individual photodetectors or entire vision sensors, it is necessary to
provide a scene to the sensor. This scene should be able to mimic the conditions provided by a
real-world scené. Desirable features in such a scene generator include a wide range of
illumination intensities, a uniform beam, allowing all detectors in a vision sensor to receive the
same ‘input, as well as known spectral characteristics. As this research has not dealt with the
effects of colour, control of the wavelengths present in a scene is not critical, but knowledge of
the beam wavelength is important. :
Dielectric Mirrot

/or Glass Prisn

6 Watt Argon
lon Laser ,
Neutral Density
Filters
Spatial Filter

Vision Sensor
Package

Figure 5-1: Schematic diagram of optical test bench

In order to meei these requirements, an opticaltest bed was set up using a 6 Watt Argqn lon Laser

(A = 488 nm / 514 nm) as the illumination source. ‘The laser poywer itself is controlled over two

debadeé,’ and is intemally stabilized to keép power fluﬁ:ttiﬁa'tiorrls" to less than 1%. A glass priém is
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substituted for the dielectric mirror (figure 5-1) to reduce the range of laser power by
approximately two orders of magnitude. Further filters allow the useful range to be expanded to
over seven decades. A beam éxpander is used to enlarge the beam from a two millimeters in
"diarmeter to an'area approximately five centimeters in diameter. In theory, a laser beam has a
Gaussian intensity profile, and this will be preserved as the beam is expanded. In order to obtain a
uniform intensity over a chip-sized area (~5 mm x 5 mm), the beam must be expanded sufficiently
for the peak of the gaussian to be flat over this area. It is also of note that the power incident on
the chip decreases withthé square of the expanded beam area, so over-expanding the beam is

" not a desirable solution.

-The expanded beam was characterized by sliding a small-area photodetector across it, and
recording the intensity at each point. This procedtjre révealed that while the beam was roughly
Gaussian, it did not present a smooth curve. Instead, ihten‘érence fringes were present in the
beam, and they resulted in spatial "noise” when the beam profile was measured. In order to
remove these effects, it was necessary to pass the beam through a spatial filter. A spatial filter
consists of a pinhole through which the beam is focused. The process of focusing the beam to a
point effectively performs a Fourier transform in the spatial domain, and the pinhole is of a size
sufﬁcient to pass the low spatial-frequency beam energy, and block the higher spatial-frequency
noise compdnents. Spatial filtering commonly results in an energy loss of 5 - 30%, depending
upon the initial beam quality, the precision to which the beam is focused, and the thickness of the

pinhole material.

The prbﬁle of the expanded and filtered beam is shown in figure 5-2. During measurements, the
beam power was measured by placing a Newport 840 optical power meter in place of the sensor

~ being measured.
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Figure 5-2: Expanded and spatially filtered laser beam profile:

it can be seen from the beam profile that there is a region with a diameter of about 0.5 cm over
which the illumination intensity varies by only a few percent. This is the area in which chips being

measured are placed.
5.2 Sensor Measurement Techniques

In order to simplify the process of collecting data from image sensor chips an external data
collection system was set up. This system is based upon a Motorola 68HC11 microcontroller
- (6811), which forms a link between the image sensor chip and a personal computer (PC). The
6811 sets up the control lines for the image sensor, and examines the pulses on the output bus
to calculate the selected oscillator's frequency. This data is then passed to the PC through a
serial link. The PC stores the incoming data, and allows the user to program the 6811 board.
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Figure 5-3: Data flow to and from image sensor chip

"~ The pomplete systemn allows d'at'a to be read easily ahd efficiently from the image sensor-chip, and
is well suited to a testing environment. However, two data bottlenecks are present in this system.
In‘a situation where scan rates of 30 Hz or greater were required, it would be necessary to bypass
the data bottlenecks. The first is between the 6811 and the sensor chip, since each output celi
“-must share a common output bus.k To eliminate this. if would be necessary to examine more
| output signals simultaneously. This could be done with multiple output lines, or ultimately, by
ihtegrétihg digital processors with the sensor. The second bottleneck is the serial line between
the 6811 and the PC. This isn't a serious problem, since a practical system based on such a
sensor would use a digital processor with a higher speed link between the initial digital processors

and the controlling processor.
5.3 Vlslon Sensor Designhs and Their Capabilities

The various vision sensors and associated components described in this thesis were fabricated
; uSing a standard 3um CMOS process available through the Canadian Microelectronics

‘Corporation. It provides a double metal layer polysilicon gate technology with a minimum feature
- size of 3um. The standard cell approach consists of designing-each circuit component to fit within
'a certain area, using the same connection conventions for each component [8]. In this way,
designing a circuit consists largely of selecting the coniponent blocks and wiring them together.
Standard cells also allow components to be replaced and updated without modifying the entire
circuit. | The main drawback of this approach is that it severely restricts circuit density.

Another limitation of these sensors is due to the device variation of the VCO. This is described in
more detail in section 3.3.1. This variation could be reduced either through the use of an
oscillator design less susceptibie to threshoid voltage,vafiation, or by multiplexing MERF outputs
to a reduced number of oscillators, aIthbugh this would reduce the outpm bandwidth. |
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-5.3.1. A multi sensitivity Image sensor with frequency mode output.

This is an hexagonal array of 60 photodetectors, connected to oscillators through simplified RF
processors with unity transfer functions. This sensor is described fully in section 4.2. The
operating characteristics of a single sensor cell are given in figure 5-4. This graph shows the
output of a single cell in each of its two sensitivity modes, over 5 decades of light intensity.

The power consumption of this chip varies with illumination,imensity from a low of approximately

20mW, to a peak consumption of 40 mW.

106 ,
5 .
10 PhotoBJT
Operation
¥
= 4
> 10 3
) g . Photodiode
3 1 Operation
g .
£ 103
5 E
Q_ L
=] ]
(@]
102
101 7 6 5 4 3 2 1
10~ 10 10° 10 10 10~ 10

lllumination (W/cm*2)

Figure 5-4: Measured output of a single cell of the multi-sensitivity image sensor in photodiode
and phototransistor operation modes.
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Figure 5-5: Output of the multi-sensitivity image sensor with an illumination gradient across it.

‘ 'The output of the entire sensor array with an iilumination gradient placed across it is given in figure

5-5. The output freqUencies, have been replaced with grayscale values such that the lowest

frequency ourtpru't is displayed as black, and the higheét frequency output appears white.

These results show that the concepts used in this circuit, the multi-mode photodetector, and the

" “eurrent-controlied oséillator operate effectively in an image sensor.
5.3.2. A single edge-detector MERF

This st?uCture péffofms thfe, Sobel, edge-detection method. The function implemented is

fr oAy » o
, {% 8 —%] by the circuit given in figure 4-6. The center to center photodetector spacing is

80um.
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Figure 5-6: Circuit diagram of an edge-detector MERF.

This circuit produces a bipolar output current proportional to the value of the convolution
performed on photodetector currents. It is an example of a function which could be useful in a

smart vision sensor. A simulated output of Sobel's algorithm applied to an image is given in figure -

2-5.
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Figure 5-7: Output of 3x3 RF edge-detector as an illumination gradient is moved past it

The output df this MERF versus edge position is given in figure 4-7. In this case, an illumination

, grad'ient, or ecge, has b’e;e"n moved past the detectbr,'giving‘its output for each possible edge -
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location. It can be seen that near zero output is produced when the edge is not incident on the
MERF, and a reasonable large output value occurs when the edge lies across the MERF.

This circuit demonstrates that the analog processor unit of a MERF can be effectively

implemented in the current domain.
5.3.3. A smart vision sensor providing Edge-Detection

As described in section 4.4, this sensor was designed to perform Sobel's edge-detection
method. However, due to a layout error, two signals of opposite sign were switched, and the

actual convolutions performed are those shown in figure 5-8.

1 0 1
2 0 2
1 0 -1
Horizontal edge-detector
-1 2 1
0 0 O
-1 =2 -1

Vertical edge-detector -
Figure 5-8: The convolution algorithms performed by the edge-detector sensor

For the one-dimensional case, these convolutions reduceto [4 0 -2} and[2 O ~4]. As

all of the experiments described here dealt with thé one-dimensional case, these values are

adequate for establishing expected sensor performance.

The first experiment was performed by setting the sensor's bias input such that a uniform
background produced a 60 kHz output signal. The output of a single cell was then examined as
fragmént of glass patterned with phoforesist was moved past it in 20 um steps. The photoresist
transmitted about 1% of the incident light, and was patterned such that a 120 um wide bar was
projected across the chip. Figure 5-9 gives the resulis, in which positive and negative output is
__ given by variation from the bias value of 60 kHz. Measurements which were repeated differed by
less than 2% from the original values. The data shows a clear peak as the light bar crosses the
edge-detector, as well as a somewhat regular pattern of secondary peaks. These secondary
peaks are caused in part by diffraction of coherent light through the 120 um aperture, and in part
| by secpndary reﬂections within the glass screen. Subsequent experiments used non-reflective
materials for patterning, which eliminated any intemal reflection effects.” In addition, the patteming
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materials used larger apertures and were positioned much closer to the sensor chip, both of which

reduce diffraction effects .
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Figure 5-9: Output of an edge-detecior cell as a light bar is moved across it

In the next experiment the sensor was biased at 120 kHz to allow a greater output swing. A light
bar approximately 2 mm wide was passed across the sensor in 25 pym steps. Figure 5-10 gives the
measurement results, along with expected values predicted through numerical simulation. This
graph demonstrates reasonably good agreement between the measured and expected results,
and the interference fringes observed in the previous experiment have been eliminated.
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‘Figure 5-10: Measured and expecled output as a light bar is moved across an edge-detector cell

The final experiment used the same setup as the previous one, except that data from four
adjacent cells was collected. Figure 5-11 shows the resuits of these measurements. All four of
the cells produce similarly shaped output waveforms, each separated by the distance between
the cells (384um). The variation in signal magnitude of the four cells is due to differences in
device characteristics, of which variations in VCO characteristics will dominate.
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Figure 5-11: Output of four adjacent edge-detector cells as a light bar is moved across them

These are the operations necessary at a pixel level to perform processing over an entire image.
This experiment therefore forms a micro-scale version of the simulations given in chapter 2. The
same processes, performed over a much larger area would produce a result similar to the edge-

detector output shown in figure 2-5.
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6. Conclusions

This thesis described the VLS| implementation of receptive fields for focal-plane image processor
appiications. A microelectronic receptive field (MERF) consists of a set of photodetector inputs,
an analog processor to combine those inputs,‘and an A/D converter to convert the output signal
to a useful form. Circuit blocks performing the above functions were designed and characterized,
and prototype vision sensors built from these blocks were also tested. Optical experiments were
conducted on a custom designed optical test bench necessary for precise sensor
measurements. This equipment was used to "chraracterize MERF circuits and sensors over seven

decades of light intensity.

The photodetector circuits used in this research were two- or three-mode CMOS devices which
can operate as either photodiodes, phototransistors, or Darlington-connected phototransistors
featuring different light sensitivity in each mode {15]. This allows a much greater range of light
intensity to be processed by the MERF. Three-mode photodetectors aré able to compress seven
decades of light intensity into three decades of output current, which greatly reduces the task
required of the analog processors. - This is a new concept in image processors which allows CMOS
cu'rrent mode techniques to be used over a wider range of light intensities.

The analog processor blocks use current-mode circuit techniques to perform weighted-sum
operations on photodetector signals. The use of long-channel transistors allows mathematical
operations to be performed over four decades of input current while keeping the output error to
less than 30%. This accuracy is sufficient if appropriate receptive field functions are chosen for
implementation. In particular, MERF functions for vertical and horizontal edge-detection were
implemented and performed well. '

The A/D conversion techniqué found to be most appropriate for MERFs was a current to
tteq.lency conversion. This is perfonnéd by connecting a long p-channel transistor to a pseudo-
DTL voltage-controlled oscillator {14]. This circuit allows a current-mode signal to be converted to
a frequency-mode signal over at least six decades. The frequency-mode signal provides
immunity fo noise and crosstak not offered by analog signals, while requiring a small converter
area and only one output line, which are advantages over more conventional A/D converters.
Aller ransmission from the sensor, the ffequency-nw&e signal can be easily converted to a fully
digital representation by counting output pulses or timing a period, but this will require special
hardware onthe extemal computer. -
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i appropriate algorithms are chosen for MERF implementation, MERF-based sensors show
considerable resistance to large variations in device parameters.. For example, the sensor
designed to perform an edge-detection operation in which incorrect weightings were assigned to
its analog processors was still found to operate effectively. In future, vision sensors containing
more ceils could be measured more easily, by mounting the sensor in a camera body and
examining real scenes. |

Three micron digital CMOS was found to be sufficient to prove MERF cohcepts. but it is not the
best suited to smart vision sensor design. To achieve both large numbers of photodetector cells
and high densities it would be necessary to use a 'techn'olo'gy with a smaller feature size, and
designs optimized for high density. This technoiogy was used because it was a readily available

and well characterized.

The MERF circuits and sensors tested in this thesis validate the concepts used, and show that
there is potential for further development of vision sensors based oﬁ the receptive field paradigm.
Due to their high processing speed, low power, and resistance to defects, large area sensors
containing thousands of MERFs may become an alternative for smart vision sensors performing

peripheral vision functions.
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