
National Library 
of Cmada 

BiMioth&que nationaie 
du Canada 

Acquisitions and Drection des acquisitions et 
Bibliographic Services Branch des sewices bibliographiques 

The quality of this microform is 
heavily dependent upun the 
quality of the original thesis 
submitted for microfilming. 
Every effort has been made Po 
ensure the highest quality of 
reproduction possi b te. 

If pages are missing, contact the 
university which granted the 
degree. 

Some pages may have indistinct 
print especially if the original 
pages were typed with a pool 
typewriter ribbon or if the 
university sent US an inferior 
photocopy . 

Reprodudion in full or in part of 
this microform is governed by 
the Canadian Copyright Act, 
R.S.C. 1970, c. C-30, and 
subsequent amendments. 

i h r  hie Noire  rek?ftr~+ 

AVIS 

La qcalitb de cette microforme 
dCpend grandement de la qualite 
de la thhse sournise au 
microfilmage. Nous avons tout 
fait pour assurer une qualite 
supbrieure de reproduction. 

S'il manque des pages, veuillez 
communiquer avec I'universite 
qui a conf6r6 le grade. 

La qualit6 d'impression de 
certaines pages peut laisser a 
dksirer, surtout si les pages 
originales ont ete 
dactylographi6es & I'aide d'un 
ruban us6 ou si I'universite nous 
a fait parvenir une photocopie de 
qualite infhrieure. 

La reproduction, meme partielie, 
de cetPe microforme est sournise 
ii la Lsi canadienne sur le droit 
d'auteur, SRC 1970, c. C-30, et 
ses amendements subsequents. 



VLSl implementation of Receptive Fields 
for 

Peripheral Vision Processes 

Vivian John Ward 

B.A.Sc., Simon Fraser University, 1991 

A THESIS SUBMITfED IN PARTIAL FULFILLMENT OF 

THE REQUIREMENTS FOR THE DEGREE OF 
MASTER OF APPLIED SCIENCE 

in the School 
of 

Engineering Science 

O Vivian John Ward 1993 

Simon Fraser University 
October, 1993 

All rights reserved. This thesis may not be reproduced in whole or in part, 

by photocopy or other means, without the permission of the author. 



THE AUTHORHAS GRANTEDAN 
IRREVOCBBLE WON-EXCLUSIVE 
LfCENCE A L U ) r n G  THE NATfONAL 
LIBRARY OF CANADA TO 
REPRODUCE, LQAN, DISTRIBUTE OR 
SELL COPIES OF HISlKER 'I'XESfS BY 
A W W S A N D W A N Y F O R M U R  
FORMAT, UAKSNG THIS TTIESfS 
AVAILABLE TO INTERESTED 
PERSONS. 

THE AUTEIOR RETAINS OWNERSHIP 
OF THE COP'IIRIGHT IN HISMER 
THESfS. NEITHER THE THESIS NOR 
SUBST- EXTRACTS FROM IT 
MAY BE PRINTED OR OTHERWISE 
REPRODUCED WITHOUT HIS/HER 
PERMESSION. 

ISBN 0-612-01089-9 

L'AUTEUR A ACCORDE UNE LICENCE 
IRREVOCABLE ET NON EXCLUSIVE 
PERlMETTANT A LA BIBLIOTHEQUE 
NATIONALE DU CANADA DE 
REPRODUIRE, PRETIER, DISTRCBUER - 
OU VENDRE DES COPIES DE SA 
THESE DE QUELQUE MAHERE ET 
SOUS QUELQUE FORME Q19E CE SOIT 
POUR METTRE DES EXEWLAXRES DE 
CETTE THESE A LA DISPOSITION DES 
PERSONNE lNTERESSEES. 

L'AUTEUR CONSERVE LA PROPRDETE 
DU DROIT D'AUTEUR QUI PROTEGE 
SA THESE. MI LA THESE M DES 
EXTRAITS SUBSTAl4"I'ELS DE CELLE- 
CI NE DOIVENT ETRE IMPRIMES OU 
AUTREMENT REPRODUITS SANS SON 
AUTONSATION. - 



Approval 

NAME: Vivian John Ward 

DEGREE: Master of Applied Science (Engineering Science) 

TITLE OF THESIS: VtSl implementation of Receptive Fields 
for Peripheral Vision Processes 

Chairman: Dr. John Jones 

- .  - - 

Dr. Jt&?ei(Sydycki 
Senior Supervisor 

-Dr. Glenn Chapman 
Supervisor 

Dr. Andrew Rawicz 
Examiner 

DATE APPROVED: I\fov*bel- 8.1493 



PARTIAL COPYRIGHT LICENSE 

Z bereby grant to Simon F m r  University the right to lend my thesis, project or extended essay 

(the tide of which is shown below) to users of the Simon Fraser University Library, and ta make 

partial or single copies only for such users or in response to a request from the library of any 

other university, or other educational institution, on its own behalf or for one of its users. I 

further agree that permission for multiple copying of this work for scholarly purposes may be 

granted by me or the Dean of Graduate Studies. It is understood that copying or publication of 

this work for financial gain shall not be ailowed without my written permission. 

'VISVLSI Implementation of Receptive fields of Peripheral Vision Processes" 

(signature) 

November 2,1993 
(&el 



Fmf-plane processing is an approach to image processing that incorporates local computation 

circuitry within an image sensor. This aitows the large data bandwidth of visual systems to be dealt 

wSth in a parafkl fashion, using many simple and efficient processors. 

This thesis investigates the feasibility of constructing a hardware-based smart vision sensor that 

win impiement various receptive field processes used for software-based image processors. 

S i i e  prototype sensors impfemenZing custom receptive field functions that use very-low-power 

current-mode analog processing circuitry are examined. These devices use specialtydesigned 

multi-mode photodetectors that are capable of reducing over seven decades of illumination 

intensity to three decades d oiltput current. The sensors use on-chip currentcontrolled- 

oscirtators to convert the output signal of each receptive field to a quasiaigital format, eliminating 

the need f ~ i  OR-chip AID mrtvMeis, and providing a high degree of noise irnrnunily. The 

-as and sensors desxibd in this thesis were fabricated in a 3 pm digital CMOS process, 

ancl evaluated with an optical test bench designed for that purpose. The measured devices were 

faund to operate acceptably- 

A structure for microelectrcznic receptke fieids is proposed, and the genetai approach of focaf- 

plane prcrcessing is discus-. This thesis also proposes a framework for constructifig an 

intelligigerd vision sensor for peripheral vlskm, and postulates possible te~hnobgical solutions. 
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1. Introduction 

1 .I Data Flow in the Visual System- A Concept Model 

Vision provides a method by which we interpret our environment. The task performed by our 

visual system is primarily that of data reduction. From the 100 million or so photoreceptors in the 

retina to the 1 million nerve fibers in the optic nerve to the understanding that we are observing 

the face of a friend comprises an extraordinary feat of data reduction. Each stage of the process 

extracts meaning from the data presented to it, thereby reducing the volume of data passed to the 

next stage. Without this simplification, higher level processes would face an overwhelming task. It 

is this process of extracting useful information from the massive amounts of available data that 

allows us to interact with our environment. 

This section describes a model of the visual system based upon data collected from biological 

systems. This model will represent the data path leading from objects in our environment to our 

understanding and perception of them. 

Visual Cortex 

Early 
Vision 
Processing: 

a 

Figure 1-1 : Data flow diagram of the visual system 

Higher Vision 
Interpretation: 
"Sailboat" 

The scene perceived by a viewer is made up from the light reflected or emanating from a set of 

objects. In the real world, such a scene is generally dynamic, containing either moving objects or 

changing light intensities. For humans, scenes are never entirely static, as the eye is constantly 

moving, scanning the interesting features in view. Spatial changes in light intensity and variations 



in colour or wavelength also contain information about a scene. Scenes in our environment can 

also project a broad range of lighting conditions, and much of the specialization of our vision 

system is adapted towards dealing with night time lighting situations. 

The light from the scene passes through the iris and is focused by the lens onto the retina. The 

iris helps the retina adjust to rapid changes in scene intensity by reacting quickly to restrict the 

amount of incident light. This mechanism is effective, but can only compensate for approximately 

one decade of light intensity. A slower reaction that can accommodate larger intensity shifts 

occurs in the eye's photoreceptors. In addition, the retina has two basic types of photoreceptors, 

each optimized for a different range of light intensity. 

Early vision processes take place in the retina and perform such functions as edge enhancement 

and motion detection, local gain compensation, as well as feature extraction [19,20]. The data 

received by the photodetectors consists of the highest bandwidth of the entire vision system. 

The purpose of early vision processing is to reduce the data bandwidth passed on to the next 

stage of processing. By extracting relevant features and data from the massive amount of data 

collected by the rods and cones, the retina greatly simplifies the problem presented to the visual 

cortex. 

Much of the data reduction performed by the retina results from its foveated structure. This 

structure reduces the amount of detail processing by containing closely packed photodetectors 

at the center, and more widely spaced photodetectors toward the periphery. This allows us to 

receive detailed information about a central area, and less precise information from the periphery. 

This presents a limitation in that we only receive precise detail in one small area. We overcome this 

limitation by swiveling the eyes towards points of interest. In the design of the eye, performing 

data reduction is more desirable than eliminating a complex mechanical system. 

Higher vision processes occur in the brain to further reduce the data provided by the retina and 

produce a useful model of the objects around the viewer. The initial steps largely involve 

assembling depth information from the image. This information comes from the stereo disparity 

between the image seen by each of our eyes as well as other cues which determine object 

boundaries. These processes reveal the orientation and depth of visible surfaces in a viewpoint- 

centered frame of reference [I 61. 

The final processes of vision create a 3D model of the objects in the environment. Rather than 

dealing with edges and surfaces, the data now represents volumes and objects. Information 

about the parts of objects not immediately in view is hypothesized. The result is data about 

objects and their orientations that allows us to interact with them. 



In the context of electronic vision systems, the concept of foveated vision can be used to form 3 

two categories of vision sensor. The equivalent of the retina's fovea, where photoreceptors are 

most densely packed to obtain the greatest detail, is central vision. The highest photodetector 

density in electronic systems is obtained with a CCD array. This technology is well developed, and 

more than adequate for the task. This CCD array would be coupled to a conventional digital 

processor that would be sufficient for dealing with its relatively small area. The rest of the retina, or 

periphery, contains less densely packed photoreceptors, along with more processing and 

interconnection cells. The electronic equivalent of this region would be a large scale focal plane 

processor. This circuit would couple photodetectors closely with simple processors, and perform 

some low level vision operations in a parallel fashion. Together, the two regions would form a 

foveated smart vision sensor (FSVS). 

A sample output of such a vision sensor is shown in figure 1-2. In this diagram, the output of the 

central region is unprocessed data, as it would be sent to an external processor. In this case, the 

periphery has been processed with an edge-detection algorithm, although more complex 

processes could be performed. This thesis will focus on the development of circuits and devices 

for such a sensor's periphery. 

Figure 1 regions 



WrSi image sensors have evoked to the mint where they are ideally suited for providing central 

vision functions. CCD arrays feature high density and wide dynamic range, and are almost perfect 

for such applications. For peripheral vision processing, devices are not as well developed- This 

section will criticaily review new approaches to Earfy Vision processing taken with a more 

inteiffgent view than conventional software processing. Each one will be examined in the context 

of its usefulness for peripheral vision functions. 

Data redwiion and feature extraction are nscessary if artificiat vision systems are to be used in 

autonomous applications. For systems to use visual data without human intervention, the 

infmation extracted from the data mst be represented in a way that at& decisios to be made 

affecting the environment. These applications require that the data be reduced to 

representations in w k i h  the quantity of data is independefit of image cornpiexity [It]. 

The primary task of a vision system, whether biokgical or mechanical, is to reduce the data 

presented to it into a rnanageabie size and form. There are two major appmaches to performing 

this task with computer hardware. The first uses a conventions! digital computer to impfenen! 

pfocessing algorithms on raster images collected from a CCD camera. This approach reduces the 

task to a software problem, and d b  the greatesl flexibilii and precision. The second group of 

reseam involves the tabka!bn of specialized integrated circuits to pedorm spcecitic sub-tasks in 

an matog fashion. Such circuits can feature photosensors tightly mupied to the processing 

cimAry. As many simple pr- can hame the huge data b a M h  in a massively parallel 

fasfsbn, this approach has the adwantage of being much faster, allowing the digital oomputer to 

deal only with the reduced ba-h preseded by the spe~iatized circuit. 

Gmer  Mead has des a s jbn  retina tW uses a re-ve network to perlorn W gain 



wirbg .  3s the resistive rtebmrk His desi~ns use a regular hexagonal layout, which is not 5 

wtiil for peripheral vision tasks, do not perform operations such as edgedetection or feature 

extractkm, and use the suMhreshotd region of MOS transistors, which accentuates the effects of 

bev'm mismatches. 

Researdrers at MfT are pursuing various directions in image-plane processors 191. Their systems 

feature parallel computation, and analog circuitv for high throughput and low latency. They 

choose tasks and algorithms that require b w  or moderate precision and map naturally to physical 

processes in silicon. Their approach focuses comprise two subgroups, the clocked and 

unckrcked systems. 

The unclocked systems are generally the fatieti and use the least power. The MIT group's 

system use Wfs for sensors and FEJs for processing. These designs are similar to those built 

try Canrer Mead, except that they avoid using the MOSFETs subthreshold region to reduce the 

effects of device mismatch and aiiain greater sped. This approach emphasizes data reduction 

wilh resistive netwoiks, which can be used to compute the location and orientation of a single 

objed. The primary drawback of this approach is that it can deal only with simple images, in which 

infom%ion abut a single objed is required. 

The c W e d  systems utilize CCD sensors a& emphasize chargedomain signal processing. They 

have the drawback of requiring 10 to 25 different clock signals, which must be produced off-chip 

and rw-ied through the sensor. These signals consume power, add to chip area, and increase 

the chips mmplexity. The reseificfiers report a speed advantage of approximately I S  orders of 

mgnnrtude over special-purpose digital systems, although this changes from example to example. 

Specifircafly, they have fabricated a CMOS Imager and processor using a 20 resistive grid lo find an 

&jecfs positbn and oiientation a! 5000 frames per second with power consumption of 30 mW, 

and a CMQSJCCD imager and processor performing clocked image smoothing. These results 

dermonstrate the potential benefits of this approach, bot require phibitively large amounts of 

sWm area for signal ntuting 192. 

De#ieeNt [I I] has fabficated an chip that gives analog X and Y vattages conesponUing to 



1 -2 2. Innovative Digital image Processors 

Researchers at SRt lnternationat (101 have fabricated a chip that constructs a Gaussian or 

taplacian pyramid structure from a 512x 480 image at 44 frames per second. Applications of this 

device include image compression, image enhancement, motion analysis, stereo, and object 

recognition. This device is a dedicated digital processor that does not contain sensors. Instead, it 

takes an already digitized image as input. This approach represents an avenue of competition 

with amfag vision processors. Using specialized digitai hardware, the performance of analog 

processors can be approached, but the silicon area required makes this method prohibitively 

expensive. 

This approach might prove useful in a hybrid package in which a wafer-scale pitotodetector array 

is coupled to specialized digital processors. The digital processors could be contained on 

discrete dies, bonded to the wafer so as to accept signals from a local area. One of the primary 

disadvantages of the digTal processor, its intolerance of fabrication defects, would be overcome 

by using only pre-tested devices in the final package. Such a sensor would require new 

padcaging techniques, but mgM prove promising in the future. 

1.3 A Smart Vision Sensor with Receptive Fields for Peripheral Vision 
I 

There are many applications for a smart vision sensor with central and peripheral regions. These 

incbde aeificiai intelligence research, in which an attempt is made to emulate human vision, 

aomatbn, in which the quick recognition of objects is desirable, and remote sensing, in which 

the redwed bandwidth produced by the sensor can be transmitted more easily. Rather than 

concentrating on one area, a more general approach to the concept will be taken. 
- - 

Figtxre 1-3 shows a pussible struaure of a fragment of a complete vision sensor utilizing 

MicooEkctronic Receptive Fields [14]. The receptive fields comprising such a sensor would 

depftd upon the intended appticiition- For example, a vision sensor intended for use exclusively 

as ifn edgedetector wouki exclusive& contain edgedetector receptive fields with varying sizes 

and oiFientatbrts. A vision sensor intended for motion detection would contain motion detector 

remptiwe fekts. However, to obtain a vision sensor suitable for general purpose applications, 

eceptive ftefds sStouM k present to detm many different manners of image primitives, such as 

2 dides* andbars. 



Q Converters 

Figure 1-3: A small section of a focal-plane image processor comprised of (a) non-overlapping and 

(b) overlapping two-dimensional receptive fields 

To extend the foveated retina structure to VLSI, the fovea would become a high-density array of 

photodetectors, likely with external processing. Focal-plane processors would implement the 

periphery as a lower-density set of receptive fields. This approach would incorporate the 

strongest points of each approach into a single sensor. 

The primary competition to focal plane image processors comes from conventional CCD sensors 

coupled to offchip digital processors. The primary advantages of the CCD approach are their high 

density, and the flexibility to re-program the digital processor for different applications. The 

disadvantages d the CCD approach are susceptibility to device deiects, lower processing speed, 



and increased power consumption. In order to retain the advantages of both CCD and MERF 8 
sensors, a hybrid design is necessary. 

A practical implementation of such a vision sensor would require a hundred thousand or so 

receptive fields to perform peripheral vision functions. This would not be practical on a 

conventional VLSl die due to size constraints. To achieve a device of this complexity, it would be 

necessary to utilize different technologies. Two possible approaches are wafer-scale 

restructurable systems, and interchangeable silicon modules. The first approach would include 

redundant circuitry, and use a technique such as laser linking to disconnect defective functional 

units and connect operative ones [18]. The second approach would be a refinement of the multi- 

chip module (MCM) concept, and requires some technique for lateral interconnection between 

die-sized functional units. A drawback of this approach is in the blind spots which would be 

created along the edges between modules. Most of the lateral data flow would be within each 

silicon block, but some signals would have to flow between blocks. 

1 - 4  Thesis Structure 

The goal of this thesis is propose a hybrid vision sensor incorporating both the high resolution of a 

CCD array and the processing power of Microelectronic Receptive Fields (MERFs). The MERF 

concepts will be validated by building and testing circuits containing them. The functional blocks 

necessary for these circuits will be presented, along with sensors built from these blocks. Rules 

for the custom design of MERFs will be formulated, and used to help propose a framework for the 

construction of intelligent vision sensors for peripheral vision processing. The design of an 

optical test bench necessary for precise sensor measurements will also be described. This 

equipment will be used to characterize MERF circuits and sensors. From this data, a conclusion 

will be reached as to the viability of the wafer-scale sensor approach. 

Chapter 1 introduced the vision system from a data flow perspective, proposed a model of vision 

that will guide sensor design, and described previous research that relates to this project. 

Chapter 2 describes MERFs in more detail, and gives a iunctional description of the building 

blocks that would make up the overall sensor. Chapter 3 covers the design and testing of the 

building blocks. Measurement results are presented for wide-range photodetectors, analog 

processing circuitry, and analog to digital converters. Chapter 4 presents the design of vision 

sensors based on these blocks. Chapter 5 describes the design of an optical test bench and the 

system necessary for vision sensor measurements. In addition, results of prototype small scale 

vision sensors are presented. 



2. Design of Receptive Fields for Vision Signal Processing 

This section will describe in more detail a vision sensor based upon the receptive field paradigm, 

list the tasks that it must perfom, and propose the fundionai units that could be used to perform 

them. 

2.1 The Receptive Field Model 

The retina performs many vision processing operations in a massively parallel fashion. Operations 

such as edge enhancement, motion detection, image averaging and compression are all 

performed by several layers of cells below the rods and cones. The functionality of our retina is 

such that we even use it to judge the results of image processing algorithms implemented on 

machines. 

The high performance of the retina is due in part to the interconnections between the 

photodetectors and surrounding cells, forming networks known as receptive fields (RF). 

Research on vertebrates has shown that such receptive fields give a signai in response to a 

particular type of stimulus such as an edge with a certain orientation, a moving object, a bar or a 

line [19,20]. A mathematical interpretation of these functions can also explain other phenomena, 

such as Mach bands, which are 'phantom' dark patches appearing between sharp dark edges as a 

result of local gain compensation mechanisms in the retina. The operations performed by these 

structures can be simulated mathematically with a computer. 

In general, a weighted sum can represent operations performed by biological receptive fields. 

Each of the neighboring inputs is muftiplied by a weighting factor, and the results are summed 

together, forming the output of the RF: 

k 

where the input comes from k phatodetectors, p1 ...pk, each of which has an associated weight, 

wl..-wk. A one- or two-dimensional array specifies the weighting factors and their spatial 

corrf'iration. Figure 2-1 gives some sample arrays for different receptive field functions 1141. 

Various smoothing and sharpening operations, as well as aetection of image primitives can be 

performed by selecting appropriate weighting functions. 



Fgure 2-1 : Sample receptive field functions for averaging (a), sharpening (b), and vertical edge- 

detection (c). 

These convolutions can be impternented in hardware to retrieve much of the simplicity and speed 

inherent in the original biological structure. Implementing this process as a software task on a 

conventional digital computer requires that the convolutions be computed in a sequential fashion. 

The use of a kcal ptane processor aiiows computaiionai paraiieiism simitar to ihai of the retina. 

Figure 2-2:. Implementations of (a) a onedimensional receptive field and (b) a two-dimensional 

receptive field 

2.1 -1 . Receptive Field Algerit hms 

Successful candidate algorithms for receptive field implementation in either a biological or 

electronic system must share three characteristics. First, such algorithms must be physically 

rea!iiabte. This general& means that they must combine a small number of local inputs to reduce 

the physical interconnecPions that they corsPain. Tite second characteristic is that the algorithm 

extract mformation from the data. R must reduce the data bandwidth while retaining information 

useful for image interpretation. Finally, an algorithm should be resilient. It should not rely on 

precise spatial orientation or exact input weightings. 



One well-known edge-detection algorithm used in digital image processing is Sobel's edge 11  

detection [13]. This consists of the convolutions shown in figure 2-3, in which different 

weightings are used to detect horizontal or vertical edges. 

Horizontal edge-detector 

Vertical edge-detector 

Figure 2-3: Sobel's edge-detector for vertically and horizontally aligned edges 

This algorithm fulfills the criteria for receptive field implementation. First, it requires that only six 

local inputs be used, allowing a very simple interconnection strategy. Secondly, this algorithm can 

reduce the data bandwidth while retaining useful information. Figure 2-5 demonstrates this fact, 

giving the sum of the vertical and horizontal algorithms as applied to figure 2-4. This procedure 

has extracted the significant edges of the objects contained in the scene, and they can be 

represented by a single bit per pixel, instead'of the eight bits per pixel required for the original 

data. 

Figure 2-4: The sailboat scene 



Figure 2-5: Appty'mg Sobers edgeedge-detection to the saiiboat scene 



F i ,  1 b  application of a distorted version of the same weightings to the original scene 13 

demonstrates the resilience d the algorithm. The weightings given in figure 2-7 represent 

ccrmrpted scaiitng factors and some non-functional inputs. 

[d 41 
Horizontai edge-detector 

Veriicai edgedetector 

Figure 2-7: Distorted version of Sobel's edgedetector used to demonstrate resiliency 

V i a  comparison of figures 2-5 and 2-6 shows that the distorted version of the edgedetection 

dgorithrn produces a result afmost ident'cat to fhat d the original algorithm. This demonstrates 

Sabers edge-detector is an example of an algorithm that fulfills the requirements for 

w m n  as a receptive fiefd. 

2-2 VLSl Components of a Mlcmefectronlc Receptive Field 

2.2.1. Photodetectors 

~Oodetectors are optical transducers thd convert illumination into an analog electrical signal. 

17ie output signaf is generally propot-Wnai to both the illumination intensity and the device area. 

Ttte larger the active area of the photodetectors, the greater the output signal for a given 

it&-, ~ 6 1  a bger photodetedor can operate in dimmer conditions than a smaller one. Using 

taqp &teetoss atso weseas drswbdcs. The larger signal requires more power to produce and 

pra;ess, and the increased chip area W i t t e d  to detectors reduces the area available for signal 

lprocessirrg. As a human retina will kirtction over a total range of almost 14 decades of tight 

, a photodetectw pnwlucing an output proportionat to illumination intensity over the same 

fmduce abaS 1:: dcxsdas isf anam =ti?i;?ta siQna!. The ambg signal processor must 

ttterefore 6e able to deal a tafge input signal range. 



2.2.2. Analog signal processor 

The analog signal processor combines signals from neighboring photodetectors to give a single 

orrfDut signal. For the case of a receptive field-type convolution, this consists of performing a 

weighted sum. This processor must also be able to deal with several decades of input and output 

signal levels. 

The signal from each photodetector can either be sent to a single MERF, or to a few neighboring 

MERFs. The optimal configuration depends upon the technology in which the sensor is 

implemented. if a photodetector requires more area than the circuitry necessary to duplicate its 

signal, it will be desirable to send the signal to the neighboring MERF cells. In the case where 

photodetectors require less area than the duplication circuitry, it will be more efficient to increase 

the number of photodetectors, and sent the signal from each to a single MERF. Analog signals 

can be processed extremely quickly, but such processing is generally less exact than equivalent 

digital processing. 

2.2.3. AID ConireHer 

The output signal from the analog signal processor is in analog form. Consequently, it must be 

transformed to digital form before being used in a computer system. If this conversion is coupled 

cbsety with analog processor, it will require considerable additional silicon area, as well as digital 

busses to route signals from the sensors. If AID conversion is to be performed on another chip, 

problems such as noise and crosstalk may interfere with the analog signals. In addition, the A/D 

chip will require many converters to process signals from all of the RF outputs in a timely fashion. 

An optimal solution requires circuitry which minimizes the drawbacks of each approach. 



3. ConsPruciing ihe Btscks for VLSl Receptive Fields 

This section will describe the circuits and hardware necessary to construct each functional unit 

outlined in chapter 2. These experiments were performed using a 3pm digital CMOS technology. 

The goals were to find the limits of the MERF approach using a technology that was popular and 

readily available. The results will show whether this technology is suitable for these purposes or 

whether they will require other technologies. 

3.1 Photodetectors with Built-in Light Adaptation Mechanism 

Intelligent vision sensors need photodetectors with the largest possible sensitivity range to react 

with the large range of light intensity present in our environment. Environmental lighting 

conditions range across 14 decades of light intensity measured at the earth's surface: from bright 

June day conditions (100 wlcrnz), through full moon light (approximately 1 od w/cm2) to a darkest 

night sky illumination (approximately 50-14 ~ / c m 2 )  [I]. For intelligent vision sensors functioning 

under the same set of circumstances as human visual systems, their dynamic range must be 

similar. To meet this need, vertebrates have evolved retinas in which rods and cones have 

different sensitivity and built-in light adaptation mechanisms. Ideally, an artificial vision System 

would share these characterisiics. 

The vertical bipolar transistor and p-n diode are natural byproducts of a standard CMOS process 

and they share identical structures, with the p-well forming either the base of a vertical npn 

transistor or part of a diode [3-51. The design of a photodetector that uses the same physical 

structure in two different operating modes can exploit this fact. When the structure is operating as 

a photodiode, either of the two p-n junctions present on the device can provide the output signal. 

The photocurrent from the substrate to the p-well can form one output signal, and the 

photocurrent from the n+ diffusion to the p-well can form the other. When the structure is 

operating as a phototransistor, the substrate forms the collector (which must be biased at aSV), 

the p-well is left floating to form the base, and the output is taken from the n+ emitter. 

The most commonly used photodetectors in CMOS technology are vertical bipolar 

phototransistors (BJTs) and photodiodes, both featuring a single mode of operation [2-51. The 

greatest drawback of the photodiode is that it is relatively insensitive to light, often requiring large 

detector areas. The vertical phototransist~r is a more sensitive device able to detect an optical 

signal corresponding approximately to a moonlit scene [3], but also requires proportionally more 

power to operate. When considering very large arrays of photodetectors, the power 

requirements of the devices can become critical. A single phototransistor or diode with 



reasonable dimensions is able to cover 5 - 7 decades of light intensity [2,5], with a similar range in 16 
output current. It becomes clear that to improve performance of artificial vision systems new 

photodetectors with increased dynamic range and minimized cost are necessary. It is also 

desirable to reduce the range of output current to 2 - 3 decades when using current-mode signal 

processing techniques. 

3.1 .I. Structure of  the Multi-mode Photodetector 

When a MOSFET is placed across the base-emitter junction of a vertical npn phototransistor 

(Figure 3-I), it can be used to force the device into one of two modes. In the diode mode, the 

MOSFET permits the substrate to p-well photocurrent to flow directly to the n+ emitter, so no 

transistor action occurs. The resulting output is simply that due to the reverse-biased substrate to 

p-well junction. When the MOSFET is turned off, electrons generated by photons in the p-well 

add to the base current of the vertical transistor, which is amplified by the forward current gain fJ of 

the device. Figure 3-1 shows a schematic diagram ot these two modes of operation [ I  51. 

a) I 
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I out 
l out 

phototransistor mode photodiode mode 

Figure 3-1 : Structure and equivalent circuits of a two-mode photodetector 

Devices that use a second vertical transistor in the Darlington connection to amplify the output 

current of the phototransistor can attain further modes of operation. In particular, relatively small 

BdT devices with moderate can be cascaded to produce a reasonably large output current for a 

given illumination level. If this cascade can be selectively connected, allowing the extra gain to be 

used only at the lowest illumination level, a further increase in the overall dynamic range will result. 

Hence, tho photodetector with three modes of operation will use two MOSFET's to determine the 

mode of operation of the device. 
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Figure 3-2: Structure of a three-mode photodetector 
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Figure 3-3: Equivalent circuits of a three-mode photodetector 

In this design, the two gate inputs can be set in any of four combinations, each resulting in a 

different mode of operation. In this way, the device can operate either as a photodiode, a vertical 

npn phototransistor, or the Darlington connection of two phototransistors. A built-in light 

adaptation mechanism in the photoreceptor could use these three modes of operation within 

different ranges of light intensities. 

In intelligent vision sensors, the photodetector will adapt its mode of operation according to the 

average light intensity. fhe phototransistor mode is used only for the low illumination leve!s, while 

photodiode mode is appropriate for higher illumination. A switching point between two or more 

modes can be chosen such that signal processing circuitry following the photoreceptor will 

receive a similar current range in all modes. This limited current range will simplify vision sensor 



design and allow for minimized power consumption. It atso makes the use of wnenl-moba signal 18 

processing techniques practical- The sensitivity controll could either be impkmnted In a gbbl 

fshan, or set lor -I areas, a!!w&g b@j?t or 6a& areas of i! scene !a be examis- i:: m& 
simu[taneous& [6]. 

3 .I -2. Performance of the Mufti-'LMode Photodetector 

The Wpt of this device operating in phototransistor mode yields a current agproxirnatety two 

decades greater than that resutting from photodiode operation. For the sensor with hi!!-in right 

adaptation mechanism, this output ampiif'katbn can be sefected through the simple appfication of 

a digital input signal. The resrrfts pram that two-We photosfetWars with a built-in light 

adapiatkm mechanism wiii bneM from dynamic range irrcreaseb by agp~tximaieiy iwo decades. 

Results for the three-mode photodetedor are given in figure 3-4. These resuits demwrate that 

a second phototransistor stage can be used to increase the output chlnent by a fur!&? Wo 

de@ades. The two gain Sages abw the output current at fow light intertslies b be increased by 

b o w  e r s  of magnitude. As wPith the W-nmde dwke, the operation made is seteded through 

RAKB diitaJ inpuli signals. 

mntigm suM@t 

w m 2 1  

af three-mode mtodetector 





The ciraritry required to set the sensl~ity controt inputs can be relatively straightforward. A block 

diagram of such a mechanism is shown in figure 3-6. The output of a photodetector operating in 

phototransistor mode can be wmpared to high and low thresholds. If the output exceeds a 

certain value, the photodetectors on the chip can be switched to photodiode operation. Simiiarty, 

if the output drops bebw another threshokl, the Darlington operation mode can be enabled. A 

hfsteresis mechanism for each of these Weis will be desirable, similar to background adaptation 

a& dark adaptation mechanisms existing in human vision, and can also be implemented in a 

Smightfoi~Eiib manner. 

high 
threshold 1 \ 

mode 

threshold iow __1* ' 
Figure 3-6: A two-mwfe integrated switching mechanism 

The effective cost of the sensitivity control mechanism can be kept low by allowing each circuit to 

wnW a gmp of photodetedors, such as an entire receptive field. This would allow the vision 

sensor lo process scenes containing extremes of light and dark. If locat control is not required, a 

single control circuit couM serve a large poputatiun of photodetectors in a vision system. The 

~~~ wntrol W M  atso be designed with a low-pass filter, attowing the sensor array to 

respond to a gradua1iy changing environment without over-reacting to a sudden burst of light, 

such as at fbsMuPb. Such an event woutd also muse a sensor array to draw an inordinate level of 

Sf at its most sew-rtive her, so cunertt Pmitiqj  circuitry would also be valuable. 

Vayhg Wets of sensWity in a single photodetector mimic the mechanism existing in the 

r&w*s phutodetedu~s. With the additbn of circuitry to select an appropriate ~ e n s ~ ~ i t y  

sensor ClWfW mimic tbe built-in fight adapi;rtian mechanism present in the retina. 

3.2 Amfog Signaf PmcelFsor 

Early w&bn processes can be performed with a oonventional CPU, but the time required to 

fiew%al aperations over an entire m y  can be formidable. Alternatively, one can take the 



i fact that most early vision processes involve combining outputs from neighboring detectors, and 2 1 

/ situate many processors at points evenly distributed across the sensor. This allows the input to 
i 

. be processed in a parallel fashion, greatly reducing the time required, but introduces the further 

problem that the processors will now consume a greater fraction of the sensor's real estate. 

Additionally, the interconnections necessary to allow a processor to access 200 or so neighboring 

cells become very considerable, and a defective processor will result in a relatively large blind 

spot. Another alternative is to minimize the processors, and give them specific tasks to perform 

with specific input cells. This is the process taken here. Each processor perforins only a 

specialized function, and consumes a minimum of silicon area. 

Most of the M E W  processes involve the computation of weighted-sum functions. On silicon, this 

can be implemented in either the digital or analog domain. The more conventional approach is to 

use digital processors. This requires that the analog signal from each sf the photodetectors be 

converted to digital form with an A/D converter. The digital data can then be processed with adder 

circuits and will give a result that is accurate and reasonably fast. The primary drawbacks of the 

digital approach are in the amount of silicon area required. The A/D converters and adders will 

require a very large area if distributed among the photodetectors, and create a data bolt leneck if 

they are centralized. In addition, the interconnections required for digital processing require a 

large amount of space, as each bi needs its own data line. 

The analog approach is well suited to this problem. A/D converters are not necessary. The 

current mode circuitry for weighted sums can be implemented easily using current mirrors, in 

much less area than a digital adder, although the overall accuracy is smaller. At the cost of a little 

accuracy, the current mode processor provides higher speed, smaller silicon area, lower power 

consumption, and far fewer interconnections. The conventional drawbacks of analog signals, 

such as susceptibility to noise and line resistance are not factors in local, fully-analog computation. 

Due to the large amount of silicon area required for digital processors, it is desirable to use analog 

techniques. It is possible to simulate the results of a digital design, but the implementation would 

be uneconomical. 

3.2.1 Mathematical Operations with Current Signals 

?he mathematical operations necessary to implement a microelectronic receptive field are scaling, 

addition and subtraction. When using current mode signals, the processes of addition and 

subtraction can be performed by simply connecting wires. All currents flowing into a circuit node 

will sum to the current ffowing out of it. The subtraction operation is implemented by inverting the 

sign of the signal to be subtracted, and then proceeding as with addition. Signal scaling can also 



be implemented using current mirrors. Figure 3-7 shows circuits using current mirrors to 2 2 

implement mathematical functions. The deviations of the measured output of these circuits from 

the expected value are shown in figure 3-8. 

Figure 3-7: Current minor circuit implementing X = 2A-B and Y = 2(2A-B) 

lnpu t (A) 

Figure 3-8: Deviation of output from the ideal value in the circuits of figure 3-8 

The deviations from the ideal value vary from less than 10% to more than 309'0, depending on the 

size of the currents being examined. This circuit will operate with an error less than 30% over fiv9 

decades of input current from I O - ~ O A  to 10-SA. For other operations, the deviation is related to 

the complexity of the ma!hernatical operation performed, and is sufficiently small for the 



Implementation of robust receptive field algorithms, such as Sobel's edge-detector described in 2 3 

chapter 2. 

3.2.2 Current Mirror D e s i g n  

In many situations it is desirable to duplicate a current mode signal to transmit it to multiple 

destinations. This can be done with a simple circuit known as a current mirror. A CMOS current 

mirror consists of two or more transistors connected so that they all have the same gate to source 

voltage (Vgs). A reference current is applied to the drain of the input transistor, which is also 

connected to the common gates. In this way the reference current determines the Vgs necessary 

to allow it to flow, and each of the output transistors receives the same gate voltage, as in figure 3- 

Vdd lout 1 

Figure 3-9: Current mirrors using (a) pchannel and (b) n-channel devices 

As transistor mismatches are accentuated in the subthreshold region of operation, it is desirable 

that current mirrors be kept above this region. By using multimode photodetectors, the range of 

photocurrent values can be reduced from seven decades to three. Consequently, by using long- 

channel transistors, the need for subthreshold operation can be avoided entirely. 

The equation governing above threshold operation of an enhancement MOSFET is given in 

equation 3.1. The equation governing subthreshold operation of an enhancement MOSFET is 

given in equation 3.2. 

Fmm these equations, current scaling can be done by altering the aspect ratios (WIL) of the 

output and reference transistors. This is not effective in the subthreshold region. Instead, it was 



found to be necessary to use parallel transistors. This is due to edge effects of the transistors, 2 4 

whereby two channels next to one another react differently than if they were touching. This effect 

can be seen in figure 3-1 0, where the output ratio of two n-channel x2 scaling current mirrors is 

shown for circuits consisting of two parallel output transistors and an output transistor with an 

aspect ratio twice that of the reference transistor. The output of the two parallel transistors 

provides good matching for currents as small as 1 QQ PA, while the transistor with a doubled aspect 

ratio provides an output which is closer to 2 . 5 ~  for most levels. 

Had the circuits in figure 3-7 been implemented with parallel output transistors, rather than ones 

with double the aspect ratio, the results in figure 3-8 would be much closer to ideal. 

Input Current (A) 

Figure 3-1 0 Comparison of n-channel x2 scaling current mirrors, one using two parallel output 

transistors and one using a doubled aspect ratio 

3.3 AID Converter 

Although current mode signats allow focal plane processing to be simpiy and efficiently 

implemented, the analog domain is not necessarily the optima! form for sensor output. Analog 

signals are vulnerable to noise and sensitive to line resistance or current leakage. These factors 

make it difficult to preserve the large dynamic range of the cutput while transmitting it over the 



relatively large distance to an adjacent chip. In addition, analog signal transmission requires the 2 5 

use of one or many fast offchip AID converters. 

One solution to this problem is to perform a full AID conversion on the image sensor chip. This 

approach also has drawbacks. If AID converters are distributed one per cell, the silicon area 

required for converters and bus cor~nections becomes overwhelming, and the power 

requirements will start to become a limiting factor. If the N D  converters are distributed one per 

row. the silicon area required is greatly reduced, but the AID conversion will still provide a data 

bottleneck. For example, in a moderately sized 100x1 00 cell sensor, each AID would have to 

service 100 cells. As each cell may be providing an output current of 1 nA or less to a bus with a 

capacitance on the order of 1 pF, the accumufaied settling time between conversions could be as 

great as 0.1 seconds. The additional capacitance of the output transistor and the AID converter 

input will increase this latency period further. Overall, it is unlikely that a scan rate greater than 10 

Hz could be attained. 

Alternatively, a partial Analog to Digital conversion could be performed on chip. This could be 

done if each cell converted its signal to the frequency domain. The resulting signal would be 

quasidigital (digital in amplitude, analog in time), and would combine the flexibility of an analog 

signal with the noise immunity of a digital signal. Such signals require only one output line for 

transmission and can be easily converted to a fully digital signal by an off-chip circuit. If desired, 

they can also be converted back to a fully analog signal (with a PLL) after having been cleanly 

transmitted from the sensor chip. 

The advantages of a frequency mode output are that only one output line is required for a signal, 

and the conversion can be done with a small amount of silicon area. The drawbacks of this 

approach are that each frequency-domain signal must either be timed or counted to form a fully 

digital signal, and lower frequency signals will require more time to interpret. For example, if the 

output frequencies from a cell range over 6 decades between 10 Hz and 10 MHz, the time 

required to count one cycle will range from 0.1 J.LS to 0.1 s. If the circuitry performing this timing 

must be multiplexed between many signals, the lower frequencies will require large latency times. 

Depending upon the intended application, this may present a problem. The solution to this 

problem is either to have the sensor transmit data to another fully parallel system, so that each 

input must examine only a small number of outputs, or to design a circuit which produces a smaller 

range of output frequencies. 



3.3.1 . Current to Frequency Converters 

Analog-domain signals can be translated to frequency-domain signals through the use of 

relatively simple voltage-controiied ring-oscillator circuits. A pseudo-DTL CMOS voltage 

controlled oscillator [I41 is shown in figure 3-1 1. The implementation of this circuit requires little 

silicon area, and a standard cell layout consuming 150 x 96 pm2 is given in figure 3-12 The 

primary drawback of this circuit design is its high susceptibility to variations in transistor threshold 

voltages. The operating frequency of the device is directly related to the current flowing through 

the 7/25 transistors, which is in turn sensitwe to their threshold voltage. 

v 

utput 

I 

Figure 3-1 1: Circuit diagram of voltage-controlled oscillator 

Figure 3-1 2: Layout of voltage-controlled oscillator 



3.3.2. Performance of Current to Frequency Converters 

The VCO a n  be used as a current controlled oscillator through the addition of a long channel 

NIOSFET at the input of the VGO, as in figure 3-13. This device converts a logarithmic change in 

input current into a linear change in voitage. As the VCO converts a linear voltage change into a 

logarithmic change in frequency, the combined circuit translates a linear change in current to a 

lnear change in frequency over at least six decades. Characterization results for this circuit are 

given in figure 3-14. 

output 

Figure 3-1 3: VCO connected as current controlled oscillator 
- 

Input Current (A) 

Figure 3-14: Output of VCO connected as current controlled oscillator 



4. Prototype Vision Sensors using Receptive Fields 

In order to experimentally test local vision processing with receptive fields, a few prototype vision 

sensors have been designed and fabricated. This chapter describes their structure, while their 

performance will be assessed from measurement results in chapter 5. 

4.1 Design Philosophy and Approach 

The design philosophy for this research allows concepts to be tested at different levels. The first 

level tested the component blocks described in Chapter 3 as individual units. The second level 

tests prototype small-scale sensors made from these components, built for concept verification 

purposes. The next levels, not covered in this thesis, would transform the prototype sensors into 

devices with enough MERF cells to perform real world applications, such as peripheral vision 

functions in a smart vision sensor. 

As the vision sensors presented in this thesis are designed to verify MERF concepts, high device 

density is not one of the goals. Instead, a modular structure based upon the standard cell 

approach is used. This allows sensor components to be treated as interchangeable blocks, but 

silicon area is not used efficiently. The combination of the standard cell approach and the 

relatively large scale 3pm CMOS process used restrict the number of sensor cells per chip to 8x8 

or so. This severely limits the complexity of scenes which may be imaged, so most tests are done 

using simple image gradients, in which one side of the chip is exposed to more light than the 

other. 

Over the course of this research, nine chips, each with an area of 4.5 x 4.5 mm2 have been 

designed, fabricated, and tested. They contained various combinations of building blocks 

designed as standard and custom cells, as well as prototypes of small-scale MERF-based sensors. 

These circuits targeted several experiments intended to demonstrate the feasibility of the MERF 

approach, MERF resistance to defects and device variations, and the operating range of the 

sensors. 

&e to the long turn around time in IC fabrication, it was necessary to fabricate complete sensors, 

as well as sufficient quantities of MERF components to allow the assembly of complete MERFs. 

Without these additional components, it would be impossible to determine the cause of a non- 

functional sensor, or retrieve useful data from it. This modular approach allows complete MERFs 

to be built up from a selection of functional components. As the MERF components generally 



performed well, it was possible to measure useful data from the more complex sensors, as well as 29 

4.2 A Mufti Sensitivity Image Sensor with Frequency Mode Output 

This circuit was designed to test concepts of the receptive field based sensor without performing 

any image processing. The analog processor in this circuit is effectively removed, resulting in an 

image sensor in which each photodetector controls one output oscbllator. In addition, two-mode 

photodetectors are used to boost the effective dynamic range of the sensor. 
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Figure 4-1 : Schematic diagram of a section of the multi sensitivity image sensor 

enable 6 [ 

Figure 4-2: Circuit diagram of a multi sensitivity image sensor cell 

The circuit diagram of a single cell of this sensor is given in figure 4-2. The current-mode signal 

from the photodetector is mirrored through the two n-channel transistors, and passed to the VCO, 



which is connected io  a wide-channel to iorm a current controlied osciliator. The output of the 30 
oscillator passes through a transmission gate to a common output bus. In this design, only one 

cell can be read at a time. This is not an optimal design for a smart vision sensor, as it forms a data 

bottleneck at the output bus, but it allows much simpler external processing circuitry to be used in 

a testing situati~n 

Column Select Lines 

@ Photodetectors 

Figure 4-3: Block diagram of a section of the multi sensitivity image sensor 

The block diagram of a section of this sensor is given in figure 4-3. The cells are laid out in a 

hexagonal format, in which each one has six neighbours. Data is not shared between adjacent 

cells, as it would be in a MERF-based sensor. Row and column select lines determine which cell 

should place its signal on the output bus. 



The layout diagram of a section of the image sensor is given in figure 4-4. The cells are anarrged 

in a staggered fashion to attain the hexagonal layout pattern. Control signals are transmitted 

vertically and horizontally to each cell, and the output bus runs horizontally. 



Figure 4-5: Photomicrograph of a section of the multi sensitivity image sensor 

A photomicrograph of a section of the image sensor is given in figure 4-5. All of the sensor area 

except for the photodetectors themselves is covered with a metalization layer. This blocks light 

from the other active devices in the circuit, preventing photo-induced currents from influencing 

the output value. 

4.3  A Smart Vision Sensor Providing Edge-Detection 

This circuit was designed to test concepts of the receptive field based sensor by performing a 

simple image processing algorithm. The analog processor in this circuit is wired to perform 

Sobel's edge-detection algorithm. This consists of two convolutions, one for vertical edges and 

one for horizontal edges. These functions are shown in figure 4-6, each combines the signals 

from six photodetectors. A digital signal determines which function will be performed by the 

sensor and passed to the output oscillator. The frequency-mode output signals are combined to 

an output bus to make measurement more convenient. This sensor uses three-mode 

photodetectors to allow a greater range of light intensity to be examined. 



Horizontal edge-detector 

Veiticai edgedetector 
Figure 4-6: Sobers srdge-betector as implemented in the vision sensor 

Fgure 4-7 is a schematic diagram of an edgedetector cell. Atthough not evident from the 

diagram, each photodetector passes its output to ail eight neighboring celk; an edge-detector 
cett Is centered over each phutodetector in the sensor. 
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Fwre 4-7: Schematic diagram of a section of the edgedetector image sensor 

This overfap is more evident in the b M  diagram of figure 4 8 ,  which shows a section of the 
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Figure 48: Block diagram of a section of the edge-detector image sensor 

The circuit diagram of a single cell of this sensor is given in figure 4-9. In 4-9 (a) the current-mode 

signal from the photodetector is duplicated with a set of n- and p-channel transistors, creating 

amen# signals which are transmitted to neighbring cells. The signals from the surrounding cells 

are combined in 4-9 (b) to form the output signal. The function select input selects which of the 

two edgedetection convo!rttirrns will form the output. In addition. a bias signal is applied to 

mother rrchannel device which serves to keep a unipolar current signal for the oscillator. Output 

sefed circuitry in 4-9 fc) places the buffered frequency-mode signal onto the output bus. 
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Figure 4-9: Circuit diagram of a edgedetector sensor cell, showing (a) duplication of 

-output 

photodetector output for neighboring cells, (b) signals from neighboring cells being combined to 

form the output signal, and (c) output select circuitry. 
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The hyxd diagram ~f a s d b n  sf the image sensor is given in figure 4-1 0. The cells are arranged 

in a regular x-y grid which reflects the convolution being performed. Control signals are 

transmitted vertically and horizontalIy to each cell, and the output bus runs horizontally. 



Figure 4-10: Layout diagram of a section of the multi sensitivity image sensor 



Figure 4-1 1: Photomicrograph of a section of the edge-detector image sensor. 

A photomicrograph of a section of the image sensor is given in figure 4-1 1. All of the sensor area 

except for the photodetectors themselves is covered with a metalization layer. This blocks light 

from the other active devices in the circuit, preventing photo-induced currents from influencing 

the output value. 



5. Testing of Vision Sensors 

This section will describe the equipment necessary to measure the prototype vision sensors, and 

present their performance. 

5 .1  Scene Generation Optics 

In order to characterize either individual photodetectors or entire vision sensors, it is necessary to 

provide a scene to the sensor. This scene should be able to mimic the conditions provided by a 

real-world scene. Desirable features in such a scene generator include a wide range of 

illumination intensities, a uniform beam, allowing all detectors in a vision sensor to receive the 

same input, as well as known spectral characteristics. As this research has not dealt with the 

effects of colour, control of the wavelengths present in a scene is not critical, but knowledge of 

the beam wavelength is important. 
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Figure 5-1 : Schematic diagram of optical test bench 

In order to meet these requirements, an optical test bed was set up using a 6 Watt Argon Ion Laser 

(A = 488 nm / 514 nm) as the illumination source. The laser power itself is controlled over two 

decades, and is internally stabilized to keep power fluctuations to less than 1 %. A glass prism is 



substituted for the dielectric- mirror (figure 5-11 to reduce the range of laser power by 3 9 

approximately two orders of magnitude. Further filters allow the useful range to be expanded to 

over seven decades. k teain expander is used to enfarge the beam from a two rni!llrne!ers in 

diameter to an area approximately five centimeters in diameter. In theory, a laser beam has a 

Gaussian intensity profile, and this will be preserved as the beam is expanded. In order to obtain a 

uniform intensity over a chip-sized area (-5 mm x 5 mm), the beam must be expanded sufficiently 

for the peak of the gaussian to be flat over this area. It is also of note that the power incident on 

the chip decreases with the square of the expanded beam area, so over-expanding the beam is 

not a desirable solution. 

The expanded beam was characterized by sliding a small-area photodetector across it, and 

recording the intensity at each point. This procedure revealed that while the beam was roughly 

Gaussian, it did not present a smooth curve. Instead, interference fringes were present in the 

beam, and they resulted in spatial "noise" when the beam profile was measured. In order to 

remove these effects, it was necessary to pass the beam through a spatial filter. A spatial filter 

consists of a pinhole through which the beam is focused. The process of focusing the beam to a 

point effectively performs a Fourier transform in the spatial domain, and the pinhole is of a size 

sufficient to pass the low spatial-frequency beam energy, and block the higher spatial-frequency 

noise components. Spatial filtering commonly results in an energy loss of 5 - 30% depending 

upon the initial beam quality, the precision to which the beam is focused, and the thickness of the 

pinhole material. 

The profile of the expanded and filtered beam is shown in figure 5-2. During measurements, the 

beam power was measured by placing a Newport 840 optical power meter in place of the sensor 

being measured. 
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Figure 5-2: Expanded and spatially filtered laser beam profile 

It can be seen from the beam profile that there is a region with a diameter of about 0.5 cm over 

which the illumination intensity varies by only a few percent. This is the area in which chips being 

measured are placed. 

5.2 Sensor Measurement Techniques 

In order to simplify the process of collecting data from image sensor chips an external data 

collection system was set up. This system is based upon a Motorola 68HC11 microcontroller 

(6811), which forms a link between the image sensor chip and a personal computer (PC). The 

6811 sets up the control lines for the image sensor, and examines the pulses on the output bus 

tc~ calculate the selected oscillator's frequency. This data is then passed to the PC through a 

serial link. The PC stores the incoming data, and allows the user to program the 681 1 board. 
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Figure 5-3: Data flow to and from image sensor chip 

The complete system allows data to be read easily and efficiently from the image sensor chip, and 

is well suited to a testing environment. However, two data bottlenecks are present in this system. 

In a situation where scan rates of 30 Hz or greater were required, it would be necessary to bypass 

the data bottlenecks. The first is between the 6811 and the sensor chip, since each output cell 

must share a common output bus. To eliminate this it would be necessary to examine more 

output signals simultaneously. This could be done with multiple output lines, or ultimately, by 

integrating digital processors with the sensor. The second bottleneck is the serial line between 

the 681 1 and the PC. This isn't a serious problem, since a practical system based on such a 

sensor woutd use a digital processor with a higher speed link between the initial digital processors 

and the controlling processor. 

5.3 Vision Sensor Designs and Their Capabilities 

The various vision sensors and associated components described in this thesis were fabricated 

using a standard 3pm CMOS process available through the Canadian Microelectronics 

Corporation. It provides a double metal layer polysilicon gate technology with a minimum feature 

size of 3pm. The standard cell approach consists of designing each circuit component to fit within 

a certain area, using the same connection conventions for each component [$I. In this way, 

designing a circuit consists largely of selecting the component blocks and wiring them together. 

Standard cells also allow components to be replaced and updated without modifying the entire 

circuit. The main drawback of this approach is that it severely restricts circuit density. 

Another limitation of these sensors is due to the device variation of the VCO. This is described in 

more detail in section 3.3.1. This variation could be reduced either through the use of an 

oscillator design less susceptible to threshold voltage variation, or by multiplexing MERF outputs 

to a reduced number of oscillators, although this would reduce the output bandwidth. 



5.3.1 . A multi sensitlvity image sensor with frequency mode output. 4 2 

This is an hexagonal array of 60 photodetectors, connected to oscillators through simplified RF 

processors with unity transfer functions. This sensor is described fully in section 4.2. The 

operating characteristics of a single sensor cell are given in figure 5-4. This graph shows the 

output of a single cell in each of its two sensitivity modes, over 5 decades of light intensity. 

The power consumption of this chip varies with illumination intensity from a low of approximately 

Illumination (W/cmA2) 

Figure 5-4: Measured output of a single cell of the multi-sensitivity image sensor in photodiode 

and phototransistor operation modes. 



Figure 5-5: Output of the multi-sensitivity image sensor with an illumination gradient across it. 

The output of the entire sensor array with an iilumination gradient placed across it is given in figure 

5-5. The output frequencies have been replaced with grayscale values such that the lowest 

frequency output is displayed as black, and the highest frequency output appears white. 

These results show that the concepts used in this circuit, the multi-mode photodetector, and the 

eurrent-controlled oscillator operate effectively in an image sensor. 

5.3.2. A single edge-detector MERF 

This structure performs the Sobel edge-detection method. The function implemented is 

{] by the circuit given in figure 1-5. The center to center photodetector spacing is 
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Figure 5-6: Circuit diagram of an edge-detector MERF. 

This circuit produces a bipolar output current proportional to the value of the convolution 

performed on photodetector currents. It is an example of a function which could be useful in a 

smart vision sensor. A simulated output of Sobel's algorithm applied to an image is given in figure 

2-5. 
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Figure 5-7: Output of 3x3 RF edge-detector as an illumination gradient is moved past it 

The output of this MERF versus edge position is given in figure 4-7. In this case, an illumination 

gradient, or ecge, has been moved past the detector, giving its output for each possible edge 



bcatbn. It can be seen that near zero output is produced when the edge is not incident on the 45 

MERF, and a reasonable large output value occurs when the edge lies across the MERF. 

This circuit demonstrates that the analog processor unit of a MERF can be effectively 

implemented in the current domain. 

5.3.3. A smart vision sensor providing Edge-Detection 

As described in section 4.4, this sensor was designed to perform Sobel's edge-detection 

method. However, due to a layout error, two signals of opposite sign were switched, and the 

actual convolutions performed are those shown in figure 5-8. 

Horizontal edge-detector 

Vertical edge-detector 

Figure 5-8: The convolution algorithms performed by the edgedetector sensor 

For the one-dimensional case, these convolutions reduce to [4 0 -21 and [2 0 -41. As 

all of the experiments described here dealt with the one-dimensional case, these values are 

adequate for establishing expected sensor performance. 

The first experiment was performed by setting the sensor's bias input such that a uniform 

background produced a 60 kHz output signal. The output of a single cell was then examined as 

fragment of glass patterned with photoresist was moved past it in 20 pm steps. The photoresist 

transmitted about 1% of the incident light, and was patterned such that a 120 pm wide bar was 

p jec ted  across the chip. Figure 5-9 gives the results, in which positive and negative output Is 

given by variation from the bias vabe of 60 kHz. Measurements which were repeated differed by 

fess than 2% from the original values. The data shows a clear peak as the light bar crosses the 

ebgedetectur, as well as a somewhat regular pattern of secondary peaks- These secondary 

are czused in pztl by dtffractbn d coherent Iight through !he f 20 yn aperture, and in part 

by secondary reflections within the glass screen. Subsequent experiments used non-refledive 

patterning 





Measured ---- Expected 

F i r e  5-10: Measured and expected outplt as a light bar is moved across an edgedetector cell 

The finat experiment used the same setup as the previous one, except that data from four 

adjacent cells was colfected. F w r e  5-11 shows the resuls oi these measurements. All four of 

the cells produce sirnilarty shaped output waveforms, each separated by the diiance between 

the cells ( 3 8 4 ~ ) .  The variation in signal magnitude of the four ceik is due to differences in 

device characteristi, of which wriatiorts in VCO characteristics will dominate. 



bar posabn (pm) 

: Ootput of four adjacent edgedetector cells as a light bar is moved across them 

These are the operations necessary at a pixel level to perform processing over an entire image. 

This experiment therefore forms a mien>-scale version of the simulations given in chapter 2. The 

same prmsses, perfomed over a much larger area would produce a resub similar to the edge- 

detector w@ui shown in figure 2-5. 



6. Conclusions 

This thesis described the VLSI implementation of receptive fields for focal-plane image processor 

applications. A microelectronic receptive field (MERF) consists of a set of photodetector inputs, 

an analog processor to combine those inputs, and an AID converter to convert the output signal 

to a useful form. Circuit blocks performing the above functions were designed and characterized, 

and prototype vision sensors built from these blocks were also tested. Optical experiments were 

conducted on a custom designed optical test bench necessary for precise sensor 

measurements. This equipment was used to characterize MERF circuits and sensors over seven 

decades of fight intensity. 

The photodetector circuits used in this research were two- or three-mode CMOS devices which 

can operate as either photudiodes, phototransistors, or Darlington-connected phototransistors 

featuring different light sensitivity in each mode [15]. This allows a much greater range of light 

intensity to he processed by the MERF. Three-mode photodetectors are abfe to compress seven 

decades of light intensity into three decades of output current, which greatly reduces the task 

required of the analog processors. This is a new concept in image processors which allows CMOS 

anent mode techniques to be used over a wider range of light intensities. 

The analog processor blocks use current-mode circuit techniques to perform weighted-sum 

operations on photodetector signals. The use of long-channel transistors allows mathematical 

operations to be performed over four decades of input current while keeping the output error to 

less than 30%. This accuracy is sufficient if appropriate receptive field functions are chosen for 

irurpfementation. In particufar. MERF functions for vertical and horizontal edge-detection were 

m m e n t e d  and performed wdi. 

The AID conversion technique found to be most appropriate for MERFs was a current to 

frequency conversion. This is performed by mnnecting a long p-channel transistor to a pseudo- 

DTL v ~ W ~ n t m l f e b  osciftator fl4. This cimit allows a current-mode signal to be converted to 

a frequency-mode signal over at least six decades. The frequency-mode signal provides 

fmm* to noise and crosstatk not offered by analog signals, while requiring a smatl converter 

I repesenbation by cxrur-m'ng output pubes or timing a period, M this wift require special 



If appropriate a!gori?hms are chosen for MERF implementation, MERF-based sensors show 5 0 
considerable resistance to large variations in device parameters- For example, the sensor 

designed to perform an edge-detection operation in which incorrect weightirags were assigned to 

its analog processors was still found to operate effectively. In future, vision sensors containing 

more cells could be measured more easily, by mounting the sensor in a camera body and 

examining real scenes. 

Three micron digital CMOS was found to be sufficient to prove MERF concepts, but it is not the 

best suited to smart vision sensor design. To achieve both large numbers of photodetector cells 

and high densities it would be necessary to use a technology with a smaller feature size, and 

designs optimized for high density. This techmiogy was used because it was a readily available 

and well characterized. 

The MERF circuits and sensors tested in this thesis validate the concepts used, and show that 

there is potential for further development of vision sensors based on the receptive field paradigm. 

Due to their high processing speed, low power, and resistance to defects, large area sensors 

containing thousands of MERFs may become an alternative for smart vision sensors performing 

peripheral vision functions. 
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