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ABSTRACT

Until recently, the role that episodic memories play in
learning from classroom instruction has gone largely
unexamined. Work by a few psychotherapy and classroom
researchers, however, indicates that it is possible to
determine personally relevant characteristics of learning
events that learners describe as memorable, helpful, and
related to semantic memories.

In response to critiques of memory research, the
present Study includes an investigation of how the mental
processing of information, and the metacognitive self-
reguiation of learning affect memory. The current study
explored links among pre-instruction measures of these
mental activities, episodic memories from lessons, and
learning. All of the 122 Grade 6 participants in the study

were administered the Individual Differences Questionnaire

(IDQ), a measure of mental coding habits, and the Self-

Regulated Learning Questionnaire (SRL), a self-report of

metacognitive self-regulation. After each of the three

experimental lessons, a posttest and an Episodic Memories

Questionnaire (EMQ) were administered. Students’ episodic

memories were located on videotapes and transcriptions of
the lessons.
Part correlations were calculated to investigate

relatioﬁshipé among SRL, IDQ, episbdic memory reports, and



iv
posttest scores. Cohtingéncy tables were scanned to assess
association between epiéodic memories for lesson events and
posttest performance cn items related to those events.
Grounded theory methods were employed to identify a
superordinate category of episodic memories reported.

Part cofrelations between SRL'total scores and memory
reports were statistically detectable, smail, and positive.
It was aléo found that during difficult lessons,
metacognitively active students weré more likely than others
to réport épisodic memories. o

- Shortcomings of the present study were noted. Concern
about the meaning of the total scaleVSRL score was issued.
Itkwas récommended that the role of spontaneous attention in
episbdic memory be examined. Also, it was suggested that
future large sample studies be done to examine how episodic
memories may influence personal, attitudinal, and
motivational variables which, in turn, may mediate knowledge
constfuction. rFinally, it was recommended that small sample
studies be done in order to track in finer detail students’

episodic and semantic memories from classroom instruction.
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CHAfTER ONE: INTRODUCTI ON
How do episodic (personal, autbbiographical) memories
mediate knowledge construction dﬁring classroom instruction?
More specifically, is there a relationship between

particular mental activities ahd‘therretrieval of episodic

- memories? Once retrieved, what impact do these episodic

memories have on the recall of semantic memories (lesson
'ihformation and facts)? - In short, what attention should
teachers give to the episodic memory system in order to

improve their instructional effectiveness?

Chapter One of this dissertatiqn provides a rationale
for‘an:examination of how épisodic memofies might mediate
learning'from élassroom instruction.  Several afguments are
presented in support of such a research effort. Literature
reviewed in Chapter Two focuses on mental activities that
might be implicated during episodic memory retrieval, the
relationship between episodic memory retrieval and recall of
semantic memories, and the appropriate venue for the present
study. At various points in both chapters, reference is
made toyliteratufe addressing the larger goal of this

investigation, namely, teacher effectiveness.

The Absence of Classroom Research on Episodic Memory
" Despite historical interest in episodic memory
within'psychology generally (Robinson, 1986), the phenomenon

has received only minimal attention within educational




psychology. Contemporary journals and texts in educational
psychology abound with investigations of felationships
between semaﬁtic memories and teéchihg and learning
processes. Martin (1993) lists several contemporary
~educational psychology texts with such content (e.g., Dembo,
'1991; Gage & Berliner, 1991; Lesgold & Glaser, 1989;

Mayer, 1987; Pressley & Levin, ‘1983a, 1983b); and also
points out that those few textbooks that do refer to
episodic memory do so in only a cursory fashion (e.g.,

- Dembo, 1991; Gage & Berliner, 1991). They certainly do not
~address the larger issue of coﬁcern‘in the present
riﬁvestigation; namely, the significande bf ébisodickmemories
inrclassrodm léarning and, ultimately; feacher

effectiveness. Other compendiums such as The Handbook of

Research on Teaching (Wittrock, 1986) though comprehensive,

also have not spoken to how teacher attention to personal

memories of students may affect learning from instruction.

The Significance of Episodic Memory Research in Classroons
Martin (1993) recently called for research that
examines how students’ episodic memofies of classroom
teaching might mediate their learning. By episodic
_memories, Martin refers to students’ autobiographical recall
"of'specific instructional events'they éXperienée; as dppbsed
th their recollectiﬁn of semantic or procédural information:
(factual khoWlédge) divorced fromESuchﬂéxperiential context.gk




As already mentioned,Vinvestigations of the mediational
role episodic memories may play in classroom learning do not
abound. in the literature. This is because researchers
regularly equate learnlng w1th memory, - and measureklearning
outcomes, such as achievement in terms of a child’s memory
”*fOrrfactS'and'information. ReSnicki(1989) points out the

'probiem;with such an approach:r‘"We know thatrhuman memory
for isolated facts is very limited. Knowledge is retained
only when empbedded in some organizing structure" (p. 3). It

~may be that eplSOdlC memories form the 1mportant
facllitative organizing structure to which Resnick is
, referring.

Several reasons for the surface treatment ‘of the role
episodic memories play in classroom learnlng have been put
kforward by opponents of such a research effort. - These
include questions of relevance, controversy over the number
and nomenclaturerof extant memory'sgstems, and debate over
the validity of episodic memory research ininaturalistic’
environmentsirVArdiscussion of, and”counterargument for,
each of these concerns follows.

Questions of Relevance

'Lack of relevance;' Educational psychologists have been

encouraged by certaln promlnent researchers not to examine
the- relationshlp between eplsodlc memory and classroom

learnlng, Tulvlng (1983),argues,that'understanding the




episodic memory system is irrelevant to improving
educational practice. Estes (1989) also considers such
memories to be less educationally significant than semantic
memories for understanding classroom learning ahdkteaching.
He states that "most learning that occurs in educational
settings has to do with semantic memory‘and haé a cumulative
character as distinguished frcm the memory for discrete
“events that characterizes episodic memory" (Estes, 1989,
- p-5). Furthermqre, episodiclmemorigs suffer from much
greater vulnerability to interference than do semantic
memories (Tulving, 1983) and, as Slavin (1991) has poinﬁed
out, are often difficult to retrieve when one episode gets
miied up with an earlier one—-that is, unleés something
happens to make the episode especiaily memorable.
Nevertheless, the importance of memory to learning has never
been questioned (e.g., Gagne, 1989; Horn, 1989; Resnick,
'1989) . | = |

Relevance. The increasinély popular notion that
learning is a multifactor phenomenon (c.f., IrannNejad,
McKeachie, & Berliner, 1990) suggests an investigation of
- the different ways memory is implicated in the learning
process. ResearcherSVSuch as Cohen (1989) point out that
episodic memories can play a significant role in learning.
- She argues‘thatrsuch memorieS'canrhaverimpact on children’s

';iéonStructiOnﬁand,reconstruction'pf,knOWLédgeLjpartiCularly‘r




during problem solving. Cohen suggests that recall of
episodic memories may facilitate problem solvihg through
‘associative processes. A child may recall problem solving
k'procedureSrbyrfirst remembering,the episode in which the
 procedures were taught and then recalllng the procedural
1know1edge assoc1ated with those eplSOdlC memories.

The organization and explanation of experience by the
self'which comes to be known. through'episodic memory, seems
central “to processes of learnlng (Berelter, 1990; Brewer,
-1986; Lapadat & Martln,,1993; Roblnson & Swanson, 1990;
Zlmmerman & Schunk, 1989). For'example, Lapadat and Martih
 '(1993) c1te the work of Roblnson and Swanson (1990) who
: suggest that through autoblographlcal memory, 1nd1v1duals‘
tare able to construct self—hlstorles that "are central to

,ohgoingrprocesses of self-definition and

explanation... (which ultimately)rorganize experience and
"desires into,meaningful and acceptable patterns®" (1990, p.
331). S s 77

- Similarly, Brewer (1986) suggests that a significant

'orgahiZing~structure in which factual memories are embedded
is that of the self, a "complethental structure that
‘includes the'egoi the se1f4schema;'and portions of long-term
,,memory related to theVegoiself (e.gg,rpersonal,memories,
generlc personal memorles,‘and autobiographical faCts)" |

t(Brewer, 1986 p. 27) Self ‘can be concelved as a factor in




the phenomenon of learning (e.g., Bereiter, 1990) and is
being considéred as an overarching organizing 'structure in
which the construction of knowledgé occurs (e.g., Resnick,
1989); Aﬁ exploration of the role episodic memories ?lay in
~classroom learning could contribute to other efforts aimed
at understanding the role self plays in organizing the
process of individual knowledge construction.

Number of Memorv Systenmns

There has been much controversy over what constitutes
an episodic memory and how, if at all, it differs from other
kinds of memory (c.f., Tulving, 1985). Basically, this lihe
- of afgument puts into gquestion the significance of any
research effort on episodic memories,if'éuch ﬁemories cannot
be distinguished from other kinds of memories.

A rationale for the present investigation of episodic
memories is based on Tulving’s (1985) position that the
episodic memory system can be distinguished from at least
two other kinds of memory systems. 1Tulvingr(1985) cites
support for his contention in manyrquarters (e.g., Hermann,
1982; Herrmann & Harwood, 1980; Kinsbourne & Wood, 1975;
1982; Oakley, 1981; O’Keefe & Nadel, 1978; Olton, 1984;
Ruggiero aﬁd Flagg, 1976} Shobéh; Wéécourt, & Smith, 1978;
‘Warrington, 1§§1; Wooa} Eberf,'ﬁ"KiﬁébOufhe, i982; Wood,
Taylor, Pennyiistump,‘l980).,,Tulvingrcites four reasdné for 

Vhis”piuraliStic position on memory éystéﬁs;,




a) Generalizations about memory as a whole,
generalizations which often give rise to needless and futile

V‘arguments, cannot be made. General statéments about

particular kinds of memory are perfectly possible and would
reduce éontreve¥syriﬁ the memory literaturé.

’:bf“' Memoryrhés become what it is throughfa long
k  ev§1uti6nary proceSs; a process that is seldom linear. One
might expect, therefore, that the brain structures and
Urmechanisms which comprise memory wouldyreflect 6ther
~~evolutionary processes. . |

c) Data from expérimeﬁts on 6£her psychblogical functions
suggest that there is more than a single memory system. For
Le#ample, in work by Weiskrantz (1980) and Weiskrantz,
Warrington, Sanders, andrMarshall (1974) onrblindsight,rit
was,feported that people with damagé to the visual cortex
are blind in a part of their visual field, but still can
3‘poih£ accurately to,rand disériminéte,robjects presented to
 ,therblind part of their visual field in a'forcéd-choicé
 situa£ion. Therimplicationrbf such a finding ié that
different brain mechanisms exist for picking up information
"about the Qisual environment.

,d)” VFinally,rTulving argues that itnis difficult to believe
thé; 311 the'Qarieties erleafnihg,and memory that appear to
be sérdifférehtjéan feflect thé wofkings‘of‘one énd the same

'un@g:lyingksgtfqﬁfStructures¥andzpioéessesf7




Tulving (1985) follows these arguments in support of
multiple memory systems by positing a ternary classification
of memory in which he distinguishesrproeedural,‘semantic,
‘and episodic memories.  In additien to the semantic, and
episodic memeries which have already been described, Tulving
asserts the existenee of a proeedural membry system. This
system enables organisms to retain learned connections.
between stimuli and responses. It is most evident in
automatic, unconseious psychomotor behaviour.

Despite these distinctions among the procedural,
semantic, and episodic memory systems, it should be noted
that Tulving admits to some overlap among them. He
“describes the three as forming'arhiefarchical arrangement in
which the lowest level, procedural memory, contains semantic
memory as its single specialized subsystem, and semantic
memory contains episodic memory as its single specialized
- subsystem. Each highef system has unique capabilities not
possessed by the lower systems, -but depends on and is
supported by the lower systems. This definition suggests
that only certain pra7edural memories can be identified as
completely distinct from the other two kinds of

memories.




Nomenclature of,MemofV”Systems

| Naming the memory system that deals with personal
‘memories figures importantly in the process of
distinguishing it from others. There has been much debate
bver'What the system that deals,with personal memories

,shouldrbe callgd. For example) the term "autobiographical

- memory" has been used interchangeably with "episodic

membry.F"Bahaji and Crowder (1989), however, argue that thé
térm "autobiographicélrmémdry" really is one of temporary
‘éoﬁﬁéhieﬁce forVQVeryday memory researchers and has
r'ébnﬁdtatioﬁs that make'it'inappropriate for everyday memofy
"‘réSQarph. Conway (1991) argues the opposite. He contends
r“that a term such as "episodic meﬁoryﬁ has limited utility
‘ bé¢$use bf its'assoéiations With laboratory studies of
7 memory, whereas the term "autobiographical memory" is linked
tdrecologically valid research on events meaningful to study
'participahts."Brewer (1986) adds to the classification
confusion by'positing five different kinds of
éufbbiographical memoriés, while Mandler'(1985) argues for a
classification of memory based on automaticity (automatic
‘and non-automatic) and length of term (short and long).
There seems to be no simple way out of this
cééégérization'mbréssgr TulVing (19é3) endorses the use of
"‘théaféfm;“epiééaié" oVeriothérVPOSSiblé'élterhatives. He

‘argues . that it dbes‘convey a reasonably‘accurate description
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of the kind of information or knowledge to which it refers:

Not only is "episode" one of the synonyms of
" "occurrence," it is also defined in the dictionary
as "an event that is distinct and separate
although part of a larger series"
...The relative brevity of the term glves it an
advantage over another possible alternative,
namely "autobiographical" memory that, despite
its historical precedents, further suffers because
of its connotation of a literary account of one’s
life. (p.28) :

For the current investigation, the term "episodic memory"
will be used for the personal memories being studied.

The Validity of Episodic Memory Research in Natural

Environments

| So far, arguments have been offered suggesting that
7ep1sod1c memory research is relevant to bulldlng
understandlngs of learnlng and that such a research effort
is legitimate in that these memories can be distinguished
and named differently from other memories. Still, the
question of examining such memories in natural environments
such as the classroom has been raised by pundits., However,
the concernslexpressed have not silenced advocates of
natural inquiry.

Over a decade ago, Neisser (1978, p.4) dismissed the
importance of findings emanating from memory laboratories‘by
comment 1rg*thatp'"If X'is anrinteresting orrsociall‘f
significant aspectwof:memory, fheh,psychologists have«hardly |

ever studied X.m Martln (1993) follows Nelsser in his

critique of the potentlal utlllty of memory research in the
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: laboratory as it applies to éducational psychology. He
‘quotes Slavin (1991) who stated that episodes likely will
not be remehbered;unless "something happens during the
epiSqdé to makeriﬁ eSpecially'memorable" (p. 139) and
7~con¢1udeé that in laboratory settings the iikelihood of such
odcﬁrfenées is prbbably extremely small. Martin attributes
"the problem to the "kinds of routine, détached information
typiéally embedded in the relatively uninspired tasks most
often set by”experimenters in sqch_settings"r(1993, p. 170).
These attacks QnrmEmory research in the laboratory have
- not gone unnoticed or unrebutted; In their controversial
"artiCle;‘Banaji and Crowder (1989) highlight the importance
i of generalizable findings. - They argue that’fihdings from
_ ecologically valid research suffer from low generalizability
and that, though of limited external validity, psychology
lab findings do not suffer from this shortcoming. They cite
'sevefal memoryrstudies dohe'in natural séttings and point to
‘Seriéus flawsrin eééh. 'Bénaji and Crowder criticize natural
investigatiohs on the grounds that: a) their findings are
génerally nof unique ahd,that lab studies usually produce
similar findings; and b) the validity of the results from
' $uch studies is almost inevitably in question because of

serious methodological flaws (e.g., small "n" and lack of

attention to confounding variables) .
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Nonetheless, Banaji and Crowder (1989) previde two
strong caveatsrto their general argument.k,They discuss
Erdelyi and Goldberg’s (1979) comment that lack of
experimental confirmation for phendmena'euch askrepression
eould not be a criterion for rejecting the idea of motivated
"forgetfiné.h They cencede thét,everyday memory research
may yield emefgent principles abont repressed memory and
similar phenomena that cannot be discovered in the lab.
Secondly, they imply that'principies,gleaned from lab
“research must be tested assiduoﬁsly for external validity
and ought to be examined in more natural settings.

| Others;fﬁeanwhile; have been critical of Beﬁaji ahd

Crowder’s attacks oﬁ'natural,inveetigations into memory.
Ceci and Bronfenbrenner (1991) state that there is
subetantial ceunterevidence to the claim that everyday
memory research is not worthwhile and that sueh research is
consistentlykmethodologically weak. They argue that the
search for prineiplesrthat govern variation is a necessary
scientific ehdeavour, one that requires the use of both
laboratory and real life investigations.

This move toward a balance between laboratory and
natural investigation of ﬁeﬁory haerbeeh echoed'recently bye~
‘NeieSer—(1988)<whowiSLnow cohsiderably,less severe”inehis
indiqtmenflofriab technique for fherstudy ofrmemer,u,

Klatzky (1991), Loftus (1991), Conway (1991), and Tulving
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”fl(1991),have all come to the defense Qf everyday memory
" stating essentially that the value of such research is in
" what it can offer to replace reduced control--the
 fa§ai1abi1ity of data that could not be obtained in a
laboratory, suggestions for areas that are worthy of
"Controllgd‘Stﬁdy and, potentially, hewhphenomena.

Fihally, in an article entitled'“Continuities between
ecolégicai and laboratory approaches'tp memory,“ Winograd
(1988) further depolarizes the debate by offering

',desqriptions of concerns that are commbn to the two
approaches. He discusses five of these concerns: a)
!ngrifiability, b) forgetting functiOns, c) cue loading
 ’vérshsrdistinctiveness; d) constructive processes in memory,
~and e) memorabilityrof events. |

Extant Natural Educational Research on

Episodic Memories

Anothér reason fo cafry on episodic mémory research in

clasérooms is that successful researchrén epiéodic memories

‘rin other learning environments is currently being conducted
and is providing practitioners with valuable information

that may enhance their effectiveness.

Psychotherapy Research
For example, examinination of episodic memories in
another learning énvironment, psychotherapy, has proven

fruitful;[Researchers'have'been determining,qualities of
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episodic memories from events in psychotherapy that
participants consider important. During immediate and six-
month follow-up investigations, Martiﬁ‘and Stelmaczonek
(1988) found that counselling events identifiea as‘important
by elients centained dialogue,thet was deeper, more
elaberative,rahd mere eonciusion—oriented. In contrast,
other dialogue included teﬁporally proximate, but distinct,
events that clients did not report (control events). When
analeing'memory reports of clients that iﬁvOlved therapist
contributiens to dialogue, Martin, Paivio, and Labadie
(1990) also found that events rated as important could be
distinguished from control events. In thie etudy, the same
tactors:identified by Martin'andrsteimaczoﬁek (1988) were
identified as responsible for this diffetence, with one
addition: therapist discourse from important events was
described as clearer than discourse from control events{

Martin, Cummings,  and Hallberg (1992) extended this
research by exploring the effects of manipuleted;
elaborative discourse on memories from counselling sessions.
They found that in four dyads cof experiential psychotherapy,
clients tended to report recollections of therapists’
intentionalmetaphorsapproximately two—thirds of the time,
especially when'these;metaphors~Were*deveIOped'ff

collaboratively and repetitively. Clients also rated

~ therapy sessions in which they reported memories of
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therapists’ ihtentional use of metaphors as more helpful
‘than sessionsrin which they reported memoi ies of therapeutic
events other than therapists’ intentional metaphors.
Findings from thisrresearch suggest that it is possible
V'tordetermine characteristics of learning events that
learners consider memorable Equipped with such
slnformatlon,'1nstructors may be better able to 1ntentlona11y
create learnlng experlences which learners describe as both

k‘memorable and helpful.

Ciassroom Research
The view that episodic memories play a pivotal role in
_classroom learning (Martin, 1993), receives support from a
series of studies of elementary classroom learning cohducted
’beruthall and Alton?Lee (1982, 1991). These researchers
 have recently used qualitative procedures to highlight the
significant effect which context has with respect to
llearnimg outcomes. Context; they argue, forms children’s
episodio memories for speoific instructional events,
"memorles that persist long after the events in questlon
(Nuthall & Alton-Lee, 1982). Nuthall and Alton-Lee’s (1991)
‘ work.suggests such episodic memories cue semantic memories
“conveyed in 1n1t1a1 classroom lessons.

| On the other hand an exploratory study of hlgh school
istodents’ learnlng from career educatlon v1deotapes

(Lapadat,'Martln,‘& Clarkson, 1993):found only limited
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stport‘for the hypothesis that episodic memories mediate
students’ learning from media or 1ectures, at least in group
contexts. As well, in another study;bf university students’
learning from lectures, Lapadat'andrMartin (1993) found a
weak relationship between university students’ memory
'reports of "number of key'léctureitopiCS presented” and quiz
results at 3 month follow—up forronly‘one of their three
experimental iecturés. Théyrfound norreliable correlations
between number of episgdic memories réported aﬁa learning
outcoﬁes.

In commenting on their findings,rLapadat and Martin
suggest their results may be due in part to a small subject
population that prevented them froﬁ using powerful |
multivariate statistical analyses. Given this limitation in
their procedure, these researchers recommend further
investigation into the mediationalreffects which episodic
meﬁories may have oﬁ 1eafning. o

| Sumﬁary

A number of arguments have been presented as rationale
for the continuation of classroom reéearch on episodic -
memories. Significantly, this kind of research is largely
absént from educational psycholqurand its yield in terms of
improving teacher effectiveness has not yet been mined.
Such research may provide teachérs,Withrkeys torassisﬁing

students’ recall of problem solving procedures gr,semanti¢ k
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'Jinformation. Secondly, such research may provide important
information to researchers investigating the organizing role
that ’self’ piays during knowledge construction. Thirdly,
it seems that episcdic memories are e researchable entity,
‘distinguishable from other kinde of memories. Fourthly,

investigations of such memories in natural environments,

"f'like classrooms, could provide a muchrneeded complement to

abundant laboratory researchron memory. Fifthly, promising
findinés from psychotherapy research were cited as support
for episodicrmemery research in other learning enQironments
VSuch esrelessrooms; 'Finaily, a shoftcoming of exﬁant
,~research on ebisodic*memories in classrooms was mentioned as
indiCative of ‘the need for improved nethodology in research
of this kind. |

It would seem reasonable, therefore; to investigate the
role episodic memories may play in learning. Given the
lacuna within educational psychology, it also seems logical
that the venue forrsuch research ectivity be the natural
environment of the classroom; |

Questions still remain, however, over the grade level
of participants and curricular area most appropriate for the
~present researchreffort. The fermer will be dealt with in
theichapter on meﬁhods. 'HoWever( rather than address the
latter immediately; it may be useful to eoneideerorton’s
«k(1991)‘critiquerof;invespigationsrOf;epiSOdic'memories in

natural environments as well as possible responses to this
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critique.

Morton (1991) points out that research on memory has
suffered from a generally pervasive mybpia among memory
researchers. He vehemently asserts that memory research is
being impeded by its excessively restricted theoretical
basé. Most significantly, he contends that theories of
memer take insufficient account of other mental activities.
Literature reviewed in Chapter Two pfovides information
intended to eXpand the vision of present day memory

researchers in exactly this way.
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 CHAPTER TWO: REVIEW OF LITERATURE

Morton (1991) suggests that any investigation of memory
(and, ipso facto, the role memory might play in learning)
nught to take into account other nental activities besides
memory itself; however, he is not explicit as to what these
rprocésses mayrbe, Despite Morton’s vagueness, it should be
nbted that several major themesr(tb be described later in
" this chapter) are driving current research activity within
cognitive psychology (Ashcraft, 1989). The choice of mental
:aCtivities“appropriaterfor,an inveStigation of episodic
rimemofy can be made on the basis of such‘themes. In fact,
- two mental processing activities receiving attention,within
feacher effecti&eness research; and‘incorporating these
‘séveral themes, are tne dual (verbal'and imaginal) coding of
information, and the metacognitive self-regulation of
léarning.

Though it would seem that both these mental activities
: are necessary for all classroom learning, it can be argued
that they are more necessary in certain subjeCf areas than
in others. According to extant research, a subject area
that calls for both dualycoding,ofrinformation and
'metacognitiverself-regulation of learning is geometry. It
is unclear, however, how mental activities. such as these
affeCt nbt 6n1y'thesemanticmemory SYStem; but the episodic

,one'askwell. For example, does increased mental activity of
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the kind needed for successful'perfofmance in geometry
stimulate the recall of episodic memories?

Questions also remain as to the role such episodic
memories may play in facilitating lesson learning and,
ultimately, in informing teacher practice. O0n the
macroécopic level, what is the relationship between
'children's recall of episodic memories of classroom events
in general and the learning of leésonrcontent? On a more
microscopic level, is there a relationship between recall of
specific episodes and the learning of lessqn content related
to those episodes?

An important final concern, particularly in'preliminary
inVestigations such as the present one, is thatrdf
unexplored possibilities in data gathered. It can be argued
that, regardless of findings pertinent to the iséues
described so far, researchers ought to go beyond the
boundaries of traditiqnal verificatiénistrmefhodqlogies in
order to explore other possibilities within their data.

The following literature review addresses the broad
terrain covered by these questions and issues. It begins
with a deScription of important, current themes within
cognitive psychology. Next, two mental activitiesrthat‘
raQnggs most,;i§ not all, of these tnémesrére”identifiedi
Theoretiéal and,enpirical support for specific |

understandingsiof these;twormental;processes——a dual codingk
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' ,th¢ory of mental represention and a theory of cognitive
self-regulation of learning--are presented. The lack of
empirical work examining the relatiqnship between either of
these two theories and episodic memories is noted. However,
 available literature linking episodic memory to semantic
fmemory (the latter heretofore generally being of greater
| concern to thé'classroom'teacher) is reviewed and an
argument supporting both macro- and miCrQscopic gnalyses of
“this relationship is présented.
N Nexf,'éxamples of studies in which theories of the fwd
mental activities referenced above have been successfully
’applied in efforts to imprdve learning,from instruction
(and, u1timately)’téacher effectivéﬁesé) are exéminéd.
Based on this literature and the néture of the mental
activities themselves, anrargument is put forward favouring
iﬁtermediate—level'geometry (and motion geometry, in
particular) as the experimental subject area for the present
'invéstigation.r | | VV

The chapter doncludes with fesearch hypotheées aerived
:from this review of literature and intended to direct the
present inquiry. In addition, an exploratory question is
Vpoéed fb supplemgnt the traditional, vérificatiohist

‘approach to research in the social sciences.
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Current Themes in Cognitive Psychology

Ashcraft (1989) suggests that seven important themes
have arisen within cognitive psychology which are
contributing to the ongoing revision of human information
processing theory: representation of khowledge, automatic
and conscious processing, serial aﬁd'paréllel processing,
data-driven versus conceptually driven processes,
metacognition, attention, and tacit knowledge and inference.
Recently, two ﬁental'processing theories have been put
fofward which, roughly speaking, address éll these themes.
Dual coding theory of mental representations (Paivio, 1986,
1991) focuses more on the first four of these themes,
whereas self—regulateﬁ learning theory (Zimmerman, 1990)
appears to address the last three. These two theories will

now be described in detail.

Dual Coding Theory
Paivio’s dual coding theory of mental‘representation

is based on the view that cognition consists of the activity
of symbolic representational systems which are specialized
for dealing with environmental information in a manner that
serves functional or adaptive behavioural goals. The most
general assumption in dual coding theory is that theré are
rtwg classes of phenomena, handled cognitively by sepafate,
subsystems; oné of these is specialiéed for the

representation and processing of information concerning
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nonverbal objects and events (the imaginal subsystem), and
the other is specialized for dealing with language (the
verbal subsystem).

To provide a broader understanding of dual coding
kthebry, a detailed d:scription of therdifferences (and

'similérities) between the two subsystems is presented below.

‘”TYThrbughout this discussion, the reader should be aware that,

despite similarities between the subsystems, Paivio (1986,
| pp. 140-176) has argued for the independence and additivity
of their joint effects.?

Structure versus Function

" Paivio argues that, theoretically, the two systems are
structurally and5functionally distinct but, following Palmer
(1978), admitérthat sﬁructure and funcfion,overlap;

Paivio’s research efforts (aﬁd the present one, as
well) have had a decidedly functional emphasis. His
research and the duaircoding theory upon which it is based
havé been criticized on the groundsrthat~they pay
' insufficientrattention tcrthe structﬁre of mental words and
images. Paivio bypasses this criticism by emphasizing the
difficulty in distinguishing representational structure from

representational process. He borrows from Palmer and uses a

l' PHiViO’S theory ‘suggests that strength of dual code
mental representation can be ascertained through a summation
of verbal and imaginal subscales on any valid and reliable
measure intended to assess strength of mental representation
within each subsystem. - ' b
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computational analogy to illustrate his point. He gives two
examples. The first concerns the location of cities on a
map using multidimensional scaling. Paivio notes that the
" matrix of distances among cities produced by
multidimensional scalihg procedures elso contains
ihformation ebout the locations ofrthe citiesf{however, this
information can only be extracted'by performing the
necessary 5caling algorithms on the matrix.

The interconnection between structure and function can
also be seen with a two-dimensional block letter such as the

following.

Ostensibly, the structural entity of this 1etter is
Vdifferent from a procedure reqoirihg the countihg of the

"~ inner and outer corners of the letter beginning at the upper
right-hand corner and proceeding CIQCRwise; ‘Though the
structural entity (the'imagined ietter E) appears distinct
from the countihg procedure, Paivio argues’that the'
structure of the E is only revealed by the counting

‘operation. Though it can be revealed by other operations

(e.,., draw ng the 1=t er), Ee1v1o still malntalns that the

structure is - the drawing—procedure,'~PaiVio'notes that -~
though it may be theoretlcally useful to dlStlthlsh between

structurekand functlon, the two are lntlmately connected.,
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Focus on function in investigations of mental

representation, Paivio concludes, is legitimate.

| Basic Assumptiohs in Dﬁal Codinq Theory
V'The guiding theoretical assumption aboutrdual coding
| fthrough symbolic mental representation is that internal
(mental) repfeéehtatiOné have theif,deVelopmental origin in
perceptual, motor, and'affective'e#pefience, and that they
rétaih,these experientially derivedrdharaqteristics. In
" this Qay, representational structures and processes are
“modality specific rather than amodal. Such an assumption
’iﬁp;ies that there areréontinuities between perception and
': meﬁer, behaviéural skiilsrand qoghitive ékills.

Paivio argues that thé verbal—imaginél symbolic
distincfion is orthogonal to senéorimdtor modaiities. This
~allows information to be represented via the same modality
in different ways within the two systems. - For example,
information repréSentéd by the visual modality might find
eipression as visual words within thé verbal Subsystem, and

- as visual objects within the imaginal subsystem.
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Symbolic Svstems

Sensorimotor , Verbal. . Nonverbai
Visual Visual words : Visual objects

- Auditory Auditory words . Environmental sounds
Haptic : Writing patterns =~ “Feel” of objects
Taste ’ -— Taste memones

Smell - : - ~ _ Olfactory memones

Table 1.7l0rthogonal conceptual reiation‘betweeﬁ symbolic
systems and sensorimotor systems with examples of types of
modality-specific information represented in each subsystem
(Paivio, 1986, p.57).

| Fellowing Morton (1969), Paivio refers torhypothetical
verbal units as “iogogens," end uses Attneave’s (1974)
"iconegen" end'"imegeﬁﬁ Qhen referring to hypothetical
~nonverba1'representations. Paivio also distinguishes
between unit? and syStemflevelrassumptions within dual
codihg theory} Units of informatioh represented within each
subsystem are modaliﬁy specific, perceptual—motor analogues
and are hierarchically organized. Component iﬁformation in
nonverbal units is synchronously orgenized (tﬁus permittihgr
: parallel processing),rrThe example of a synchronously
organized imagihal uhit that PaiQio (1586;'p. 60) gives is
~ that of the human face. The face consists of eyes, nose,
lips, and other components that'themselves consist of
smaller parts. As such, the faee ierqrganized

hierarchically. The perception of the totality, "face,"

’oeeure'tﬁrouéh ﬁﬁersfneﬁrOnous7org&ni2ation (i.e,;‘parallel,,
© processing) of this hierarchy of imagens. According to

 Paivio, when one is looking at "faces," one sees the
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'Qestalt;~ One does not see eyes; nose, lips, etc;, ané then
see a face, unless one is lookiﬁgrspecifically at those sub-
units and not the entire unit.

Logogens are processed différently. They differ from
imagens in internal structure so that smaller units are
, Qrganized into larger ones in a sequéntial or successive
: fashion, Thersequentiél proceSSing of logogens is best
exemplified in the caéerof auditory—mbtor representations
 that correspond to heard or spoken ianguage. Phonemic units
‘are ofgahized:into syllables, syllables into‘wbrds; and so
fon.r Accordiﬁgrto Paivio, smalierrphonemic units mﬁét firsﬁ
be processed and represented before larger ohes,

o Paivio describes,system—leyel assﬁmptions involving
relations among representational ﬁhits withinrand between
~verbal and imaginal subsystems. He puts forward four
assumptions: first, he suggests that though the systems are
functionally independent, they are interconnected. ©ne
sjétém can trigger activity in the other.

Secondiy, he notes that different levels of processing
are poséible béth within and between systems.
Representational processing refers to the relatively direct
ractivation of—verbal representations by linguistic stimuli;
éndrof non—vérbal fepreéentatiéhs'byVnoniinguistic stimuli.
rkRéfefehtiai bféééséihg féfers't5 thé acti&atién:of the

‘nbnverbal system by verbal stimuli, or the verbal system by
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'nohvefbal stimuli;’ Associative processing refers to the
activation of representations within either systém by other
repreSentations within the same systém.

| Thirdly, there is differential specializﬁtidn for

synchronous and sequent1a1 (parallel or serlal) proceSSLng,
‘not only within units but between them as well Verbal |
transformat;ons presumably operate 1n a sequential fashion,
whereas imaginal transformations operate in a synchronous
way. - Fourthly, there is both automatic and conscious

procgssing in the two subsystenms.

VERBAL STiMULI NONVERBAL STIMUL!}
[ sensomv svsTems |
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O
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Flgure 1. Schematic deplctlon of the structure of verbal

and nonverbal symbolic systems, showing the representational -

units and their referential (between system) and associative
(within system) interconnections as well as connections to
input and output systems. The: referentially unconnected
units correspond to abstract-word logogens and "nameless"

‘ 1magens respectlvely (PalVlo, 1986, p. 67)




29

Paivio holds that such mechanismsrdo not include a
separate executive or controller, but instead consist
entirely of the probabilistic activation of particular
| representations determined by the significance of
environmental stimuli or previously activated
,fepresentations. Paivio’s vagueness about what shapes the
"probability function is deliberate and intended to forestall
such misinterpretations as theridea that what is encoded is
| a detailed and faithful reproductibn of the episodic
information.

 Such a viéw is at odds both with the notion of
exééutive contfol in the process-oriented version of
information proéessing theory, and thé impliciﬁ assumption
of exécutive control in self-regulated learning theory (to
be described shortly). Paivio does, however, argue that
incoming verbal -and nonverbal information is organized
through constructive processes which operate on the input
structure.

In addition to describing unit- and system-level
’assumptions in his thedry, Paivio highlights the mnemonic
functiohs of the two subsystems. He points out that the
‘impact of both imaginal and verbal mediational processes on
meﬁéfY'has attracted the attention of researchers for
decades. Therimplicatiqn has always been that both systems

'play important ro1es'infthe encoding, storage, and retrieval
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of episodic information, although they operate in different
ways.

Empirical Evidence

Verbal versus imaginal processes. Paivio evaluates
evidence for dual coding theory throughranalyses of research
on individual differencesrin éognitive abilities and
symbolic habits. He cites researcﬁ by Gﬁilford (1967),
Pellegrino and' Goldman (1983), Carroll (1983), Di‘Vesta,
Ingersoll, and Sunshine (1971), Forisha (1975), and Paivio
and Cohen (1979) to support his contention that the verbal
and imaginal systems are distinct. Guilford’s (1967) factor
analytic research is an examplé ofrtherkind of empirical
supportrcited by Paivio. Guilford foﬁnd that most of the
struéture of intellect (SI) tests WHich:used verbal
materials and processing fell under symbolic and semantic
content categories, whereas most of the nonverbal tests fell
into figural categories. Paivio does édmit, however, that
while other factor-analytic data are consistent with the
dual coding diétinction between symbolic (verbal-nonverbal)
and sensory modalities, a clear factorial separation along
both dimensions remains to be demonstrated within a single
study.

'Evidence for structures and processes posited. in dual

coding theory.’ SUpport”for'other aSpedtS'of'dual cbding

theory has beén,limited, and requires further research. The
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 , degree to which the three levels of processing
(representational, referential, and associative) are
'edistinct, for example, remains unclear. Tests aimed at
differentiating imaginal and verbal organization, and
transfofﬁation in synchronous versus sequential terms, have
aleo'prOduCed ineohclusiQe résUlts,' Researchers such as
"Dae, Kirby, and’Jarman (1975) haverpfoposed an alternative
model of cognitive abilities in which the distinction
'befweeﬁ simUltanequs and'successive eynthesis is not tied to
”the verbal-imaginal one. In short, linking syhchronous
processing with the imaginal subsystem, and sequential
processing with the verbal subsystem, requires further
empirical and conceptual support.

In short, evidence appears to exist that supports
overall distinctiens between verbal and imaginal
representational systems (Paivio, 1986). However, more
cenCIusive evidence is still requiredrforrvarious;structures
and processes posited in the'theory.,

Evidence in episodic memory. Despite these empirical

shortComings; Paivio provides other evidence for dual coding
- representation and processes. His examinations of episodic
memoriesr(as defined by Tulving, 1972) 1end‘support for:
"a) distinctiveness (modality specificity) of verbal and
:'npnverbal memery,codes; b)’the independence and additiVity

ofetheir jointJeffects‘in some tasks; c) differences in the
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way that complex verbal and nonvefbal information is
organized in storage, and d) retrieval differences
associated with the organizational distinctiqns and task
demands" (Paivio, 1986, p. 148). The latter two ﬁoints
refer to the general synchronous pfocessing of the nonverbal
représentationai system, as opposéd to the sequentia1 
processing in the verbal system as revealed in episodic
~ memories.

Summary

Paivio’s dual coding theory of mental representation
assumes nonverbal objects and events are handled by a
Subsfstem that is;separate (at ieast functionaily) from the
one spécialized for dealing with Ianguage. Though Paivio
posits a range of unit- and system-level differences between
the two subsystems, his strongest empirical evidence comes
from -Guildford’s work on the structure of intellect. 1In-
this research, factor analytic procedures revealed that
verbal materials and processing fell into one content
category, whereas nonverbal tests fell into anéther. Such
findings support the argument for the independence and
additivity 6f effects of the two subsystens.

Self-Regulated Learning

What follows is a description of self-regulated
learning theory. This‘theory‘accounts for academic

achievement through an emphasis on "a) how students select,
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6rganize, or create advantageous leérning environments for
themselves, and b) how they plan and control the form and
~amount of their own instruction" (Zimmerman, 1990).
Students who display self~-regulatory behaviours appear to

respond and benefit more from instruction than those who do

" not.

- The following review has three broad goals. First, the
reader is acquainﬁed withrthe three ﬁajor foci of research
Qnr$élf-regulét¢d learning. Next, empirical evidence in
support of the theory is provided and a rationale for an
examination of one of the major foci in the current study,
metacognition, is provided. Finally, controversy over the
level of metacognitive analysis, small- or large-grained,
that is most appropriate for the present investigation is
described. The view that metacognition be viewed as a
disposition with large-grain components is presented. For
presént purposes, the bréakdown of metacognitive self-
regulation into even large-grain components is questioned.

Foci of Research on Self-Requlated Learning

Zimmerman (1990) summarizes findings from research into
the components of self-regulated learniné. First, good
self—regulatorsrtend to be metacognitively active learners
wh@iﬁos§ess;sta§qbie and s@able knowiedge abput their own
coénitiVe processes.: They are able to regulate such

cognitive activity (Palincsar & Brown, 1987). They "plan,
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set goals, organize, self-monitor, and self-evaluate at
various points during the process of acquisition"
(Zimmerman, 1990, p. 4-5). Essentially, these learners
track the effectiveness of their learning methods or
strategies and react to this feedback in a variety of ways,
réngihg from covert changes in self-perception to overt
changes in behaviour, such as altering the use of a learning
strateqgy.

Secondly, éelf—regulators display high motivation
‘during learning. They are self-starters who are effortful
and persistent during learning and report high self-
efficacy and intrinsic task interest. The role of
mbtivation in learning has been highlighted by
researchers with theoretical orientations ranging from
behavioural to phenomenological. |

Thirdly, self-regulators actively alter the environment
in order to optimize their learning potential. 1In
behavioural terms this means that they select, structure,
and create environments which support their efforts to learn
efficiently. |

Empirical Evidence

Zimmerman and Martinez-Pons (1988) developed a
structured interview procedure to determine the kinds of
self-regulated 1eérning strategies high school students used

in" a number of contexts. From these interviews they
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identified 14 such strategies, including: self-evaluation,
organization and transformation, goal setting and planning,
information seeking, record keeping, self-monitoring,
enQironmental structuring, self—conééquences, rehearsing and
’membrizing, seeking social assistance, and reviewing. 1In
the same study,,Zimmerman and Martinez-Pons (1988) analyzed
high school teachers’ fatings of observable learning
strategies their'studentsrused during instruction.
Factor analyses revealed that the self-regulated learning
factor'accounted for 80% of the variance in these ratings.

Zimmerman and Martinez-Pons (1988) also found that
students’ achievement track (high academic vs. lower tracks)
could be predidted with 93% accuracy §ia discriminant
funétion analyses using their weighted strategy totals
across learning contexts." Others have also found that
self-regulated learning strategiesrappear to be related to
performance on memory tasks. For example, in their study of
metamemory and'memory performance on a sort recall task with
fifth and seventh graders, Kurtz and Weinert (1989) used
causal modeling to show strength of metacognitive knowledge
to be a good predictor of performance.

Zimmerman (1990), nonetheless, cites studies which
demonstrate that strategy knowledge is not sufficient for
actual;sﬁrategy implementation. It seems that awareness of

learning and performance outcomes is critical to continued
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strétegy use. Still, developmental data (e.g., Mcynahan,
1978) suggest that monitoring learning outcomes is a cémplex
metacognitive activity which involves directed attention and
sophisticated reasoning processes. Adults are more 1ikely
to exhibit such attention and reasoning than children.

: It does appear, however, that children can productively
self-monitor their use of learning strategies. Harris’
(1990) review of self-monitoring during reading and writing
indicates that grade 3 children can use self-feedback to
enhance reading comprehension, and to foster their continued
use of the strategy itself. Zimmerman (1990) reports that
Sawyer, Graham, and Harris (1989) had similar findings with
grade six, léarning disabled children using a'written
composition strategy.

The Significance of Metacognition

Though many other researchers have attended to
metacognitive, motivational, and behavioural factors
affecting self-regulation, there are four reasons why
‘special attention is being paid to learners’ metacognition
in a classroom setting in the present study: First, as
already mentioned, metacognition is one of the seven major
themes iﬁ cognitive psycholcgy‘that currently are informing
revisions to infbrmation,précessing theory. . Secondly, a
focus on metacognition fits within contemporary interest in

~stﬁdents’ reports of their attention, understanding, and use
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-of cognitive strategies to learn from instruction (Peterson,
Swing, Braverman, & Buss, 1982; Peterson, Swing, Stark, and
Waas, 1984). Thirdly, there is a need for more ecologically
;yalidrstudies of metacognition, as most of the research
until the mid-1980‘s occurred largely in laboratory settings
(c.f;,rBrown, Bransford,1Ferrara; & Campione, 1983; Yussen,
',1985). Findings from such research may or may not pertain
to students’ learning in the classroom'(e.g., Peterson,
1988). Fourthly, as Howard (1989) points out, the
metacognitive processes in which students engage to acquire
and:manipulate subjectrmatter content, and the appraisals
they,make in learning about self and task, have significant
,rinfluence on learning outcomes.

Level of Analysis of Metaooqnitive Processes

Research has been conducted to determine the kind of
metacognitive engagement which is optimal for different
learning tasks. Howard-Rose and Winne (in press), for
example, attempted‘to validate Corno and Mandinach’s (1983)
f’model of cogniti?e engagement used for different learning
tasks.r The‘model proposed‘by Corno and Mandinach describes
four forms of cognitive engagement (recipience, resource
management task focus, and comprehen51ve engagement) Each
;’of these forms of engagement is dlfferentlated in terms of

hlgh or 1ow usage of both self—regulated acquisition and
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transformation processes.2 Acquisition processes are
theoretically assumed to comprise attending, rehearsing,
monitoring, and strategic planning components; whereas
transformation processes are assumed to include selecting,
connecting, and tactical plahning.

Findings from therHoward—ROSé and Winne stﬁdy have
relevance to the current inquiry, in fhat they,ﬁuestionned
the level of analysis currently in vogue in research on
metacognition. * In particular, the lack of coherence among
small—grain measures to assess different forms of engagement
suggests that such microscopic analyses might not be
relevant to understanding metacognition during specific
kihds of instructional events. The authors, instead,
propose an alternative view of metacognition during
learning--that it be viewed not as a set of discrete, small-
grain strategies but rather, as a "disposition" with two
large-grain components. They came to these conclusions
following their study of a heterogeneous group of 33 high

school students who completed six academic tasks, each

designed to elicit primarily one of the forms of cognitive

2  corno and Mandinach’s (1983) four forms of engagement
include: a) comprehensive engagement which calls for high
use of both acquisition and transformation processes; b)
task focus which entails high use of transformation
processes but low use of acquisition processes; c) resource
management which calls for low use of transformation
processes but high use of acquisition processes; and d)
recipience, which entails low use of both transformatlon and
acquisition processes. :
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‘engagement. Metasognitive self-regﬁlation was assessed
through a) a global reflection about cognition applied to
academic tasks (the Self-Regulated Learning Scale, Corno,
‘ Coliins, & Capper, 1982); b) task-spécific reflections about
cognitions, which’students réported immediately following
eash ﬁask} and c) onethe—fly traces of discrete cognitive
events; which studentsrrecorded in the midst of working on a
i‘task. | |
Results of this study provide only minimal émpirical
support for the self-regulated learning model proposed by
Corno and Mandinach.  Coherence among measures of self-
téguiated leafning procssses, supposedly associéﬁedrwith
'tasksremphasizing partisﬁlar kinds of engagement, was not
échieved; Onlyrsome components of;acquisition processes,
(as measured by metacognitiVe questionnaires) showed a
pattern of m;;grpositive correlations among themselves. No
other'analyses provided convergent or divergent validation
for acquisition and:tranSformatioﬁ procesSes.

kCiting other research, Howard-Rose and Winne point out
-that component’cognitive processes probably occur
interaétively and unfold inkrapid succession, if not
simultaneously. PAs;a result, there are limitations on
‘iearnérs’”ébilifies'to monitor'and"féport accurately on
theirrcbgnitive ﬁrocsssing. In the’énd, HOward—Rose and

‘Winne report a lack of empirical evidence for the Corno and
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Mandinach model and, with reference to the complexity of
codnitive processing, call into question the level of
analysis appropriate for measurement of metacognitiverself-
fegulation. Though they favour a description of
‘Vmetacognitive seif—regulation as a disposition comprising
two large-grained components, their findings and arguments

cast doubt on even this grain-level of analysis. One
possible implication of theif study is that the size of
grain of metacognitive analysis be determined, at least in
'part, through an'examination of local data and'findingsﬁfrom
factor analytic procedures.
Summary

The preceding review of selereduiated learning theory
began with a description of research findings that students
who cognitively plan and monitor their learning are likely
to respond and benefit more fromﬁinstruction‘than those who
do not. Three foci of research in this area were presented.
Empirical evidence showing that selferegulated‘learningf
processes can be identified, and that self-regulation is
related to achievement and performance on memory tasks, was
also given. It was noted that, in situations where
‘cognitiVetstrategies have been employed, aWareness of
leafning 6ﬁt¢¢mé5’prcﬁc£e§ their continued:QSe;
Four_reasonslfor’special attention tormetacognitive;

self-regulation were then put forward. Controversy in the
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rresearch over fhe grain of analysis for such metacognitive
activity was identified. It was suggested that, despite
some researchérs’ recommendation that metacognition be
~viewed as a disposition with possibly two large-grained
cbmponents,rtﬁe'determination of ievel of analysis be left

to empirical determinations through factor analyses of local

data.

Relationships Among Episodicrand,Semantic Memories,

Dual Coding, and Metacognitive Self-Regulation

Literatﬁré reviewedrso far has provided a rationale for
an exaﬁinafionrof fhe role episodic memories play in
learning from classroom instructioh'and has suggested that
‘both dual coding and metacognitive self-regulation are
mental activitieé déserving attention in an examination of
- memory (including episodic memory). The following section
reviews relationships among episodicrand semantic memories,
duél coding, and metacognitive self-regulation.  More
Vspecificallylrit examines available research on
reiationships between a) the two selected mental activities
and episodic memories for events in classrooms, b) episodic
memories (possibly resulting from such mental activities)
and semantic memories (lesson information and facts) and c)

the two selected mental activities and semantic memories.
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Dual Coding andrEpisodic Memory

There appear to be no published studies in which
Paivio’s dual coding theory has been'applied to research on

episodic memories in classrooms:

Literature review procedures. A comprehensive review
of literature was done in an attempt to discover such
studies. Three procedures were followed:  First, an
ERIC search for journal articles published since 1966 was
"done using "memory, " “learninrg,“| and “educatidhal research"
as keyword descriptors. From this Search; 249 articles wefe
identified as possibly relevant to an investigation of
episodic memories in elementary school classroéms;
Abstracts for each of these articies weré examined for
application of dual coding theory in natural classroom
inquiry.

Secondly, the list of references in Ashcraft’s (1989)

text on memory and cognition, Human Memory and‘Coqnition,
was reviewed and any journal which might contain articles
related to the operationalization of dual coding theory in
classroom research was identified. (See Appendix A for a
the list of 44 journals reviewed.) Articles in issues in
the past 5 years for all these journals were examined for
relevance to the préséht literature review.

Thirdly, a compﬁterized‘Social Science and Citation

Index'search;wés done with "Paivio, A." as the search term.
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Though articles in the past 10 vears of research were
examined through this process, only 84 citations resulted
fromrthis search. Each of tnese was also examined for
pertinence to the current inquiry. Finally, the 116
references in Paiviofs'(1991) most recent iteration of dual

coding theory were scanned.

Metacognitive Self-Requlated Learning and Episodic Memory
No greater success was had at discovering studies

'examining the relationship between metacognitive self-

regulated 1earning and,episodic memories for events in

classroom lessons.

‘Literature review procedures. Similar literature
review procedures were performed to those followed forr
eapplicatione ofrdual coding theory. First, an ERIC search
for journal articles published from 1966 to tne present was
done using "memory," "long term memory," "edqucational
research," and "metacognition" as descriptors. From this
search, 132 articles were identified as having possible
bearing on the topic. Sedondly; the past 5 years of journal
issues gleaned from Ashcraft’s (1989) text on memory and
cognition were‘reviewe&.
| No studies were‘uecovered through these search
pchedures which addressed both metacognitive self-regulated

- learning and episodic memories for events in classrooms.
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Empirical Evidence for the Relationship between Episodic and

Semantic Memories

There would be no point in doiﬁg a study on episodic
hemory intended to inform teacher practice unless a link
were made between such memories and the ones about which
teachers typically are most concerned, semantic memories of
lesson content. When the rationaie fof an examination of
the roleuepisodic memories may piay in cléssroom learning
was presented in Chapter One, the little extant research in
which this relationship has been examined was re?iewed.r The
reader is reminded of the promising findings in the Nuthall
and Alton-Lee (1982, 1991) studies in elementary school
classrooms in which it was found that episodic memories:

a) persisted 1dng after a specific instructional event, and
b) cued semantic memories.

Unfortunately, Lapadat, Martin, and Clarkson (1993) and
Lapadat and Martin (1993) found only limited support for the
mediational rolerepisodis memories may play in learning.
However, neither study was conducted with a large subject
population from a natural context. The former was conducted
using a small group format. The latter employed a small
“subject population.

Given the promising fihdinqs in the work of Nuthail and
Altbn—iee, it ﬁsy be'tso sboh to dismiss a resesrcﬁ effort

intended,to‘investigate the link between episodic and
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semantic memories. - As well, lack of similar findings in the
research of Lapadat, Martin, and Clarkson (1993) and Lapadat
and Martin (1993) may be due to methodological concerns.

The Role of Dual Coding in Enhancing Semantic Memories from

Classroom Lessons

' Literature in which the rblerduai coding may play in
éhhancing semanticrhemories from instruction was examined.
First, studies investigating dual coding and university
‘students’ learning from instruction are reviewed. Then,
studies in which high school students comprise the subject
population are considered. Next, a study examining the role
of dual coding in elementary school students’ pérformance in
mathematics is preSented.r This last study involves a domain
that has received a fair amount of attention in the
literature examining the role metacognitive self-regulation
plays in enhancing semantic memories from intermediate-level
mathematics lessoné. Finally, implications for instruction
from the literature reviewed are summarized.
| One already referenced, unpublished study of episodic
memory has also investigated how dual coding contributes to
semantic memories from classroom lessons. In Lapadat and
Martin’sr(1993):examination of university students’ episodic
, memories,for lectures in an undergraduate educational
psYchology,Class, it was found (through quizzes administered

both,immediatelyrafter lectures and at three month follow-up
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sessions) that students learned more from visually presented
lecture topics than from exclusively verbally presented
ones. They also noted the significance of an individual
difference yariable. Students with strong imaginal
processing habits tended to report more memories of episodes
from lectores than students with sﬁrong verbal processing
habits.

Mayer and Anderson (1991) conducted two experiments
with mechanically naive college students, specifically
intended as an experimental test of Paivio’s dual coding
theory. Participantsrviewed animations depicting the
operation of’a bicycle tire pump, which included a verbal
description given before or during fhe animatioﬁ. The
"words-with—pictures" group outperformed the "Words—before—
pictures" group in post-tests of creative problem solving.
In a follow-up this same group outperformed groups who saw
animation without words, heard words without animation, or
received no training.

Two additional studies looked at the use of visual aids
in learning from instruction at the secondary level. Winn
and Sutherland (1989) referenced dual coding»theory in their
study of the effects of varied kinds of visual information
presented to high school students, on tasks requiring them
to remember a map or a diagram. A town’s amenities and an

electronic circuit system were presented to the one hundred
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-and seventy—eight participants in one of two visual formats.
‘In the more graphic visual format, elements were shown
either as labelled drawings in which standard electrical
symbols were used to represent circuitry information or
icons representing the location of various services on maps
for,tourists; VIn the less graphic visual format, the
~location of symbols on both the circuitry diagram and the
map reﬁained the same as in the more graphic format;
howévér,_squares were used instead of standard electrical
‘symbols 6r7£§piéal tourist map icons.

o Pafticipahts éither had to recall the names or the
locations of elements. These researchers found that low
ability subjects were less accurate in their recall when
tﬁey saw squares than when they saw drawings, but that there
was no difference for high ability participants.

Raphael and Wahlstrom (1989) reviewed the influence of
instructionél aids on mathematics achievement in 103 Ontario
grade,eight classrooms. They did nof specifically reference
dual codihg theory in this review; however, the aids they
examined were concrete and visual (i.e., imaginal, according
to Paivio’s dual coding theory). Though these researchers
examinedrother areas of mathematics, of particular interest
‘was their finding that student achievement in geometry was
réiatéd to the oCcasional use of a variety of Qisual and

‘highly Qqncrete'aids (e.g., geoboards, paper cutouts, models
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of solids, folded paper, mirrors or translucent reflectors,
flims and filmstrips, and kits for construction) in addition
to the ones typically associated with gecmetry instruction.

One study was found in which dual cecding in learning
from instruction at the elementary level was referenced.
Lee and Dobson (1977) examined the roie mental imagery plays
in rule induction proceéses during intermediate-level math
instruction. They instructed small groupsrof grade 4 (and
combined grade 5-6) students who first had to learn two
linear function rules (e.g., a x F = S) under one of seven
conditions. Experimental conditions varied in terms of
pointing and visual cues. Their control group received
verbal instructions only. Subsequent to instruction,
participants were taught a complex rule as a transfer task.
These researchers found that those subjects trained with
visual cues abstracted a rule from rule instanceé, and
expressed it in symbols more easily than did others. Visual
cues were particularly facilitative of transfer, whereas
pointing, though having an initial short-~term effect during
acquisition, appeared to retard transfer.

Summary. These studies differed in terms of age of
participants, as well aé domains of knowledge and kinds of
learning tested. For these reasons, generalizations -from

the findings are limited. They do, however, pose questions
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rabout the relationship between visual and verbal lesson
rinformation on the one hand, and the learning of
instructional content on the other. It seems that at least
under certain instructional conditions: a) visual aids are
_more facilitative of learning than no visual aids; b)
,certéin kinds of visual aids may be more helpful than other
'kinds,rparticularly with low ability students; and c)
optimal learning may occur when visual aids arerused in
conjunctidn with verbal information.

| Dual ééding theory formed a backdrop for each of these
rstudies to some extent. What is generally lacking in most
of them is attention to individual differences in coding
habits described in the theory. Only the Lapadat and Martin
(1993) study employed an individual difference measure of
verbal and imaginal mental representation habits (Paivio’s
rIndiVidual'Differences Questionnaire). Aside from this
study, the ones réviewed here focused essentially on the
rolervisual and concrete aids play in learning without
examining differences in how individuals might cognitively
process such stimuli.

The Role of Metacognition in Enhancing Semantic Memories of

Lessons
WﬂPfésSley, Bufkéll, Cariglia-Bull, Lysynchuk,
'McGoldriCk, Schneider, Snyder, Symons, and Woloshyn (1990)

have reviewed recent studies in which metacognition
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facilitated learning. An area to which they devote much
attention is the relationship between metacognitive
strategies and the learning of problem-solving procedures in
intermediéte—level mathematics. To proQide a flavour for
this research, summaries of three studies reviewed by these
researchers are presented below. The studies reported
support the argument that metacognitive activity is
positively correlated with academic performance in regular
intermediate-level classrooms.

Peterson, Swing, and Stoiber (1986) trained 15 fourth-
rgrade teachers to teach strategies for solving mathematical
word problems. The strategies included defining and
describing the problems, comparing different mathematical
operations and problems, thinkiﬁg of reasons for solution
procedures, and summarizing. Fiften control group teachers
were given inétruction in effective classroom time
management pchedures.

After five months of regular mathematics instruction in
which experimental and control conditions were implemented,
posttests showed fhat the thinking skills intervention was
effective in high-ability classes bﬁt not in lower-ability
classes. Examinations of findings within high-ability
classes indicated that'higher ability students within these
ciasses benefited moférfréﬁ the cdntrol condition (time

intervention) -than the thinking skills intervention. On the
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‘other hand, lower-ability studentsrwithin these same classes
benefited more from the thinking ékills treatment. Peterson
et al. interpreted their findings to suggest that a fairly
high level of average math ability is needed to implement
thinking skills treatment effectively in é class; however,
once implemented, benefit will accrue more to the lower-
ability students within that class.

Charles anerester (1984) do not report performance
differences among stﬁdenté of different aptitudes who were
rgiﬁén metacogﬁitive instruction for problem solving in
mathematiés. ;These reseéfchers éséigned approximately equal
numbers of 23 grade five and 23 grade 7 teachers to a
thinking strategies or a control condition. In the thinking
rstrafegies condition, teachers were trained in how to
instruct students in the use of metacognitive strategies
during problem solving. Metacognitive instruction included
1eafnihg a prbblem sdlving guide with self-prompts to
paraphrase problems, draw diagrams, make lists, use concrete
robjects, find important information, monitor task
difficulty, and check work. After 23 weeks of regular
mathematics instruction in which the treatment groups
received additional thinking skills training, the
researchers reported thatwstrategy training had beneficial

effects. It improved performance in understanding problems,
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developing a plan to solve problems, and to a lesser extent,
in generating cbfrect results.

Finally, Lee (1982) also found that metacognitive
strategy instruction substantially improved the posttest
mathematical problem-solving performahce of 16 average
achieving grade 4 students. Following Polya3 (1957), Lee
~ instructed students in self-questioniné to identify
questions, indicate relationships among items involved in
the problem, draw pictures and charts, look for special
cases and patterns, make and implement a plan, and verify if
the obtained answer appears reasonable.

The instruction group had 20 problem-solving sessions
of approximately 45 minutes each over a period of nine
weeks, while the non-instruction group attended regular
‘classes. Though the small sample size precluded
guantitative analysis, there were substantial differences in
the number of problems solved by the instruction versus no-
instruction groups on both post-instruction and delayed
post-instruction tests.

Summary. Several studies have been reviewed in which
the role metacognitive activity plays in enhancing semantic

memories of lesson-related content was investigated. Though

3 Polya (1957) is regularly referred to as the grandfather
of the movement to provide strategy instruction in
mathematical problem solving. He proposed the following
four stages in the solution of a problem: a) understanding
the problem, b) devising a plan,,c) carrying out the plan,
and d) looking back.
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one (Peterson et al., 1986) identified a treatment by
abiiity interaction, the .others did not. Generally

~ speaking, the studies reviewed here suggest that, regardless
of ability, the use of metacognitive strategies during
intgrmediate—ieyel mathematical problem solving improves

performance.

A Case for Intermediate-Level Motion Géometry as the

Experimental Subiject Area

Literature felevant to the choice of the subject
area most éppropriate for the present investigation is now
reviewed. Recall the argument at the outset ofrthis chapter
that certain subject areas may call for both mental
activities;—dualrcoding énd metacognitive self—régulation—-
simultaneously for successful learning within those subject
areas. Hence, the search for the "right" subject area
entailed a review of studies that investigated, and found, a
relationship between both of these méntal activities and
semantic memories for lesson-appropriate content.

Intermediate level motion geometry (grade 6) was
selected as the experimental subject area for the present
study.  The rationale for selection of this experimental
Subjectvarea, based on conclusions from findings ih
literature reviewed SO féf;ris as'follows.yf

Educational psychologists ought to investigate the

heretofbfe lafgélyVUnexamined mediational role episodic
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memories may'play ih'classroom learning. HoweVer, such an
rinquiry would be shortsighted were it not to consider other
mental activities, aside from memory process itself. Two
such mental activities that address most cﬁrrently important
themes in cognitive psychology are: the dual coding of
information during. mental représéntation, and the
metacognitiveréelf—regulation of learning.

Some studies have examined the role dual coding can
play in learning from classroom instruction. These studies
generally haversupported Paivio’s discussion bf the
facilitative éffect of visual (imaginal) aids in learning
from classroom instruction. One conclusion from such
étudies is. that optimal learning may occur when visual aids
are used in conjunction with verbal information; Other
studies have shown how instruction in metacognitive self-
regulation has improved performance in areas such as
intermediate-level mathematical problem solving.

Intermediate-level motion geometry seems an appropriate
§ehicle of instruction in the preseﬁt fesearch in that
successful performance in that subject érea likely calls fbr
the dual coding of information, and metacognitive self-
regulation. It would seem that motion geometry calls for
‘both the coding of Verbal informatioﬁ (e.g,, instructions
éﬁd éxplanations givén by the teacher, on worksheets, and on

tests), as well as visual (imaginal) information (e.g.,
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different geometric shapes). It would also seem that
problem solving tasks within a mathematical subject such as
motion geometry call for the metacognitive management of
iprocedural routines. As such, motion geometry is likely a
subject area in which the relationship between both dual
oding of information and metacognitive self~-regulation of
rlearning, and other variables, such as episodic memories, is
available for examination.

‘Elliott, MacLean, and Jorden (1968) have written the
following about geometry in general, and motion geometry in

particular:

Geometry is the natural language of spatial
concepts and of the space relationships so common
in the real world as to be taken for granted
‘Geometry plays a basic role in physical science
and engineering, and some role in nearly every
other subject or profession. Geometry has strong
aesthetic connections; the visual arts employ
actual geometric expression. Geometry can give
pleasure and stimulus for both aesthetic and
intellectual reasons...

Motion geometry...deals with ideas that come
very naturally to children--for example, symmetry.
A child is probably aware of the symmetry of a
butterfly before the concept of distance has
become fully clarified. Much of the work with
motion geometry appeals to the artistic side of
children--for example, the classification of
ornamental patterns by their symmetry interests--
and is accessible to children in Grades 4 to 6,
while continuing to hold interest of much older
-students.

- Motion geometry leacs to the 1deas of vectors
‘and ‘matrices.: -The essential point about vectors
and matrices ‘is that they bring out algebraic
properties of geometry and (like co-ordinate
geometry) makes possible the application of
algebraic techniques to geometrical problems.

“k(p 5)
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This description of motion geometry highlights its highly
visual properties as well as the procedural understandings
which the subject requires. As such, the description also
reinforces the likely importahce‘of dual coding and
‘metacognitive self-regulation for successful performance in
motion geometry.

Research Hypotheses

We now come to an articulation of the two sets of
hypotheses and one exploratory question intended to guide
the present study. Following Morton (1991), individual
difference hypetheses were put forward to test implications
from literature reviewed on the relationship between other
mental acfivities and episodic meﬁories. Findings from that
literature suggest that certain subject areas, such as
motion geometry, likely call for dual coding and
metacognitive self-requlation. The first set of hypotheses
was generated to test whether, for individual participants,
relationships between these two mental activities and
episodic memories can be found to exist, at least during
motion geometry lessons.

Additional mediational hypotheses were written in order
to examine whether episodic memories are important to the
semantic memoriés of lesson content (learning of information
and facts). Two such hypotheses were generated. The first

is intended to examine the microscopic relationship between
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nemories for specific classroom events, and knowledge of
information conveyed during those events. The other
examines the more macroscopic relationship between overall
memory for cléssroom events, and knowledge of lesson
content.

Finally, the exploratory'Question was written in
fesponse to tho need to go beyond the limitations of
,traditional verificationist‘nethodology, particularly in a
relatively new area of investigation. The goal of this
question is to open oxplorationrto tne range of possible
méanings in the data géthered;

Individual Difference Hypotheses

71. In intermediate-level motion geometry, there is a
relationship bétween certain mentél activities and
individual students’ episodic memories for classroom events.

la. Specifically, students with both strong
vétbél andrimaginal'mental reprosentation habits will report
more memories of instructional events in intermediate-level
motion geometry lessons than students with other
combinations. of these habits.

Thisihypothesis follows on the implication in empirical
studies reviewed that more attention be paid to individual
~differences in therusc of dual coding in examinations of
ciéssroom learning; rit also follows on Paivio’s (1986,

1991) claim that verbal and imaginal mental representation
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subsystens, though functionally independent, are
interconnected. Paivio asserts the additivity of their
jeint effects in a variety of tasks, including memory ones.
It also follows on Morton’s recommendations.
1b. - Studente who report extensive metacognitive

self-regulation of learning in intermediate-level motion
"geometry lessons in general arerlikely to report more
remembered instructional events than those who dornot.

This hypothesis follows Zimmerman’s (1990) contention
~ that metacognitive self-regulation is associated with
better management of and performance on learning tasks
(Zimmerman, 1990). It again follows from Morton'’s
recommendations.

Mediational Hypotheses

1. If students report recalling particular
instructional episodes, they are more likely to possess
~greater domain knowledge of the conteht associated with the
particular episodes reported, than students who do not
report remembering those particular episodes.

2. If students report recall of more instructional
episodes, they are more likely to possess greater
domain knowledge of lesson content than
students whe report recall of fewerrinstructional episodes.

These two hypotheses were generated for the following

reasons. Martin (1993) and Lapadat and Martin (1993)
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suggested tﬁaf correlations between episodic memory measures
(either for content related to specific posttest items or in
genéral) would provide support for the mediational
hypotheéis;that episodic memories facilitate learning of
declarative/procedural information. Lapadat and Martin’s
‘tést of this hypothésis was notrsupported in their study of
’university students’ episodic recall from university
~ lectures. However, there was at least one methodological
shortcoming in that study. They had a small sample size.
Furthermore, theirs’ was an examination of a fairly
sophisticated group of learners. In addition, Nuthall and
Alfdn?Leé (1982; 1991) have established links between
episodic and semantic memories for'eleméntary'school
studenté during classroom instruction.

The possibility still exists, therefore, that episodic
memories do mediate learning with younger students. The two
mediational hypotheses staﬁed here continue the line of
investigation of Nuthail, Alton-Lee, and Martin and Lapadat.
The present inquiry involves a young,'large; Canadian,
public school population.

Exploratory Ouestion

Is it possible to learn anything about the kinds of
classroom events which children remember, through

exploratory classification and analyses of those events?
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Shortcomihgs of strictly verificationist’approaches to
inguiry in the social sciences have been described by Glaser
(1978) and Glaser and Strauss (1967). 1In particular, the
"verificationist approach de-emphasizes grounded, "bottom-up"
data analysis. An exploratory investigation employing a
grounded approach would allow for thé exploration of
unanticipated patterns or trends in the data obtained.

Summary |

The chapter began with a description of major’themes in.
cognitive psychology today. Next, two mental activities--
dual coding and cognitive self-regulation-~that incorporate
most of these themes were highlighted.

Paivio’s dual coding theory of mental representation
was then presented. Empirical evidence supporting
structural and functional distinctions between verbal and
imaginal mental subsystems was put forward. It was noted,
however, that other structures and processes posited within
dual coding theory require more-empirical substantiation
than currently is available.

A form of cognitive self-regulation, metacognitive
self-regulation, was then described based on Zimmerman’s
overview of the self-regulated learning literature. A
rationale was then presented,for special attention to the
role of metacognitive self-regulation during classroom

learning.  An argument was given'suggesting that the
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,détermination of the grain-size for analysis of
4metacoqnitive activity probably ought to be left to findings
from factor analytic work on local data.

Five other sets of literature were then reviewed. No
published iiterature was found in which either Paivio’s dual
coding theory or Zimmerman’s description of metacognitive
‘activity had been applied to classroom research on episodic
memory. Still, it was argued that a study of the role
-episodic memory plays in classroom learning is important.
Literatdre in which the relationship between the episodic
ana”Semantic memoryVSystems has been found; such as in Work
of Nuthall and Alton-Lee, was referenced in support of this
argument; |

It was also noted in two other literatures reviewed
that dual coding of information and metacognitive self-
regulation have been found to be significant in learning
" from classroom instruction. Research on the relationship
‘between dual coding and semantic memory highlighted the fact
that optimal learning may occur when visual aids are used in
conjunction with verbal information. Particular attention
was paid to literature showing the positive effect of
metacognitive instruction on performance in intermediate-
levelimathemafics classes.

A case Wésrﬁhen made for motion geometry as the

‘experimental subject area in the present investigation.
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" Motion geometry is a visually riéh area within mathematics.
As such, it likely calls for dual coding of information.
Motion geometry also entails problem solving and, as a
result, performance in this subject area is probably
enhanced by metacognitive self-regulation.

Based on the literature reviewed, the chaptef ended
with a description of, and rationale for, four research

hypotheses and one exploratory question.
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CHAPTER THREE:V METHGDS
Overview

The focus of this study was on episodic memory. The
individual difference hypothesesrthat were formulated
address two relationships of interest, based on previous
theoretical éhd'émpirical work on coding and metacognitive
self-requlation. - The first hypothesis posits a relationship
" between stfength of mental representation habits and
episodic memories for events in lessons. The second
suggests that there is a relationship between metacognitive
sélf-regulation and such episodic memories.

Prior td delivery of the experimental lessons, the
reﬁearcher/teaéher administered two meésures to assess
individual differences in strength of mental representation
habits and metacognitive self—regﬁlatién. Three
experimental lessons were taught and students were asked to
report whatever episodic memories they had for events in
these lessons on an Episodic Memories Questionnaire
(Appendix S). The number of episodic memories each
participant reported within each lesson was then calculated
and relationships between this report count and the two
individual difference variables were then determined.

Mediational hypotheses:wére put forward to examine
whether students recalling particular episodes were likely

to know more lesson content related to those episodes, and
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to inveétigate whether students who tended to report more
episodic memories in general alsc tended to do better on
post-lesson quizzes. To test these hypotheses, two
procedures were followed. First, students completed
posttests after each experimental lesson. Secondly, lesson
transcripts were analyzed for content speCifically related
to each posttest item. The relatiqnship between memory
reports related to episodes containing posttest content and
performance on items related to that content was assessed.
Also, the relationship between memory reports and overall
posttest performance was calculiated.

"Finally, procedures following grounded theory
" methodology were employed to examine the content of episodic
memories reported. Cards containing student reports of
episodic memories for each remembered event were created.
These cards were then sorted and categorized.

What follows is a detailed description of methodology
used to examine the hypotheses and exploratory question.

The Study

Pilot Study

A pilot study was conducted to determine whether
measures andrprocedures proposed fér the main study a) were
practical, and b) would provide the data required to respond
to the research questions. With two exceptions, methods

implemented in the pilot met these two criteria.
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During thenpilot'it was discovered that students needed
practice and feedback on how to fill out the epiéodic
memories gquestionnaires before actually using them during
the experimental lessons. It was also foﬁnd that lesson
one contained too much content for the allotted
instructional time. As a result, this lesson was reduced in
length. = See Appendix B for more detail on the pilot study.

Sampie and Setting

One hundred and twenty-two children (58 females and 64
males), from a pool of 145, volunteered (Appendix C) and
received parental permission (Appendix D) to participate in
the main study. All participants were from five different
grade six classrooms, in four different schools, in the same
large, urban school district in which the pilot study was
conducted.

Two of the schools in the study are considered by
district officials to be in lower-middle class/working class
neighbourhoods, while'the other two are thbught to be
situated in more middle to upper-middle class

neighbourhoods.1

1 Informal descriptions of socioeconomic status of
neighborhoods for each school were obtained from school
district officials. (Assistant Superintendent of Schools and
District Resource Personnel) as well as school principals in
each of the four schools in the study. One criterion for
school selection was that a range of socioeconomic stati be
represented in the participant population.
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Participants in the study were taught three lessons in
motion geometry from the required grade six mathematics
text. The content covered in the experimental lessons forms
part of a spiral intermediate-level curriculum that begins
in grade four. Spiral curricula involve repeated but more
eomplicated exposure to concepts with eech successive grade.
It should be noted, however, that some apparehtly less
essential mathematics curriculum (such as geometry) often
goes untouched throughout the intermediate programme.2
Elaboration on actﬁal content of these lessons appears later
in this chapter as well as in Appendix I.

The principal investigetor, a researcher/teacher,
taught all experimental lessone, while the reqular classroom
teacher observed at the back of the classroom. The
principal investigator has a diploma in special education
and is certified to teach in the B.C. public school systemn.
He has 12 years of experience as a teacher/instructor at the
elementary, secondary, college, and university levels. He
quickly obtained entry to schools by approaching officials
-in his former school district.

Pre-Instruction Measures

- Prior to instruction, participants completed four

guesticnnaires and pre-tests. These included the Self-

2 reachers in the experimental classrooms reported that
geometry was an area in the curriculum that often was
overlooked at all levels of the intermediate programme.




67

~ Regulated Learning Scale (SRL, Corno, Collins & Capper,
1982, Appendix E), The Individual Differences Questionnaire
for Grade 6 Students (IDQ, Specht, 1992, Appendix F), and
two teacher-prepared tests of prior knowledge of the content
to be taught (Appendix G). |
it was decided’that administration of the SRL should

7precede that of the IDQ. The IDQ is:a self-report measure
of imaginai and verbal mental representation habits. The
SRL measures the extent to which individuals are active
meteeognieive self-regulators. There was eoncern that, if
the order of administration were reversed, attention to and
report of mental representation habits might cauee
individuals to focus unduly on their cognitive processes.
It Waerthought that euch an increased focus hight
Vcontaminate or sensitize students’ subsequent reports of
metacognitive self-regulation.

It was aiso decided thaﬁ two tests of priorrknowledge
be administered. The first was a test requiring
participants to draw slides, flips, turns; and, in certain

3

instances, identify slide rules and turn angles” (Appendix

3 A slide rule or a slide arrow is used to indicate how an
image is to be slid (moved) from a starting to an ending
position. The rule indicates the actual distance and
direction of the slide. The arrow visually portrays this
distance and direction. :

A flip image is the mirror of an image over a line (the
flip line). Points on the original and flip images are
equidistant from the flip line.
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'G).  The second was a multiple-choice test of knowledge
about the same content but required participants to circle
correct responses printed on the test form (Appendix G)
rather than draw them. For examplé, in the muitiple—choice
tést, individuals were asked to identify whether an image
was the flip of another image. -In the first test,
participants were asked to draw the actual flip image of
another image. The multiple-choice test followed the test
~of drawing so that declarative and procedural knowledge,
embedded in the printed answers on the former, would not
inflate scores on the latter.

SRL The SRL, first developed by Corno, Collins, and

Capper (1982), was recently used by Howard (1989) in her
Ph.D. dissertatibnron variations in cognitive engagement as
e?idence of metacognitive self-requlation during learning.
The scale used by Howard contains the -same 20 items used by
Corno et al. (1982), asking students to rate the extent to
which they use the various metacognitive components of
acquisition and transformation skills in their classroom
learning. Response options for each item on that scale are

"usually," "often," "sometimes," "almost never," and "don’t

know."4

A turn image results when an image is turned clockwise
or counterclockwise about a point (the turn centre) by an
indicated part of a complete revolution (the turn angle).

Howard (1989) does not give a description of SRL scaling
procedures she used. ‘
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Psychomefric information is not available from the
initial report of the development of the SRL (Corno, 1992),
put data on both its reliability and validity appear in
Howard’s (1989) research. Heward used Guttman’s reliability
coefficients to calculate internal consistency for the
aCQuisition, transformation, and,total'scale5 scores of the
SRL. She‘reported the largest of the six coefficients
~generated fhrough Guttman’s formulae oh the grounds that the
true reliability of a scale will not be smaller than the
lafgest of the six coefficients (Guttmén, 1945). Howard
reportsra ;84 Guttman réliability for the 13 items of the
acquisition scale, a .48 reliability for the 7 items of the
tranéformation,scale, and a .91 overall reliability for the
total scale.

For the present research, minor changes were made to
the version of the SRL used by Howard (1989). First,
response categories wére reduced from 5 to 4. The "don’‘t

know" category was eliminated in an attempt to force

5 Howard (1989, p. 6) described four acquisition and three
transformation processes as metacognitive components
measured by the SRL The acquisition processes included
rehearsal (repeating information to oneself), monitoring
(self-checking of general level of understanding
systematically), attention (receiving and tracking incoming
stimuli), strategic planning (overviewing tasks, assessing
goals, and seeking outside resources when needed). The
transformation processes included connecting (searching for
familiar knowledge and linking familiar knowledge to
incoming information), selectivity (discriminating among
stimuli and distinguishing relevant from irrelevant
information) and tactical planning (organizing a task
sequence or performance routine).
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participant choice and obtain more useable data.® Secondly,
the Corno et al. (1982) version of the SRL made no
distinction between cognitive self-regulation within
different subject domains, but rather was a "generic"
measure. To remedy this shortcoming, all items on the SRL
were amendedG to point specifically to cognitive self-
regulation within grade six geometry leséons. This was done
by changing the first sentence in the original set of
directions from, "Below are some gquestions about things you
may think about or do to help you learn in school." to

"Below are some questions about things you may think about

or do to help you learn during a math class in which you’re

working with shapes." This phrase was also added to each

item of the original SRL to direct participants’ attention
to their metacognitive performance in geometry, not simply
in school in general.

In her study, Howard used the original version of the
SRL with grade 12 students. In order to ensure that the
current version of the SRL was readable by grade 6 students,
it was piloted with two such students, one a student of high

academic ability, and the other a learning disabled student.

6 Scoring for SRL items was as follows:
"Usually" was scored "4." "Often" was scored "3."
"Sometimes" was scored "2." "Almost never" was scored "1."

Items 14 and 18, which were worded negatively, were reverse
scored. For these two items, '"usually" was scored "1,"
"often" was scored "2," sometimes was scored "3" and almost
never was sccred "4."
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Neither had difficulty comprehending the instrument, and
heither had recommendations on wording changes necessary for
the instrument to be more understandable to their peers.

- The questionnaire was also read to participants during
administration, to reduce the impact of poor reading ability
on results.

-IDQ.  The original version of the IDQ designed by
Paivio (1971) contains 86 items. It was used to measure
imaginal and verbal thinkiﬁg habits and skills in university
“students. Paivio and Harshman (1983) investigated the
structure of the test in a series of item factor analyses in
tworsamplés’of university students with 300 or more
participants. When analyses were restricted to two factors,
they found that the solutions were essentially identical
across samples, and the factors corresponded well with the
original (theoretically defined) verbal and imaginal scales.
Solutions with up to six factors also were shown to be
replicable.

Employing Paivio’s blueprint, Specht (1992) created a
modified version of the IDQ which is usable with grade 6
students. Thirty items were selected from Paivio and
Harshman’s (1983) six-factor solution of their 86-item pool.
These 30 items corresponded to the 15 verbal and 15 imaginal
items in the 6riginalrscale Which loaded with coefficients

‘ greater than .30 on the gobd verbal expressidn and fiuency,
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or habitual use of imaginal representations factors
respectively. Since Paivio and Harshman used their scale
with university students, Specht (1992) edited items to make
them readable at the grade 6 level.

Specht confirmed Paivio and Harshman’s two factor
solution for data she gathered from 214 grade 6 students
from 8 schools in a mid-sized Ontario city. She found
factor loadings similar to those c¢f Paivio and Harshman on
25 of the 30 items and obtained Cronbach’s alphas of .79 for
the 13-item verbal scale, and .77 for the 12-item imaginal
scale. (Only 25 of the original 30 items were included in
her subscale Construction, since she eliminated items that
loaded higher than .30 on more than one factor, or loaded on
the opposite factor than that suggested by Paivio and
Harshman.)

Replication of Specht’s validation procedures was done
to ensure that the same verbal and imaginal factors appeared
in data from the current sample (using the 30 item pool
rewritten at the grade 6 reading level). The wordings used
by Specht (Appendix F) were used in the present research:
after pilot testing for readability with the same two high
ability and learning disabled grade 6 students who responded
tQVthe SRL. Again, to reduce the impact of poor reading
ability on test results, directions and test items were read

tc participants while they were responding.
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Tests of prior knowleddge. Two tests of prior knowledge

(Appendix G)r were'developed to reflect the following
learning objectives for each lesson:
é) By the end of the lesson on slides (session 3,
Appendix I), it was intended that students would be able to
identify the slide rule for a given slidé afrow and use
tfacing paper, pencil, and ruler to slide both triangular
and non—triangularrshapes.
b) By the end of the lesson on flips (session 4, Appendix
I), it was intended that studentS'would be able to use
tfaciﬁg paper to flip both triangular'and non-triangular
shapes over a flip line.
c) By the end'ofrthe lesson on”turns (session 5, Appendix
I), it was intended that students would be able to identify
turn angles using clocks, identify the turn angles of turned
images, and use tracing paper to turn both triangular and
ﬁon~triangular shapes. | |

Both tests of prior knowledge provided assessments of
the extent to which pafticipants had already mastered the
intended learning outcomes. See Appendix H for a breakdown
of the number of items on each test, to assess each learning
outcome.

Measures Collected During Instructicn

Worksheets. Three worksheets (see Appendices J, K, and

L) were created to assist students in learning the lesson
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‘material. See Appendix M for a breakdown of the Kknowledge
covered in each of the three worksheets.’

Post-Instruction Measures

Quizzes. At the end of each lesson, students were
tested on their knowledge of lesson content. Whereas
students were expected to draw geometric forms in worksheet
exercises, quizzes followed a multiple choice format.

(See Appendices N, 0, and P for samples of these quizzes.
Appendix Q contains a breakdown of the knowledge covered in
each of the three quizzes.)

Episodic memories guestionnaire. The E.M.Q. (Appendix

S) asked students to report salient episodic memories of
classroom events. Participants were asked to think back to
the lesson of the day and to report all they could remember
from that lesson as well as the events that "stood out" for
them the most. They were told to close their eyes for one
minute and run a videotape of the lesson they just
experienced for their "mind’s eye." Then théy were asked to
report as much as they could recall, including exact duotes,
in response to the "list" question on the E.M.Q. They were
reminded that they could report anything and, if they so

chose, their reports did not have to relate to actual lesson

7 As noted ‘in the description of lesson content (Appendix
I), students were given a limited amount of time to complete
the worksheets so that other lesson material and
experimental procedures could be covered. As a result, most
students did not complete the lesson worksheets.



75

cohtent.r From thé responses to the list question, they were
then asked torselect the three memories that stood but for
them the mosf.

The two retrieval questions were: a) make a list of
specific words you heard or events you saw during the
lesson; and b) select one thing yég remember that stood out
most for you during today’s lesson. The second quéstion was
repéated twice. |

Curriculum Taught

The 3 lessons taught during this study were selected

from the chapter on motion geometry in Journeys in

Math 6 (Connelly, Marsh, Sarkissian, Calkins, Hope, O’Shea,
Sharp, TaSchuk, Tossell, 1987). Students were taught the
baéic concepts of sliding, flipping, and turning images.
Lesson 1 dealt with "slides," lesson 2 with "fiips," and
lesson 3 with "turns." Though lessons differed in content,
pfbcedures were similar across all lessons. After a teacher
demonstration of thé éore concept using some éoncrete
material (e.g., sliding an actual object, the "image,"
across a piece of flip chart graph paper), generally
students were taught 3 to 4 important pieces of vocabulary.
Students would then do some "hands on" activity to improve
their understanding of the key concepts. Next, they would
watch the téécher deménstréte the "trécing paper method" for

sliding/flipping/turning first triangular and then non-
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triangular shapes. Students completed worksheets after each
tracing paper procedure was taught. |

At various points during the'lesson,reither the teacher
or the students (when solicited by the teacher to do [Ya})
would generate "real world" images of the core
concept being taught. As an illustration, some examples
elicited from the students for a slide were: a skier going
down a hill, someone going up an escalator, and a train
crossing a bridge.

Shortly after the second worksheet was completed,
students gompleted a quiz of their knowledge of the
lesson content taught. After this test they were asked to
fill out the E.M.Q. (Appendix S).

Stvle of Instruction

"Recitation style" instruction was used for the
purposes of the study. The recitation mode has been
described by Bellack, Hyman, Smith, and Kliebard (1966) as a
structured method of teaching in which the whole class
attends to instruction delivered by the teacher, and
dialogue is characterized by a question-response-react
cycle. Only classrooms where teachers used the recitation
mode of teaching in their lessons were considered for
inclusion in the study. -

; Lessons followed the general cycle of instruction
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described by Clark, Gage, Marx, Peterson, Stayrook, and
Winne (1979) in their study of teacher structufing,
soliciting, and reacting. An overview of material to be
covered in a lesson segment was followed by a didactic
presentation of actual lesson content. The teacher
. then solicited guestions abbut lesson content from students
and reacted to these questions by further clarifying lesson
material.r Students then worked individually on exercises
whichrreinfofCed their learning of thaﬁ segment of lesson
“content. This cycle was repeated several times during the
lesson until all lesson segments had been covered.

The r2searcher/teacher was responsible for teaching
all lessons in all 5 experimental clasérboms. All lessons
were videotaped.

Description of Lesson Procedures

A summary of in-class procedures, as well as a precise
description of these procedures with time allotments,
appears in Appendix I.

Coding and Scdrinq

Episodic Memories Included in the Data Analvsis

Participants had the opportunity to provide episodic
memories in response to the "list" and three "salience"
guéestions on the E.M.Q. (see Appendix S). ‘The list question
is a request for participants to report whatever words or

events they could remember from the lesson. The salience
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questions constitute probes to solicit student
prioritizations of the events from their responses to the
list question, in terms of what stood out for them the most.

All events reported in both the list and salience
questions were considered potential episodic memories and
were evaluated according to rules implied by Tulving’s
(1983) theoretical view on the nature of episodic
memories, as well as his more formal description of these
memories (Tulving, 1985). Tulving suggests that episodic
memories can be "unitized" in terms of events or episodes.

A complex event may comprise a series of simpler events,
sometimes called episodes. Episodic memories of events have
beginning and end points, and always involve the rememberer,
either as one of the actors or as an observer.

Though each event in episodic memory refers to a
particular instant, date, or period of time, the referent is
not Chronologidal or calendar time. It is the rememberer’s
pefsonally experienced time. It is not the mere dating of a
fact in the past. It is the dating of the fact in the

rememberer’s past.

The following rules were developed for scering episodic
memories on the E.M.Q., based on Tulving’s theorizing and
practical considerations delineated by Martin, Paivio, and
Labadie (1990) in théir methodology fof locatiﬁg important

events in psychotherapy.
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1. The episode had to be locatable at only one spot within
the lesson transcript or lesson Videotape. A reported
episode that occurred more than once during the lesson
(e.g., "Jimmy was asked to hold the tracing paper for Mr.
Prupas.") and could not be located by other information
provided by the rememberer was eliminated from data
analysis.

2. Memories of episodes prior to the start of the day’s
motion geometry lesson were not included in the analysis.

3. Both simple episodes (e.g., "Mr. Prupas said good
morning to me.") and more complex events (e.g., "When we
first learned all the steps in how to use tracing paper to
slide a triangle.") were included in the analysis.

4. Memories of the entire lesson (e.g., "We did a lesson
on turn images.") were excluded from data analysis. Though
no time limit was set on the length of episodes or more
complex events, generally, simple episodes lasted a few
seconds (e.g., "When Randy said slidé image instead of turn
image). More complex events usually lasted anywhere from 2-
8 minutes.

5. The start and end points of complex events (e.g.,
reference to the,first time all the steps in the procedure
to slide a triangle were described) followed guidelines
established by Martin, Paivio, and Labadie (1990). The core

statement or activity of the event being referenced was
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located within the lesson transcript. Boundaries on the
time of the "event" were expanded to include the context
before and after this referenced core statement or activity.
The beginning or end of the event was demarcated by a
teacher or student talking turn (uninterrupted speech). The
beginning or end of the event was also demarcated by a shift
in topic or activity.

6. If an episode was reported in response to both the
salience and list questions, of more than once in the list
qguestions, it was counted only once.

7. Rememberers did not have to reference themselves
explicitly in the recollection for it to be considered an
episodic memory; It was assumed that individuals were
providing personal memories from their own past in response
to the retrieval questions. So, for example, a memory of
"the test" which was locatable but without a personal
reference was included.

A check on the reliability with which episodic memories
were selected was performed by a research assistant.® The
research assistant is a practicing learning assistance
teacher with 17 years of teaching experience in B.C. public
schools at both the elementary and secondary level, She has

completed a number of graduate courses in reading and

6 Hill, Greenwald, Reed, Charles, O’Farrell, and Carter
(1981) suggest that judges for reliability checks be
undergraduate or graduate students with high grade point
averages.
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special education. The research assistant studied the
guidelines for scoring the episodic memories (as listed
above) and, with the primary investigator, practiced coding
samples of memory reports from the pilot study. - She then
reviewed all memories on lesson transcripts and highlighted
ones she thought were not episodic; She classified as
episodic 558 of the 605 originally coded as such by the
principal investigator. Using rrocedures described by
Lapadat and Martin (1993), the research assistant and
principal investigator discussed those 47 events about which
they disagreed. After this discussion, the two decided to
eliminate 21 of the 47 memories nbt identified as episodic
by the research assistant, leaving a total of 584 episodic
memories for further data analysis. Disagreements were
generally over whether an item was too vague to be locatable
within the transcript (for example, "We learned the steps in
how to flip a triangle" after discussion was deemed to be
too vague whereas, "When we first learned the steps in how
to flip a triangle" was not).

Scoring of the SRL and IDO. Total SRL score and two

subscale scores, derived from the two factor solution for

the IDQ (Appendix W), were used in data analysis procedures.
Further discussion of score selection: procedures for the SRL
and IDQ appear below in sections on factor analysis and |

tests of reliability.
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Grade point_average (GPA). GPA was included in

order to partial out the correlation between previous
academic achievement and reports of episodic memories from
the correlations of primary interest. GPA was calculated by
éveragingra participant’s grade 5 permanent school record
grédes in language arts, mathematics, science, and social
studies. Other subject areas were not included in the
calculation of GPA because generally they were not available
on the permanent record (see Appendix U for the GPA letter-
to-number grade conversion Key).

Coding of transcripts for test related content. As
élready mentioned in the statement of hypotheses for this
stddy, others héve suggested that an undérstanding of the
way episodic memories mediate learning requires an
examination of the correlations between such memories and
performance on posttest measures. A rough idea of this
relationship can be obtained by calculating the correlation
between the total number of episodic memories reported and
performance on quizzes.

A more precise deScription of this relationship
involves an analysis of both episodic memories and quiz
items in terms of the actual declarative/procedural
knowledge they encompass. To do this, it is necessary to

analyse lesson events (as depicted through lesson
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transcripts) in terms of the to-be-tested knbwledge they
cover.

Hence, in the present study, lesson transcripts were
marked for content related to specific knowledge areas
tested on the quizzes. Occasionally, lesson segments
addressed more than one knowledge area at a given time.
These areas of transcripts were therafore marked
accordingly, showing the combination of posttest
declarative and procedﬁral knowledge areas they covered (see
Appendix R for a breakdown of the posttest knowledge
areas covered within each lesson).

Anélysisrof transcripts for knowledge areas in the
posttest was déne based 6n "talking turns." Simply stated,
any uninterrupted speech event, no matter how long,9 was
coded as a "talking turn." Talking turns were coded as
containing content related to a) a specific learning outcome
tested on the quiz, b) a combinatibn of specific learning
éutcomes tested on the quiz, c¢) management or lesson
procedures not tested on the quiz, d) a combination of a and
c, or b and c. A description of the use of combination
codes for lesson content related to a mix of learning

outcomes (b) follows shortly.

2 Single words were often coded as talking turns. Such
words (e.g., "right" or "correct") were usually coded
similarly to contiguous talking turns if the gist of the
sequence of talking turns related to the same test related
content. I ‘ ' :
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Combination coding (a and c, or b and c) often occurred
during lesson transitions and were always given to
| researcher/teacher talking turns. For example, it was
generally the case that the researcher/teacher ended a
lesson segment related to a specific learning outcome and
then made a lesson transition statement not related to any
particular learning outcome all within one talking turn.
Suchra talking turn would be given a combination code (a and
c or b and c).

- In lesson one, explanations of how to produce a slide
érrow from a slide rule and vice versa, to slide a
triangular shape, and to slide a non—triangular shape, were
eéch identified as relating to different intended learning
outcoﬁes. In lesson two, the same was true of explanations
of how to flip triangular and non—triéngular shapes. How to
determine turns on clocks, turn angles for turned images,
and turns for triangular and non-triangular shapes, were all
distinguished from one another in terms of intended learning
outcomes and wefe given separate codes in lesson three.

Descriptions of slide, flip, and turn vocabulary were
given combination codes in each of their respective lessons.
This was done because understanding of vocabulary was
considered‘prerequisite'for'learning'of motion geometry
procedures in anyrof the lessons.

Similarly, lesson content in which "real world"
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examples of slides, flips, or turns were discussed was not
tested with unique gquiz items. 'Real wdrld" examples

are ones drawn from or evident in the student’s out-of-
school experience, though they may be ones talked about in
schoel. As it was assumed that these discussions
contributed to a global understahding of thé pfocedures
involved in sliding, flipping, or turning different kinds of
images, as well as in labelling those procedures, they were
given the same combination code used for coding vocabulary.

An exception to this coding rule occurred when "real
world"rknowledge was used to instruct students in specific
knowledge that was posttested. A discussion of how the
movement of skateboards cén represent a slide arrow with a
specific slide ruie, was éoded as covering "slide rule and
arrow" knowledge.

Content coding reliability was determined by having a
trained coder (the same research assistant described
previously) recode a randomly selected one-third of all
lesson transcripts (two from lesson one, two from lesson two

10

and one from lesson three). Moderate content coding

reliability was indicated by Kappa statistics of .71, .66,

10 fne check for reliability of transcript coding differed
from that for identification of episodic memories. This is
because the Kappa statistic can be calculated when there are
two or more categories over which coders can agree or
disagree. For the episodic memory reliability check, the
research assistant had to examine memories that had all been
classified the same way by the primary investigator, i.e.,
as episodic. ‘
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and .63 for each of the three lessons. An average Kappa of

.67 was obtained for a comiination of all three lessons. 1l

Data Analysis Prodedures

Descriptive Statistics

Initially, descriptive statistics were produced
deécribing participants’ prior knowledge of the curriculum
taught, GPA, quiz scores, and the quantity of their episcdic
memories from classroom lessons. Déscriptive statistics of
SRL and IDQ data were calculated,followihg factor analysis

‘and reliability procedures.

Factor Analysis of SRL and IDQ Data

The three steps outlined in the SPSS/PC+ Statistics 4.0

manual for féctor analysis were performed on data from both
measures. First, the appropriateness of the factor model
for the data was established. Next,rthe factor extraction
procedure was determined. Finally, factor loadings were
caldulated, following the selection of a rotation procedhre
which produced the best solution.

To determine the apprbpriateness of the factor model,
three steps were followed: First, the correlation matrix
for all items was examined for items with only minimal
correlation (less than .10) with all other individual items.

Then, the Kaiser-Meyer-0lkin (KMO) measure of sampling

11 ‘See Hill, Greenwald, Reed, Charles, O’Farrell, and
Carter (1981) for a description of this statistic, which
represents percent agreement adjuste 1 by expected chance
agreement. -
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adequacy was calculated. A low KMO indicates that a factor
analysis may not ke advisable. Thirdly, anti-image
correlations (negatives of partial correlation coefficients)

kwere calculated.12

Factor analysis procedures should not be
followed if the proportion of largé anti-image correlations
is high. |

| After it was determined that factor analysis could
proceed for each of the sets of the SRL and the IDQ data,
the optimal number of factors to be extracted was
‘determined. To do this, a scree analysis was performed. The
scree procedure plots eigenvalues (variance associated with
each factor) for each factor. If is often superior to other
méthods of factor specification when there are minor
féctors, and thé interest is inrlocating only major common
factors (Linn, 1968; Tucker, Koopman, & Linn, 1969).
Typically the scree plot shows a break between the steep
siope of the large factors and the gradual trailing off of
the "factorial litter or scree." Cattell (1965a, 1965b)
suggested the rule thatrfactoring cease at the point where
the eigenvalues begin to form this scree. The only caveat

to using the scree procedure is that it may not be

12"If'variables share common factors, the partial
correlation coefficients between pairs of variables should
be small when the linear effects of the other variables are
eliminated. The partial correlations are then estimates of
the correlations between the unique factors and should be
close to zero when factor ahalysib assumptions are met. The
negative of the partial correlation coeff1c1ent is called
the anti- 1mage correlatlon :
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appropriate when there is more than one major break in the
eigenvalue graph (Kaiser, 1970), sbmething which was not the
case in either of the current factor analyses.

Once the number of factors to be extracted was
determined for each data set, principal axis factoring with
varimax rotation was performed. The number of factors
extracted using the scree procedure was forced into the
vérimax rotation. The varimax was selected over the oblimin
rotation for both analyses as it produced better factor
solutions than the latter method. The varimax: a)
produced more factor loadings above .30 (a cut-off of .30
was selécted following Paivio and Harshman, 1983); and b)
~provided solutions where fewer items showed similar loadings
6n both factors.

Tests of Reliability

Cronbach’s alpha was calculated for SRL and IDQ
subscales (created from factor analysisl3) and total scalé
scores. Resuits from both factor analysis and reliability
procedures were used to determine whether subscale or total

scale scores would be used in further data analyses.

13 SRL, and TDQ subscales were created from items with the
higher factor loading in the two-factor solutions that
reached the minimum cut-off of .30. As a result of this
procedure, two subscales both with 9 items were created from
the SRL data; two subscales with 14 and 11 items were
created from the IDQ data. L
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Calculation of Part Correlation Coefficients

Part correlation coefficientsl?

were created through
regression procedures in order to determine the unique
correlation between any one predictor variable and the
outcome measure. In tests of the individual difference
hypotheses, the predictor variables were the overall scores
of the IDQ verbal and imaginal subscales,l5 SRL total
scores, and GPA. The outcome measures were based on reports
of episodic memories. In tests of the mediational
hypotheses,; the independent variables were reports of
episodic memories and GPA. The outcome measures were quiz
scores. Regression procedures were followed both within and

across lessons.

Card Sort of Episodic Memories

A grounded approach (Glaser, 1978; Glaser & Strauss,
1967; Strauss & Corbin, 1990) was followed to generate
categories for the episodic memories identified for
inclusion in data analysis through the above procedure. A

card sort task was developed and performed by both the

14 The part correlation coefficient is the correlation
between Y and X; when the linear effects of the other
independent variables have been removed from Xj. The part
correlation coefficient is not to be confused with the
partial correlation coefficient which is the correlation
between the ith independent variable and the ‘dependent
variable when the linear effects of the other independent
variables have been removed from both Xj and Y. |

IDQ overall scores were obtained by adding scores on the
imaginal and verbal subscales 1dent1f1ed through factor

analysis procedures.



90

primary investigator and the research assistant (as
described previously). Cards for remembered events were
printed (one card was printed for each remembered event,
 regardless of the number of timesrthat event was referred to
in students’ episodic memories). The cards were then sorted
according to categories of the sorter’s own choosing (see
Appendix T for instructions given to the research
assistant).

The following criteria were suggested as guidelines in
the creation of major categories (Glaser, 1978). The

category had to:

a) be central,

b) reoccur frequently,

c) take more time to saturate than other categories,

d)r relate meaningfully and easily to other categories,

e) have clear and compelling implications for formal
theory.

A check on the card sort was done by the research
assistant who both reclassified éards and reworded
categories created by the primary investigator. Final
classifications and category labels were determined through
discussion between the primary investigator and the research

assistant.
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Search for a Core Category of Episodic Memories

Once major categories had been identified, an attempt
was made to define a core, superordinate category (c.f.,
Strauss and Corbin, 1990, p. 253). To do this, major
categories were examined for a common factor from a list of
th§se possibly inVolved in episodic memory -process (to be

described in Chapter Five).
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CHAPTER FOUR: RESULTS

Preliminary Data Analyses

Descriptive Statistics for Tests of Prior Knowledge and

Reports of Episodic Memories

Table 2 provides descriptive statistics for both tests
of prior knowledge. A 2-tailed 1:_--test1 for paired
observations measuring differences between the means of
scores on these two tests showed that students performed
detectably better on the multiple-choice test than on the
drawing test (t=9.86, d.f.=112, p<.01).

'Despite the better performance of students on the
mgltiple—choice test, it cannot be concluded that, overall,
students performed well on either of these tests. On
a?erage, students answered 8.8% of test items on the drawing
test and 23.9% of test items on the multiple-choice test
correctly. Average percent correct for both forms Was
16;3%. Though the content of the prescribed Grade 6

mathematics text, Journeys in Math 6, forms part of a spiral

curriculum in which concepts such as those taught in motion
geometry may be covered in earlier grades, students either
did not learn or did not retain much of what they learned
from pfeviousrinstruction on motion geometry concepts.

Informal discussions with grade 6 classroom teachers and

1 scores were converted to a common scale by dividing them
by the maximum possible score for their respective scales
prior to the t-tests.
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supervisors of intermediate-level student teachers revealed
that motion geometry is considered less important than other
topics in grade 6 mathematics and often is forsaken due to
limited instructional time.

Table 2.
Descriptive Statistics for Tests of Prior Knowledge

M MpZ SD  Max. Min.
Drawing test 1.01 0.00 1.58 8 ' 0
Max. Poss.
Score=13
n=113

Mult. ch. test 2.63 2.00 2.31 8 0
Max. Poss.
Score=11
g=114
MD is the abbreviation for "median."

Table 3 gives the descriptive statistics for the number
of episodic memories reported both within and across the
three lessons. On average, participants reported between
1.5 to 2.0 memories per lesson, a report rate somewhat
higher than the 1.1 rate obtained in the add-on lesson2 of
the pilot study. VIn no lesson did participants report
deteétably more memories than in any other lesson. Two-
tailed t-tests for paired observations found no detectable
difference in the gquantity of memories reported in lessons
one and two (t=.35, d.f.=110, p<.73), lessons one and three
(t=1.19, 4.f.=112, p<.24), or lessons two and three (t=1.26,

d.f.=110, p<.21).

2 See'Appendix B for a description of this add-on lesson.
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Table 3. , ,
. Descriptive Statististics for Episodic Menmories

M MD SD Max. Min.

Lesson 1 1.61 1.00 1.53 6 0
Kurtosis=-.012

skew=.814

Sum=190

n=118

Lesson . 2 1.65 2.00 1.26 5 0
kurtosis=-.275

skew=,535

Sum=186

n=113

Lesson 3 1.79 2.00 1.45 8 0
kurtOsis=3.3933

skew=1.367

Sum=208

n=116

All;Lessons 5.06 5.00 ~ 3.28 14 0
kurtosis=-.525

skew=.388

Sum=552

n=109

‘Factor Analyses of the SRL and IDO

;AppropriateneSS of the factor model. All calculations

indicated that the factor model was appropriate for both the

SRL, and IDQ data. The average minimum correlation? was .37

3 For data on kurtosis and skew, only this kurtosis is
particularly large. Stevens (1986) notes that in
distributions that are leptokurtic, the actual alpha is less
than the nominal alpha. For such distributions, actual
Eower exceeds nominal power.

Factor analysis procedures are inappropriate if
_correlations among items, on average, tend to be small
(i.e., no discernible factors present). To assess whether
the correlations between items were in fact small, the
correlations between a given item and all other items were
‘scanned. The lowest correlation in this set of correlations
was noted. After correlations for all items had been
‘examined, an "average minimum correlation" was calculated
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(s.d. .10) for the SRL and .38 (§;g; .09) for the IDQ. If
thé correlations between variables are small, it is unlikely
that they share common factors; however, this does not
appear to be the case for these data.

Kaiser-Meyer-0lkin (KMO) measures of sampling adequacy
were also in the acceptable middling range (Kaiser, 1974)
for both measures. The KMO was .76 for the SRL and .70 for
theVIDQ. Finally, anti-image correlations were small for 
both SRL and IDQ data and, as such, allowed for factor
analyses. For the SRL, 24.2% of anti-image correlations
were greater'than .09 while for the IDQ, 16.8%'werergreétef

than .09.

Factor extraction. Scree analysis showed a two factor
solution to be the best for both measures, the SRL and IDQ.
For the SRL, the two factors derived from the analysis had
eigenvalues of 4.482 and 1.928. Though there were 6 other
eigenvalues greater than 1.000 (ranging from 1.302 to
1.072), these formed the scree of the plot and were
therefore not considered of major importance. For the IDQ,
the two factors had eigenvalues of 5.267 and 3.170. For
these data there were 8 other eigenvalues greater than 1.000
(ranging from 1.925 torl.Oll); but again, these factors
féfméd thé,screé of the plot and were not extracted for

further analysis.

for these "lowest correlations" for items. in both the SRL
and IDQ data. e , - o
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Rotation. Varimax rotation of a solution constrained
to two factors following principal axis factoring produced
the best discrimination among itemsrloading on the two
factors for both SRL and IDQ data. '(See Appendix V for SRL
factor loadings; Appendix W for IDQ factor loadings.)

SRL ‘and IDO Subscale Construction

Following Paivio and Harshman’s (1983) facter analysis
procedures, the higher of the two factor loadings for both
SRL and IDQ data determined the subscale in which an item
was ineluded; so‘long as the factor loading reached a
minimum of .30. Items where neither factor loading reached
this eut-off were not used for subscale analyses. As a
resplﬁ, the subscales created for the SRL had 9 items each,
while the two created for the IDQ had 14 aﬁd 11 items.
(Boldened items in Appendices U and V ehow factor loadings
used to determine subscale construction.}

Tests of reliability. A series cof three reliability

analyses were performed on SRL and IDQ data. Cronbach’s
alphas were calculated for each subscale identified in the
factor analysis and for total scale scores. SRL subscales
had alphas of .75 and .59. Cronbach’s alpha for the SRL
total scale score was .79. IDQ subscales had standardized
a;pheeqqf_.so each, while the IDQ total scale was .83.

| SRL. It was decided that subscales on‘the SRL would

not be;used in further data analysis,procedures, Alphas for



97

theée subscales were lo&er than the total scale standardized
alpha. These results corroborate Howafd’s (1989) Guttman
reliability analyses of her SRL data.?®

It should be noted, however, that Cronbach’s alpha is
expected to diminish when scale length is shortened.
" Another reason for using the SRL total scale score in the
présent data analysis over individual subécale scores was
mentioned in Chapther Three. waard—ROsé and Winne‘’s (in
press) validity checks and concern about small~grain
cognitive process analysis put into guestion the grain-level
apprépriate for any investigation of metacognitive self-~
regulation. Though Howard-Rose and Winne recommehded
continued assessment of two metacognitivé processes,
'acquisition and transformation, the low alpha on one of the
subscales in the present data and the high alpha for the SRL
total score suggested that the latterrbe used in other data
analysis as a global measure of metacognitive self-
regulation activity.

IDQ. It was decided that subscales of the IDQ would be
used in other analyses. Factor extraction procedures on IDQ
data in the present study corroborated Specht’s two factor

solution. Similar to Specht, only 25 of the original 30

5 - As mentioned in. Chapter Three, Howard reports a .84
Guttman reliability for the 13 items of the acquisition
scale, a .48 reliability for the 7 items on the
transformation scale and a .91 overall IEllablllty for the
total scale. R
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items on the IDQ in this study were inCluded in subscale
construction but, as described previously, items included in
- subscales were not identical to those included by Specht.
Asterisked items in Appendix V indicate items that were
included in both Specht’s work and in this work in the same
verbal and imaginal'subéqales.

In addition, standardizad alphas were high for the two
subséales cfeated from the two factdr solution and were
virtually equal to the total scale albha. As well, the
Pearson r of .274 (n=109, p<.01l) for the two subscales was
- not large. | |

Descriptive Statistics for SRL Total, IDPQO Subscale, IDO

Overall, and GPA Scores

Table 4 provides the descriptive statiétics for
measures, aside from guantity of episodic memories reported,
that were used to investigate the individual difference
hypoﬁheses. No comparable data exist on'the use of the SRL
with a grade 6 population; Both Corno et al. (1982) and
Howard-Rose and Winne (in press) used the measure with high
school students. Despite a few differences in IDQ verbal
and imaginal subscale construction, findings for the IDQ in
the présent study support Specht's (1992)7findings with a
pgp% of,2097g?ade Grsﬁudents ihrcentral Canada. Specht
‘found that, on average, pérticipants scored higher on the

imaginalrscale‘(M=8,88)'thanron the verbal scale (M=7.12).
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Though not guite as striking, similar results were found in
the present study. The mean of the imaginal scale scores
was 7.79 whereas it was 7.16 for the verbal subscale. Two-
tailed t-tests for paired observations showed this
difference to be detectable (t=6.32, d.f.=108, p<.01l).
Specht’s IDQ overall mean of 16.00 was 0.97 higher than the
-mean of 15.03 in the present data. Strength of mehtal
representation appeared somewhat greater in her’sample than
in the present one. |

GPA data are mildly surprising. - -The average student
GPA was 2.63, (C+ in termsrof a letter grade) . Thie mean
GPA is only .07 below the B- letter grade equivalent.
Perhaps this high6 mean GPA is a result of high grading
practices in schoolsj however, it is more likely that the
reason for such a high mean for participants in this study
is that students in three of the five experimental
classrooms came from schools located in a fairly affluent
euburban area. It may be that students from these
classrooms come from homes where schools and education
receive much suppert, and where there is substantial ’press’

for achievement.

6 a practlclng grade six classroom teacher as well as an
elementary school psychologist both reported that, on
average, grade six students achleve a 2. OO GPA (C in terms
of a. letter grade)
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Table 4. o :
" Descriptive Statistics for Individual Difference Variables.

M MD SD "~ _Max. Min.

SRL Total 50.84 50.50 8.29 71 26
‘n=118

Max. Poss.

Score=80

“IDQ -Verbal 7.16 7.00 3.62 14 0
‘n=113

-Max. Poss.

Score=14

IDQ Imaginal 7.79 8.00 2.86 11 0
n=115

Max. Poss.

Score=11

IDQ Overall 15.03 15.00 5.25 25 3
n=109

Max. Poss.

Score=25

GPA : 2.63 2.50 .75 4.00 1.25
n=112

Max. Poss.

Score=4.,33

Descriptive Statistics for Lesson Quizzes

Table 5 reports the mean séores for each of the three
quizzes and therméan total score for all three quizzes.
Twé—tailed t-tests for péired observations between means
showed that students performed detectably better on quizzes
for lessons two and three, when compared with lesson one
(t=10.72, d.f.=110, p<.01; t=7.65, d.f.=112; p<.0l1), and
better én lesson two whenrcompared with lesson three
(§=5;57, g;§;=111; p%.bl)e in otherrwérds, students

performed best on the lesson two quiz and worst on the
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lesson one quiz; It can be concluded that the degree to
which learning objectives were achieved was detectablyr
different across the three lessons.

Data from both tests of prior knowledge were combined’
as were data from all three post-lesson quizzes. A two-
tailed t-test for paired observations between means revealed
that students performed detectably better on post-lesson
quizzes than on tests of prior knowledge (;=21.52, d.f.=102,
p<.01). In other words, it appears that students were
detectably more knowledgéable with respect to intended

learning outcomes following instruction than before it.

7 7o combine data on tests of prior knowledge, first the

two tests of prior knowledge were converted to a common
scale. Then the mean for the two common scale prior
knowledge scores was obtained. A similar procedure was
followed for scores on the post-lesson quizzes. = First, quiz
scores were converted to the same common scale used for the
tests of prior knowledge. Then the mean for all three
common scale post-lesson quiz scores was calculated.
Finally, the t-tests for paired observations was calculated
for the average common scale prior knowledge and quiz
scores. e : S
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Table 5.
Averadge and Total Quiz Scores Immediately After Experimental

Lessons

M MD ~ SD Max. Min.
Lesson 1 4.32 4.00 3.11 10 0
n=117
Max. Poss.
Score=10

Lesson 2 7.52 8.00 2.88 10 0
n=113 )

Max. Poss.

Score=10

Lesson 3 6.63 7.00 3.35 11 0
n=116 :

Max. Poss.

Score=11

All Lessons 18.31 18.00 7.60 31 0
n=109

Max. Poss.

Score=31

Tests of Individual Difference Hypotheses

Part correlations derived from regression analysis
procedures were used to test the two individual difference
hypotheses, namely: a) whether students with both strong
verbal and imaginal mental representation habits would
report more memories of instructional events than students
with other combinations of these habits; and b) whether
students who report extensive metacognitive self-regulation
of learning in math lessons are likely to report more
remembered instructional events than those who report less
selfFregulation. |

- In order to invéstigate these hypotheses, first, part

correlations were calculated to determine the unique




103

relationship between SRL total scores and the guantity of
reports 6f episodic memory. The same was done to deterﬁine
the unique relationship between the IDQ overall scores and
the quantity of episodic memories reported. GPA was
included in the calculation of these part correlations to
determine whether SRL and IDQ ovérqllrscores correlated
detectably more with reports of‘épisodic memories than a
standard measure of prior achievement.®

Table 6 provides the results of these calculations. No
part correlation between the IDQ overall score and the
outcome measure (with both GPA and SRL total scores
partialled out) reached a level of detectability. In two of
the three lessons, as well as in the cross-lesson analysis,
part correlations between SRL scores and episodic memory

8 Pearson r correlations with p-levels calculated for 2-
tailed significance were computed among all variables.

These correlations appear in Appendix X. Almost all Pearson
r correlations between GPA and other variablss were
detectable. GPA was detectably correlated with IDQ overall
(k=.296, n=100, p<.0l), memories for lesson one (x=.494,
n=112, p<.0l1l), memories for lesson two (r=.245, n=112,
p<.01), memories for lesson three (r=.270, n=112, p<.01),
memories for all lessons (r=.435, n=112, p<.0l1), lesson one
quiz results (r=.482, n=109, p<.01l), lesson two quiz results
(r=.500, n=105, p<.01l), lesson three quiz results (r=.556,
n=107, p<.01), and gquiz results for all lessons (r=.631,
n=100, p<.0l1l). The only variable used in testing the
individual difference hypotheses which did not have a
detectable Pearson r correlation with GPA was the SRL Total
Score (r=-.079, n=108, p=.415). Given the detectable
correlations between GPA and most other variables, a
decision was made to calculate part correlation coefficients
between the predictor variablzs used to test the individual
difference hypotheses and number of episodic memories
(outcome variable). In that way, linear effects of GPA
would be removed from both the predictor variables. .
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count did reach detectable levels. In lesson one, the part
correlation was .28. In lesson three, it was .22, and
across all three lessons it was .26. All part correlations
'befween GPA and episodic memory count (with IDQ overall and
SRL total scores partialled out} were detectable. In lesson
one this part correlation was .49, in lesson two .20, in
klésson three .28, and across lessons it was .42.
Within-lesson and across-lesson analyses provide the
same profile of results, with only one small exception in
lesson two. The profile is illustrative of the fact that
the rélafiohship between pést academic achievement and
number of episodic memories reported is the strongest of the
three relationships examined. Following the categorization

9 there is

scheme for effect sizes proposed by Cohen
generally a negligible, undetectable, negative relationship
between IDQ overall scores and reports of episodic memories.
On the other hand, except in three instances, there is a

small, detectable, positive relationship between both SRL

vtbtal scores and GPA, and memory reports. In lesson two the

? cohen (1977) attempted to address the issue of
interpreting effect size estimates. He suggested some
general definitions for negligible, small, medium, and large
effect sizes in the social sciences. Cohen labelled an
effect size negligible if r was less than .10. He
considered an r between .10 and .29 as small, one between

30 and .49 as medium, and one greater than .50 as large.
Cohen also noted that many effects sought in psychological
research are likely to be small because of the attenuation
71n validity of the measures employed and the subtlety of the
issue frequently 1nvolved
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positive relationship between SRL total scores and memory
report is negligible and undetectable. In lesson one and
across all lessons, the positive relationship between GPA
‘and memory report is medium.

These findings do not support the first hypothesis.
There were no detectable relationships between overall
strength of verbal and imaginal mental representation, and
quantity of episodic memories reported. The findings do,
however, support the second hypothesis. There appears to be
a small, positive relationship between reports of
metacognitive self~regulation and episodic memories. This
is so even when the linear effects of past achievement on

episodic memories are removed.
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- Table 6. :
Part Correlations for IDQO Overall, SRL Total and GPA with

" Quantity of Episodic Memories

IDOQ SRL : GFPA
Sum
Lesson 1
r ! ' -.09 .28 .49
n - 26 96 96
sig. of t .28 <.001 <.001
Lesson 2 :
r : -.06 .09 .20
n 96 96 96
sig. of t .55 .35 .05
Lesson 3
r , ~.06 .22 .28
n : : - 96 96 96
" sig. of t .53 .03 .01
All Lessons
- r -.09 .26 .42
o 96 - 96 : 96
sig. of t .32 <.001 <.001

Part correlztions with a significance of t > .05 are

- " boldened. - :

R Square between predictor and outcome variables was .30 in
lesson 1, .04 in lesson 2, .11 in lesson 3, and .23 across
~~all 3 lessons. -Low R Squares in two of the three lessons
indicate that interpretations should be read with caution.

:,Why is it that the present data do not support the
contention that strength df mental representation is
positively related to report of episodic memories, but do
support a relationship between metacognitive self-regulation
and such reports? Are these findings generalizable or valid
only for these data? Whyris it that the part correlation of
GPA with reports Qf memories figured so prominently in the
first lesson and across all three lessons? Why is it that
the relationship between reports of metacognitive self-

regulatiOn and episodic memories were rnegligible and
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undetectable in the second lesson while it was small and
detectable everywhere else?

These questions will be addressed in Chapter Five,
where factors that probably affect individual lesson
difficulty, as well as methodological and conceptual issues
will be discussed. Before moVing on to that discussion,
however, results pertaining to thermediational hypotheses
and exploratory investigations arerpresented.

Tests of the Mediational Hypotheses

Tables in Appendix Y summarize the data used to test
whether a student who recalls particular instructional
episodes is more likely to possess greater content knowledge
associated with those episodes than students not recalling
those episodes. As stated in Chapter Three, quiz items were
grouped according to the learning objectives they were used
Vto assess. Students were then assigned subtest scores
(ofdinaﬁe) based on theif perforﬁance on the cluster of
posttest items addressing each learning objective. Content
in lesson transcripts was then evaluated and coded in terms
of the learning objective addressed. One frequency plot was
created for each learning objective and one plot was created
for content related to the combination of all learning
objectives within lessdns,, Scores on the abscissa indicate

the number of events, related to a learning objective (or
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combination of learning'objectives) that students
remémbered.
Andrews, Klem, Davidson, O’Malley, and Rodgers (1981)

recommend the use of the Pearson chi-square to measure

10

association between two such nominal variables. However,

Siégel (1956) points out that in contingency tables with
degrées'bf freedom greater than 1, the chi-square test
should only be used if fewer than 20 per cent of the cells
have an expected frequency of less than 5 and if no cell has
-an expected frequency of less than 1. None of the
contigency tables with degrees of freedom larger than 1 met
both these conditions. A chi-square analysis was performed
onmtﬁé one 2 x 2 table (frequency plot of number of events
reported and number of items correct related to turning a
triangle, lesson 3). The chi-square of .097 for this table
did not indicate a detectable association between variables
on the abscissé,and ordinate.

As the chi-square statistic could not be computed for
the other 11 contingency tables, a Visual scanning procedure
was employed in order to detect any evidence that students

‘who recalled particular instructional episodes are more

10 Andrews, Klem, Davidson, O’Malley, and Rodgers (1981)
suggest that a Pearson chi-square analysis is appropriate in
examinations of association between two nominal variables
when: - a) at least one is not a 2-point scale, b) no
distinction between the dependent and independent variable
is being made, and c). the statistic is to be based on the
number of cases in each category.
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rlikely to know more content associated with thoee episodes.
A positiVe relationship between number of events related to
specific declarative/procedural knowledge that a student
reported, and the number of quiz items testing that
knowledge, would have been indicated by trends of frequency
counts increasingrsteadily'from the ;ower left qoadrant of
each plot to the upper right quadrant. None of the plots
show this trend. The hypothesis, therefore, remeins
unsupported. Possible reasons for this finding will be
discussed in Chapter Five. The reader is‘reminded that the
eye is easily fooled and interpretations based on vieual
scanning ought to be read with caution.

 The Relationship between Quantity of Reported Episodes and

Performance on Quizzes

Table 7 provides the part correlation coefficients
calculated to test the hypothesis that if students reported
more instructional episodes, theyrwere more likely to
possess greater declarative/procedural knowledge of lesson
content than students reporting fewer instructional
episodes. 1In all instances, once lineer effects of GPA on
guiz scores had been removed, part correlations between

memory report and quiz scores werergenerally undetectable.11

11 As - already mentioned, all Pearson r correlations between
GPA and quiz results both within and across lessons were
detectable (Appendix X). Part correlations between report
counts of episodic memories and quiz results were calculated
to determine the relationships between these two variables
once the linear effects of GPA had been partialled out.. .
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on the other hand, both’within and across lessons, part
Cprrelations between GPA and quiz scores with episodic
rmemory report count partialled out, were detectable. 1In
lessons one and two, part correlations of .36 and .45
respectively, were medium in size, whereas in lesson three
’ énd across lessons, part correlations of .52 for both were
large; GPA was clearly more substantially and detectably
correlated with qguiz scores than was report of eﬁisodic
"memoriés. Again, these findings will be discussed in

Chapter Five.
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‘Table 7

Part Correlations for Quantity of Reported Episodes and GPA
“with Quiz Scores '

Episodic Memories GPA

Lesson 1

r ’ ‘ .13 .36

sig. of t .13 <.001
n 105 105

Lesson 2

r : .05 .45

sig. of t .56 <.001
n : 101 : 101

Lesson 3

r .05 .52

sig. of t .52 <.001
n 104 104

All Lessons

r .07 .52

sig. of &t .36 <.001

n - 96 96

R Square between predictor and outcome variables was .25 in
lesson 1, .25 in lesson 2, .31 in lesson 3 and .40 across
the three lessons.

Exploratory Question

The exploratory question was posed in order to find out
whether it was possible to learn anything about the kinds of
classroom events that children report remembering. A card
sort task was uéed to consider this question. From the 584
episodic memories reported, 265 cards were created. These
cards were categorized and the categorization of each card
was,discussed with a fesearch assistant. 1In the énd, the
follOwing'categofies'of events that students reported from

the three motion geometry lessons were determined:
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lesson materials or aids, including their distribution

or use (59 cards, 22.3% of total);

content related to learning objectives (42 cards, 15.8%

of total);

~specific attention to others’ participation including

distribution/collection of materials, assisting
teacher, being called to board, requesting information

(34 cards, 12.8% of total);

own participation in class (32 cards, 12.1% of

total};

concrete examples illustrative of concept presented (27
cards, 10.2% of total)}
,teacher structuring and pacing of lesson (15 cards,

-5.7% of total);

other student’s (students’) error or difficulty,
display of_difficulty (14 cards, 5.3% of total);
teacher providing rememberer with help or individual
attention (6 cards, 2.3% of total); |

teacher error or difficulty (5 cards, 1.9% of total);
own error or difficulty (5 cards, 1.9% of total);

unclassified (26 cards, 9.8% of total).

It should be noted that card totals and percentages do

‘not-necessarily reflect. the number of times to which a

particular event was referred. Occasionally, one card was
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written for an event referred to several times by the

participants.12

Search for a Core Category of Episodic Memories

The list of other factors possibly involved in episodic
memory process (see Chapter Five) was applied to each of
these major categories. Factors considered (from available
data) as possibly core were: stimulus intensity, affective
value, novelty, surprise, oddity, and conflict. The roles
that stimulus consistency with expectation, interest, and

‘conceptual change might play in episodic memory process were -

12 The following is a frequency count of the actual number
of episodic memories for each category created durlng the
card sort:

1. report of lesson materials or aids including their
distribution or use (169 memories, 28.9% of total);

2. report of content related to learning ob]ectlves (77
memories, 13.2% of total);

3. report of specific attention to others’ partlclpatlon
including distribution/collection of materials, assisting
“teacher, being called to board, requesting information (85
memories, 14.6% of total);

4. report of own participation in class (44 memories, 7.5%
of total);

5. report of concrete examples illustrative of concept
presented (61 memories, 10.4% of total);

6. teacher structuring and pacing of lesson (27 memories,
4.6% of total);

7. report of other student’s (students’) error or

difficulty, display‘of difficulty (32 memories, 5.5% of
total) ;-

8. report of teacher prov1d1ng rememberer with help or
individual attention (13 memories, 2.2% of total);
9. report of teacher error or difficulty (25 memories,

4.3% of total);:

10. report of own error or dlfflculty (12 memorles, 2,1% of
total); . o

S 11, uncla551f1ed (39 memories, 6.7% of total)
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also considered.  These attempts to identify a core category
underlying all major categories were unsucceséful.

| However, a superordinate category described by Hidi
(1990) may bé at the foot of much episodic memory. Hidi
suggested that the "energetic" variable, i.e., an umbrella
of'peréonal, attifudinél, and motivational factors ought to
be considered in present-day attémpts to better understand
cognition and information processing (including memory

processes). More will be said about the superordinate

variable in the following chapter.
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CHAPTER FIVE: DISCUSSION
Overview

This chapter begins with a brief review of the major
findings of the study.r Descriptive statistics are
interpreted further and particular attention is paid to
comparisonS'with related’investigations; This is fciloﬁed
by a discussion of resdlts that speak to the individual
difference hypotheses. The interaction between posttest
scores, report of episodic memory, and metacognitive self-
regulation is highlighted here, and comment about the source
and significance of this interaction is offered.

~Next, discussion of results from tests of the
mediational hypotheses is presented. it is‘suggested that a
future research focus on the mediational effects of largely
involuntary attention on semantic memory might prove
fruitful. It is also suggested that factors predominant in
‘extant literature on conceptual change might be contemplated
in other investigations of episodic memory in classroom
teaching and learniﬁg.

A rationale for consideration of the energetic variable
as possibly driving much of episodic memory performance is
then presented.

“The qﬁestion of alternative methodologiesfappropriate
for fhe exploration of episodic memories is raised again -

‘Eowards the{end-of the chapter. One particularvapproach
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that combines qualitative/quantitative and small n methods,
" described by Nuthall and Alton—Leé‘(1991); is delineated.
The chapter ends with concluding remarks about a salient
finding within'the study, and a review of recommendations
for future research onepisodicmemorieé of students in

classroons.

Review of Major Findings

bnce prior échievement, as measured by students’ GPAas,
was partialled out, results of thié study supported only one
of‘thé two'ihdividual difference hypotheses. A positive,
detectable, and generally small correlation was found to
exist between participanté’ reports of metacognitive self-
regulation’and their reports of episodic memories from
lessons. On the other hand, the hypothesis that sﬁrength of
mental representation was correlated with reports of
episodic‘memories was not -affirmed.

Results also did not support'either of the mediational
hypothesés. No:relationship was found between students’
reports of episodic memories of particular instructional
episodes and performance on gquiz items testing content
taught during those episodes. Furthermore, once GPA was
pértialléd Out, no relationship was found between students’
overall’reporting of ﬁemories from instructional episodes

and their performance on quizzes testing the
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déclarative/procedurél kndwledgé, both within and across
lessons.

Exploratory investigations revealed ten major
categories of memories reported by students. About half of
these related to lesson materials, content, and examples.
The other half focused on the student’s own, peer, or
teacher activities, including lesson involvement, display'of
difficulty‘or error; and lesson;management (usually |
structuring on the part of the teacher).

Descriptive Statistics

Prior knowledge. Examination of descriptive statistics

rprovided some interesting findings. First, students had
only minimal prior knowledge of the motion geometry'concepts
to be taught in the experimental lessons. The average of
their combined scores on both tests df prior knowledge was
16.3%. Hence, it can be assumed that knowledge of the
curriculum could not have influenced either of the mental
activities or pérformance on posttests.

Reports of episodic memories. Secondly, students on

average reported between 1.5 to 2.0 memories per lesson.
This figure is somewhat higher than the 1.1 memories per
lesson statistic obtained in the add-on lesson in the pilot
study. This may be because students in the main study
'réviewed hbw to fill éut the EMQ pridr‘to each experimental

iésson, whereas  students in the pilot learned and practiced
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the procedures only once. "In the main study, ceunts of mean
meﬁory report increased across lessons, a finding possibly
“attributable to practice effects. |

| No comparable EMQ data exist with a similar aged
population. rHowever, Lapadat, Martin, and Clarkson (1993)
‘didrexamine high schoolretudents’ episodic memories from two
career guidance videotapes about the career of an auto
technician. The mean number of such memories was 3.0 for
data aggregated across videotapes. As well, in a study of
‘university students’ episodic memories from lectures,
Lapadat and Martin (1993) found, on average, that students
reported 3.7 memories per 1esson; 1t appears that students
in higher grades tend to report more episodic memories from
learning events than those in lower grades. This simply may
be because older students are better than younger ones, both
at cognitively processing the demands of an EMQ and in
writing responses.

in neither'study do these  researchers report the amount

of time participants had to fill out their EMQ’s; however
Lapadat (1993) indicated that in therstudy of university
students, participants generally were given less than the
ten minutes afforded students in the present study to
complete the memory questionnaires; It seems,  therefore,
that university students provide more episodic memories in a

shorter period of time. than grade six students.
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SRL findings. No comparable SRL data with a similar

aged population exists. However, Corno et al. (1982), in
their study of metacognitive self-regulation among high
séhool students in inner city summer schooi writing and
reading classes, provide pre-treatment SRL means from which
an overall mean was calculated. This overall mean of 48.75
was lower than that of 50.84 obtained for the grade six
students from regular session, suburban classrooms in the
rpresent study. Older students grouped specifically for
summer school remedial help in reading and writing reported
less metacognitive self—regulation than younger ones in a
reqular classrogm. Howard (1989) does not provide data by
which an overall SRL pre-treatment mean can be calculated.

IDQ findings. The profile of IDQ scores matched the

one obtained by Specht (1992) in her study of a similar aged
population in central Canada. Though her IDQ scores were
somewhat higher than those obtained here, as in the present
study, she found that IDQ imaginal subscale scores were
higher than IDQ verbal subscale scores. Means for subscale
and IDQ sum scores from both samples were all within one
point of each other. Minimal differences among IDQ subscale
and sum scores between samples may reflect the small
differences in how scales'were constructed from factor

analysis procedures.
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GPA and guiz results. Two other descriptive statistics

‘of note emerged from the data analyses conducted. First,
students in this sample appear to have relatively high
GPA’s, a finding possibly attributable to the middle to
Qpper»middle class socioeconomic status of the families from

‘which at least three-fifths of the participants came. Such

- a finding limits the generalizability of the results to

other populatioﬁs. Secondly, when results of post-lesson
quizzes were compared with tests of prior knowledge,
students Wererdetectably more knowledgeable about the
intendéd leafning 6utcomes after instruction than they were
before it.1 Nonetheless, there were detectable differences
in amount of précedural/declarative knowledge - (as measured
in the posttests) evident across individual lessons. For
‘some reason, students displayed detectably more content
appropriate knowledge in lesson two than in any other
lesson; and detectably less knowledge in lesson one than any

other lesson. These differences are now addressed.

1 The effect size for the difference between common scale
prior knowledge and post-lesson test averages was 2.08. On
average, the percentage change from pre- to posttest was
42.4%. . ‘ ' S :
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Individual Difference Hypotheses

Inter- and Cross-Lesson Findings

Though inter-lesson differences were not observed in
terms of strength of mental repreSentation habits, three
facts about SRL, GPA, quiz results, and episodic memory
report counts stand out, particularly with regard to the
second lesson. First, students performed best on that
leséon’s quiz. Secondly, lesson two was the only lesson in
which the part correlation for SRL and episodic memory
report counts wasrnot detectable. Thirdly, in that lesson é,,
small part correlation of .20 was found torexist between GPA
and memory report counts, with I.D.Q overall and SRL scores
partialled out.

It seems that lesson two was the easiest of the three
lessons. For one thing, students were introduced to motion
geometry concepts for the first time that year in the first
expérimental lesson, not in the second one. As well, it was
thekshorteSt in length (see Appendix I) and had the fewest
intended learning cutcomes of the three lessons (see
Appendices M and Q). It appears that in this, the easiest
lesson, SRL scores were not related to episodic memory
reportrcounts whereas GPA scores were.

Lesson one appears to have been the most difficult of
the three lessons. In this lesson students werejéxpoéed to

motion geometry concepts and experimental lesson procedures
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(including videqtaping) for the,first time. It was also the
longest of the three lessons (see Appendix I).  In this, the
apparently hardest lesson, detectable part correlations were
found between both SRL and GPA scores, and episodic memory
report counts. The part correlation between GPA and episodic
meﬁbfy count was medium-sized; the oné between SRL and
-cpisodic memory count was small. |

Lessoh three was probably the lesson of medium
difficulty. Though it did have one mofe intended learning
outcome than the ostensibly hardest lesson, by the time
students encountered lesson three content, they had already
had some exposure to motion geometry concepts. As well, the
length of this lesson was mid-way between that of the
hardest and easiest lessons. In this lesson of medium
difficulty, part correlations between both SRL and GPA
scores, and episodic memory reports were both small and
~approximately equal.

Two conclusions may be drawn from these observations.
First, regardless of lesson difficulty, it appears that the
better a student’s past academic record, the greater the
likelihood s/he will report episodic memories. Such a
student may have a generally rich knowledge base and
kelabprate:cognitive structures that enable her/him to encode

‘episodes more readily than other students.
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Secondly, there seems to be an interactionrbetween
lesson difficulty, report of metacognitive self-regulation,
and report of episodic memories. Students who plan, set
goals, organize, self-monitor and self-evaluate during
difficult lessons are more likely to report episodic
memories than less metacognitively sophisticated students.

Memories of good metacognitive self-requlators. What

exactly might be happening to cause good metacognitive self-
regulators to report more episodic memories in difficult
lessons than in easy ones? The argumént about to be
presented will be embellished later in the chapter when
other factors that may be related to episodic memories of
classroom instruction are described. The basic argument is
this: During difficult lessons, awareness of obstacles to
knowledge construction is registered by metacognitive self-
regulators. Such awareness may be particularly apparent to
better self-regulators who notice when they are having
difficulty learning and realize that they have to overcome
this difficulty. Heightened attention to difficult learning
events may mark such events as salient episodic memories for
these learners.

| The same may not be true for individuals who report
less metacognitive self-regulation. Such individuals may
remain passive in the face of difficult lesson content and

nbt attend to the difficulty, nor employ strategies to
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overcome it. For these learners, lack of heightened
attention to these situations may produce few salient

episodic memories of them.

Shortcomings of SRL findings. Two concerns with the

SRL findings remain. One relates to the validity of the
scale,itself,'the other pertains to the lower or
undetectable part correlations between SRL scores and
episodic memory report counts in easier lessons. First,
concern over the validity and reliability of subscales
comprising:acquisition and transformation processes within
the SRL measure has already been stated (Howard-Rose and
Winne,'in press); A total scale score was used in the
‘ﬁréSent'analysis, in keeping with Howard-Rose and Winne’s
recoﬁmendation to focus on large-grain metacognitive
analysis, and in response to factor analyses and tests of
scale reliability. Thertotal scale score was found to be
‘mqfe reliable than either subscale score obtained through
factor analysis procedures and detectably more reliable than
one of the subscale scores for the SRL data in the present
study. Still, concern over the meaning of the total scale
has been expressed in various quarters (Corno, 1992; Martin,
;1992).2 In fact, such a‘global measure of metacognitive

: ,activity may be measuring many things.

2 - During a brief consultation at the 1992 Annual Meeting of
the American Educational Research Association, Corno
gquestioned the usefulness of the SRL in identifying

" microscopic metacognitive processes. As well, Martin
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Secondly, it seems necessary to consider why it is that
the relationship between metacognitive self-regulation and
episodic memory report counts is less prominenﬁ in easier
‘lessons than in harder ones, yet students still report
episodic memories from the former. 1In fact, they reported
as many memories from easier lessons.as from the hardest
one. - A focus on the voluntary, intentidnal, and deliberate
nature of metacognition in the pursuit of explicating |
episodic memory reports may be telling only part of the
story.

The role of spontaneous attention. Hidi (1990)

describes another kind of attention that may be at work with
respect to these results. She remarks that the construct of
spontaneous attention, though not in vogue, is not new and
cites DeWey (1913), Berlyne (1960) and Kahneman (1973) in an
argument distinguishing the governance of voluntary and
involuntary attention. In particular, Kahneman points out
that momentary intentions rule voluntary attention, whereas
enduring dispositions direct involuntary attention.

Kahneman suggests, for example, that novel objects, ideas,
and events, objects in sudden motion, and conversation in
which one’s own name is mentioned, are likely to draw

spontaneous. attention. It may be that easier lessons demand

pointed out that the subscales created through factor
analysis procedures could-not be readily classified in terms
of metacognitive self-regulation processes assessed.
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" less voluntary attentidn, leaving the stimulus selection
arena wide open tQ involuntary attention. Aspects of
stimulus selection during spontaneous attention, including
those described by Kahneman, that have potential bearing on
the report of episodic memories will be discussed shortly.
8 IDQ. ' The IDQ findings'cbrroborate some of the findings
of Lapadét and Martin (1993) in their study of university
‘students’ episodic memories from lectures. In that study,
Lapadat and Martin described strehgth of mental
representation habits in terms of ah iﬁteraction score -that
was the product of scores on the original IDQ verbal and
imaginal subscales. They found no correlation between this
intéractidn séore and any of their memory measures.

Mediational Hypotheses

Several reasons were presented'inrchapter One as to why
it is important to examine the relationship between reports
of episodic memories with semantic memories of lessons as
measured by quiz scores. First, it was pointed out that
little has been done to examine how such memories might
affect learning in natural classroom contexts. Secondly, a
primary focus on human memory for isolated facts has ignored
the organizing structures in which those facts are embedded.
Researchers (B;ewer; 1986; Lapadat and Martin, 1993;
Robinson and Swanson, 1990) are now theorizing about the

rolerépisodic memories may play in self-definition, a
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definition that is intimately liﬁked to the organization of
experience into meaningful patterns. Thirdly, it was noted
that some researchers (e.g., Cohen, 1989) have been quite
specific in arguing for an examination of the role episodic
mempries might play in improving learning abilities such as
‘problem sélving. Finally, it wasfpointéd out that a few
initial attempts (Lapadat, Martin, & Clérkson, 1993; Lapadat
& Martin, 1993; Martin, Cummings, & Hallberg, 1992; Martin &
Stelmaczonek, 1988; Nuthall & Alton-Lee, 1982, 1991) to
research such memories in learning environments (be they
classroom or otherwise), have met with some success.

| rThough the rationaie for condqéting such an
investigation was sound, the lack of findings Suppdrting the
mediational hypotheses suggest that perhaps commentators
such as Estes’are right. Estes (1989, p; 5) states that
"most learning that occurs in educational settings has to do
with semantic memory and has a cumulative character as
distinguished from the memory for discrete events that
characterizes episodic memory.ﬁ

Nonetheless, it may be premature to discard the

mediational hypotheses based on a single, large sample
study. Smaller scale qualitative studies that take better
accéuﬁt of contéxtual variables (c.f., Nuthall & Alton-Lee,
1991) may uncover individual differences in relationshipsk

between episodic and semantic memories that did not surface
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here. On the other hahd, future research efforts may also
take advantage of path analysis procedures appropriate for
lérge sample studies in attempts to uncover important
attitudinal, personal, or motivational variables that
mediate the relationship between episodic and semantic
memories.

The idea of the mediating role such variables might
play may be illustrated by a stdry recounted to me by my
friend, Bruce. Over dinner one evening, Bruce recounted
that, despite his degree in Russian and music from the
University of California, Berkeley, he had not always been a
éuécessful student. 1In fact, he had a slow start in his
elemehtary schooling. However, an important event occurred
while he was in grade three that transformed him from an
underachiever to a highly successful student.

"It happened during Miss Tilo’s science lesson on how a
liquid can solidify. During the first week of school that
year, Miss Tilo had all the children in her class pass
around a container of thick cream. Everyone got a chance to
shake the container. Everyone was included. Everyone
contributed to the magic of the metamorphosis. Something
that was liquid became a jar of delicious whipping cream.

Bruce aﬁparentiy'responded very favorably to that
lesson. He couldn’t quité put into words how the lesson had

affected him, but I got the impression that for the first
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time in his school career, Bruce had become extremely
excited about a bit of classroom learning.

Clearly, this episodic memory is a strong one for
Bruce. For one thing, it has lasted almost 40 years. For
another, Bruce describes it as an important marker in his
life, the turning point when school suddenly became
interesting and even exciting. 1In the end, Bruce did not go
on to become a scientist. He did,rhowever, become a
teacher. Who knows the extent to which this eye-opening
experience in Miss Tilo’s class affected Bruce’s;subsequent
vocational choice?

It seems to me that an interesting investigation might
be of the many ways anecdotes like the one Bruce recounted
affect people’s learning and, ultimately, their lives.
Perhaps what is significant in episodic memories is not
a direct relationship they may have with
procedural/declarative knowledge. Their significance may
lie in how they influence personal, attitudinal, and
motivational variables, variables which in turn mediate
semantic memories in classrooms.

Other Factors

Hidi (1990) distinguishes between voluntary selective
and involuntary attention. Factors that fit in ooth
categories will be offered as clues to petter undérstanding

the role episodic memories may play in classroom learning.
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Interpretation of findings ffom the exploratory
investigation using these factors will follow this
discussion.

Several prominent researchers have recognized the
restricted nature of a purely cognitive focus in building
ﬁhderstahdings éboUt'léarning and memory (e.g., Bereiter,
| 1985; 1990; Bérlyne, 1960; Brown, Collins, & Duguid, 1989;
Csikszentmihalyi, 1975, 1988; Larson, 1988; Piaget, 1981;
Pintrich, Marx, & Boyle, in press; van Dijk & Kintsch,
..1983). Theserresearchers have called for a more broadly
based conception of cognition and information processing,
‘which Hidi (1990) refers to as "energetic" factors, i.e.,
péféonal, attitudinal; motivational ones, to complement the
rational and structural constructs predominant in cognitive
psychology.

~What follows is a description of a range of these
variables cited by memory and learhing theoriéts and
réseérchers as deserving of further attention.

Stimulus Selection

Using traditional laboratory studies to support’his
argument, Berlyne (1960) lists nine collative factors that
may affect stimulus selection, the stimuli to which
indiVi@uals'attend and_which they are most likely to
remembér. "The collative factors he describes include

stimulus intensity, serial-position, novelty, surprise,
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oddity, and conflict. As well, he suggests that
individuals’ motivational states, dispositions toward, and
understandings of memory task requirements are also
important determinants of remembering.

Affect

Bower (19815 posits an associative network theory in
which he argues that emotion serves as a memory unit that
can enter into associations with coincident events. .
Activation of this emotion unit aids retrieval of events
associated with it, and primes emotional themes for use in
free association, fantasies, and perceptual categorization.

Consistency of Information with Expectation

| Results of the Pezdek, Whetstone, Reynolds,rAskari, and
Dougherty (1989) study of undergraduate students’ recall of
items in two different settings suggest that information
inconsistent with expectation is more likely to be recalled
than information consistent with expectation.

Schema Relevance

In their discussion, Pezdek et al. (1989) differentiate
their findings on consistency with expectation from those on
schema relevance. Firstly, they point out that both Maki
(1987) and Mandler (1984) have argued that cunsistency with
3

expectation and schema relevance> are orthogonal qualities.

3 Schema relevance refers to the relatedn=ss of'new‘
information to knowledge stored in memory which is organised
as a set of knowledge structures, or schemas. Schemas
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Théy then go on to cite Goodman’s (1980) research in which
schema- relevance was manipulated. 1In thatrsﬁudy,
researchers found that high-relevance items were better
recalled than low-relevance ones, but low-relevance items
were better recognized.

Interest

Following Bartlett (1932), Hidi (1990) stresses the
importénce interest plays in rememberihg. Hidi focuses her
attention on two factors that contribute to interest. One
is very Similar to Berlyne’s collétive variables of novelty,
surprisingness, and unexpected eventé and/or ideas. The
other is more content bound and includes universally
interesting concepts; human activity, intensity factors, and
1ifé themes.

Phvsiological Responses

Hidi also references numerous studies in which
collative variables, such as interest (or lack thereof), are
assbciated with a variety of physiological responses. It
seems, for example, that interest may affect electrical
activity in speech musculaturé (Sokolov, 1972), as well as
pupil dilation and heart rate (Libby, Lacey, & Lacey, 1973).
Berlyne (1960, 1974) went so far as to suggest that |

collative variables such as interest may not actually affect

represent general knowledge about objects, situations,
events, or actions acquired from past experience.



133

behaviours such as recall directly, but may do so only
indirectly through physiological arousal.

Conceptual Change

The call for elaboration of standard cognitive
psychology research practice is being héard in other
quarters. Of note, Pintrich, Marx, and Boyle (1n press)
have called for an understandingrof conceptual change that
includes personal, motivational, and contextual variables.
Though these latter day constructivists do not explicitly
address the role that memory, and specifically, episodic
memory plays in learning or conceptual change, they‘
highlight a number of personal and contextual factors they
feel will extend understandings of knowledge construction
processes. These same processes may be implicated in
episodic memory performance.

The factors delineated by these researchers appear in

Table 19.



Table 19

Classrcom Contextual, Motivational, and Cognitive Factors

Related to the Process of Conceptual Change4

Classroom Contextual Factors
Task Structures

Authority Structures
Evaluation Structures
Classroom Management

Teacher Modeling

Teacher Scaffolding

Motivational Factors
Mastery Goals
Epistemic Beliefs
Personal Interest
Utility value
Importance
Self-efficacy
Control Beliefs

Cognitive Factors

Selective Attention

~Activation of Prior Knowledge
Deeper Processing

Problem Finding and Solving
Metacognitive Evaluation and Control
Volitional Control and Regulation

Conditions for Conceptual Change
Dissatisfaction

Intelligibility

Plausibility

Fruitfulness

Exploratory Investigation

There were three major thrusts in this study.

first addressed the relationship between two mental

The

activities and reports of episodic memories in classroom

lessons. The second thrust focused on how such episodic

4
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In: Pintrich, P. R., Marx, R. W., and Boyle, R. (1993).

Beyond "cold" conceptual change: The role of motivational
beliefs and classroom contextual factors in the process of

conceptual change. Review of Educational Research.

‘Permission for citation and quote was obtained from the

authors.
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memories mediate classroom learning. Finally, an
exploratory question was posed to understand better the kind
of episodic memories children in grade six motion geometry

lessons report.

The "Energetic" Variable’s Role in Episodic Memory

Performance

Hidi (1990) points out that the umbrella term,
energetic variable, derives from Piaget’s (1981) theorizing.
Piaget emphasized that all behaviour has cognitive as well
as positively and negatively valenced affective components.
He argued that intellectual functioning depends on the
energizing role that affectivity (regardleSs of valence)
plays, and he used the term "energetic" to describe this
dimension of the human information processing system. It
may be that the energetic variable underlies several, if not
all, of the major categories that wereridentified in the
search for a Core, superordinate category.

For exnmple, it may be that personal factors (in that
rememberers were referencing themselves or others in their
memories) were implicated in seven of the ten classifiable
major categories. As well, the energetic variable may have
been at play in the three other major categories. For
example, students often made reference to lesson materials.
One such lesson material which they frequently remembered

was the posttest. One can guess that most students do not
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like such tests. Their reports of the test may be related
‘to their attitude toward them. Another major category,
student report of concrete examples illustrative of concepts
presented, may also be rooted in a core energetic variable.
Most of these concrete examples were unusual and were drawn
from out-of-school personal experiences students in grade
six are likely to have (e.g., skateboarding, watching circus
tightrope walkers, making snow angels).

The energetic variable may even underlie many reports
of content related to learning objectives,rthe third "non-
personal" major category. For example, a memory such as,
"You~tbld us what people usually do wrong whenrsliding
images;" may havé been reported by rememberers fearful of
making mistakes. "When we were working on the diamond you
said that we were having difficulties because we were
forgetting to extend the arrow," may also have been reported
due to the energetic variable. Some rememberers may be
motivated not to forget important detail necessary for
mastery of lesson content.

The label "energetic" variable is conceivably a very
rrgood one, If can be assumed that some factor (perhaps
pergonal, attitudinal, or motivational) is energizing
rememberers to recall and report specific episodes.
Incontrovertible evidence_supporting this variable as the

. coref¢ategofy of all episodic memories reported could not be
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found in the present study. Still, it is a category
deserving attention in future studies of episodic memories‘

in classrooms.

The Question of Methodology

As already mentioned in discussions of findings from
both individual difference and mediational hypothéses,
gualitative analyses with a small samples or n=1 might be
better at identifying the episodic memories individual
children have of classroom lessons, why such memories are
‘encoded and retrieved, and how such memories are implicated
in knowledge construction related to curriculum content.
This recommendation was made, for example, by Lapadat and
Martin in their report of university students’ episodic
memories from lectures. These researchers commented that

the usual advantage of quantitative analysis,
generalizability to similar students studying
similar content, might be outweighed by the
disadvantage of not being able to capture the
highly complex and idiosyncratic personal nature
of individual participants’ episodic memories"
(Lapadat & Martin, 1993, p. 26).

A methodology akin to the one described by Nuthall and
Alton~-Lee (1991) may better determine the role individuals’
episodic memories play in learning from classroom
instruction. . These researchers provide a combined

guantitative/qualitative analysis of the multi-layered

classroom experienée of four pupils .n an effort to predict



138

- the knowledge these students will construct from classroom
instruction.

To track their participants Carefully and in extremely
fine detail, they assigned one observer to each. Observers
recorded the public and private behaviours and utterances of
7the seiectedroase pupiis, incluaing their interaction with
1 the stream of lesson information which was transcribed and
coded in quarter-minute intervals. Prior knowledge and
r'knowledge transformation,during the course of the four days
—of the experimental study were assessed through a pre-test
and regular interviews with the participants. Information
ftom these asseesments was used to supplement and confirm
~ findings fromrtne analyses of pupils”intefaction with the
stream of lesson information. Nuthall and Alton-Lee
constructed a set of 20 evaluation rules to predict the
kinformation that would be stored in long-term memory. They
’also included a tagging procedure whereby pupil interactions
with the stream of lesson information were marked as either
apparently content focused or not. Their predictions were
83.2% accurate as measured by the posttest.

The compreheneive methodology used by Nuthall and
~Alton-Lee would be one appropriate,for further exploration
ofrthefqUestions'about;epieodio'memory posed in the present
investigation. To,poSsibly increase convergent validity for

' measures of lesson memories, the only addition to such a
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methodology might be that of a written episodic memories
questionnaire like the one used in this thesis.

What is remarkable about Nuthall and Alton-Lee’s work
is their very thorough and detailed tracking of overt
behaviours as well as their apparently accurate estimates of
covert cognitiverproéess, Nonetheless, these researchers
admit to shortcomings in their experiméntal procedures.

Most significantly, their analyses do not look at how pupils
come to be exposed to information or engage in relevant -
activities. Their research does not address the stimulus
selection issue. As thorough as the analyses of Nuthall and
Aiton—Lee are,rit appeéfs that to understand better how it
is'thattcnildren come to attend to particular bits of
stimulus requires even more investigation. ~It‘would seem
that descriptions of classroom évents and learners in terms
that encompass the wide range of factors that might affect
stimulus selection and memory, as described by'Berlyne
(1960) , Hidi (1990), and Pintrich, Marx, and Boyle (in
press), are called for.

Concluding Remarks

This thesis began with several questions about episodic
memories in classrooms. One addtessed mental activities
that may ‘affect the retrievai'of episodic memories. ' Another
pertained to the impact such mémories may nave on semantic

memories. ' The final one focused on the implications of
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findings from research on episodic memories for teacher
practice and, ultimately, teacher effectiveness. At the
outset, a broad terrain was described to guide the research
effort. At this juncture, the limited scope of detectable
findings requires an emphasis on recommendations for
alternative épiSodic'memory research methodologies over

- suggestions for teacher practice based on the significance
ofrfindihgs. |

The one salient detectable finding from data analysis
?roéedures Qés that students who metécognitively seif—
féguiate; pafticulérly during méfe difficult lessons, report
more episodic memories of such lessons than less
‘metacognitively sophisticated students. This is an
infefésting finding and has several implications. Given
that the link between episodic and semantic memories was not
made in this study, it would be premature to recommend to
teachers that, at least for purposés df promoting episodic
(and, ultimately, semantic) mémories, they instruct students
in metacognitive self-regulation strategies.

Certain research efforts are indieated. First, an
attempt ought to be made to replicate the one salient,
'detectable, finding. Lesson diffidﬁlty could be manipulated
in several ways to poténtiate its effects. Experimental
lessons of short, medium, énd long duration could be

émployed;"Lessonsjcould be taught in which participants had
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varying degrees of prior curricular knowledge of the
content. Differences among the number of learning
objectives per lesson could be enhanced. Subject matter
traditionally viewed as easy could be compared with more
difficult subject matter. Finally, lessons could also
differrmOre sysfematically in the use of aids, particularly
inréubject aréas where it has been shown that the use of
aids enhances learning (c.f., Raphael & Wahlstrom, 1989).
Another possible change in a replication would be to
the choice of instrument used to measure metacqgnitive self—
regulation. Howard-Rose and Winne (in press) argued in
favour of the view of metacognitive self-regulation as a
dispoéition'with 1arge—grain components; however, findings
from present factor analysis and tests of reliability
indicated that data analysis using the total scale score was
appropriate in this study. A total scale score was employed
deséiﬁerconcerns over the meaningfulnessrofrsuch a score.
Other measuresrof metacognitive self-regulation in
mathematics do exist. For example, in a study of students’
metacognition in mathematical problem solving, Wong (1989)
reports the use of a valid and reliable instrument?® that was
originally developed by Chang (1988, 1989). Wong‘classified
itemé on the instrument into four large-grain metacognitive

components: = orientation, organization, execution, and

> _Wong (1989) does not provide psychometric information for
the instrument in his report. ' ‘
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rverification. Analysis of memory reports based on
psychometrically vélid and reliabie metacognitive self-
regulation components such as these might provide a finer
'(but not necessarily small-grain) analysis of the
relationship between self-regulation and episodic memories.

Andther important avenue for future research would be
to e#amine more closely the role collative variables play in
episodic memory performance. Nuthall and Alton-Lee (1991)
have recommended that stimulus selection be more thoroughly
inveétigated in future studies of how episodic memories
mediate classroom learning. Two methodologies appear
appropriate. Path analysis procedures could be used with a
large subject population in order to identify variables
impinging on semantic memory.

As well, a more qualitative approach (a la Nuthall and
AltonfLee) could be used with a small participant
population.  Interview data could be gathered to identify
individual differences in collative variables, and the
effects of these differences on classroom learning.

The same approach could be used to test the heretofore
unsubstantiated relationship between strength of mental
representatibn and episodic memory.

V,Given these suggestions for alternative methodological
approaches, it wouid seem premature to accept Estes’ (1989)

comment that episodic memories are less educationally
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significant than semantic ones for the understanding of
classroom learning and teaching, déspite the current
investigation. Efforts to detect a relationship between
episodic and semantic memories have not exhausted available
research methodologies.

The search for a core category of episodic memories in
classrooms remains unfinished. Though - the "energetic"®
variable was put forward as a possible candidate, more
testing following recommendations within the grounded theory
approach (Glaser, 1967; Glaser & Strauss, 1978; Strauss &
Corbin, 1990) seems necessary. In particular, the role of
' episodic memories in leérning ought to berexamined with
similar populations in similar settings, with similar’
populations in different settings, and with different
populations in different settings.

In short, the role episodic memories play in learning
from instruction regquires more researcher attention. An
anecdote may serve to highlight the point. Last summer, a
fellow doctoral student asked me to discuss my research with
a group of graduate students in a course he was teaching. I
began the session by asking the students what they
remembered from high school courses they’d taken. Without
exception,; each chose to answer the questioh with reference
to an episodic memory, not with statements of semantic

cdntent.
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Episodic memories are clearly powerful ones that can
endure years, and eveﬁ decades. It may be that other
methods are necessary to unearth their potential
applicability to classroom learning. Concomitantly, it also
may be that differentrquestions are needed to drive any

research effort on the subject.
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Apperdix B

'Piloting of Methods and Procedures

Twenty-six children from a pool of 28 volunteered
(Appendix C) and received parental permission (Appendix D)
to participate in the pilot study. Participants were from a
grade six classroom in a school district in the Lower
- Mainland of British Columbia (the region in and around the
- City of Vancouver.) With two exceptlons, procedures in the

pilot were identical to those in the main study which are
described below. The two exceptions relate to difficulties
encountered in the pilot study.

First, during post-pilot data analysis it was found
that, in response to the episodic memories questionnaire
(E.M.Q.) (see Appendix S), students were providing only a
minimal number of episodic memories which were locatable on
lesson transcripts. When summed across the three lessons,
students in the pilot reported a total of only 35 locatable
episodic memories. This averaged out to .45 memories per
student per lesson. Consequently, an extra pilot study
lesson was set. Prior to this lesson, students_practiced
and received feedback on filling out the E.M.Q.1 Following

1 ‘This extra lesson was delivered after morning recess. To
practice filling out the E.M. Q., students were asked to
complete one with their memories from the recess period. As
was done during the three pilot lessons, the instructions at
the top of the E.M.Q. were read aloud to the students.
However, unlike in those lessons, the principal investigator
repeated the instructions to the students and highlighted
specific points. Students were reminded to provide as many
- memories as they could in their response to the list
question and to select the ones that stood out for them the
most in their responses to the other three questions. They
were encouraged to review a pretend videotape of recess in
their mind’s eye and to provide as much detail, including
specific words heard, in their responses.

After students completed filling out the E.M.Q.,
individuals were asked to give examples both from the 1list
question as well as the three prioritizing questions.
Descriptive praise was used to acknowledge elements of
examples given that met Tulving’s criteria (described later
in this chapter) for what constitutes an episodic memory .
Students continued to provide examples of episodic memories
until all Tulv1ng S criteria had been identified through
descriptive pralse.

In the main study, students were taught how to fill out
the E.M.Q. during the 1nvestlgator s second school visit.
They were asked to use memories either from events in the
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this instruction, students received a lesson on the origins
of geometric shapes in the Navajo Indian blanket and again
reported memories of that lesson. There was a substantial
increase in the average number of memories reported for this
lesson as compared to other individual lessons during the
pilot. Students reported a total of 29 episodic memories
of the extra lesson, averaging out to 1.1 per student for
that lesson. As a result, the additional instructions for
completing the E.M.Q. were added to experimental procedures
in the main study.

Secondly, an attempt was made to cover too much content
in lesson 1. Given time constraints, and the importance of
collecting several post-instruction measures, lesson 1 in
the main study was shortened through the elimination of one
intended learning outcome (students’ ability to slide images
using only a slide rule and no slide arrow). Worksheet 1
(version 1, Appendix J) was changed to worksheet 1 (version
2, Appendix J). The latter was used during the main study
and reflects the reduction in lesson 1 content covered in
that main study. '

schoolyard‘priOrrto the start of the day or from morning
recess.



160
Appendix C

Informed Consent by Participants

You are being asked to participate in a research study
primarily intended to examine your learning style as well as
what stands out for you in math lessons. The study is being
conducted by Mr. Prupas, a graduate student at Simon Fraser
University and a former teacher in your district.

For the purposes of the study, you will be asked to
fill out some questionnaires. One will be trying to find
out how you learn best. A few others will ask you questions
about how satisfied you are with school in general and your
school in particular. As well, Mr. Prupas will teach you 3
math lessons. During the lessons, you’ll be asked to do
some math exercises which you’ll hand in. These will NOT be
graded nor will your reqular classroom teacher have a chance
to look at them. After each lesson, you’ll be asked about
what stood out for you in the lesson and how you felt about
your. performance.

It’s important for you to realize that you can decide
NOT to participate in this study. As well, even if at this
time you choose to be involved in the study, you can leave
the study at any point in the future.

Also, please be aware that once-all -data have been
collected, Mr. Prupas will assign you with a research code
number. From that point on, only your code number will
appear in data analysis procedures, not your name. As well,
once all data from the videotapes has been coded, these
tapes will be erased.

CHILD’S NAME:

TEACHER’S NAME:

DATE:

I have read and understood the foregoing information
concerning the research study being conducted by Mr. Prupas.
PLEASE CHECK ONE. :

() I would like to participate in this study.

( ) I would not like to participate in this study.

Student’s Signature

Date
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Address:
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Appendix D

Informed Consent of Parent or Guardian
Dear Parent/Guardian:

Your child’s class will be participating in a research study
on increasing student participation in classroom
.instruction. In the study, student participation in
classroom learning, learning style, and memories of
classroom instruction will be examined. It is assumed that
what is remembered from classroom instruction affects
classroom behaviour and, ultimately, achievement. The
purpose of the study is to test this assumption and to test
techniques aimed at making important lesson material more
"memorable. )

The study is being conducted by a doctoral student in the
Faculty of Education at SFU, Lorne Prupas. Mr. Prupas is a
former Delta teacher and is working under the supervision of
- Dr. Jack Martin, a full professor in the Instructional
Psychology Programme at SFU’s Faculty of Education.

All research will be conducted during regular school hours.
Children who volunteer will participate in three math
lessons lasting approximately 45 minutes from the Grade six
math curriculum. In addition, approximately 90 minutes of
instructional time will be required to collect data on
participation in school, learning styles and school
memories. '

During the study, students will be asked to complete three
spot checks of their learning of lesson content, three brief
qguestionnaires on their school participation, and one
questionnaire on their learning style. Students will also
be asked their feelings about the lessons as well as how
confident they are about their learning. After each lesson,
- students will be asked to report memorable aspects of that
lesson. School attendance, classroom participation, and
achievement data will be collected from each student’s
permanent school record and regular classroom teacher. In
addition, three students in each class will be randomly

- selected for brief interviews about their participation in
school and family life. None of this information will be
used in any way to evaluate the school performance of
individual students.

All lessons will be videotaped. These videotapes and all
other data collected during the research will be reviewed
solely by Mr. Prupas, Dr. Martin and S.F.U. based research
assistants assigned to this project. Once data have been
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collected, participants will be assigned code numbers that
make DtUdEuL identities anonymous. After data have been
-coded, videotapes and questionnaires will be destroyed.

From that point on, for purposes of analysis and reporting,
students will be referred to by their code numbers only. At
the completion of the study, a summary report will be filed
with the school district office.

‘Participation in this project is completely voluntary. If,
at any time, your child decides that s/he does not wish to
participate, s/he will be excused. You also may withdraw
your consent at any time. If you do not wish your child to
participate in this study, it will in no way affect their
status in school. If you have any complaints about this
research, please contact Dr. Robin Barrow, Dean, Faculty of
Education, Simon Fraser University, 291-3395.

Please complete the attached permission form, indicating
whether you would like your child to participate, and
return it to their classroom teacher by (date will be
one week from the day the informed consent forms were
distributed to students). If you have questions or concerns
about the project, feel free to contact the primary
researcher, Lorne Prupas, at 291-3875.

Other contacts are: :
Dr. Graham Mallett, Delta School District: 596-7101;
Dr. Jack Martin, Professor, SFU: 291-3395.

Yours truly,

Lorne Prupas, M.A. (Educ)
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CHILD’S NAME:

TEACHER’S NAME:

DATE:

- I have read and understood the foregoing information
concerning the research study being conducted by Lorne
Prupas.

() I would like my child to participate in the research
study on improving student involvement in classroom
instruction.

() I would not like my child to participate in the
research study on improving student involvement in classroom
instruction.

- Signature of parent/guardian

Date

Address:

Once signed, a copy of this consent form will be provided
to you.
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Appendix E

S.R.L. Rating Scale

Todav’s Date:

Directions: Below are some questions about things you may
think about or do to help you learn during a math class in
which you’re working with shapes. Some of the questions are
concerned with whether you (silently) say things to yourself
or ask yourself gquestions during such classes while
studying. To answer the questions, try to think back (even
to last year) to the actual situations the questions ask
about. For each question, put a check () in the space
under USUALLY, OFTEN, SOMETIMES, or ALMOST NEVER.

1. During a math class in which you’re working with
shapes, do you repeat to yourself some of the things the
teacher says?

Usually often Sometimes = Almost Never

2. When the teacher is explaining something in a math
class in which you’re working with shapes, do you ask
yourself questions about things s/he says? (For example, do
you ever think of things like, "How did s/he get that
answer? or, "what did s/he mean just then?")

Usually Often Sometimes ~ Almost Never

3. Do you think about things your teacher says at
different times during a2 math class in which you’re working
with shapes, and try to put them all together so it all
makes sense?

Usually Often Sometimes Almost Never

4, When a teacher is talking in a math class in which
you’re working with shapes, do you think of things you
learned in the past or already know and how they are like
the new things being discussed?

Usually » Often Sometimes Almost Never

5. Do you listénrclosely to what is being said during a
math class in which you’re working with shapes?

Usually Often Sometimes Almost Never
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6. If you don’t understand something your teacher says
during a math class in which you’re working with shapes, do
you try to figure out why you don’t understand?

Usually Often Sometimes Almost Never
7. When your teacher is explaining things in a math class
in which you’re working with shapes, do you try to figure
out why you don’t understand?

Usually ; Often : Sometimes Almost Never

8. In math classes in which you’re working with shapes, do
you look for changes in things and try to figure out how
those changes came about?

Usually Often Sometimes Almost Never

9.  When questions are asked during a math class in which
you’‘re working with shapes and you hear the answers, do you
think to yourself, "I knew that," or "I didn’t know that?"

Usually Often Sometimes Almost Never

10. When you make mistakes or lose marks on seatwork during
a math class in which you’re working with shapes, do you ask
yourself, "What information do I need or what do I have to
do differently to get it right?"

Usually : Often Sometimes Almost Never

11. When you work on seatwork in a math class in which
you’re working with shapes, do you consider all the things
you should have done and check to make sure you did them
before turning in the assignment?

Usually Often Sometimes Almost Never

12. When you begin to work on seatwork (or one gquestion in
that work) in a math class in which you’re working with
shapes, do you think about what your response might look
like before you start work?

Usually Often Sometimes Almost Never

13. Before actually starting seatwork in a math class in
which you’re working w1th shapes, do you make a plan for how
you should do it?

Usually ‘Ooften ~ Sometimes Almost Never
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14. When beginning to work on seatwork in a math class in
which you‘re working with shapes, do you forget to review
the instructions just before starting?

Usually Often Sometimes Almost Never

15. As you complete seatwork in a math class in which
you‘re working with shapes, do you ask yourself questions
along the way to make sure you are doing everything right?
(For example, would you ask yourself things like, "Is this
an appropriate answer?” or, "Did I use the right steps?")

Usually Often Sometimes Almost Never

16. When you see the work of other students (perhaps from
some other subject), do you think to yourself, "I can do
that," or "I know how she did that?"

Usually Often Sometimes - Almost Never

17. Do you try to figure out and specifically remember the
important points in the things ycu read about math that
deals with shapes?

Usually Often Sometimes Almost Never

18. When you do seatwork in math that deals with shapes, do
you find you can’t remember the ways your teacher worked
through similar problems or questions during class?

Usually Often Sometimes Almost Never

19. When you work on seatwork in math that deals with
shapes, do you try to break the work into parts and decide
which part to do first?

Usually Often Sometimes Almost Never

20. When you work on seatwork in math that deals with
shapes, do you look over your responses and tell yourself
something like, "Good, I’m doing fine," or, "“That couldn’t
be right, I’d better do it over?"

Usually Often Sometimes Almost Never
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Appendix F

The Individual Differences Questionnaire (I.D.Q.)

INSTRUCTIONS

The statements on the follow1ng pages show ways of thinking,
studying, and problem solving.  Some of these statements are
true for some people but not for others. Read each
“statement and decide whether or not it is true for yourself.
Then mark your answer on the separate answer sheet. Please
do not make any marks on this questionnaire. If you agree
with the statement or decide that it describes you, mark
'TRUE. If you disagree with the statement or decide that it
does not describe you, mark FALSE. There are no "right" or
"wrong" answers. Everyone learns in different ways and the
questionnaire is designed to see how you learn. In marking
your answers on the answer sheet, please make sure that the
question number is the same as the one you are answering on
the answer sheet. Please mark everyone TRUE or FALSE, even
if you have to "guess". 1If you have any questions, please
‘raise your hand.

1. I have no trouble finding the rlght words to explain
things to people.

2. When I listen to someone tell a story, I don’‘t usu=zlly
get pictures of that story in my mind.

3. Writing assignments are difficult for me.
4. I tell jokes and stories more poorly than most people.

5. ~ When remembering a scene, I choose words to describe it
to myself instead of creating pictures in my mind.

6. When I write, I find it dlfflcult to find enough words
that mean the same thing.

7. I have difficulty expressing myself in writing.
8. I often use pictures in my mind to solve problems.
9. I can easily picture moving objects in my mind.

10. I only have a fuzzy visual lmpre551on of scenes I have
‘ ’ experlenced.

11. I can ea511y thlnk of a lot of'words that mean the same
- thing.
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12. I think mostfpeople think ﬁsinq pictures in their mind.
13. I am able to explain my thoughts clearly.

14. My daydreams are sometimes so clear, I feel as though I
actually experienced the scene.

15. I am very good at writing essays and reports.

16. I can close my eyes and ea511y plcture a scene that I
have experienced.

17.° When someone describes somethlng that happens to
him/her, I sometimes find myself picturing the events
that happened.

18. I am usually able to say what I mean in the first draft
of a writing assignmnet (for example, a book report).

19. I never use pictures in my mind when solving problens.
20. I find it difficult to form a picture in my mind.

21. I have a better than a&eragervocabulary and I use it.
22. My thinking often consists of pictures in my mind.

- 23. I do not form pictures in my mind of people or places
when reading of them.

24. I often have difficulty explaining things to others.

25. I often enjoy the use of mental pictures to remember
. the past. , ,

26. I am a good story teller.
27. I enjoy doing work that requires the use of words.

28. I have difficulty finding words that are related to
other words.

29. I often have ideas that I have trouble putting into
words.

30. I often use mental images or pictures to help me
remember things.
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endix G continued
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Appendix G continued
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Appendix H

Test of Prior Knowledge: Drawing Test

Declarative or Procedural ' # of ITtems Assessing

Knowledge ' that Knowledge
'Identification of slide fule 1
Sliding a triangular shape i
' Sliding a non-triangular shape . 2
rFiippingra triangular shape N : : 1
Flipping a non-triangular shape 2
kIdentificationrof turn on clock 2

Identification of turn angle of image 2'
Turning a triangle 1

Turning a non-triéngle ' 1

Total Number of Items: ' , 13
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Test of Prior Knowledge: Multigle-choice Test

VDecla:ative or Procedural ' 7 £ of Items Assessing
Knowledge that Knowledge
Identification of slide rule 2

Sliding a triahgular shape : 1

Sliding a non-tfiangularlshape e 1

Flipping a tfiangular shape o 1

Flipping a non—tfiangular shape 1

Identification of turn on clock -2

‘Identification of turn angle of image 1
Turning a triangle 1
Turning a non-triangle 7 1

Total Number of Items: ' 11
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Appendix I: Summary of In-Class Procedures

SeSsion 1. The first experimental session was spent
"giving students background informatién rega:ding both the
primary:investigator and the study. Timeé of in-class
visiﬁs wereiannognced and both the S.R.L. and I.D.Q. scales
7 were’adminiStéred;

Session 2. The second session was spent administering
the two Tests of Prior Knowledge, Forms A and B. At the end
of session 2, students practiced using the E;M;Q; Practice
E.M.d;’s were distributed; The primary'investigator then
read the E.M.Q.’s to the students, pausing for any necessary
élarification. Students then completed the E.M,Q.)s using
the peribd from their timerof arrival at school to the
moment just befére the distribution of the E.M.Q.’s as the
target memory period. After the Students had finished
,filiing out the E;M;Q.’s,kindividﬁairstudentS'gave'examples 
of their responses tbritems. Questions and concerns were
raised as we movéd thréugh this whole classractivity.

Session 3. With session 3, actual in-class instfuctidn‘
began. In this first lesson, students were taught the |
motion geometry concepts related to "slides" (images,
slides,”slide images,'élide érrbws and slidérfﬁiés)rahd wefe
yalsd:féhght th'£6 §l£aé”56£h’triéhéﬁlér énd:ﬁéﬁeriaﬁQﬁlarr

forms.
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The lesson was introduced by'the primary investigator
using a large green square on flip chart graph paper and
having students give slide rules (e.g., right 3, up 1) to’
r'iﬁdicaterin which directions and by how many gfaph squares
~the large green squargrshould be movgd; A slide arrow was
- then preéented and its two propérties discussed, namely
those of graphically ShOWing:us the direction and distance
anrimage is to be slid. The slide arrow was differentiated
from the slide rule, the latter being used to inform us of
the actual direction and distance an image’is to slide.

At this point during the lesson, the teacher asked the
stgdents to generate imaginal "real,wqud"rexamples of slide
arrows one might find in a playgrdund, on a ski hill, or in
varioﬁs modés of transportation. "Real world" examples are
ones drawn from, or evident in, the stﬁdent's out-of-school
experience, though they may be ones talked about in school.
Examples elicitedrfrom the students when asked for "real
world" ekamples of slide arrows were: ‘a skier goihg
down a hill, a chairlift, a boat crossing a river.

Students then praéticed how to draw slide afrows to
represent four different slide rules on their own graph
kpapér.'Voluntééfé drew the answefs on four graphs on the
Chaikboard; AﬁyiéfrbrSNQSlﬁntéers méaerwéreriﬁﬁediately
_corréctedf kIf«necessary;'further clarification about how to

draw slide arrows from slide rules was then provided.
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Studenté were then taught the five steps in how to
slide a triahgie using traéing paper. ‘Students then
practiced sliding triangles on the first page of their
worksheets.’ Théy then iearned'how to slide a non-triangulat 
shape,(a diamond) with tracing péper féllowing the same
‘pfihciples used to slide a triangle; "fhisrinétfﬁction was
Vagain followed by a "hands on” exetcise in which students
practiced their learning in exercises 6h the second page. of
. the worksheet.

The final activityrprior to post-testing was to have
students give other "real world" examples of slides they
might find in tfénqurtatiqn. Again, studenté prbvidedf
VeXaﬁpies'such as a busrgoing dowh a*street, a car Crossing a
road, somébné rollerskating, and an eiévator. |

The lesson conclﬁded with students completing the post-
teSt,and E.M.Q.

| 'SéséiOn 4. ‘The,seCQnd‘lesson was taught during
eXperiﬁentalyseSSion 4. 1In this iesson, students were
taught the motion'geometry'concepts related td "flips" (flip
images; flip lines) and were also taught how to flip both
triangular and non-triangular shapés. |

. The 1éssén'was introduced by'therprihéryfinvestigator‘ .
drawin’g“avlei-_térjf'“r}' on a folded ‘15ife”cé"bf: édlourea papér. ‘A ~
'piéce”ofcarbon pdper,,tarbon sidé up?'had béen‘placed'

undérheathrtheifalded:ﬁalf:of'thé:paﬁér;:fStudéntsrwéféfthen o
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ésked to desoribe the imége'they thought'would appear on the
folded half of thé coloured papér faoing the cafbon; Once
 _the intended answer, (a reversed, mirror-image; or backwards
AL was obtained, flip image terms (image, flip line, and N
flip image) were defined.
| Next students were asked to 1mag1ne a "real world"
example of a "fllpable" image, that of a snow angel. No
chart, blackboard or written work was done durlng ‘this part
- of the lesson. Instead, students were asked to imagine what
the flip images of arsnow angel Qould look like when they
Vplaced flip lines of thsir own choosing beside it. This was
followed by a‘request that stﬁdents gensrate other examplés
of "real world"rflip images. : | |
Next, students were'taught the five steps of the
"tracing’paper" method to flip triangular shapes. Ther
procedure was demonstrated with two triangles on the chart
papér. Students then practiced‘flipping‘triangles on their
wofksheets. 7 7
Following this practice, the "tracing paper" method to
flip from two to four non-triangolar shapes (depending on
time constraints) was demonstrated. The procedure is
identical to'that;for,flipping triangles. The only
di“érence'is tﬁét'ﬁon—triaﬁgular'shapss'afe:used. *Aqain;
1nstructlon was. followed by hands-on practlce with examples

on student worksheets.
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The lesson concluded with students completing the poet+,
test and E.M.Q. o

Session 5. The third lesson was taught during
experlmental session 5. In this lesson, students were
taught the motion geometry concepts related to "turns"
(tmtns, turn centre; turn angle, tﬁrn:image) and were also
taught how to turn both triangular and non-triangﬁlar
shapes;~ |

o Te introduce the coneept of 'a turn, a cardhoard hekagon

with vertices lettered A-F was placed on the flip chart.
After students were asked to close their eyes, the hexagon
wae:turned. When they opened theirreyes, they were asked to
state what hadfhappened'tertherheXagon, Once the term
t"turn" had been elicited, the other "turn" vocabulary was
explained with reference to the vertices of the hexagon.
| Terms'presented in the previous lessons on slides
and flips were then reviewed in order to differentiate them
from'ﬁturn" vocabuiary. - 7

Students ﬁere then asked to give examples ef;"real
- world" tmrns they might see in a playgreund, an amusement
7park or on a game show. |

| Next, theecenceptseof clockwise and counterclockwiSe

tufne'ﬁas:reViewedywith{the”studente}fTStuaente &embnstratedmr
clockw1se and counterclockw1se movement w1th thelr flngers.,‘

| Slx students then came up to the chart to mark off 3
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_clockwise and 3 counterclockwise turns of 3 possible
dimehsions (1/4, 1/2; 3/4). Finally,istudents practiced
identifying such turns on their wofksheets. The worksheet
~examples were done on the blackboerd by volunteers and were
checked'by the teacher.

'VStudentstere then asked'torimagine an unusual "real
world" example,df a turn. - In this example, a balleriha was
cfossinq a tightrope while carrying two trays of flaming
brandy. The tightrope was on a north-south axis. While the
‘ballerina was doing her act, a prankster clown picked up the
south pole of the tightrope and moved it by various
cloékﬁise'andrcognterelockwise tufhs (1/4, 1/2, 3/4).i
| Stﬁdehts were asked to figure out theddirection the |
beilerina would be facing after each turn.

This exefcise was followed by avdemonstration of the
seven steps in the "tracing paper'" method to turn images and
identify turn angles. Students then‘practiCed turning
images (both,triangﬁlar'and non-triangular) and identifying
tufn angles on their worksheets.

The lesson concluded with students completing the post-
“test and E.M.Q.

‘General note on lessons. Lessons:intended'to cover the
same/knOWledge were neveriexact'earben'eopies"szeach |
other. Though'the 1eSSon outlineeeas described above were

rigorously followed, content did:vary‘somewhat. In some
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classes students were more forthcoming than in others and
needed iéss prompting to provide "real world" examples. In
other classes, more errors were made either by the teacher
or the student. Mcre time had to be spent correcting those
errors. This reduced the amount of time . available for other
lesson actiﬁitiesr(e.g}, number of ekamples covered in
demonstrétions and on worksheets depended on ‘time
constraints). Occasionally the placement of '"real world"
examples was not identical acrossilessons. rFinally,
material generated within a specific class was sometimes
used as part of the lesson for that class only (e.g., a
‘discussion of gardening as a resulﬁrof the stéry read during
Openingfexercisés). 7 o

Appendix I: Precise Description of In-Class Procedures
Session 1 |
Prior to lesson: :
1. Collect perm1551on forms from the teacher' a) student;

- b) parent

: 2; Tape name plates to each participant’s desk.

3. Find ocut from teacher when math class is usually
: taught and when it will be taught during the study:

Usually taught Taught during the study
Class 2: 10:50 a.m. 9:10 a.m.

Class 3: 9 a.m. : 10:45 a.n.

~Class 4: 9 a.m. 9:10 a.m.

~Class 5: 9 a.m. 9:10 a.m.

Class 6: 11 a.m. . 10:45 a.m.
Once students have arrived:

7‘1;' Take attendance.
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Introduction:
a) Introduce myself A Ph.D. student at SFU (name on

board). ‘

b) Announce when I’11 be in the school.

c) Announce times when the lessons w1ll be
videotaped.

Review the study:

a) A study intended to examine the relatlonshlp
between the way children learn and what they find
memorable during classroom lessons. - The results
of the study may inform teachers about how to
improve their instruction.

b) Reassure students that the class is being
videotaped, the videotape will be focusing on
everyone and that no student(s) will be picked out
for special attention.

c) Remind students that if they wish to withdraw from
the study at any time, they need only tell their

_teacher or myself. : :

Overview today’s activities:

Collection of some information about learning
styles. Remind students that each of them has
their own learning style. '

Administer the S.R.L. Students fill cut the
guestionnaire as I read it te themn.

Administer the I.D.Q. Again, students fill out the
guestionnaire as I read it to thenm.

Session 2

Take attendance.

Administer Prior Knowledge Form A. Prior to
administration, inform students that this is a test to
find out how much they already know about the
curriculum to be taught. Remind them that as they
haven’t learned the material to be tested, they’re

“likely to find the test somewhat difficult.

That’s why I’11 be teaching the curriculum.

‘Admlnlster Prlor Knowledge Form B.

Have students practice using the Eplsodlc Memories
Questionnaire (E.M.Q.). After distributing the E.M.Q.,

read it out loud to the students making sure they
- understand each of its items. Then have them complete

the questionnaire using memories they have starting
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from the time they arrived in school that day. Hand
out memories questionnaire. After they‘’ve filled out
the E.M.Q., in a whole class activity, have individual
students give examples of their responses to each iten.
Review these examples with the rest of the class.

Session 3
Lesson 1

Prlor to lesson:

1.

Dlstrlbute materials (graph paper, green squares,
tracing paper, worksheets, post-tests, and research
questlonnalres and probes) placing them face down in
the order in which they will be used during the lesson.
Place large green square on flip chart graph paper at
the front of the room.

students have arrived:
Take attendance.
First lesson activity. Time required for this lesson

activity:  3".
On a blank sheet of flip chart graph paper, show

“students how I can move the green square up, down, to

the left, and to the right. Have them do the same on
their paper. Have different children call out how much
we’‘re to move the square. Eg. right 3 up 1; left 4,
down 2.

Second lesson activity. Time required for this lesson
activity: 3".

Show chart of slide arrow. Inform students of the two
properties of a slide arrow, namely that it informs us
of the direction and distance to move an image. Refer
to the slide arrow on the chart. Demonstrate how this
slide arrow is informing us to mcve an image to the
right by 12 squares and down by 8 sguares.

Third lesson activity. Time required for this
activity: 1°".
Turn chart paper to the graph of the same slide arrow

' only this time with the slide rule indicated. Tell

,students that the actual direction and distance that an_

image is to slide according to a slide arrow is called
a slide rule. Slide the green ‘square a second time

',hlghllght;ng the Sllde rule that is dlrectlng the

sllde.1
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Fourth lesson activity. Time for this activity: -1".
Stay on the same piece of chart paper and review the
terms slide arrow and slide rule. Remind students that
the slide arrow shows us direction and distance to move
an image whereas the slide rule tells us the actual
direction and distance the imade is to be slid.

Fifth lesson activity. Time for this activity: 1".
Make the distinction between an image and a slide
image. Inform students that after moving an image
according to a slide rule, it is called the slide
image. Use a green square on the same piece of chart
paper. Place it at the top left hand corner and
indicate that, prior to the slide, it is called the
image. Slide the square according to the slide rule
and indicate that once it’s been slid, it’s called the
slide image.

Sixth lesson activity. Time required for this
activity: 2", : o

Students were asked to provide "real world" examples of
slide arrows they might find in playgrounds or in modes
of transportation. They gave examples such as slides,
boats crbssing rivers, cars crossing streets, and
skiiers going down ski hllls.,

Seventh lesson activity. Time required for this
activity: 4".

Flip the chart paper. On the next piece of chart paper
are four slide rules: right 2, up 4; left 2, down 3;
right 3, down 2; and, left 4 up 1. Show students how
to draw a slide arrow using the first slide rule. Have
students practice drawing slide arrows on their own
graph paper using the remaining three slide rules.

Eighth lesson activity. Time required for this
activity: 4". Ask 3 students to volunteer to come to
the board and to draw their answers on graphs on the
blackboard. Have students explain how they drew their
slide arrows. Review steps with students who have made
errors. Ask for questions from the class.

Ninth lesson activity. Time requ ired for this
activity: 4%.
Turn chart graph paper to chart of a triangle with a

" slide arrow indicating a slide rule of rlght 4, down 2.

Show students how to slide the triangle using the
"tracing paper method”. N

Step 1: Extend slide arrow to at least double its
original length.~,Step 2: Trace triangle and slide
arrow. Step 3: Slide traced 1mage along the extension
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12.

13.

14.

15.
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of the slide arrow until the beginning of the traced
arrow sits at the tip of the original arrow. Step 4:
Push hard or tear your tracing paper at the vertices of
the traced triangle. Step 5: Remove the tracing paper
and join the dots of your triangle which is called your
slide image.

Ask for guestions.

Review the steps.

Tenth lesson activity. Time required for this lesson

activity: 5%,

Have students practlce sliding triangles u51ng
worksheet 1, version 2, p. 1 (see Appendix J).

Go around the clasSrOom providing help to students
requesting individual attention. Ask students to stop
working even if they haven’t completed the worksheet at
the 5" mark and ask for questions.

Eleventh lesson activity. Time required for this
lesson activity: 3".

Turn chart paper to chart of a dlamond and a slide
arrow indicating a slide rule of left 4 up 4. Show
students how to slide this image using the "tracing
paper method" described above. Ask for guestions and
review the steps. : ‘ '

Twelfth lesson activity. Time required for this

lesson activity: 9". 7

Heave students practice sliding non-triangular images
using worksheet 1, version 2, p.2 (see Appendix J).

Go around the classroom providing help to students
requesting individual attention. Ask students to stop
working even if they haven’t completed the worksheet at
the 9" mark and ask for questions.

Thirteenth lesson activity. Time required for this

. lesson activity: 2",

Again have students provide other "real world" examples
of slides, perhaps again from the realm of
transportation.

FPourteenth lesson activity. Time required for this
lesson activity: 8". Administer post-test Lesson 1
(see Appendix N).
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- 16. Fifteenth lesson activity. Time required for this
lesson activity: 10". Episodic memories questionnaire
(see Appendix S). Students respond to questions 1 and
2 after I read them aloud to them. They complete the
remainder of the questionnaire on their own.

Total Lesson Time: 60%.

Session 4
Lesson 2

Prior to lesson:

1. Distrikbute materials (tracing paper, worksheets, post-
tests, and research questionnaires and probes) placing
them face down in the order in which they will be used
during the lesson.

‘  once students have arrived:
1. Take attendance.

‘2. Pirst lesson activity. Time required for this lesson
activity: 5".
Place a piece of coloured paper on the flip chart.
Draw a dotted line down the middle of the coloured
paper and fold it in half along the dotted line. Place
a piece of carbon paper, carbon side up, underneath the
folded paper. Have the students watch as you draw a
large ‘L’ on the coloured paper. Then ask the students
what they think will appear on the folded half of the
coloured paper facing the carbon. Once you obtain the
answer that a reversed, mirror-image, or backwards ‘L’
will appear, show the students what actually did appear
and define terms for them. The first ‘L’ prior to
reversal, is called the image. The dotted line is
called the flip line. The ‘L’ that is the mirror image
of the first ‘L’ is the flip image.

3. Second lesson activity. Time reguired for this lesson
activity: 3".
Present an example of a image that might not be that
common in geometry texts, that of a snow angel. Ask
-7 students how they might make a flip image of that snow
- angel. Ask them where they might place the flip line.
© Ask tnem what the flip image would look like and where
it would be.. Once you’ve gotten one way of fllpplng
the snow angel ask for another.

'4. ']Thlrd lesson act;vzty.  Time,require&'fbr this lesson
activity: a". | ' T T
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Ask students to generate examples of images they might

‘flip that might not necessarily be found in math-

textbooks. 1If students don’t give examples, suggest
that they conslder fllpplng images or cut up pleces of
fruit. ,

Fourth lesson activity. Time required for this lesson

‘activity: 5"

Turn flip chart to page on which two trlangles are to

~be flipped, one horizontally and the other vertlcally
~Show students how to flip the first triangle using the

. "tracing paper method" following these steps: 1) put

dots on flip line; 2) place tracing paper over triangle
and flip line and trace flip line, dots and triangle;
3) turn the tracing paper over maklng sure that dots on

traced flip line cover dots on original flip line; 4)

mark vertices ofrfliprimage,by,preSsing (or tearing if
necessary) at the vertices of the image on the tracing

" paper; 5) remove the tracing paper and join the dots on

the graph paper.

Repeat this procedure for the second trlangle on the
flip chart. Check for comprehens1on by hav1ng students
repeat the -steps to you. , ,

Flfth lesson act1v1ty. Time reqaired for this lesson

activity:. 5".
-Have students work on the examples on worksheet 2 p. 1

(see Appendix K).

Go around the classroom prov1d1ng help to students
requesting individual attention. Ask students to stop
working even if they haven’t completed the worksheet at
the 5" mark and ask for gquestions.

Slxth lesson actxvxty. Time required for this lesson
activity: 5",

Turn chart -paper to chart of four non-triangles (e.qg.,
a four-sided flgure, a pentagon, a hexagon, and an
asymmetrlc ’X.?’ Have different students select the
image they’d like you to flip. Flip the image

. following the "tracing paper method" for flipping :
~images as described above, eliciting the steps from the

- students while working through examples. Do only the
number of examples that can be done in the 5" period.

" Seventh lesson act1v1ty Time‘required for this'lessona
cactivity:- 10", : RS
Have students work on the examples on worksheet 2, p.’zr
(see Appendlx K). :
-.Go around the classroom prov1d1ng help to students :
- requesting individual attention. ~"Ask students to stop e
N worklng even 1f they haven't completed the worksheet atw”j
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the 10" mark and ask for questions.

Eighth lesson activity. Time required for this lesson
activity: 8". Administer post-test Lesson 2 (see
Appendix 0O). '

Ninth lesson activity. Time required for this
lesson activity: 10". Episodic memories questionnaire
(see Appendix S). Students respond to questions 1 and

2 after I read them aloud to them. They complete the

remalnder of the questionnaire on their own.

Total Lesson Time: - 55%.

Session 5
IL.esson 3

Prior to lesson:

Distribute'materials'(tracing paper, worksheets, post-
tests, and research questionnaires and probes) placing
them face down in the order 1n which they w111 be used

~during the lesson.

students have arrived:
Take attendance.
First lesson activity. Time required for this lesson

activity: 5",
Place a large green cardboard hexagon with vertices

‘labelled A-F on the flip chart. Have the students

close their eyes. Then, using vertex ’D’ as the turn
centre, turn the hexagon counterclockwise.. Have the

~students open their eyes. Elicit from them the fact

that the image has turned. As well, provide them with
the core vocabulary for this lesson: a) ‘A ‘turn’ is
when an image is moved in such a way that, if it were
to keep moving, it would make a circle, coming back to
its original position; b) the ‘turn centre’ is the
vertex about which the image is turned; c) the ‘turn
angle’ is the number of degrees each vertex moves in a
turn. It is the angle formed by the lines frem the

- vertex to the turn centre prior to and follOWlng a

turn.

. Second lesson activity. Time required for this lesson
activity: 3w, . o - ‘

{sReView slide/flip/turn vocabulary , ‘
~a) 'Slides: A slide arrow shows us graphically the

direction and distance we are to move an image. The
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actual direction and distance is known as the slide
rule. After we move an image according to a slide

rule, the image is called the slide image.
'b)  Flips: An image can be flipped over a "flip line."

The resulting image is called the "flip image." The
flip image is the mirror image of the first image. All
parts of the mirror image and original image are
equidistant from the flip line.

‘c) Turns: See "2." above.

- Third lesson activity. Tiﬁe'required for this 1esson

activity: 3",

Students generated "real world“ examples of turns they
might find in a playground, an amusement park, and on
game shows. :

Fourth lesson activity. Time required for this lesson

‘ act1v1ty 2.
" Review the concepts of clockwise and counterclockw1=e
by having the students draw circles in the air showing

the clockwise and counterclockwise motion of the second
hand of a clock. Have them check whether or not
they’re moving their hands correctly by looking at the’

' second hand on the classroom clock.

Fifth lesson actlvzty Time required for this lesson
activity: 4%, ' ' : ‘
Turn the flip chart to the page with six circles. Each
circle has a vertical marker at the center of its base.
Have six students come up to the chart to mark off 3
clockwise turns (1/4 cw, 1/2 cw, 3/4 cw) and 3
counterclockwise turns (1/4 ccw, 1/2 ccw, 3/4 ccw)
using the vertlcal marker as the'starting point of the
turn. :

Sixth lesson activity. Time required for this‘lesson
activity: 3",

Have students work on the six examples on the top half
of worksheet 3, p. 1 (see Appendix L). Go around the
classroom providing help to students requesting
individual attention. 'Ask students to stop working
even if they haven’t completed the worksheet at the 3"

. mark and ask for questions.

Seventh lesson actxvxty , time;reguiredwfor this lesson
'”act1v1ty 2",
- Have six students come up and mark six circles on the
. blackboard with their answers to the six examples.
"'"Correct any errors and. ask for comprehen51on questlens.;
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Eighth lesson activity. Time required for this lesson
activity: 3". 7 o

Tightrope image exercise. Have students imagine that a

ballerina who is balancing two trays with glasses
filled with flaming brandy in her two hands is on a

 tightrope facing facing north. Next, have them imagine

that a circus clown picks up the south pole of the

- tightrope and moves it 3/4 of a turn ccw. This clown

leaves the north pole in the ground. Ask the students
to determine the direction the tlghtrope walker would
be facing after the turn.

Have them try the image exercise again. Ask them to
start over, imagining the same tightrope walker with
the same trays of flaming brandy facing north on a
north/south tightrope. Again, have them imagine that a
circus clown picks up the south pole of the tightrope,
only this time moves it 1/2 turn cw. Ask the students
to determine the-direction the tlghtrope walker would
be facing after the turn.

Nlnth lesson act1v1ty Time required for this lesson

activity: e6".

- Show students how to use the "tracing paper method"” to

turn images on the flip chart. Turn only as many of
the four images as can be turned within the six minute

'rtime~limit. Have individual students select which of

the images they‘’d like to have the teacher turn. (The
first image is a rectangular horseshoe to be turned 3/4
ccw; the second is a triangle to be turned 1/2 cw; the
third is a parallelogram to be turned 1/4 ccw; and the
fourth is a hexagon to be turned 3/4 cw.) Spend only
six minutes on this activity. Follow these steps: 1)
trace everything that’s on the flip chart onto the
tracing paper (image plus turn angle) and make sure to
keep the trac1ng paper covering the image and turn
angle; 2) identify the start and end lines of the turn
angle (the start line is the line where the arrow
starts, the end line is the line to which the arrow is
pointing); 3) place a pencil at the vertex of the turn
angle; 4) turn the image following the direction of
the turn arrow so the start line ends up covering the
finish line; 5) now press hard with the pencil at each

‘vertex of the turn image so that it can be traced onto
~ the graph paper;r; 6) remove the tracing paper and join
~the dots, 7) 1dent1fy the turn angle. :

'Tenth lesson act1v1ty Time requlred for this lesson

activity: 9".
Have ‘students work on the six examples on _the bottom

. half of worksheet 3, p. 1 and worksheet 3, p.2. (see
' Appendlx L)kﬂ Go around the classroom prov1d1ng help to
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students requesting individual attention. Ask students
to stop working even if they haven’t completed the
worksheet at the 9" mark and ask for questions.

Eleventh lesson activity. Time required for this
lesson activity: -8".
Administer post-test Lesson 3 (see Appendix P).

Twelfth 1esson,act1v1ty. T;me'requlred for this

lesson activity: 10". Episodic memories questionnaire
(see Appendix S). - Students respond to questions 1 and
2 after I read them aloud to them. They complete the
remainder of the questionnaire on their own.

Total lesson Time: 58".

Following the lesson:

1.

Review the permanent record cards privateiy in the

- school office. Collect the following data:

a) Total no. of school days at that school in the
1990-1991 school year.

All classes: 186.5 :

b) Grade 5 grades in Lang. A-ts., Math Science and

: Soc1als.
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. Appendix M
Declarative and Procedural : ' # of Items Assessing
Knowledge ' o - That Knowledge
Worksheet #1 | '
Identification of slide rule 7 ' 9
'Slidinéja triangular shape | ' s
'Siidinqra non-triangular shape ‘ 5
Declarative and Procedural - # of Items Assessing
anwledge , "That Knowledge
- Worksheet #2
Flipping a triangular shape ' ' 5
Fiipping a non-triangular shape | 5
Declarative and Procedural # of Items Assessing
Knowledge ‘ 7 That Knowledge

Worksheet #3

Identification of turn angle on clock 6
Identification of turn angle of image 6
Turning a triangle ‘ 2

Turning a non-triangle 4
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Appendix Q

Post-tests
Declarative and Procedural of Ite ssessin
Knowledge ‘ ngnggowlgdge
Post-test 1
Identification of slide rule 5
sliding a triéngular'shape' | 1
Sliding a non-triangular shape 4
De;;argtive‘agg Procedural #£ of Items Assessing
Knowledae at wledge
Post-test 2 | - |
Flipping a triangular shape -2
Flipping a non-triangular shape : 8
Declarative and Procedural £ of ;tems'Aséessing
Knowledge ‘ T owledge
Post-test 3

Identification of turn angle on clock 3
Identification of turn angle of image 4
Turninqq;'triangle : 1

Turning a non-triangle 3
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o " Appendix R

Post-Test Items Testing Specific Lesson Content

k Declarative and Procedural | Post-test Items
"Knowledge ~  Testing That Knowledge

Lesson 1
a) Identification of slide rule 2, 4, 6, 8, 10
- for a slide arrow separate
from procedure for sliding a
triangular or non—triangular'
: shape .
b)  Steps in sliding a triangular 1
shape excludlng ‘
identification of slide rule
c) Steps in sliding a non- 3, %, 7, 9
triangular shape excluding
identification of slide rule
a) Combination of a + b + c: i, 2, 3,
"~ slide vocabulary and "real 6, 7
world" examples of slides
without specification of slide
procedures, slide arrows or

@
O
- W
= »n
(@]

rules
Lesson 2 ; :
a) Steps in flipping a 1,4
triangular shape ~ ‘
b) Steps in flipping a non- 2, 3, 5, 6, 7, 8, 9, 10
triangular shape 8, 9, 10
c) Combination a + b:  flip 1, 2, 3, 4, 5
-~ vocabulary and "real world" 6, 7, 8, 9, 10
examples of flips without , ,
description of flip
procedures
Lesson 3= ‘
a) Identification of turn angle 1, 2, 3
~on clock
b) Identification of turn angle 5, 7, 9, 11
of 1mage
c) - Turning a triangle 4
d) = Turning a non-triangle -6, 8, 10
e) Combination a + b + ¢ + d: 1, 2, 3, 4, 5,
. turn vocabulary and "real - 6, 7, 8,9, 10, 11

world" examples of turns
without descrlptlon of turn
 procedures
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L 8 Appendix S '
Episodic Memories Questionnaire (E.M.Q.)

Today’s Date:

Lesson:

1. In a moment I’m going to ask you to close your eyes.
When you do, I want you to think back on today’s lesson and
to imagine that you’re watching and listening to a videotape
of that lesson. I’m interested in what you recall of the
lesson. However, I’m interested in more than just your
recall of lesson content. I’m interested in absolutely
anything you remember about what happened from the time the
lesson started to when I stopped teaching. You might
remember hearing words peogple said (you, other students, the
teacher). You might remember seeing things that happened.
Use the techniques you were taught on my second day here to
remember as much as you can in as much detail as possible.
Now, close your eyes and in your mind’s eye, quickly scan
the "videotape" of the lesson for the next 30 seconds.

2. Make a list of specific wbrds yon heard or events you
saw during the lesson. Again, use the memory reporting
techniques you were taught on my second day in the class.

3. Circle the items on that 1lst that stood out for you.
You may circle as many items as you like.
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4a. Now, from that videotape, select one thing you remember
that stood out most for you during today’s lesson. Please
be as specific as possible in reporting what you heard or
saw happen. Remember to use the memory reporting technique
you were taught the second day I was here.

Write that part down here.

4b. Help me in finding that event on the videotape. What
happened just before that event?

4c. What happened just after that event?

Sa. What’s another specific event (if any) that stood
out for you? Remember you may be recailing something you
heard or something you saw. Write that event here.

5b. What happened just before that event?

e

5c.  What happened just after that event?
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6a. What’s a third specific event (if any) that stood
out for you? Remember you may be recalling something you
heard or something you saw. Write that event here.

6b. What happeréd just befbre that event?

_6c. What happened just after that event?
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Appendix T

=

Instructions on Comgletlon of the Card Sort Task

’ Background to_the Study :
During the fall, 1991, I taught 3 math lessons on

motion geometry (slides, flips and turns) to each of five
Grade 6 classes. At the end of each lesson I asked the
students to list as many memories of the lesson as they
'could regardless of whether or not they were memories of
-lesson content.” Then I asked students to select the three
memories that stood out for them the most. Each of these
remembered events appears on an index card. (If an event
was reported by more than one student, it appears on only 1
index card.) :
Your Task
‘ Your task is to categorize the 1ndex cards accordlng to
a classification scheme of your own creation. The only
restriction is that you have at least 2 piles/categories.
‘However, you may use as many piles/categories as you wish.
After you have completed the task, I will record the
- categories you’ve created as well as the events you put into

that category. There are no right or wrong answers.
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.  Appendix U
Letter to Number GPA Conversion Key

~ The following letter to number grade conversion key was
used for the calculation of GPA:

A+: - 4.33 C+: 2.33
A 4.00 C: 2.00
A-: 3.67 : C~: 1.67
B+: 3.33 - Dz 1.00:-
B: 3.00  ~  F: 0.00
B-: 2.67 ' .

If a student was in a French Immersion programme in grade 5,
- their grade for French was entered for their score in
. language arts. If two grades appeared in one subject area
(e.g., language arts/reading; language arts/written
expression) the two were averaged to obtain the number
,,grade.
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'Aggendix_v

Two Factor Solution, S.R.L. DATA

Factor 1
SRL1 .17925
SRL2 .02356
. SRL3 ) .19282
SRL4 o +26426
SRLS . .52758
SRL6 : .27120
SRL7 «.32658
SRL8 .50852
SRL9 .08616
SRL10 .43607
_ SRL11 .42871
SRL12 .10608
~SRL13 . .28682
SRL14 : .46778
SRL15 .56464
SRL16e = : 31372
SRL17 .61697
SRL18 = = ,19682
SRL19 . .00369 .
SRL20 .37040

Initial subscales were created from ite
- facto:” loadings.

Factor 2

.35362
.39001

.38975 -

.29801:
-.03869
.57193
.52716
.31678
.33599
.34899
.07023-
.30033
.15174
-.20126
.40191
-19517
.14324
~-.43009
.57521
31345

%]
[

ms with boldened



T

IDQ1
IDQ2
IDQ3
IDQ4
- IDQS
1DQ6
IDQ7
1DQ8
1DQ9
IDQ10
IDQ11
IDQ12
~ IDQ13
-IDQ14
IDQ15
IDQ16
IDQ17
1DQ18
IDQ19
IDQ20
IDQ21
1DQ22
IDQ23
IDQ24
1DQ25
1DQ26
1DQ27
1DQ28
IDQ29 -
1DQ30

I.D.Q. Verbal
with boldened

Asterisked items loaded in similar ways in both
Specht’s (1992) and the present factoer analysis
. procedures. , ,

Factor 1

-.35316

+~06825

.46379
.13833

.04847

C.40447
.51386

-.03098 -

-.10761
.18578
-.45450
.06425

".17554
.52838
.30661

.06758

.38219
.09565
.27552
.54650
.11437
.23900
.58865

-.11484
-.44749

~-.398%0
.51751

43166
-.15171

and Imaginal subscales were created from items

.55411

Appendix W
.0. Data

Two Factor Sclution, I.D.Q

Facteor 2

-.01515
-.52528"

.03757

.10178
-.14361
52072
. 47259

-.28955"
.11298

235385
-.00639
.28986
.10454
.39814
.40231
.12361
-.56326
-.62728
.01190
.67128
-.47777
-.00824

.40986

- .15640
-.02282
-.20771

-.01936

- .54763

factor loadings.

.16843
.28875"

¥ Ok * H k% ¥

* * * % % %

* % ¥ X F * X * X

*

*
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IDQ Sum
n - o
P

SRL

Memories
Lesson'l

.25 -
115
<.01

.49
109
<.01

.25
110

- <.01

«13
111
819

‘23
109

' Appendix X
Pearson R Correlations Amon

e, g

.93

GPA IDQV
-.08 .15
-.-108 113
.42 .11
1.00 .31
0 - - 103 - -
. <.01
1.00
0
Mehories Memories
Lesson 2 Lesson 3
.04 .20
110 112
.66 .04
.32 .30
104 107
<.01 <.,01
.09 .14
105 107
.38 .15
-‘06 005
107 109
.55 .58
.ol .08
105 107
-40

All Variables‘

IDQI

.31
113
<.01

.17
- 106
.09

«27
109
<.01

1.00
0

[

Memories
Total

.20
106
.04

.48
100
<.01

.19
101
.06

.06
103
.52

115 ‘
101
.12

IDQ Sum

.27
109

<.,01

.30
100
<,01

.85
109
<.01

.74
109
<.01

222




Memories

 Lesson 1
n

.

Memories

Lesson 2
SRR

Memories

Lesson 3
n

P

Memories
Lesson 1
n.

Memories
Lesson 2
P

P

110

Memories
Lesson 1

1.00

0

Quiz
Lesson 1

<.01
114

.93

" .48

109
<.01

.19
110
005

L 20

- 111

.03
.22
106
.02
.35

117

<.01 . .

.26

<.01

Memories
Lesson 2

.52

Quiz

‘Lesson 2

-.12
111
I21

.50
105

<.01

.05
106
'63

.01

107

.94

.02
102

.81

.25

S 112

<.01

.21

oo

Memories
Lesson 3

.45
116
<.01

.35

Quiz

‘Lesson 3

-.04
113
.67

.56
107
<.01

.04
108
.67

.06

110
.53
.04

104
.66

I38

113
o <.01.

.27

111
. <.01 .

Memories
Total

.82

109
<.01

.78

109
<.01

.77

109
<.01

Quiz
Total

-.07
10eé
.50

.63
100
<.01

.13
102
.20

.12
102

.21

.14

o8

.16
.38

109

.29

108

<.01




—

Memories
Lesson 3
n

p

Memories

Total
q o
P

Quiz
Lesson 1
n

p

Quiz
Lesson 2
n

p

Quiz
Lesson 3
n-

p

Quiz

. Lesson 1

.22

113
.02

.31

108 -
<.01

Quiz

Lesson 2
.08

112
.39
.23

109
002

.39

111
<.01

Quiz
Lesson 3

- .21

116
.02

«35

109

<.01

.65

224
Quiz
Total
.20

109
.04

.36

108
<.01

.83

108

; <.Ql

.76

109
<.01’

.88

-109

<.01
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Frequency Plot of No. of Events Reported _and No. of Items

Appendix Y

Correct Related to Slide Rules, Lesson 1

NUMBER
OF
ITEMS

_CORRECT

O NWAWD

3 4 4 1l 1l
7 3 3
4 2 2
5 3 3
. 6. 3 1 2
36 15 7 2
0 1l 2 3 4

NUMBER OF EVENTS REPORTED
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Frequency Plot of No. of Events Reported and No. ¢of Items
Correct Related to Sliding a Trianqular Shape, lesson 1

NUMBER

Fregquency Plot of No. of Events Reported and No. of Itens

OF 1 44 21 3
ITEMS 0 28 19 ' 3
CORRECT - e

NUMBER OF EVENTS REPORTED
‘Table 8

Correct Related to Sliding a Non-Triangular Shape, Lesson 1

NUMBER
OF -
ITEMS
CORRECT

4
3.
2
1
o

31 3 1
20 3

15 2

19

24

0 1 2

NUMBER OF EVENTS REPORTED




226

Frequency Plot of No. of Events Reported and No. of Items
Correct- Related to Slide Rules, Sliding Triangular Shapes
and Sliding Non-Trianqular Shapes, Lesson 1

-NUMBER

- OF
ITEMS
“CORRECT-

o

OHFNWSUG~N®OR

7
10

1
1

1

- S e - = —— . -

NUMBER OF EVENTS REPORTED

Freguency Plot of No. of Events Reported and No. of Items

Correct Related to Flipping a Triangular Shape, lLesson 2

NUMBER
OF
ITEMS.
CORRECT

2
1
o

61
11

NUMBER OF EVENTS REPCRTED

Freguency Plot of No. of Events Reported and No. of Items
‘Correct Related to Flipping Non-Triangular Shapes, Lesson 2

NUMBER
OF

ITEMS
CORRECT

QK NWLEWOMO~N®

N BN W

3
1l

1 .

2 .

NUMBER OF EVENTS REPORTED
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Frequency Plot of No. of Events Regd;;gd and No. of Items
Correct Related to Flipping Triangular and Non-Triangular

Shapes, Lesson 2.

10 17 12 6
9 12 3 3 1
, 8 15 3 2 1
NUMBER 7 9 5 1 1
- OF 6 1
ITEMS 5 2 1
. CORRECT 4 1 3
. 3 4
2 1 2
1 0 1 1
0 3 3
0 1 2 3

NUMBER OF EVENTS REPORTED

"FreguenCV Plot of No. of Events Reported and No. of Ltems

Correct Related to Identification of Turn Angle on Clock,

7 Lressonr 3. ,
NUMBER 3 | 34 24 5
OF 2 16 13
ITEMS 1 10 1 1
CORRECT O 12 1
0 1 2

NUMBER OF EVENTS REPORTED

Frequency El t of No. of Events Begortgd and No. of Items

C ect Related to Ide tification of Turn An 1e or Tu ned

“Image, Lesson 3.

NUMBER -~

4 47 6 3
OF 3 9 1
ITEMS 2 8
CORRECT 1 11 2
0 28 2
0 1 2

'NUMBER OF EVENTS REPORTED
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Freguency Plot of No. of Events Reported and No. of Items
Correct Related to Turning a Triangle, Lesson 3.

NUMBER

OF 1 57 4
ITEMS 0 54 2
CORRECT =~ ==—mmmmmeee-

0 1

NUMBER OF EVENTS REPORTED

Frequency Plot of No. of EvehtsiRepQrted and No. of Items
Correct Related to Turning a Non-Triangle, Lesson 3

NUMBER 3 26 6 1
OF 2 23 10 1
ITEMS 1 9 2
'CORRECT O 36 5
0 1 2 3

NUMBER OF EVENTS REPORTED

Freguencv Plot of No. .of Events Regorted'and'No. of Items
Correct Related to Identifving Turn Angles on Clocks and

‘Images, Turning Triangular and Non-Triangular Shapes, Lesson
3.

11 20
10 7
9 9.
8

NUMBER -
OF
ITEMS
CORRECT

-
BPRPBON

s

7
6
5
4
e 3 3 16
2
1
0

12 3
NUMBER OF EVENTS REPORTED




