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Abstract 

1. combined experimental and thexetical protocol for the conformational analysis 

of oligosaccharides is presented. 

Three disaccharides, methyl a-D-mannopyranosyl-( 1 +3)-a-D-mannopyranoside, 

methyl PD-galactopyranosyl-(1 +4)-P-D-glucopyranoside, and propyl P-D-2-acetamido- 

2-deoxy glucopyranosyl-(l+3)-a-L-rharnnopyranoside, are used to evaluate a protocol 

for conformational analysis that makes use of molecular dynamics calculations with the 

CHARMM force field. Dynamics trajectories computed in vacuo and in water are used 

to calculate time-averaged NMR parameters such as spin-lattice relaxation times (Ti), 

Nuclear Overhauser Enhancements (NOE), and heteronuclear spin-spin coupling 

constants (3~CH). The calculated NMR parameters are then compared to experimental 

values and used to evaluate the compurational procedure. The energetically accessible 

conformations are effectively sampled by the simulations. 

The method has been extended to the conformational analysis of higher-order 

oligosaccharides corresponding to the cell-wall polysaccharide of the Streptococcus 

Group A, and the Shigellaflexrteri Y 0-antigen. 

The Sfreptococcus Group A cell-wall p l y  saccharide is comprised of a backbone 

of rhamnopyranosyl units connected by a1 ternating a+( 1 +3) and a-L-( 1 -2) linkages, 

to which are attached N-acetyl-P-D-glucosarnine (P-D-GlcpNAc) residues at the 3 

positions of the rhamnose backbone. 
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A bmched trisaccharide [A '-(C)B], a fetrasaccharide (A'-(QB-A], a pentasaccharide [C- 

B'-A'-(C)B], and two hexasac:hllrides [C'-3'-A'-(C)B-A] and [A-(Ct)B'-A'-(C)B], have 

been chosen for study. 

The Shigellaflaneri Y 0-antigen is a linear polysacchatide that is composed of 

rhamnose units linked a-L-(1+3) and a-L-(1-+2), interspersed by N-acetyl-P-D- 

glucosamine (P-D-Glcp~~c)  to form a periodic repeating unit ABCD. 

A heptasaccharide corresponding to the fragment [ABCDA'B'C' ] of the Shigellaflaneri 

Y polysaccharide has been investigzted. 

The conformational properties of all of the oligosaccharides have been studied 

using molecular dynamics simulations. Interproton distances derived from ROESY 

spectra are used to determine the starting conformations of the oligosaccharides used in 

the dynamics calculations, and dynamics simulations are computed with proton pairs 

constrained to the ROESY-derived distances, as well as with the constraints removed. 

These dynamics trajectories are used to calculate ROESY buildup curves with 

CROSREL, a program that treats cross relaxation by means of a full matrix relaxation 

approach. The calculated buildup curves compare favorably with the experimental 

buildup curves. 

The study demonstrates that molecular dynamics, in conjunction with NMR 

spectroscopy, can be a useful tool in the understanding of the confornational behavior of 

oligosaceharides in solution. 

The results provide a model for antigen topology that can be used to infer some of 

the critical features of antibody-antigen interactions. 



To the memory of my father, and to my family, who have sacrificed so much for 

my education. I hope its worth it. 
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Chapter I 

IIPJTRODUCTION 

1.1. Cell-Surface Carbohydrates 

Carbohydrates are an important class of biological macromolecules that display a 

diversity of functions ranging fmm energy metabolism to more complex processes such 

as targeting of lysosomal enzymes, mediation of protein folding inside the cell and 

providing specific carbohydrate protein interactions that dictate cellular recognition 

processes extracellularly '". The last of these includes biologically important functions 

such as viral infection of cells, cancer metastasis. cellular response to disease and 

inflammation, and cell differentiation, all of which are mediated by cell surface 

carbohydrates. 

In prokaryotes, carbohydrates play a large role in the cell wall. Besides the 

peptidoglycan, which is composed of a linear polysaccharide cross-linked by peptides 

and serves to provide rigidity to the cell, gram negative bacteria also produce 

lipopolysaccharides (LPS) which extend outward from the cell wall. Bacterial 

lipopolysaccharides are complex molecules, composed of three regions4. The lipid 

portion (Lipid A region) is attached to an R core composed of unusual carbohydrates and 

an 0 side chain that is the polysaccharide portion, containing a 3-5 sugar repeating unit. 

The 0 side chain has different lengths, and along with a portion of the R core extends 

outward h m  the outer membrane. It is the 0 side chain that is one of the antigenic 

determinants of the bacteria. 

The lipid bilayer of a eukaryotic cell membrane is impregnated by glycoproteins 

and glycolipids. Glycoproteins are classified into two groups, the N-linked and 0-linked 

glycoproteins, by their mode of attachment. The N-linked gl yeoprotein s have a P-N-link 

between 2-acetamido-2deoxy glucose (GlcpNAc) and the amide side chain of 

1 



asparagine. The O-linked glycoproteins are a or P linked to a serine or threonine, 

generally through 2-acetamido-2-deoxy galactose (GalpNAc) or Xylose (Xyl). 

Glycolipids such as phospatidyl inositol, cerebrosides and glycosphingolipids are also 

present. The carbohydrate part of these molecules extends into the extracellular space5" 

and the cell surface is covered, therefore, by complex oligosaccharides. 

1.1.1. Biological Functions 

Cell surface carbohydrates have been implicated in many biological recognition 

processes. In their function as cell surface receptors they serve as ligands for hormones, 

antibodies, toxins, cell attachment proteins of viruses and a particular group of 

carbohydrate binding proteins known as lectins 7-". Extracellular carbohydrates also 

modulate cell-cell interactions and are now recognized as important participants in cell 

adhesion processes. The discovery of a class of cell adhesion  molecule^^^^'^ that 

specifically target leukocytes to regions of inflammation, named ~eiectins'*'*~ due to 

their lectin-like N-terminal domains, has led to the identification of a-(1+3) fucosylated 

derivatives of polylactosamine ( [-P-D-GlcpNAc-(1 +4)-P-D-Galp-In ) as their 

~ i ~ a n d s ' ~ - ~ ' .  Carbohydrates have also been found to play a major role in sperm adhesion 

to the egg cell" and to inhibit cell adhesion in developing cells lvU. It is, however, the 

antigenicity of carbohydrates that has been the focus of much research over the last 

decade. Although it is still difficult to determine whether the antigenic determinant of a 

glycoprotein is the oligosaccharide or the peptide fragments, the finding that in many 

cases it is indeed the oligosaccharide portion has moved carbohydrate research to the 

forefront. 

One facet of oligosaccharide research is the study of conformational properties 

and its relationship to the variety of interactions mediated by oligosaccharides. 

Conformational changes in proteins that result from their glycosylation could perhaps 



explain the difference in function between glycosylated and non glycosylatgd peptides. 

Oligosaccharides display considerable antigenic diversity that most probably originates 

ffom the different surfaces that each saccharide presents to the binding lectin or 

antibody. Insight into the structure function relationships of carbohydrates will be 

gained by knowledge of their three-dimensional structure and molecular surface. 

1.2. Conformational Analysis 

1.2.1. Rationale 

The conformation of an oligosaccharide determines its molecular surface. 

Conformational analysis can be used to explain the differences in binding between 

structurally similar compounds as well as a predictive tool to produce inhibitors and 

drugs with increased binding capabilities. By analysis of the interactions between the 

bound ligand and protein it can be determined which p u p s  can be substituted and the 

manner in which to produce a better 'fit'. In the absence of the protein, analysis of 

substrate analogues, transition state analogues and inhibitors can also be used to generate 

information about the protein binding site. 

1.2.1.1. Substrate Analogues 

Many examples of the successes of conformational analysis can be found in the 

literature. Analysis of the binding sites of various antibodies and lectins has led to the 

synthesis of deoxy analogues of the natural substrates. These synthetic analogues exhibit 

increased affinities for the binding proteins ". On a more commercial level, studies on 

sucrose3 and the sweetness receptor 26 have shown that the spatial relationship between a 

hydrogen bond donor and acceptor on the substrate is critical to its relative affinity. An 

increase in the hydrophobicity of one face of the substrate also leads to compounds with 

greater sweetness. A recent product of such analyses is Sucralose, the 4,1',6'-trichloro- 



4,11,6-deoxy-ga1act~-sucrose, which shows 550 times the sweetness of sucrose and is 

used as an artificial sweetener registered in Canada (SplendaB) 27. 

11.2.1.2. Rational Drug Design 

Rational drug design is another important application of such studies. Analysis of 

the charge distribution and conformation of naturally occurring, biologically active 

compounds has led to whole classes of drugs, antibiotics and inhibitors2'. A recent 

development in this field is the fonnzdon of 3D databases of molecular structures. 

Quantitative Structural Activity Relationship (QSAR) and Quantitative Structural 

Property Relationship (QSPR) databases exist to locate compounds with similar 

biological and physical properties29. QSAR databases can be searched for molecules with 

common surface topology and charge distribution to known pharrnacomimetics. 

Compounds thus located can then be synthesized and tested for biological activity. 

1.2.1.3. Protein Design 

Analysis of the transition state geometries has led to innovative, new technologies 

like catalytic antibodies 30. Pauling had suggested that enzymes catalyze reactions by 

stabilization of the transition state 3', hence lowering the activation energy of the rzaction 

and increasing the rate. In direct proof of this theory, ~hul tz  32 and ~erner 33 raised 

antibodies to negatively charged tetrahedral, transition state analogues of carbonate and 

ester hydrolysis, showing that these proteins could catalyze ester hydrolysis. 

These examples are indicative of the power and utility of conformational 

analysis. Currently there are several tools available to aid in determination of molecular 

smcture. 



1.3 Met hods of Conformat ional Analysis 

Physical methods used in early studies of conformational analysis of 

oligosaccharides include circular dichroism (CD), optical rotatatory dispersion (Om), 

and X-ray and neutron diffraction. While CD and ORD methods have been used to 

measure the helical content of p~l~saccharides~~, no quantitative data about the 

orientation of the individual monosaccharide rings with relation to one another could be 

obtained. Recently, however, a semiempirical theory of optical rotation of saccharides 

has been developed3', and it is now possible to calculate the solution rotation of a 

36-40 saccharide. The method has been tested on a number of mono- and disaccharides , 

but has yet to be extended to larger oligosaccharides. 

1.3.1. Diffraction (X-ray and Neutron) 

X-ray and neutron diffraction, on the other hand, can provide information on the 

scale of Angstroms about the geometry of any crystalline compound. There are several 

examples of crystal structures of oligosaccharides, ranging from monosaccharides to 

polysaccharides. In addition, oligosaccharides have been cocrystallized with their 

associated binding proteins41 or antibody These structures have provided 

substantial information about the molecular interactions that occur in protein- 

carbohydrate binding. The crystal structures of the L-arabinose binding protein and 

D-galactose binding protein41 indicate that H-bond formation is a primary impetus of the 

protein specificity and binding. A recurrent motif in carbohydrate-protein interactions is 

the "stacking" of aromatic residues of the protein on the monosaccharide rings, thus 

providing a stabilizing hydrophobic interaction. it is thought that these interactions also 

provide a steric basis for binding specificity by acting as a pocket for ihe pyranosi: rings 

of the saccharide. 



Diffraction techniques suffer from two setbacks. 

1) Crystals have to be grown and it is often difficult to crystallize higher order 

oligosaccharides 

2) Crystal packing forces may play a role in crystal formation. Thus the conformation 

present in the crystal may not be representative of that present in biological 

systems44. 

These drawbacks make it difficult, and in some instances undesirable to use diffraction. 

A method that can be used routinely, with little sample preparation, total sample 

recovery, and with rapid results is high resolution Fourier transform Nuclear Magnetic 

~ e s o n a n c e ~ " ~ ~  (NMR) Spectroscopy. NMR spectroscopy can be used to measure 

conformationally dependent parameters such as chemical shift, spin spin coupling (J), 

spin-lattice relaxation times (T,s) and Nuclear Overhauser Enhancements (NOES), and 

information thus derived can be used to construct a model structure. 

1.3.2. Nuclear Magnetic Resonance Spectroscopy 

Magnetically active nuclei can be considered to be atomic dipoles that, when 

placed in a magnetic field, align themselves with and against the field. The two states 

induced by the field are commonly termed the a and P states. Transitions between the 

low energy P state and the a state can be brought about by application of a radio 

frequency pulse of a frequency exactly equal to the difference in energy between the two 

states. The familiar NMR spectrum is a plot of these frequencies relative to an arbitrary 

standard value. 

1.3.2.1, Chemical Shift (6) 

Fortuitously, pmons, because of their large gyromagnetic ratio and high natural 

abundance (99.985%), have the best sensitivity of magnetically active nuclei that are 



found in common organic compounds. In addition, they are extremely sensitive to their 

environment. The utility of nuclear magnetic resonance in chemistry is that nuclei 

absorb different frequencies in response to their differing en~irsnrnent~'*~~. This 

dependence on environment is exploited through chemical shifts, which are characteristic 

for protons belonging to, or next to, different functional groups. Compounds can thus be 

deduced from their NMR spectrum. 

Although chemical shifts cannot be used quantitatively, they can be utilized to 

approximate conformation. Proximity to electron withdrawing groups and ~r bonded 

systems have marked effects on the chemical shifts, and thus chemical shift information 

can be used to derive information on molecular structure. 

1.3.2.2. Scalar Coupling (J) 

Scalar coupling, visible as splitting of resonances in the NMR spectrum can also 

be used to predict conformation. The vicinal coupling constant 'JHH through carbon has 

been shown to exhibit a dependence on the torsion angle +, which can be described by 

the Karpl~; equation4' 

In addition, Karplus type equations have been proposed for different types of 

coupling, e.g., 'JCCCH, 'JCSCH and 3~cOCH(5'53). The latter, i.e., 3~COCH, is of interest 

in the conformational analysis of carbohydrates since both glycosidic torsion angles are 

defined by a C-0-C-H torsion (see Figure 2.2). Measurement of these coupling 

constants at natural abundance is now possible with inverse detected experimentss. Two 

independent studies on carbohydrates with fixed geometries and correlation with crystal 

structures show that the magnitude of the carbon-proton coupling constant 'JCOCH can 

also be described bg2-" 



The values of the constants A, E3 and C were slightly different for the two studies. 

Average values of 3 ~ m  are observed for protons attached to freely rotating 

carbons or in cyclic compounds that rapidly interconvert between conformations. 

Coupling constants are also sensitive to bond length arid bond angles and therefore, 

cannot be forwarded as absolute proof of the geometry of a molecule. Variations of the 

Karplus equation have been proposed" to account for deviations f r ~ m  tetrahedral 

geometry and the presence of electronegative substituents. The sinusoidal nature of the 

Karplus equation and its analogues introduces an uncertainty in the prediction of a 

Figure 1.1. 3~COCH calculated from Karplus type equations. 
+ 5.7cos2($) - -6 cos(9) + .5 (Ref. 34) 
it 5.5cos2(@) - .7 cos(9) + .7 (Ref. 35) 

torsion angle from a measured coupling constant and a single J value can correspond to 

more than one torsion angle. 



1.3.23. Spin Lattice Reiaxation m,s) 

T,s and NOEs can be used to deduce the conformation of a molecule. With protons, 

both the T,s and NOES are modulated by dipolax interactions, and thus are highly 

dependent on the distance between nuclei. The spin lattice relaxation time is defined as 

the time constant with which the longitudinal magnetization will return to a thermal 

where 

and K is a constant that will be discussed later (see Equation 1.15). 

The summation of distances in equation 1.4 is a major drawback of T,s, i.e., that 

it is difficult to measure the conmbution of each proton to the relaxation time of a 

particular nucleus. NOEs, on the other hand, allow some measure of assessment of the 

effect of an individual proton on another. This makes NOES a very powerful tool for the 

determination of molecular structures7. 

1.3.2.4. The Nuclear Overhauser Effect 

The Nuclear Overhauser effects8m can simply be defined as the change in 

intensity observed in one resonance when another is perturbed. Since the observation by 

Bell and saunders6' that the intensities of a set of NOEs can be used to calculate relative 

inter proton distances, NOE spectroscopy has become a major tool in structural 

determination of organic compounds. 



Perturbation of one resonance in a spin system can affect the intensity of another. 

This change in intensity is known as the Nuclear Overhauser effect, and is modulated by 

dipolar interactions between the nuclei. Consider a two spin system, AX. There are four 

states, ICXCD, lap>, !pa>, IPP>, as depicted in Figure 1.2. 

Figure 1.2. Energy levels in a two spin system. 

If the rate of interconversion (W) between these states is defined as in Figure 1.2, and 

nu and n are the equilibrium and non equilibrium poplulations of the the spin states, then 

the rate of change of population of these four states can be described by the equations6' 

The intensity of the A resonance is proportional to the quantity MA where 

MA = (naa -"pa) + (naB -nPP) (f 9% 

and similarly, the intensity of the X resonance is proportional to Mx 



The equations (1.5-1.8) can combined with 1.9 and 1.10 and rewritten as 

where it is assumed that WIx = W,, and p, the direct dipole-dipole relaxation, 

Rs is the leakage rate or contributions to relaxation from other mechanisms. 

and o, the cross relaxation, 

o=(W2 -W,) 

A. Relationship Between NOE, z, w and r 

Thus far, all that has k e n  mentioned about p and o is that 

p=(2WI+ W2 +Wo) + Rs and o=(W2-Wo) 

W represents the transition rate induced by dipolar relaxation between the states. The 

rates W are in turn proportional to the spectral density function J(o) which is given by 

.F, is the correlation time of the vector between the two dipoles and o is the L m o r  

frequency of the dipoles. Therefore, the complete expressions for p and o are 



Since the NOE is a function of both p and CJ it can be seen from the explicit expression 

for p and a that the NOE has a dependence on the correlation time z,, the Larrnor 

frequency o, and the distance between the dipoles r. The dipolar coupling is 

proportional to r6, and hence an important aspect of the Nuclear Overhauser effect is 

that only nuclei that me spatidly dose will exhibit an effect. This relationship makes it 

possible to calculate distances between nuclei, making the NOE a powerful tool in 

conforrnational analysis. Traditionally, two types of NOE experiments are used, steady 

state63 and transient NOE'~. 

B. Steady State NOES 

Figure 1.3. Pulse sequence of a steady state NOE experiment. 

In a steady state experiment, a selective pulse saturates the proton of interest, 

during which time the NOE builds up. This is followed by a 90' pulse and acquisition. 

Steady state experiments are usually run in the difference mode64, which means that 

irradiation is done on alternate scans and by cycling the phase of the receiver, the 

irradiated spectra are subtracted from the spectra acquired without irradiation, yielding a 



spectrum that is the difference of the two. The only signals that will be observed will be 

the irradiated proton and protons that show a change in intensity as a result of the 

irradiation. In this case, in equation 1.1 1 

If it is assumed that proton A is saturated, MA = 0 and M i  is the equilibrium 

magnetization, and if these values are substituted in Equations 1.1 1, the steady state 

NQE can be written as 

a 
NOE = M x  - M i  = - MO, (1.17) 

P 

In the extreme narrowing limit, i.e., w,z, << 1, the expression for p and B reduce to 

1 y4h2 p=-- 1 y4h2 
zC + RS and a = -- z 

2 r4 4 r-6 

and the NOE is then 

NOE = 
1 

MOA 
2 +  ~r~ 

ZCY4h2 

displaying the relationship between the NOE and the internuclear distance r 



C. Transient NOES 

Figure 1.4. Pulse sequence of a transient NOE experiment. 

The pulse sequence for a transient NOE experiment is shown in Figure 1.4. In a 

transient NOE experiment the first 180' pulse selectively inverts the magnetization of a 

particular proton, and the time dependence of the NOE to other protons is measured by 

varying the mixing time, 2,. 

A description of transient effects requires solution of the coupled set of 

differential equations (1.1 1). The general solution to this set is 

The coefficients el, c2 and k will vary for different boundary conditions and for a 

uansient NOE experiment, the boundary conditions (using normalized intensities) are 

MA(0o) = 1 and MA@) = 1 and M p )  = 1 and MX(o) = -1. ?The characteristic solution is 

then 

The NOE at time t is expressed as 



If the identity 

is used, at time (p + o)t 1 equation 1.22 reduces to 

where R is a constant of proportionality. The distance between the two protons can thus 

be calculated from the slope of the initial NOE buildup. 

D. 2D NOE Spectroscopy 

As the molecules that are being studied increase in size, one dimensional 

difference and transient experiments become increasingly difficult due to spectral 

overlap, which does not allow for selective excitation. The problem can be solved to 

some degree by moving to two dimensions. The 2D NOESY~'"~ experiment is very 

similar to its lD counterpart, the transient NOE experiment. In the 20 version of the 

experiment the initial 180" pulse is replaced by two 90" pulses allowing for. frequency 

labeling in the t, domain (F1 dimension), followed by the mixing time and acquisition. 

Figure 1.5. Pulse sequence of a 2D NOESY experiment. 



E. Dependence of the NOE on z, 

For a two spin system, the equation for the NOE is (Equation 1.22) 

This function reaches a maximum value at time, t,,, 

The maximum NOE is then 

In an NOE experiment, the value oz, is critical. For a transient NOE experiment, 

it can be shown that for oz, <<I and ert, >>1 the NOE approaches limiting values of 

0.385 and -1 respectively; when wzgl, the function passes through zero and the 

observed NOE is approximately 0. The result sf  this dependence is that the NOESY 

experiment is limited to use on molecules which are large or small. For intermediate 

sized molecules, where the product COT$, another experiment, the ROESY 67,68 

experiment has been proposed. 

1.3.2.5. Rotating Frame Overhauser Spectroscopy (RQESY) 

Spin Lock 

Figure 1.6. Pulse sequence of a 2D ROESY experiment.. 
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Observation of NOES in the rotating fiame circumvents the problem arising from 

the dependence on ax,. The theory of rotating frame relaxation is similar to that 

discussed for the transient NOE experiment, and the expression for the NOE,, is the 

same as in equation 1.24. In the ROESY experiment a spin lock pulse of lower power 

follows the initial 90" pulse, effectively locking the magnetization in the xy plane and 

allowing for transverse NOE buildup. The magnetization now appears to precess a b u t  

the effective field, which makes an angle a as shown in Figure 1.7. 

Figure 1.7. 
The effective magnetic field. 

The expression for the spectral density J(w) is now given by 

J(o) = 2.rc 2 2 
]+a eff =c 

%#is the frequency of the effective magnetic field and is defined by 

yB, is the strength of the spin locking field and 6 0  is the offset between the spin lock 

and the resonance frequency of the nucleus. The expressions for p and o are different 

since the relaxation is modulated in the transverse plane, and in the homonuclear case, 

17 



Examination of the equations 1.28, indicates that the NOE,,, in the rotating frame will 

remain positive for all values of the correlation time z,, and increases from a minimum 

value of 0.385 at axC e l  to a maximum of 0.675 for oz, >>l. A plot of the NOE and 

ROE are shown in Figure 1.8. 

%.@ 

NOE 
-6.2 

-12 -1% -8 -6 4 -2 0 1 2 

log zc 
Figure 1.8. Dependence of the NOE and ROE on the correlation time zc. 

From Figure 1.8 it can be seen that the ROESY experiment can be extremely useful for 

molecules in the range of ozcr 1 where the NOE would be negligible. This is apparent 

from the comparison of the ROESY and NOESY spectra of the pentasaccharide (51, 

illustrated in Figure 1.9. The ROESY spectrum was acquired with a 500ms spin lock. A 

large number of cross peaks are visible in this spectrum that are absent from the NOESY 

spectrum of the same compound acquired with a mixing time of 500ms. The important 

cross peaks are now of very low intensity and some are no longer present. 
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Figure 1.9. Comparison of the A) ROESY and B) NOESY spectra of the 
pen tasacc haride (5). 



A. Qumtitation of ROESY Data 

Information from a RBESY experiment is obtained in the fom of cross pi?,!s in 

the 2D specwm between spatially close nuclei. The relationship between the cross 

peaks and internuclear distances must be established in order to gather quantitative 

information from the experimental data. 

A.1. Relationship Between Cross Peaks aij and Internuclear Distance rij 

In order to understand the relationship between cross peaks and the internuclear 

distance, the origins of the cross peaks must be understood. The rate of change of 

magnetization in an AX system was described by a set of coupled differential equations 

(Equations 1.1) 

Extension to a system of N spins, gives N equations 

This can be written conveniently in matrix form as 



where M is the matrix of magnetization, and R is the relaxation matrix. The solution of 

this equation is 

where is the matrix of intensities and 61•‹ is the initial magnetization. In order to 

calculate the individual internuclear distances, the cross peak intensity aij has to be 

related to the cross relaxation rate. The exact, analytic solution of the equation 1.3 1 

would involve diagonalization of the relaxation matrix R ,  which, for a system of N spins 

is an N x N matrix. However, after substitution of the appropriate boundary conditions 

and normalization (MA = MB = MN = I), equation 1.3 1 can be written as 

where I is the identity matrix and normalized intensities have been used. At time T, < 

1 the f ~ s t  two terms of the equation ! .32 will be much larger than the remaining terns, 

and the equation 1.3 1 can be further reduced to 



- 6(.r,) = - Rr, 

Writing out the matrices A and R in the equation 

indicates that there is a direct relationship between the cross peak intensity aij and the 

internuclear distance rij , given by 

Thus, if several experiments are run, the initial slope of the ROESY buildup curves can 

be fitted to the equation 1.33, and will yield the cross relaxation rate Gij. This approach 

to determining Gij is called the Initial Rate analysis, and is an approximation that is only 

valid at short mixing times where the buildup is linear. 

In most cases, especially when the ROESY spectrum of a compound is recorded 

at only one mixing time, it is assumed that the observed intensities, a, and aij are 

proportional to the cross relaxation rates 00 and Gij, respectively. 

A.2. Calculatism of Internuclear Distances 

Both of the methods allow calculation of the cross relaxation rate 00 and Gij. 

The cmss relaxation rate can then be related to distance by Equation 1.28, 



If isotropic tumbling is assumed, then the terms J(a0) and ](al) will be constant for all 

proton pairs and 

Use of this relationship and the cross relaxation rates 00 and Cij, the distances can then 

be estimated by a simple approximation, i.e. 

where r, is a known, fixed distance such as the distance between two protons within a 

ring (termed the ruler distance), and is the cross relaxation between the two protons of 

interest. Once the internuclear distances of all the observed contacts are calculated and if 

sufficient inter-ring contacts are observed, the three dimensional structure of the 

oligosaccharide can be deduced. 

1.3.3. Corn put at ional Met hods 

Theoretical calculations can be also be utilized to predict the conformations of 

the compounds being studied, and with computer analysis can lead to a better 

understanding of the three-dimensional molecular surfaces involved. The basic premise 

of all computational methods is that a molecule will preferentially occupy the lowest 

energy state available to it, and the methods thus involve searching for the lowest energy 

conformation. Two theoretical approaches that can be applied to the study of 

carbohydrates are ab initio molecular orbital calculations and molecular mechanics or 

force field calculations. 



14.3.3.1. A b f n i h  Calculations 

59-11 Ab inirio calcuiations represent a rigorous approach to structure calcuiations. 

Consider a single, stationary Hydrogen atom. The energy of the atom is the sum of the 

kinetic energy of the electron and the potential energy associated with the electron 

nuclear interaction, i. e., 

~ = T + i j  
where ?? and 6 are linear operators corresponding to the kinetic and potential energy. 

Here, the kinetic energy is the iinear differential operator 

and the potential energy is the coulombic energy associated 

with the nucleu charge, 

With atomic units, equation 1.36 can be written as 

(1.37) 

witn the electron interacting 

The motion of the electron can be described by a wave function $, which is the solution 

of the Schrijdinger equation, and can be represented by 

8$= EQ (1.40) 

where H is called the Harniltonian operator and is defined as fl = {T + 6). There are 

several exact solutions to equation 1.40 represented by one electron atomic orbitals. 

Calculation of the energy requires solution of the equation 

which involves calculating the integrals 
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In a molecule, there are more interactions to consider, namely electron-electron 

and electron-nuclear interactions. The Hamiltonian takes on a more complex form, i.e., 

Even for the simplest molecule, H;, there is no exact solution to the equation 1.43, and 

the molecular orbitals, y, axe approximated using a Linear Combination of Atomic 

Orbitals (LCAO), i.e, 

W =  @I + 4 2  +@3+44+. . -  (1.44) 

This makes the solution of the Schriidinger equation difficult and time consuming. In 

order to simplify the integrals that have to be solved to compute the energy of the 

molecde, most programs today use a linear combination of gaussian functions to 

describe atomic wave functions. The number of gaussian functions that are used as a 

basis determines the accuracy of the calculation. Due to the number of electrons 

involved, the number of atoms in a molecule that can be handled by ab initio 

calculations is severely limited, and the application of molecular orbital calculations to 

carbohydrates has thus far been restricted to  monosaccharide^^^*^^. An alternative 

method of structure calculation that can manage large molecules is molecular 

mechanics74. 

133.2. Molecular Mechanics 

The energy of a diatomic molecule as a function of the internuclear separation, 

U(r), can be approximated by an empirical function called a Morse potential, 



where De is the dissocia~on energy a d  P is a constant. Near the equilibrium bond 

!en&, &e ptentia! can be expmdd inm a Taylor series ad zp-roximated Y Sj the 

quadratic term, similar to the potential described by Hooke's law for a harmonic 

oscillator, i.e., 

where k is the force constant associated with the bond and is related to De and P by the 

relation 

k = p20, 

A superposition of the Morse potential and the harmonic oscillator for the dissociation7' 

of H2 are shown in Figure 1, f 0. 

Figure 1.10. The Morse potential for H2. 



The energy of an H2 molecule can thus be approximated as a function of its internuclear 

distance by a simple classical equation. 

If a linear triatomic molecule (A-B-C) is considered, the energy of the system is 

dependent on the position of all three atoms. In internal coordinates, only the two 

distances corresponding to the A-B distance (rab) and the B-C (rk) distance need be 

considered. Two Potential Energy (PE) diagrams, similar to that drawn for Hz, can be 

drawn for the displacements from equilibrium of the respective atoms, but greater 

perspective is obtained from combining the two curves to produce a potential energy 

surface. 

Figtrre 1.11. The potentid energy surface for a linear triatomic molecule. 
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The potentiat energy can be written as a function of the two internuclear distances, i.e., 

The example of the linear triatomic molecule is a special case of the larger group 

of triatomic compounds where the angle LABC is equal to 180'. When the molecule is 

not linear a third parameter, the energy associated with distortions of the angle OLABC 

from its equilibrium value, contributes to the energy of the molecule and the potential 

energy can then be written as a function of three terms, 

The angle bending is also treated like a harmonic oscillator. The PE surface is now a 

function of three variables and it is not possible to depict the surface of more than two 

variables in three dimensions. Potential energy surfaces of more that two variables are 

often referred to as hypersurfaces. 

As larger molecules are studied, 1,4 and 1,3 interactions, i.e., interactions 

between atoms that are not directly bonded have to be included. Physically, these 

interactions correspond to van der Wads or Heitler-London forces. In general, they are 

represented by the sum of attractive and repulsive forces, i.e., 

Equation 1.49 is referred to as a Lennard-Jones or a 6/12 potential. Aside from the van 

der Wads energy, there is an additional variation in energy associated with the rotation 

a h t  torsion angles. Consider ethane. The variation of energy as a function of the 

Ha-HI, torsion angle is i l l ~ s w t e d ~ ~  in Figure 1.12. This cannot be fully reproduced by 



the Lennard-Jones potential, but can be approximated by simple functions, two of which 

hie 

Torsion Angle (+) 

Figure 1.92. The energy associated with the HCCH torsion angle in ethane. 

Description of the energy of a molecule as a function of the torsion angle are 

especially important when heternatoms are included amongst the four atoms that make 
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up the torsion, since asymmetric variations in the energy that cannot be explained simply 

by van der Wads interactions occur. Two important examples of this behavior are the 

anomeric effect and the gauche effect, which will be discussed later. 

It is thus easy to see the origins of methods that use classical functions to 

calculate the energy associated with the positioning of the nuclei in a molecule. 

Calculations of these kinds are called molecular mechanics or force field calculations. 

In addition to the interactions mentioned above, molecules that contain a large 

number of heteroatoms and polar functionalities cannot adequately be described by steric 

interactions alone. Charges associated with acidic and basic groups must also be 

considered. In order to reproduce these interactions, most force fields include an 

electrostatic term that is a simple coulombic potential, i.e., 

where qi is the charge on each atom. 

The total potential energy of a molecule VTOT can then be written as a sum of 

each of its components, i.e. 

VTQT = VBOND + VANGLE + VVDW +VDIHEDRAL + VELECTIROSTATIC 

or, more specifically, the general form of a potential function is 

This sintplistic approach greatly reduces she number of ca!culations required per 

atom, and the limitations of molecular mechanics on the number of atoms in a system of 

study are less than those imposed by ab initio methods. Some potential functions 
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include terms to account for specific effects such as H-bnding. Distortions from the 

Morse potential that are a result of the quadratic approximation (Equation 1.45) are 

partially corrected by including the cubic term from the Taylor series expansion, 

It can be seen from the preceding discussion that the determination of the force 

constants, or parameterization, of any force field requires experimental data. Values of 

the various constants, or parameters, kb, ke, k+, can initially be obtained from 

experimental data or ab initio calculations. The parameters are then optimized so as to 

give the best fit to observed structuml or physical data, either by a least squares method 

or by actual inspection of the calculated results. The results of a molecular mechanics 

program will therefore depend on the experimental data to which the parameters are fit, 

and often a particular parameterization will be best suited to reproduction of the data to 

which it is fit, or the class of compounds for which the experimental data was measured. 

1.4. Conformational Analysis ~f Oligosaccharides 

The monosaccharide units that form an oligosaccharide possess a well defined 

geometry. Pyranoses in general adopt a chair conformation, either the 'c, or a *c, 
conformation, shown in Figure 1.13. Proton coupling constants observed for 

Figure 1.13. 'c, and 'c, conformations of pyranose rings. 

cahhydrates in du t icn  indicate that the pyranose rings do not undergo severe 

distortions from their most stable chair conf~mat ions~~.  This restriction limits the 

conformational mobility of an oligosaccharide to rotation about the interglycosidic bonds 
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and rotation of any pendant groups such as primary hyQsoxyIs and acetamido side chains, 

greatly simplifying calculations. The overall conformation of an oligosaccharide - can 

therefore be specified by the interglycosidic angles78 Q, and Y.  In Figure 1.14, ring B is 

referred to as the agl ycon. The @ angle is defined as the HI-C1-01-Cn torsion angle 

and the Y angle is defined as the C1-01-Cn-Hn torsion angle where Cn and Hn are the 

aglyconic carbon and proton involved in the glycosidic bond. The angles are defined to 

be positive when the distal atom in the torsion group is clockwise from the proximal 

atom. These angles are sometimeq referred to as the @* and yH angles since they refer 

to the proton of the glycoside and aglycon. In addition to the @ and Y angles, another 

variable that has to be defined for most of the saccharides is the o angle. This angle is 

defined as the torsion 05-C5-C6-06, with the three staggered rotamers being referred to 

as the gt (gauche-trans, w = a"), gg (gauche-gauche, o =-60•‹), and the tg (trans-gauche, 

o = - 180") conformations. The terminoiogy is derived by stating the 06-C6-C5-05 

angle first, and the 06-C6-C5-(34 angle second. 

Figure 1.14. Definition of the @, Y and o angles for a glycosidic linkage. 



1.4.1. The Ansmeric and Gauche ~ f f e ~ t s ' ~ - ~  

Hexopyranoses exhibit a preference for the axial configuration, a phenomenon 

that is termed the anomeric effect, and manifests itself in acetal fragments of the type 

X-C-Y where X=N, 0, S or Se and Y=O, N, S, Br, C1, F". This preference has been 

explained in terns of an n - a* interaction between the lone pair of the X heteroatom and 

80.84 the B* orbital of the adjacent C-Y bond . 

By analogy with the anomeric effect, the preference of the aglycon to adopt a 

gauche conformation to the neighboring X-C bond is termed the exoanomeric effect78. 

This serves to maximize n-o* overlap, this time between the lone pair of the Y atom and 

the X-C o* orbital. 

The gauche effect was proposed to explain the observed preference of certain 

compounds to exhibit " a tendency to adopt that structure which has a maximum number 

of gauche interactions between the adjacent electron pairs and/or polar bondsus'. In 

carbohydrates, this effect is observed in the behavior of the primary alcohol of 

hexopyranoses, or in (1 4) linked oligosaccharides. 

Attempts have been made to reparameterize force fields to account for such 

effects"-95. The gauche effect, in principle, should be reproduced by a sum of suitably 

chosen electrostatic, van der Waals and torsional potentials. The anorneric effect can 

also be reproduced by low periodicity torsional terms for the C-0-C-0 fragment. 

Observed C-0 bond length and C-0-C bond angle distortions can be reproduced by 

changing the equilibrium bond lengths and bond angles associated with the functional 

group. This can be accomplished by identifying the acetal fragment and calculating the 

equilibrium bond lengths and angles as a function of the torsion angles. 



1.4.2. Force Fields 

1 .U. l .  HSEA 

HSEA~*%"~ (Hard Sphere Exoanomeric Effect) calculations take advantage of 

the premise that monosaccharide rings behave as rigid entities. This treatment, 

incorporated into programs such as G E S A ~ ~  (Geometry optimization of Saccharides) 

considers atoms to be hard spheres of fixed Van der Wads radii. Subsequently, each 

monosaccharide ring, by virtue of its inflexibility, will have a fixed volume. The 

stability of a particular saccharide is then calculated by computing the energies that arise 

due to non bonded interactions between the constituent monosaccharide units in addition 

to the energy contributed due to the exoanomeric effect. The non bonded interactions 

between two atoms is calculated by the function first published by Kitaygorodski 99,100 

where 
,Lii z - ro is the equilibrium inter atomic distance. 

ro 
rij = 1.11Cri +- rj ) ri , rj are the Van der Wads radii. 

A correction t~ account for the effects of the exoanomeric effect is added to this 

equation 7,,97,101 
9 

EA = kl (I-COS@) + k2 (~-cos~$) + k3 (1-~0~3$j  

where kl, k2, k3 are constants dependent on whether the sugar is an a or j3 anomer. 

The HSEA function is the simplest molecular mechanics type of calculation that 

has been applied to carbohydrates. h fact, the potential function is restricted to the 

computatim of oligosaccharides. Recently, with the introduction of the GEGOP~' 

(Geometry of glycopeptides) program, this function has been modified to encompass 

proteins, allowing for the modeling of glycopeptides. 



1.4.2.2. MM2, MM3, AMBER, CHARMM 

Several more complex force fields have been utilized in the calculation of 

oligosaccharide structure, the most notable of these being M M ~ ~ ' ,  MM~'"  (Molecular 

Mechanics 2 and 31, AMBZR''~ (Assisted Model Building and Energy Refinement) and 

CHARMM'" (Chemistry at HARvard Molecular Mechanics). The potential functions 

employed by these methods have separate terms to account for bond stretching, angle 

bending and torsional rotations, as well as Van der Wads and electrostatic interactions. 

These programs use different force constants for different atom types and are therefore, 

much more flexible mal can be used with various classes of compounds. MM2, which 

has evolved from MM1, is considered the prototypical molecular mechanics program. 

The potential function used is shown in detail overleaf (Figure 1.15). MM2 has been 

applied to several classes of compounds, including carbohydrates. It has been 

regararneterized to mimic the anomeric effect in 0-C-0-R type fragments87-91 (a version 

sometimes referred to as MMXARB) and has been used with limited success. 

A major limitation of the MM2 force field is its inability to accurately predict 

vibrational data. In order to correct this, the MM3 force field was introduced1", and 

though similar in many respects to its predecessor, the inclusion of additional terms has 

made MPla3 extremely accurate in the reproduction of hydrocarbon geometry. The 

parameterization for the anomeric effect has been retained in MM3, and subsequently it 

has been used to model saccharides. Extensive studies have been carried out on a vast 

105-107 array of disaccharides, and the results show an improvement fiom MM2 . 
Both AMBER and CHARMM are representative of the multifunctional force 

fields that are now available, and have similar potential functions. The most notable 

difference between the two is the exclusion of an explicit M-bonding term in CHARMM. 

The CHARMM force field will be discussed in further detail in Chapter 11. 



E* is a constant determined by the atom types 
r* 

P = - and r* = ri + rj, the combined Van der Wad's radii and R is the effective R 
internuclear distance. For P 5 3.3 1, this represents a variation of the Lennard-Jones 
611 2 potential. 

VC - Bond compression energy 

V c  = 143.88 (+)( A1 )2( 1 + CSAl ) 

143.88 is a constant to convert mdynes/A to kcal/mol/A2. 
k is the stretching constant for $e bond in mdynes/A. 
A! = I - 1 and I is the equilibnum bond length. w eq 
CS is the cubic stretch term. 

VDIP - Dipole interaction energy 
V D I ~  = 14.394 18@,4)(pg)( cos(x) - 3cos(a~)cos(ag)) / R~ 

14.39418 is a constant to convert ergs/molecule to kcal/mole. 
WA , p~ are the bond moments of the two bonds. 
x is the angle between the dipoles, and R is the distance between the midpoints of 
the two bonds. a are the angles between the dipoles and the vector R. 

VBEND - Bending energy 

0.043828 = conversion factor for mdyne &rad2/molecule to kcal/deg2/mole. 
kb is the bending constant for the bond in mdyne A/rad2 for a specific angle type. 
A@ = 13 - e0 where Q0 is the angle at minimum energy. 
CF is the sextic bending term. 

ksb = stretch bend constant in mdyne/rad for the angle abc 
A 8  = 8 - 80 where 6' is the angle at minimum energy. 
A1 = 1 - 1 and 1 is the equilibrium bond length. 

eq eq 

kl, k2, k3 are constants which determine the position and 
relative magnitude of the potential energy maxima and minima. 

Figure 1.15. The MM2 force field1'' 



1.43. The Multiple Minima Problem 

Once a suitable force field has been selected, the optimum geometry of the 

oligosaccharide has to be calculated. This is a complex procedure which involves 

searching the potential energy surface for the absolute or global minimum. If the two 

dimensional case of the H2 molecule is considered, the minimum energy structure can be 

obtained from the derivative of the equation 1.45, i.e., 

A critical point occurs at a value of r where the derivative is equal to 0, which is at r = 

r,. In order for this to be a minimum, the second derivative of the function must be 

positive, i.e., 

If the potential energy is a function of two variables, i.e., U = U(rl, r2) as in the case of 

the linear triatomic molecule, the potential energy of the molecule is now described by a 

surface. The potential energy surface of a linear triatomic, illustrated in Figure 1.1 1, 

shows a single minimum, which greatly simplifies calculation of the optimum geometry 

structure. In this case, by analogy with equations 1.54 and 1.55 , the two conditions 

and 

do not necessarily imply a minimum. A third condition, 



must be met for the function to be a minimum. If equation 1.58 < 0, then the function is 

a maximum. In the case of the linear niatomic there is only one point where equation 

1.55 is fulfilled, when r* = r$ and rk = r;, and this is a minimum. Several 

minimization algorithms are currently in use for determining the minima of a 

multivariable function. The method of Steepest ~escent ' '~ is the most primitive of 

these. In a molecule with n atoms, partial derivatives of the energy are calculated 

numekcally by computing the change in energy with respect to the 3n cartesian 

coordinates individually, i.e., 

for all 3n coordinates. The coordinates are then incremented by a constant times the 

partial derivatives, i.e., 

The procedure is continued until the energy change, U,,, - UoU, is positive, i.e., the 

energy is no longer decreasing, at which point a new set of partial derivatives is 

calculated and the procedure repeated until the energy no longer decreases and a 

minimum is achieved. 

The Conjugate Gradient rnethodl10 is a more sophisticated version of the method 

of Steepest Descent in which the 'memory' of the previous step is used in calculating the 

increment added to the coordinates. The increment 6 is given by 



Where Vi is the partial derivative of U with respect to the ith coordinate and the 

subscript n-1 indicates the quantity from the previous step. 

The Conjugate Gradient method and the method of Steepest Descent are both 

fist derivative methods, i.e., they utilize the f i t  derivative to determine the magnitude 

and direction of the increment. An example of a method that employs the second 

derivative is the Newton-Raphson algorithm1". If the gradient of the potential is 

0 expanded as a truncated Taylor series about an initial starting point (xp , yp , zp, . . . z,, ) 

The vector go has been introduced to simplify the equation. The step size a can be 

written as 

or, using the relationship g(g0) = U ' (go), this can be written as 

The advantage of the Newton Raphson technique is the rapid convergence as the 

function approaches a minimum, and the secand derivatives dtow for distinction 

between me minima and saddle pints. However, for 3 system of n axoms, kl "(xo) is a 

3n X 3n matrix, and inversion of this matrix is time consuming. Most modeling 

programs therefore suggest the methd of steepest descent or conjugate gradient for 



op~mization of the initial ger,metJy, as the structure approaches a minimum, 

switching to the Newton Raphson minimization. 

As the potential energy surface becomes a function of more variables, several 

minima will occur. The problem of finding the global minimum is now complicated by 

the presence of other Iwal minima. All the methods described will optimize the input 

structure to the closest minimum.. This is the largest drawback of computational 

methods in general - there is no known algorithm for determining the global minimum of 

a muidvariable function, 

Computation of the minimum energy conformation must then proceed by 

sampling the entire conformational surface, or by selecting a starting geometry which 

presents the most chemical 'sense', i-e., one that is least hindered, or in some cases the 

geometry of known X-ray structures is used as input. Selection of a starting geometry is 

prone to bias - the alternative is calculating the energy of all the possible conformations 

arrd is impossible for even a medium sized molecule. In light of this, it is easy to see 

why limiting the degrees of freedom of a molecule is so important, and why calculations 

of the Hard Sphere type are so attractive to computational chemists. These 

approximations reduce the dimensions of the potential surface to the number of variable 

torsion angles in the oiigosaccharide. 

A common mehcd for sampling the potential energy surface is a grid search - the 

variable angles, ix., the @, \f.' and o angles are simultaneously incremented by fmed 

amounts to span the entire surface, and each of the resulting structures is then minimized. 

Figure I, I6 is a schematic 21usrration of a grid search of a hypothetical disaccharide with 

one o angle. The potentid energy is reduced to a function of three variables 

tr' = U(QP,Y,o), and fry systematically incrementing each of these, a set of structures 

spanning a three dimensionat grid is generated. A single structure corresponding to the 



gloM minimum can then be 1watt-d by minimization of each of these structures and 

comparison of their energies. 

This procedure is restricted to smaller structures. As the number of variables 

increases, the size of the increment used for each variable must also increase. but very 

soon an unmanageable number of conformations is produced. To overcome this 

problem, larger oligosaccharides are broken down into their component di- or 

trisaccharides and each of the optimized blocks is combined to form the final structure. 

Figure 1.16. Schematic representation of a grid search. 

Ttzis iipp'oach to cietmnining the minimum energy confornation of a compound 

has been applied with some success to a vast variety of oligosaccharides 7,77,%,97,112 



However, it was recognized that when multiple low energy conformations of a 

compound exist, most of the observables of the compound represent an ensemble 

average, with contributions from each conformer weighted according to its population113. 

1.5.1. Statistical Averaging 

Curnmings and Carver '" proposed a statistical mechanics approach to weighting the 

contributions from energetically accessible conformations to a particular observable. 

They proposed that the relative populations of a compound follow a Boltwnann 

distribution. Thus, if the energy of a given conformation is Ei , the population of a given 

confrmnation Pi can be calculated by 

where k is Boltzmann's constant, and T is the temperature in K. The ensemble average 

of the observable, denoted cx,, can then be calculated by the formula 

This approach has been tested on several mono-, di- and trisaccharides 13-"5. The and 

Y angles were incremented by 3-10' to produce between 14,400 and 1296 structures for 

each glycosidic link that was examined. The resulting structures were used to calculate 

ensemble average NMR parameters, namely proton spin lattice relaxation times (T,) and 

NOE values, and a good correspondence was found with the limited experimental data. 

However, the approach is limited to small molecules - it is clear that for n glycosidic 

linkages, using an increment of x degrees for the grid resolution, (360/x12" structures 

need to be calculated. Even for a pentasacchuide, with n 4 ,  t1e increment would have 

to be quite large. A~uther cansideratim is that it is often not enough te compute the 

energy of the structure. Some of the rotamers will relax, showing subtle changes in their 

mfomations to a c c o d t e  some of the non-bonded interactions. This requires that 



every structure be minimized with the torsion angles constrained to points on the surface, 

which is computationally intensive. 

In most of these studies, although the force-field is different, the approach of 

statistical averaging of conformers was retained. Many disaccharide and trisaccharide 

calculations have been performed using this method, but an indication of the limiting 

nature of the statistical mechanics approach is the paucity of calculations on larger 

oligosaccharides. 

1.5.2. Monte Carlo Methods 

A more sophisticated approach to conformational averaging employs the use of 

the Metropolis Monte Carlo'" (MMC) algorithm to calculate an ensemble of states. 

Monte Carlo simulations were first used to calculate the thermodynamic properties of 

many body systems and have recently been applied to conformational analysis of 

~arboh~drates''~~'~8. The method is based on the change in energy (AE) associated with 

a change in position (or conformation). The extrapolation of the method to 

conformational analysis is straightforward. To sample conformational states, random 

steps in and Y are taken. The change in energy AE = AE,, -mold caused by the 

change is calculated. If AEi < 0, the new conformation is accepted. If AE > 0, the new 

conformation is accepted if 

where x is a random number between 0 and 1, k is Boltzmann's constant, and T is the 

temperature in K . Therefore the number of states that will be sampled is related to the 

number of steps, the constant x, and the temperature at which the simulation is carried 

out. 



Extrapolation of these studies to structure function relationships is limited by the 

fact that most of these studies are done in vacuum. Conformational studies done in 

vacuum suffer from the major setback of not being able to mimic the hydrogen bonding 

and solvation capabilities of a solvent. Since all bioactive polysaccharides are found and 

perform their biological functions in aqueous environments, the focus of conformational 

analysis of oligosaccharides has moved towards modeling of carbohydrates in their 

solvated form. This trend has been accompanied by a subtle shift in molecular modeling 

from the study of static, low energy structures, to more flexible, conformationaIly labile 

models. In addition, the comparison of computed structures was traditionally made with 

X-ray crystallographic data, whereas now NMR data are generally ased to test the 

accuracy of the model. Since the solution conformation represents a time averaged 

structure, molecular dynamics 119-122 is used to simulate mdecular motion over a period 

of time. The dynamics trajectories are used to calculate the NMR observables. 

1.5.3. Molecular Dynamics 

If any atom in a molecule is displaced from its equilibrium position, a force will 

act on it to return it to its equilibrium position. This is the basis of molecular dynamics. 

This force F, is related tq the potential function V that is used in the dynamics 

cdculations by the equati~n 

At time t = 0, random velocities are assigned to the individual atoms using the accessible 

energy at temperature T, i.e., 



where N is the number of degrees of freedom, mi are the masses of the individual atoms, 

vi the velocity of each atom and kB is Boltzmann's constant. The position of the atoms 

can be calculated by numerical integration of Newton's equation of motion. 

Here ai is the acceleration of each atom. Using the algorithm proposed by ~ e r l e t ' ~ ~  the 

position of the atoms can be calculated by 

One of the first examples of the use of molecular dynamics to model 

oligosaccharides was published by Homans et. al. I*'. The minimum energy 

conformation of two disaccharides was determined using semiempirical (MNDO) 

calculations. These structures were then used as starting points for molecular dynamics 

simulations in vacuo at 300K. The study showed that there were limited torsional 

oscillations, of the order o f f  20•‹, about the glycosidic torsion angles, and the average 

values of the d, and Y angles showed an excellent correspondence to the N M R  derived 

structure. 

1.6. Thesis Overview 

The primary goal of this research is to model the dynamics of oligosaccharides in 

solution and provide an appreciation of their 3 dimensional structure, while evaluating 

the CHARMM force field for use on cabohydram. Chapter TI describes a procedure for 

correlation of a calculated minimum energy structure with measured NMR parameters. 

The computational procedure uses molecular dynamics, both in vacuo and in water, to 

simulate the motion and range of mobility of the molecules tested. Three disaccharides, 



a-~Mang-( I  +3)-a-D-M&?-0Me (I), ~-D-Gdp-(1 -44)-~~-Glcp-OMe (2), PD- 
GIcpNAc-( l j3)-a-L-Rhap-0-PI. (3, are u s 4  to evaluate this me~bd. Mnimz predicted 

by various force fields are used as starting points for dynamics calculations, and the 

dynamics trajectories are used to calculate time averaged TI, NOE and 3 ~ m  values 

which are compared to experimental data. 

Chapter ID( describes a combined NMR and molecular dynamics approach to 

model oligosaccharides corresponding to the Srreptococczis Group A cell wall 

plysaccharide. Two dimensional (2D) NMR techniques are used to measure NOES and 

ROEs in order to obtain quantitative interproton distances. These distances are then used 

as distance constraints to identify starting points for dynamics simulations. Dynamics 

are calculated both with and without the constraints and the dynamics trajectories are 

then used to calculate NOE (ROE) buildup curves, and average three bond coupling 

constants, 'JCKH. A comparison between the calculated and observed NOES (ROEs) is 

then performed to test the validity of the method. In Chapter IV the same method is 

applied to a heptasaccharide corresponding to a fragment of the Shigellaflexneri Variant 

Y cell surface lipopolysaccharide. 



Chapter HI 

MOLECULAR DYNAMICS AND NMR SPECTROSCOPIC 

ANALYSIS OF THE SOLUTION CONFORMATION OF 

DISACCHARIDE•˜ 

2.1. Introduction 

Force field calculations have mt with reasonable success in the prediction of 

molecular structure and properties74. Many molecular mechanics programs are now 

available, but some suffer from the setback of being best suited to reproduce a particular 

parameter, while not producing sufficiently accurate results for other important ones. 

Furthermore, some of the force fields are well parameterized for certain classes of 

compounds, but are unsuccessful in predicting the conformation of other classes. 

Obviously, the goal in the design and implementation of a force field is to provide one 

that will reproduce the geometry and experimentally observed parameters for all classes 

of compounds. 

The choice of a force field to model oligosaccharides is difficult. The HSEA 

force was specifically developed for the modeling of oligosaccharides. 

However, while providing reasonable agreement with experimental data for some 

oligosaccharides, it is generally considered an overly simplistic treatment. Information 

a h t  the behavior of the pyranose rings, for example, is not available from calculations 

performed using GESA'~. Another factor influencing the choice of a force field is the 

applicability of the force fields to other classes of molecules, i.e., to nucleic acids and 

proteins. As a result, studies on oligosaccharides have employed different force fields, 

all with varying degrees of success. 

The CHARMM force field1" has been applied extensively to calculation of 

proteins and nucleic acid structure and has been successful in their simulation. It was 



thefefore of interest to see how the p~ogam would p d o m  in the calculation of 

ni i  --aw ~~sxchzrk?e  structure. The fern of the potential. function is shown in Figure 2.1. 

The bond stretch and angle energy terms ate analogous to their MM2 equivalents, but 

lack the cubic terms. The torsion terms of MM2 are replaced by a single potential 

function. Asymmetry of a particular torsion potential is therefore reproduced by a 

combination of van der Wads, electrostatics, and torsion potentials. CHARIMM assigns 

explicit charges to atoms and uses a coulombic potential to describe electrostatic 

interactions. An additional function, not present in MM12, the improper torsion term 

maintains planarity of certain atoms. 

A requirement of any force field that will be used to model carbohydrates is that 

it reprodsce the rjiomeric and exoanomeric effects. Molecular mechanics requires 

experimental data to provide the force constants of the various terms in the potential 

function. Information about bond lengths and bond angles are easily available from 

crystal structure data, but experimental data corresponding to the energy barriers 

associated with tRe rotation around a torsion angle are seldom available. Thus, force 

fields generally rely on ab initio molecular orbital cdculations to provide information on 

conformational preferences about a torsion angle. A model compound is used to 

calculate the energy of rotamers at fixed intervals about a torsion angle, and the resulting 

energy curve represents its torsional potential. The simplest, most commonly used 

model for the anomeric 0-C-0 fragment is dimethoxymethane @MM). Wiberg and 

~urcko'" have calculated DMM at the 6-31G* level. However, a better model for 

saccharides is 2-methoxytetrahydropyran (2-OMe-THP; see Figure 2.2). Due to the 

increased number of atoms and lack of symmetry, this molecule was optimized using the 

3-21G basis set followed by single point energy calculations with the 6-31G* basis 

set145. 



CHARMM (Chemishy at HARvard Macromolecular Mechanics) - The tolal energy of 
the molecule is calculated by the equation 

EBOND - bond energy term 

EBOND = kb (r-rd2 

E B O N ~ ) ~ L E  - Bond angle energy term 

EBONDANGLE = G3 ( @ - @d2 

E v ~ w  - Van der Waals' term 
'4, Bij E ~ W = C -  12 - - 6 

j.i rij 'ij 

rij refers to the inremuclear distance between atoms ri and rj. 
Both Aij a d  Bij are constants specific to an atom tw. 

ETOR -Torsional energy term 

EELEC - Electrostatic energy term 

qi is the charge assigned to a particular atom. 
~g is the dielectric constant. 
rij is the internuclear distance between the atoms i and j. 

EIMPTOR - Improper torsion term 

EIMPTOR = Kw( a - 

Figure 2.1. The potential function of the CHARMM force fieldi2-'. 



trans, -sc trans, +sc 

Figure 2.2. Conformations of 2-methoxytetrahydropyran. 
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It was found that the axial form of ZOMe-TI  was more stable than the 

qmt~r ia!  cor;fi)madon 1-33 kcd/mol. This d u e  can 'be compared to the 

experimental value (0.89 kcal/rnol) obtained in CFCl3/CDC13 solvent (85/15) by low 

84,146 temperature NMR spectroscopy . 

The axial and equatorial anomers of 2-OMe-THP were used in order to test 

whether CHARMM would repruduce the anomeric and exoanomeric effects. 

Calculations were performed on the three low energy conformations of 2-OMe-THP (see 

Figure 2.2) using both MP43 and WABWi. The descriptors +sc and -sc refer to the 

synclinal or gauche orientation about the C-0-C-0-C units. The results of these 

calculations are tabulated in Tables 11.1 and 11.2, together with the experimental values 

for methyl glycopyranosides, and can be summarized as follows. The bond lengths 

calculated by MM3 and CHARMM are shorter than the experimental values for methyl 

a- and p- pyranosides224. The maximal difference in the bond lengths between the 

calculated (MM3 and CHARMMI values for 2-OMe-THP and the experimental values 

for the methyl pyranosides224 is 0.05 A. The bond angles from both the MM3 and 

CWARMM calculations show parallel trends to the ab initio result, but none of these 

calculations matches exactly the trends observed for the methyl a and P glycoside pairs, 

Le., a difference of approximately 2' in the endocyclic C5-04-C3 angle and 4' in the 

WC3-02 boxid angle. The maximal difference in the bond angles between the 

calculated (MM3 and CHARMM) and the experimental values 224225 is 40. 

Of the two molecular mechanics calculations, only MM3 reasonably reproduces 

the axiaVequatorid experimental energy difference in solution, CHARMM predicts the 

co~formationd preferences, btxt the magnitude of the energy difference does not coincide 

with either the experimental"*" 9or the nb initio results14s. The axial form is more stable 

than the qualorial form, but the difference in energies of the two conformers is 



calculated to be = 3 kcal/mol, which is high compared to the experimental value of 0.89 

~ c ~ o i  @.!Mi 

With regard to the exoanomeric effect, the energy difference between the two 

lowest energy conformers, i-e-, the trans, -sc and the trans, +sc confoxmations of the 

equatorial form of 2-OMe-THP, as calculated by CHARMM, is 0.83 kcalfmol, which is 

low compared with the ab initio result of 2.82 kcalfmol, as well as the MM3 calculated 

energy difference of 2.84 kcal/moI. The free energy AGO for 2-OMe-THP has been 

shown to result mainly from the AS0 component, the enthdpy, AH", being approximately 

zero2". Praly and ~ e r n i e u x ~ ~ ~  have attributed this to specific interactions between the 

solvent and the solute. It is clear that solvent interactions play a significant role in this 

equilibrium, and thus, parameterization of a force field to match either gas phase 

experimental &a or rztr initio data may not present the best solution. It is also 

noteworthy that Tvaroskii has shown, by means of ab initio calculations including the 

electric field effects, that the trans, +sc conformation is closer in energy to the trans, -sc 

conformation than predicted on tfie basis of the previous ab initio calculations228. 

Given ttre fact that no one force field matched the experimental data, and given 

that CHARMM was one of the programs available that could calcdate the molecular 

dynamics trajectories of compounds in water solvent, it was decided to proceed with 

cdculations based on the CHARMM force field. The compounds considered are of 

fixed configuration, and &us the irreprobucibility of the experimental axial-equatorial 

energy difference wil l  not affect the outcome of the calculations. However, the minor 

differences in geometry caused by torsions about the exocyclic C-O bonds will affect 

bdiUL.1 inm ring arid inter rirmg NOES. in order to assess the severity of these effects, a 

mnoschaide, m&yI ~Dmwicpmoside, was optiinized using Wi CIIARMM 

and PUIM3, and NOES were calculated for both structures with a program that utilizes a 

complete relaxation mask (see experimental). The endocyclic 0-C-0 bond angle, 

54 



which showed the greatest variation in the earlier comparison of 2-BMe-TPZP was 1 13.z0 

in the srnwmre optin~ized *-tl MM3 md 1 in t!!e smcm- opt;i~Jz& with 

CHARNM. A change in this angle will have the largest effect on the distances between 

the H1 and H5 protons of the ring. However, the largest variation (15 5%) was observed 

in the H5-H3 NOE, which falls within the experimental error (Table 11.3). The variation 

in geometry will thus be undetectable by NOEs. 

Table 11.3. Calculated NOEs for methyl a-I3-mannopyranoside optimized with 
C K A m  and m3. 

A. NOEs upon saturation of HZ. 

H1 H2 H3 H4 W H6 K6' HMe 

CMARMM 0.18 0.04 0.00 0.11 0.00 0.00 0.03 

MM3 0.18 0.03 0.00 0.13 0.00 0.00 0.03 

B. NOEs upon saturation ofH.5. 

Molecular dynamics represents an alternative to statistical averaging. The 

conformation corresponding to a local or global minimum can be used as the starting 

structure for the dynamics calculations. Once the global minimum has been identified by 

scanning the confornational surface using a grid search, which can be performed using a 

fairly large increment, dynamics simulations can be used to model the behavior of the 

compound near the minimum. Ideally, the distribution of conformations should cover all 

the accessible states within &e potential energy well, and when multiple minima exist 



the dynamics should sample the different populations. This would afford the same 

correlation between the independent variables, i.e., the Qz, Y and w angles, as statistical 

averaging, and is far less computationally demanding. 

We proposed to use molecular dynamics to simulate accessible energy states, and 

compare certain NMR parx::ters, namely, proton NOES, Tls, and the interglycosidic 

coupling constants, 3~CH, calculated from the dynamics trajectories to those 

experimentally observed. Three disaccharides - a-D-Manp-(l+3)-a-D-Manp-(1 + 

OMe) (I), P-D-Galp-(14)-P-D-Glcp-(l+OMe) (2) and FD-GlcpNAc-(l+3)-a-L- 

Rhap-(1 --+Oh) (3) - were chosen as molecules with which to test this method. These 

compounds are shown in Figure 2.2. 

The disaccharide a-D-Manp-(lj3)-a-D-Manp-(1 jOMe) (1) corresponds to an 

important branch point in the family of N-linked high-mannose cell surface 

oligosaccharidesl. Consequently, this compound has been the subject of several studies 

and there is substantial experimentall~"' and computationalg2*' 15~124~126-'35 data, 

available with which to compare the results obtained from any further study. Similarly, 

~~-Galp-(l+4)-~~-Glcp-(l+OMe) (2), commonly known as methyl-P-D-lactoside, 

has also been investigated at great length136142. Although the 'H NOE and Ti data are 

limited, studies on specifically "c-labeled methyl-&~-lactoside'4' have yielded the 'J,, 

values, which provide another point of comparison. The disaccharide P-D-GlcpNAc-(1 

+3)-a-L-Rhap-(I +OPr) (3) is a fragment of the Sneptococcur Group A cell surface 

polysaccharide. This organism is a major focus of ongoing research in our laboratory, 

and thus presented an excellent starting point for the study of larger oligosaccharide 

hgments of the Group A polysaccharide. 



2.2. Research Objectives 

The objectives of this research project are to: 

1) Test the ability of the CHARMM force field to model oligosaccharides by 

calculation of the three disaccharides and comparison of the results with NMR data 

and results obtained using other force fields. 

2) To develop a protocol to model oligosaccharides using molecular dynamics 

simulations, and to determine the validity of molecular dynamics as a procedure for 

conformational averaging. 



Figure 2.3. 
The three disaccharides ~-BManp-(1+3)-a-&Manp-(l +OMe) (I), p-D-Galp-(1+4)- 

~ ~ G l c p - ( l 4 E v l e )  (2) and &D-GlcpNAc-( l +3)-a-L-Rhap-(1 +OR) (3). 



2.3. Experimental 

2.3.1. Computational 

Computations were performed on an SGI-4D25 using QUANTA"', a commercially 

available graphics interface to CHARMM. The version of CHARMM used in this study 

was charmm2lr2, with the standard parameter set PARM30. 

23.1.1. Molecular Mechanics Calcuiations 

In addition to the Q[, and Y and o angles, it is convenient to define one other 

torsion, the 8 angle, which corresponds to the H2-C2-N-H angle of the N-acetamido 

group in the GlcpNAc. In compounds 1 and 2, in order to avoid ambiguity between the 

two o angles, 0 1  is defined as the angle of the aglycon, and 02  is the torsion of the 

nonreducing ring. The ol and 02  have local minima in each of the gg, gr and tg 

conformations. The conformations of the disaccharides are referred to as, for example, 

grgt, where the first two letters correspond to the of angle, and the second two letters to 

the 032 angle. 

To locate the global minimum, the following strategy was adopted for each of the 

disaccharides. Initially, 9 starting conformations, corresponding to the local minimum of 

each pendant primary hydroxyl (and in the case of the GlcpNAc, the N-acetamido) group 

were generated. Each of these rotamen was then used as a starting structure in a grid 

search where the Q, and Y angles were incrernented simultaneously by 30". This is 

exactly equivalent to simuitaneously incrementing the 0, Y angles by 30' and the 61 or 0 

angles by f 20". In t a d ,  144 x 9 smcriues were generated as starting points in a 4 

dimensional grid. The mezhyl and propyl aglycons were placed in the respective local 

minima in accord with the exoanomeric and were not varied. 



The 144 structures in this grid were completely minimized using the Powell 'lo 

algorirhm till the gradient of the force was c 0.0001 kcal/(mol A). The minimum energy 

structure was selected and a relaxed map was calculated by incrementing the <O and Y 

angles in 10' steps to produce a total of 1296 conformations, which were minimized with 

the QZ and Y angles constrained to their initial values. Contour maps and percentage 

maps were calculated from the results of this calculation. Percentage maps were 

calculated using the relationship described in equation 1.65, 

2.3.1.2. Molecular Dynamics Simulations 

The minimum energy structure from the grid search was selected and used as an 

input structure for molecular dynamics simulations, which were calculated in vacuo and 

in a water box of 15 A dimension. For the simulations in H20 the structure was centered 

in the water box and reminimized. Dynamics simulations were performed using the 

verlrtn3 algorithm. The protocol followed for a dynamics simulation involved 4,980 

steps of heating from 0 K to a final temperature of 300 K. Heating was followed by 

10,000 steps of equilibration to achieve constant temperature. The dynamics simulation 

was then run for 1E),000 to 30,000 steps with a time step of 1 fs for the numerical 

integration and coordinates output every 10 fs, resulting in dynamics trajectories of 

10-30 ps. Dynamics simulations of 3 were carried out for longer periods of 100,000 

200,000 and 300,000 steps (100,200 and 300 ps), and no transitions were observed 

bemeen he various minima The coordinates from the dynamics simulations were then 

input into programs (see Appendix) to calculate the NOE, 7'1 and 3~c, values, thus 

averaging the parameters. 



GESA cdculations were pxfmned both without and with the DPO option to 

include explicioy the Burken torsional term for the exoanomeric effect. The minimum 

energy structures obtained from the GESA and MM2 calculations were used as starting 

structures for dynamics simulations with CKARMM after the <f, and Y angles were 

constrained to the input values. NGE, TI and 3 ~ , ,  values were calculated as described 

previously. 

2.3.13. Calculation of T,s and NOES 

NOES and Tls were calculated using programs written by Chris Schafmeister 

(See Appendix). Four principle assumptions were made. 

Relaxation occurs primarily through dipole-dipole interactions and contributions 

of other pathways are negligible. 

A single rotational correlation rime zc is assumed, i.e., the molecule tumbles 

isotropically with no preferred axis. 

The rotational correlation time z, is of the order of lo-'' s for the molecules 

studied. 

Exchangeable hydrogens do not participate in the relaxation process. 

For each of the 1,000-3,000 frames generated by the dynamics simulation, the distance 

rij between protons ri and rj (i # i) was calculated, and the average r,;6 value, i.e. 
1 1  -zT, where n is the number of dynamics frames, was computed. TI s were then 

i#j 

calculated by the 

where 

'ij 
is the internuclear distance between protons i and j. 

% is tfie isompic rotational correlation time. 

Po is the magnetic permeability of free space. 



Y is the proton gyromagnetic ratio. 
Rs is the relaxation rate due to other mechanisms 
h is Planck's constant divided by 27c. 

NOEs were calculated using the equations defined by Noggle and ~chirmer ". The 

enhancement of proton Hi on saturation of H, denoted as f(i, s), can be calculated by a 

coupled set of equations, 

1 
here, Ri = - of proton i, and 

T 
at,i is the crass relaxation rate between H k  and Hi which is given by 

These equations were solved using Gaussian elimination by e program which 

incorporated a subroutine taken from the M S L  (hernational Mathematics and 

Statistics) library. 

In order to test the program, single point calculations of methyl a-D- 

mannopyranoside and methyl P-D-manopyranoside were carried out, The results were 

then compared to previously published experimental results and are presented in Table 

fI.4. The observed values in each Table were obtained from Brisson et. d l z .  When 

calculating the T1 and NOE values, the following constants were used: r,=0.5~10-~0 

seconds, wg = 360 MHz, Rs = 0.03 (also obtained from Brisson et. al.lz). 

Table E.4. Calculated and observed NOEs and Tls for methyl D-mannopyranoside. 

A. Calculated and observed Tls (s") for methyl a-D-mannopyranoside.' The average 
error for the observed values is f 10%. 



Table D.4. (Continued) 

fl. Cdculatd and o b s e ~ d  abss!.~te NOES for methy! ~~-~-i~i&iiifrp)~&^t~~i& NOES 
upon saturation of HI. The average error for the observed values is 320%. 

HZ H2 H3 H4 H5 H6 H6' W e  

Obs 0.13 0.03 

Calc 0.22 -0.03 0.01 0.01 0.00 0.00 0.03 

C. Calculated and observed Tls (s-') for methyl P-D-mannopyranoside.' The average 
error for the observed values is 210%. 

Calc 1.46 2.28 1.94 2.84 1.60 0.60 0.60 1.30 

D. Calculated and observed absolute NOEs for methyl P-D-mannopyranoside upon 
saturation of H 1. The average error for the observed values is 320%. - 

H1 H2 H3 H4 H5 H6 H6' H M e  

Obs 0.15 0.08 0.02 0.15 0.05 

Calc 0.18 0.04 0.00 0.13 0.00 0.00 0.03 

E. Calculated and observed relative NOEs (/HI) for methyl-P-D-mannopyranoside upon 
saturation of H2. 

H1 H2 H3 H4 H5 H6 H6' HMe 

Obs 1 1.6 0.3 -0.6 0.4 

Calc 1 1.39 0.05 -.23 0.00 0.00 0.00 

F. Calculated and observed relative NOEs (/f-Il) for methyl-P-D-mannopyranoside upon 
saturation of H5. 

Calc 1 -0.3 1 0.95 0.46 0.39 0.07 -0.01 



The calculated values of both Ti arid NOE also match those that were calculated 

using &I:: fu!!-relaxzdm NOE program that is pwt af the GGESA program. Silailai values 

have been calculated by Brisson and The calculated NOE's also display the 

"three spin effect", as indicated by the negative NOE calculated for H2 on saturation of 

H5 in methyl P-D-rnannopyranoside (Table II.3F). 

2.3.2- NMR 

Sample Prepardon: The samples (5 mg) were dissolved in 99.98% D20 and 

lyophilized five times, followed by five freeze tbaw cycles under vacuum to remove 

dissolved oxygen. The tubes were then sealed under vacuum. All NMR spectra were 

recorded on a Bruker AMX spectrometer operating at a 'H frequency of 400 MHz. 

Experiments were conducted on samples of the P-D-Galp-(1-4)-P-D-Glcp-(l+OMe) 

(2) and P-D-GIcpNAc-(1+3)-a-L-Rhap-(I +Wr) (3) prepared by Dr. Jose Marino- 

Albemas and Dr. Keny Reimer 14', respectively. PD-Galp-(l+4)-PD-Glcp-(l+OMe), 

'3~-labeled selectively at the anomeric carbon of the glucose ring was a gift from 

Dr. A. S. Serianni 

Tls were measured using a standard inversion recovery (180 - z - 90 - Acq) 

sequence. The data were then fit to the equation 

Mz(t) = Mo eC ' '1) 

using a three parameter fi; with software provided by Bruker. Steady state NOE 

experiments were performed in the difference mode on non-spinning samples in order to 

ensure good subtraction of the FIDs. The frequency of irradiation was moved alternately 

from the resonance to be saturated :o 7,000 Hz upfield from the center of the spectrum, 

and the FIDs were subtracted from each other. Typically, 1,024 transients were recorded 

far each irradiated resonance. 



2 4. Wesuits and Discussion 

The @ and Y angles and the two o angles subtended by the primary kydroxyl 

groups of both mannose rings present four variable angles in the mannobioside a - D -  

Manp-(lj3)-a-D-Mmp-(1 +QMe) (1). 

The results of the grid search for compound 1 are shown in Table 11.5. The 

lowest energy skcture from the grid search was then selected. initially, the grgg 

conformation was found to be the lowest in energy. Further manipulation of the torsions 

about all the hydroxyl groups yielded the grgr conformation as the global minimum. 

Table II.5 lists the lowest energy structures resulting from each starting conformer. 

Figure 2.4. The four variable angles, @, Y, 0 1  and 0 2  of 
a-D-Manp-(I +3)-a-D-Manp-( l +OMe) (1). 



Table 11.5. Relative energies of the minimum energy conformations of a-D-Manp-(l+ 
3)-a-D-Manp-(l+OMe) (1) obtained from a grid search. 

Structure @ YI' w l  02 Relative 
Energy 

(kcai/mol) 

Table 11.6. Comparison of the minimum erlergy structure of a-D-Manp-(lj3)-a-D- 
Manp-(l+OMe) (1) calculated using CHARMM with the minima cZerived from other 
molecular mechanics methods. 

Method !P 01 0 2  

CHARMM -29 5 1 46 42 

c q m l  sl~~~nueb - -65 

C I Y S ~  StructureC -57 -19 66 8 1 

a Calculations performed using the Burkert dipole term to include the 
exo-anomeric effect. 

b Methyl a-~manno~~rmoside"3.  



Although the gtgg conformation is only 1.47 kcaVmol higher in energy than the grgr 

conformation, the 6, and -YI angles of the two conformations are the same, and no 

difference would be observed in the intra-ring NOE nor the 'J,, values. 

A comparison of the @, Y, w l  and 0 2  of the minimum energy conformation of 

a-~Manp-(I+3)-a-D-Manp-(1-OMe) (I) obtained using various force fields shows 

some similarities in the potential surface predicted by the various force fields. The 

minimum energy structure calculated using the RSEA program'26 without the explicit 

inclusion of the Burkert dipole term to reproduce the exoanomeric effect has a UI angle 

of -10•‹, which differs from the results of the other force fields used. 

Dynamics simulations were performed for the minimized structures as described. 

The contour plot of the percent distrib~tion calculated by molecular mechanics and the 

scatter plot illustrating the distribution of conformations sampled during a 10 ps 

dynamics simulation are illustrated in Figure 2.5. The dynamics trajectories are centeed 

around a a, Y angle of 0, -50, whereas the percent map shows a maximum at the 

cdculated global minimum of (a, V) -29,5 1. This is due to the fact that the dynamics 

simulations are done in H20, which disrupts any stabilizing H bonds that occur in the 

vacuum calculations. The relaxed map indicates a small percentage centered at 4, Y 

angles of -140•‹, -loo, and examination of these anformations reveals that this 

population results from a structure which has the non-reducing mannose ring in a half 

boat confomtion, Since there is no experimental evidence to c o n f i i  ahis, this result 

was considered to be erroneous and was not included in the calculations. 

More recently, Carver et. al.I4' have performed molecular dynamics simulations 

of cr-~Maryl-(l+3)-&~-Manp-('i+OMe) using CHAWvF4 with a force field modified 

for carbohydrates, the PEF422 force The results of dynamics simulations 

cdculated using this set of parameters have been consistently shown to l e d  to more 

flexibility than the standard parameter sets, as evidenced by ringflips to the 'Q 



conformation during the dynamics simulation of a -~-~ luco~yranose '~" .  Increased 

internal notion is observed in the simulation of the mannobioside, and the dynamics 

trajectories show transitions between two distinct conformatio~;s. Although measured 

NOES and Tls at different field strengths provide some evidence for these internal 

 motion^'^', it is difficult to quantify the extent to which they occur. No such transition is 

observed in the dynamics simulations calculated using the standard force field. The 

discrepancy is evidently caused by the different magnitudes of the force constants. 

Metropolis Monte Carlo (MMC) simulations of 1'17 carried out using the HSEA 

force field show a distribution around the global minimum of -SO0, -10". The 

conforrnational space smpied is similar in dimensions to that observed from molecular 

dynamics simulation cari-id out with the PARM30 force field, and grows more diffuse 

with increasing temperature. 

Figure 2.5, A) Plot of the molecular dynamics trajectories in H20 and B) Percentage 
map illustrating the population distribution of a-D-Manp-(1+3)-a-D-Mq-(1 +OMe) 
(1): 





Figure 2.7. NOE contacts observed in a-D-h4anp-( 1 -3)-a-D-Manp-(1 +OMe) (1)'z6. 1) 
H2'-H5 2) H1 -H3' 3 j H 1-H4'. 

Table I1.7. A comparison of the relative NOES observed experimentally and calculated from 
the dynamics trajectories of the minimum energy structures of 1. 

Saturated Obsen7ed Experimental and Calculated NOES 
Proton Proton 

 EX^.'^^ CESA~ w CHARMM CHARMM 
in HzO 

H1 W=f) 1 .o 1 .o 1.00 1.00 1.00 
H2' 0.0 0.03 0.29 0.1 1 -0.1 1 

H3' 1 .0 (3.87 0.97 1.20 1.08 
Pi4 0.1 0.1 1 -0.06 0.08 0.00 

H2' Ml'(rcf) 1 .o 1.00 1.00 1 .MI 1.00 
H3' 0.9 0.73 0.53 0.74 0.82 
H5 0.6 3.97 0.13 0.18 0.85 

%ESA minimum energy structure calculated without the Burken dipole term. 



The high degree of overlap in the MAR spectrum of oligosaccharides limits the 

availability of experimental data. Figure 2.6 illustrates the problem. Only five of ihe fifteen 

protons are well separated enough from the rest of the spectrum such that their Tls can be 

measured. There is a good fit between the experimental data available and the Tls cdculated 

using the dynamics trajectories of the various structures. This is shown in Figure 2.6. 

However, as the figure illustrates, the major divergence between the Tls cdculated for all the 

structures occurs at H4 of the nonreducing mannopyranose ring. A variation of almost 1 s 

between the calculated TIS is observed at this proton, a difference which could possibly 

distinguish between the structures and help determine which is closer to the actual 

conformation. Unfortunately, since the chemical shift of the proton in the NMR spectrum 

was unresolved, no T1 could be measured for this proton. 

The NOEs calculated for the minimum energy structures obtained from the various 

potential energy calculations are compared with the experimental NOES '26n128 in Table 11.7. 

Relative NOEs, i.e. the ratio of two NOEs is used for comparison, as suggested by Brisson 

and Carver lZ6, since a ratio would be less affected by the errors introduced experimentally. 

The intra-ring HI-FI2 ci-oss pe&s are used to calculate the relative NOEs, since these are the 

least conformationally dependent. There has been much discussion about the conformation 

of a-D-Manp-(l+3)-a-~-M~p-(l +OMe) (1). Brisson and Carver 126*128 reported 

obsewing NOEs between the proton pairs H2'-H5, H1-H3', HI-H4', and H1-ED' (here the 

prime refers to the aglyconic mannopyranose ring; see Figure 2.7). Controversy arose about 

the existence of certain critical intra-ring NOEs. The presence of the H2'-H5 peak was 

disputed by Homans et. al. However, the observation of this peak in a selectively 

deuterated rnannobio~ide'~~ effectively demonstrated that the HZ' of the aglycon is in close 

proximity to the H5 of the nonreducing ring. 

This evidence seems to support the conclusions of Brisson and Carver. The existence 

of both the H 1 -H4' and the H2'-H5 cross peaks, in conjunction with the absence of an H 1-H2' 



cross peak would seem to indicate that both the ib and Y angles are negative, as proposed. 

The structure cdculated to be the minimum energy conformation using the HSEA progrim, 

with Qr and Y angles of -5OU, -10" respectively, places the Ml within 3.5 A of the H4' and the 

H2' 2.5 A from H5. The minimum energy conformations calculated using CHARMM and 

the various other force fields place these atom pairs much further apart. In addition, in the 

C H A R M .  structure, the HI-H2' distance is ~ 3 . 0  A, which would produce a large NOE. 

This is not observed experimentally, a result that is consistent with the HSEA structure in 

which this &stance is > 4.0 A. 

The calculated NOE values for the various minimum energy structures reflects this 

incomistenzy. In most cases a non zsro NOE is calculated between the f l l  and W2' protons. 

The MOE values calculated using the HSEA smcrurt: account for the HI-H4 cross peak, 

with a negligible NOE (3%) between the HI-H2' pair. However, the H2'-H5 distance is 

greatly exaggerated, as indicated by the calculated relative NOE of 97%, ctjrnpared to the 

experimental value of 50%. 

The analysis of the J5$ and J5 6. coupling constants'27 indicate an approximately 

50 : 50 ratio of the gt and gg rotamers for both mannopyranose rings. Table H.5 shows that 

the ratio of these conformations is not reproduced by the C m R M M  calculations. 

The HSEA minimum is identical to one of the minimum energy conformations 

predicted by CHAMM, namely the gggg conformation (Table 11.5). This conformation is 

3 kcaVmol higher in energy than the global minimum and is the only structure significantly 

different from the rest of the minima. A comparison of all these minima reveals one 

significant difference between the mifiimurn derived from the gggg conformer and the other 

minimum energy conformers, namely the hydrogen bonding. The gggg minimum has only 

two intra-ring hydrogen bonds, one ktween the ring oxygen (05) and the hydroxyl proton of 

06, the primary hydroxyl group, of the nonreducing ring, and the other in the aglycon 

between the 2'-hydroxyl proton and the ring oxygen. Every other minimum energy 



conformation of the mannobioside listed in Table I1.5 rex~eds a hydrogen bond from the 

glycosidic oxygen to the 2'-hydroxyl of the aglycon, effectively fixing the Y angle. A 

positive Y! angle causes rotation of this hydroxyl group, placing the 2'-hydroxyI proton distal 

fiom this oxygen. n i s  is one example of inter-residue H-bonding that could account for 

artificially low energies for certain structures. An inter-residue H-bond between the 2 

hydroxyl group of the reducing mannopyranoside and the 0 6  of the adjacent ring has been 

proposed by Homans et. ail3'. It is interesting to note that the minimum energy structure 

predicted by GESA with the explicit inclusion of the dipole term, is exactly equivalent to the 

minimum predicted by CHARMM (Table I1.6), and that CHARMM, without the electrostatic 

term, predicts a minimum energy conformation similar to the HSEA and GESA minimum 

(data not shown). 

Molecular dynamics simulations with the explicit inclusion of solvent may overcome 

this intramolecular H-bonding, as reflected in the results of the molecular dynamics 

simulation in H20, in which the a, Y angles move toward the HSEA/GESA minimum 

(Figure 2.5). The NOEs calculated from the trajectories of the simulations of the 

mannobioside performed in H20 best reproduce the experimentally observed NOEs, except 

for the enhancement of H4' when HI is saturated, which is calculated to be 0%. 

These results indicate that the inclusion of H-bonding in CHARMM can lead to 

minimum energy structures that may not be represented in solution. Furthermore, since 

C H A R M  occasionally prduces anomalous structures, the results of any calculation 

performed with CHARMM must be carefully analyzed to exclude such results. 



The four variable angles and the numbering used as reference in P-D-G2lp-(I -+ 

4)-P-D-Glcp-(1jOMe) (2) are shown in Figure 2 3 .  

The results from the grid searches of the nine starting conformations, 

corresponding to the local minima of the primary hydroxyl groups, are listed in 

Table 11.8. Several of the structures converge to the same minimum. Three of the 

starring structures - the ggrg, rggg and tggr conformations - produce minimum energy 

structures that have different conformations about the o angles. The global minimum 

as calculated by CHABMM occurs at @ ,Y angles of 163", 6". This structure is 

stabilized by two inter-ring H-bonds, one formed between the 0 6  of the glucose ring 

and the 6-hydroxyl of the galactose, and the other from the 3-hydroxyl of the glucose 

to the 0 2  of the galactose. By examination and arrangement of the hydroxyl groups, a 

lower energy minimum is obtained with 0, Y angles of 161" and 6" and ol, 0 2  angles 

of -47" and 55", respectively, corresponding to the gggt conformation. A torsion 

search with simultmeous increments of the <B, Y ,  ol and 0 2  angles confirms this to be 

the minimum energy conformation. 

Figure 2.8. The four variable angles, @, Y, ol and 02  of 
Po-Galp-( 1 +4)-PD-Glcp-(1 +OMe) (2). 



Tabfe IL8. Relative energies of the minimum energy confornations of PD-Galp-(1- 
4)-PD-Glcp-(l+OMe) (2) obtained from a grid searcn, 

-- 

S tnrcture @ Y a d  a2 Relative 
Energy 

Table 11.9. Comparison of the minimum energy structure of P-D-Galp-(l+4)-P-D- 
Glcp-(l--+OMe) (2) calculated using CHARMM with the minima derived from other 
molecular mechanics methods. 

Method 

GESA 56 -4 72 50 

G E S A ~  34 2 72 50 

MM2 ( 8 ~ ) ' ~ ~  24 -59 gg gt 

MM2 (84) 172 0 gg gt 

MM3 44 -54 gg gt 

CHARMM 161 6 -47 55 

CHAIWM 48 4 64 68 

~rystal structured 49 -12 72 50 

a. Calculations performed using the Burken dipole term to include the exo- 
anomeric effect. 

b. CKARMM calculation performed using all energy terms. 
c. CMARMM calculation performed excluding electrostatic terms. 
d, P-Dgalactopyranosy 1-(1 -4)-P-D-glucopyrmoside lS2. 



Unlike the mmnobioside, which seems to exhibit only one minimum energy 

conformation with the CHARMM force field. there are several minima obtained far h e  

lactoside. The second lowest energy structure, with @ and Y angles of - 18", -28" has no 

intra-ring H-bonds. Both the gt?g and the tgtg conformations, with a, Y angles of 33", 

172" have inter-ring H-bonds. In order to understand the role of H-bonding in 

deternlining the minimum energy confmmations, it is of interest to ascertain the 

minimum energy conformation without H-bonding. Unfortunately, CHARMM does not 

hzve an explicit H-bonding term, and the entire electrostatic potential has to be "switched 

off'. This may serve to defineate the potential energy surface solely due to steric 

interactions. We recognize that this procedure drastically alters the net force field. 

However, the procedure is used only to provide a starting point for the dynamics 

simulations. The minimum energy structure thus derived has a, Y angles of 48" and 4". 

During the dynamics simulations, this structure is placed in a water box and the 

dynamics trajectories are calculated utilizing the entire force field with all potential 

functions. This procedure should serve to minimize intramolecular H-bonding and 

allow the hydroxyl p u p s  to interact with the solvent. 

The minimum energy conformations predicted by the different methods are listed 

in Table 11.9. The minimum energy structure calculated using GESA and that predicted 

by CHARMM without electrostatics are equivalent. A comparison of the several minima 

predicted by the various programs, i-e., GESA, MM2, CHARMM indicates that all of the 

methods locate common minima. Extensive research on methyl P-lactoside and its 

analogs has been carried out using a combination of the HSEA and MN12(85) potential 

functions 136n137. A grid search was performed using HSEA, and minima thus located 

were then optimized using MM2. Four of the six minima in this study have structures 

similar to those predicted using the combined H S E W 2  approach. However, the 

global minimum predicted with the latter calculations, with 9, Y angles of 24" and -59" 



x-qxmively, dws not have an. analogous structure predicted by CHAIUMM. The 

CHARMM g!nbd minimurn has @, Y ang le  of f 61" and Go, respectively. 

The results of the moleculzir dynamics simulations are compared with the 

percentage distributions as calculated u s i ~ g  relaxed maps from molecular mechanics 

calculations (Figure 2.9). The two plots are almost supexirnposable, indicating that the 

dynamics samples the accessible conformational space. 

Figure 2.8. A) Scatter plot of the molecular dynamics trajectories in H28 and 3) 
percentage map illustrating the population distribution of P-D-Galg-(l+.Qj-P-D-Glcp-(1 
-+OMe) (2). C) & D) Calculations as in A) and B) without the electrostatic term. 
Average temperature during the dynamics simulation was 280 K. 



Tls were calculated from the dynamics trajectories of the various structures. A 

correlation time of 120 ps was used 139.140 . A cornparism of the ciilcdated T ~ s  

(Figure 2.10) with those experimentally obtaiced shov ; a remarkable correspondence. 

Consideration of the differing geometries of all the structures indicates the relative 

insensitivity of the Tls to the conformation. However, there is a major divergeilce in the 

experimental T1 and that calculated for the H2 of the galactose in the minimum energy 

structure predicted by CWARMM. Examination of the various conformations shows that 

variation of the a, Y angles does have the largest effect on the proximity of this proton 

to the ring protons of the glucose residue. In the CHARMM smcture (a, Y 16Q0, 6") 

the H4'-M2 distance is < 2.5 A, and in the GESA structure, this distance is > 4.0 A, 
effectively isolating H2. Thus, cross relaxation between H2 and the other protons would 

be minimal, and this would account for the long T1 calculated from the GESA structure. 

The 'H specrmm of 2 is shown in Figure 2.12. It can be seen that the chemical 

shift of several key ring protons, i.e., H3', HLO', H5' and M3, overlap, making it difficult 

to observe and quantify NOES. In addition, the two anomeric protons have very similar 

chemical shifts, complicating selective excitation. In order to overcome this problem, 

~-~-Galp-(1+4)-~~Glcp-(I+OMe) selectively 13C-labeled at the anomeric carbon of 

the glucose ring was used. The large JCH between the labeled carbon and the anomeric 

proton results in the HI of the glucose k ing  split into a doublet, thus removing the 

overlap with the HI of the galactose. The results of a difference NOE experiment are 

shown in Figure 2.12. The negative peaks in the spectrum are due to residual saturation. 

A normal spectrum was multiplied by a suitable factor and added to this spectrum to 

negste the effect of the presaturation on the integrals. Tile spectrum illustrates the 

obstacle presented by the overlap between the H3, W', H5' a ~ d  to a certain extent H2 

chemical shifts. Effsrts to decunvolute the spectrum were unsatisfactory and hence the 

H3', H4' and H2 NOES had to be integrated together. 



The presence of a smng PJOE between HI md H4' excludes the structure 

predicted by CHARMP/I with cP, YI angles of 160•‹, 6" as the major conformation, as this 

would not place the two protons in close proximity. A second interesting feature of the 

spectrum is the presence of an NOE betwecn H1 and both H6h and H6's. Observation 

of these peaks rule out the MM2 minimum, since this conformation will not bring these 

proton pairs within 3 A. The coupling constants J5,6S and J5,6R of the glucopyranose are 

2.3 and 5.2 Hz respectively and correspond to an approximately 1 : 1 ratio of the gg and gt 

conformations. For galactopyranose the values are 4.0 Hz for Js,a and 8.2 Hz for J5,rn 

which are consistent with a predominace (> 70%) of the gt rotamer for this 

residue 136.137*'41. NOES calculated from the dynamics trajectories of the MM2 and 

C H A R M  minimum energy conformations, and calculated using a weighted average of 

HSEA structures are compared with the experimental results in Table 11.10. The NOES 

calculated using the dynamics trajectories of the structure first minimized without the 

electrostatic term show the best correlation to the experimental data. 

hterglycosidic CH coupling constants (3~c,) have been determined both by 

selectively labeling the C1 and C4' atoms1", and more recently, at natural abundance by 

inverse detection I"'. The 'J,, values observed are 4.0 Hz between H1 and C4', and 

5.1 Hz between Cl and H4'. Due to the sinusoidal nature of the relationship between 

torsion angle and coupling constant, there are four possible angles corresponding to a 

single % value. The observed values of 4.0 Hz and 5.1 Hz thus correspond to values of 

f WO/ f 33" and f l48"l f 17" for @/Y. Q, angles of f 137" and Y angles of f 148" orient 

the two rings with considerable steric interaction, and are thus unlikely to occur in 

solution. The values 33"/17" would best correspond to the GESA structure (34"/2" for 

@ff 1. 





Figure 2.1 3. NOE contacts observed in P-~-Galp-(l44)-P-~-GIcp-(l +OW) (2). 1) 
HI-H4' 2) HI-HBh 3) H I - H Q .  

Table H.10. A comparison of the observed relative NOEs (120%) and those calculated 
fiom the dynamics trajectories of the minimum energy structures of 2. 

Saturated Observed Experimental and Calculated NOES 
Proton Proton 

Experimental GESA MM2 CHARM CHARMM 
in H20 in ~ ~ 0 "  

aThe starting structure for the dynamics was the minimum energy conformation obtained 
after minimization with the electrostatic tern off. 

3 

The NOE data, in conjunction with the 3-, and T, values, seem to indicate that 

the predominant conformation in solution has interglycosidic @M angles of 50•‹/4" 

(i2O0), corresponding to the conformation predicted by CHARMM when the 



electrostatic term is switched off, which is essentially the same as the GESA minimum 

energy conformation. This shows some similarity to the geometry of the crystal 

structure of P-lactoside in which the O and Y angles are 49" and -12' respectively. 

Figure 2.12. A) 'H NMR spectrum of PD-Galp-(1 +4)-PD-Glcp(1 +OMe) (2). B) 
1 H NMR spectrum of & ~ G @ - ( 1 4 ) - p - ~ - G l ~ p - ( l  -+OMe) "c-labeled at the anomeric 
c&n of the glucose. C )  NOE difference spectrum of the selectively labeled 
compound. 



Figure 2.13. The two 3~COCH coupling constants observed in the compound p-~-Gdp- 
(1 +4>-p-D-Glcp-(I 48Me) (2). 

Table II.11. A comparison of the observed 3~COCH and those calculated from the 
dynamics trajectories of the minimum energy structures of 2. 

Met hod 

G E S A ~  
MM2 (85)136 
MM2 (87) 
MM3 
CHARA~M~ 
mmd 
Crystal Structuree 
Experimen td 141.142 

a. Calculations performed using the Burkert dipole term to include the exoanomeric 
effect. 

b. The MM3 and PuaM2(87) are single point cdculations, i.e., no dynamics 
simulations were run. 

c. CHARh-IM ealc-rllation performed using all energy terns. 
d. CHARMA4 calculation performed excluding electrostatic terms. 
e. ~~-galactopyranosy~-(~-4)-~-~-~~uco~yranoside~~~. 



The disaccharide 3 differs from the compounds 1 and 2 since the aglyconic 

monosaccharide does not possess a primary hydroxyl group and the terminal aglycon is s 

propyl group. The @, Y angles, along with the o angle of the GlcpNAc unit represent 

three variable torsions. In addition to these three angles, the orientation of the acetando 

group, which can be specified by the H2-C2-N-H angle, defined as the 8 angle (see 

Figure 2.141, can potentially influence the conformation. Thus, there are four angles 

which must be simultaneously varied while performing a grid search. The three 

rotamers of the 8 angle are defined as plus gauche (pg) when the 8 angle is between 0" 

and 120•‹, minus gauche (mg) when the angle is between O0 and 128' and trans (tr) when 

the angle is between 120" and -120•‹. Thus, the conformations corresponding to the local 

minima in which the o angle is 60" (gt) and the 8 angle is 60" (pg) can be referred to as 

the gtpg conformation, where the first two letters specify the o angle and the next two 

specify the 8 angle. 

Figure 2.14. The four variable angles, Y, o and 0 of P-D-GlcpNAc-(1 43)-a-L- 
Rhap-(1 +OPr) (3). 



The results of the grid search are tabulated in Table 11.12. One of she initial 

conformations, corresponding to the ghng conformation, cowerges to the same 

minimum as the gtpg conformation. None of the minimum energy conformers exhibit a 

negative $ angle. However, the 8 angle is almost eclipsed in the minimum energy 

stucture predicted by CHARMM. It is noteworthy that the 0 angle differs from the 

crystal structure of G~C~NAC'"  in which this angle is trans, i.e. -180". Since the 

experiments were done in D28, the JHH the between the arnide NH-proton and I32 could 

not be measured in order to deduce the 8 angle in solution. 

There are two distinct minima within 3 kcaYmo1 sf the global minimum at a/ Y 

34"/ -56". Two additional structures, corresponding to rotamers of the o and 9 angles, 

but with the same a, Y angles, are also found within 3 kcal/mol of the global minimum. 

Examination of these five minimum energy conformations shows that the global 

minimum, with a 8 angle of 5", has the carbonyl oxygen of the acetamido group 

extremely close (< 3.0 A) to the anomeric proton. This would result in a deshielding 

effect and the chemical shift change which would accompany such an effect is not 

observed in the 'H NMR spectrum of 3. Further analysis shows that the gtpg and gnr 

conformers both possess three H-bonds, two of which are inter-ring and are possible 

influences on the <P and Y angles. The o angle in two of the five minima is in the gt 

conformation and three structures are in the gg conformation. 

In order to determine the effect of the H-bonds on the stability of the various 

conformations, once again, a grid search was performed without the electrostatic tern. 

In this case, the 0 angle is 145' but the global minimum is found to be the same as that 

found with all the energy terns. Analysis of this minimum energy conformation reveals 

orirly oils 0-'rf pair within H-bonding distance, the 2'-hydroxyl proton of the Rkap and 

the ring oxygen of the GlcpNAc. This H-bond is found in the global minimum 



(Table II. 12). It is possible that this orientation of the 2'-hydroxyl group is sterically 

favoid, this would account for the similar resuiis obtained using both metnods. 

A c o q h s o n  with the results from the GESA calculations (Table II. 13) shows 

that the structure predicted by GESA, with both the @ and Y angles positive, is not in 

the same Y locale as the minimum energy conformation predicted by CHARMM. The 

QP angle is still small and positive, which keeps the HI close to the H3', but the H1-H2' 

distance is increased considerably by the negative rotation of the Y angle. 

Figure 2.15. A) Plot of the molecular dynamics trajectories and B) percentage mag 
iflustrating the population distribution of P-D-GlcpNAc-(1 +3)-a-L-Rhap-(l+OPr) (3). 
C) & I)) Calculations as in A) and B) without the electrostatic term. Average 
temperature during the dynamics was 275 K. 



The global minimum obtained using CESA without the Burkeht term had, in addition to 

a psidve i~iatiori of the @ sngle by 2C0, a Y' angle that was veq  close to eclipsed (-4'). 

This conformation, which is similar to the minimum obtained faom the ggpg starting 

structure, with <Ib and Y angles of 5g0, 15O, places the H 1  distant from the Hz'. 

Similarly, the trans Q, angle (164") obsemed in the minimum obtained from the ggmg 

conformation positions the HI such that no NOE would be observed across the gycosidic 

bond to the H3'. 

Dynamics simuiations of 3 were performed for the CHARNIM minimum energy 

conformations. The percentage map was calculated as described in the experimental 

section, i.e., the minimum from the grid search was selected and the and 'P angles 

were incremented in 10' steps and minimized with the @ and Y angles constrained to 

their initial starting values. A contour map and percentage map were then calculated. 

Comparison of the dynamics trajectories and the percentage maps (Figure 2.15) shows 

that while the simulation effectively samples the conformational space in the region of 

the minimum energy structure, the trajectories do not sample two of the three 

populations that are predicted by the grid search. In order to include these populations, 

the dynamics had to be started from the corresponding local minima, namely the ggpg 

and ggmg confomations. NOES and Tjs values are then weighted by the appropriate 

population distribution. Simulations performed in vacuo with the ggrng conformation as 

the starting structure display interconversion to the global minimum very early in the 

simulation. 

The calculated and experimental Tls are compared in Figure 2.16. There is little 

variation in the relaxation times for the different snnct'ies, with the exception of E, 

which shows a divergence of a b s t  0.5 s. 

Although comparison of the Ti values is inconclusive, more information can be 

derived fmm the NOE and interglycosidic 3 ~ C H  values. Steady state NOE experiments 



an 3 were performed and the results are shown in Table n. 14. Inter-ring NOES to the 

K2' aid H3' me observed on satmation of Hi of the GicpNAc, and to the HI md H5 an 

saturation of H2'. The H2'-H5 NOE is very weak and is overlapped by the H2'-M4' 

enhancement. Examination of the minimum predicted by CHARMM shows that the 

HZ'-H5 distance is - 3.3 A, which places it at the outer limit detectable by NOE, and in 

the GESA minimum, this distance is > 5.0 A, well beyond the range of observable 

enhancement. The NOES calculated from the minima predicted by the various force 

fields are listed in Table 11.14. Tfie HI-H3 NOE is overestimated in A1 the structures, 

but overall, the best fit is obtained from the average of the dynamics simulations started 

at the different minim predicted by CHARMM. 

Inverse detected 1 3 ~ - 1 ~  correlated experiments optimized for detection of long 

range (3-bond) coupling were run on 3. The 3 ~ C H  values obtained for the C3'-H1 

coupling was 4.6 Hz. The C1-H3' coupling was unresolved. The ' J ~  values calculated 

from the dynamics trajectories are shown in Table 11.15. Both the GESA and 

CHARhIlFUa structures show calculated values for the C3'-H1 coupling which are within 

10 % of the experimental value. However, the C1-M3' coupling calculated for the CESA 

structure is 4.6 Hz, whik the value of 2.7 Hz obtained for the CHARMM structure may 

not be easily observed. The average 3 ~ C H  values calculated from the averaged dynamics 

simulations were 5.0 Hz and 3.7 Hz for H1-C1-01-C3' (Q) and C1-01-C3'-H3' (Y), 

respectively, which is inconclusive. 

The results indicate that the dynamics calculations are unable to simulate 

transitions between different minima. This is, as discussed earlier, entirely parameter 

dependent. 



Table E1.112. Relative energies of the minimum energy sf conformations of PD- 
GlcpNAc-(1-3)-a-L-Rhap-(1 +OPr) (3) obtained from a grid search. 

Structure @ Y o 8 Relative 
Energy 

Table 11.13. Comparison of the minimum energy structure of P-D-GlcpNAc-(l+3)-a- 
L-Rhap-(l+OPr) (3) calculated using CHARMM starting from minima derived from 
other molecular mechanics methods. 

Met hod 0 Y o 8 

GESA 

GESA~ 

CHARMM~ 

mmc 
Crystal structured 

a. Calculations performed using the Rurkert dipole term to include the 
exoanorneric effect. 

a?. CHARMM calcsllation performed using all energy terns. 
c. C H A R W  calculation performed excluding electrostatic terns. 
d. &N,N Diacetyl chitobiose Trihyhte Is3. 
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NOE difference spectrum of 3 after B) saturation of the anomeric proton of the GlcpNAc 
ring. C) saturation of H2 of the Rhap ring. 

I 

I 

JI 44 

U 4 3  4 4  36 
ppm 

36 3A 

Figure 2.17. A) 'H NMR spectrum of P-D-GlcpNAc-(14)-a-L-Rhap-(l+OPr) (3). 



Figure 2.18. NOEs and 3~COCH observed in p-~-GlcpNAc-(l +3)-a-L-Rhap-(1 -+OR) (3). 

Table P1.14. A comparison of the relative NOEs (f 20%) observed experimentally and 
calculated ffsm the dynamics trajectories of the minimum energy structures of 3, 

Saturated Observed Experimental and Calculated NOES 
Proton Proton 

Experimental GESA C H W  CHARMM CHARMM 
in Hz0 in 320 in H z 0  

Global min Steric only Average 



Table 11.15. A comparison of the observed 3~COCH values and those calculated from the 
dynamics trajectories of the minimum energy structures of P-D-GlcpNAc-(1 43)-a-L-Rhap- 
(l+OPr) (3). 

Method 3 
JCOCH 

- 
C3' - H1 C1-  H3' 

GESA' 

CHARMM~ 

CHARMMc 

CHARWIM (averageld 

Experimental 

a. Calculations performed using the Burkert dipole term to include the exoanomeric 
effect. 

b. CHARMM calculation performed using all energy terms. 
c. CHARMM calculation performed excluding electrostatic terms. 
d. Calculated from a weighted average of the dynamics trajectories. 



A comparison of the potential energy surface as calculated by the v&ous force 

fields shows a correspondence, and a minimum identified by one force field is generally 

present on the surface calculated using the others. However, the magnitude of the 

relative energies, and hence the global minimum, is located at different points. 

The global minimum energy structures predicted by CHARMM were, in two of 

the three cases studied, inconsistent with the observed NMR dam. Analysis of the 

minimum energy confornations of the mannobioside and methyl-J3-D-lactoside revealed 

that they were stabilized by intramolecular H-bonds. Solvation of the global minimum 

or removal of the H-bonds by exclusion of the electrostatic term to locate a new 

minimum, followed by dynamics simulations with the complete force field resulted in a 

different conformation which was more consistent with the N M R  results. 

Molecular dynamics simulations sample the energetically accessible 

conformational space in the vicinity of the starting conformation. The regions sampled 

by the dynamics calculations, although shifted in location when compared to the 

percentage maps, are comparable to the area included in statistical averaging. However, 

if multiple minima exist, &e dynamics method with CHARMM is unsuccessful in 

simulating transitions between the minima; dynamics simulations must therefore be 

performed with starting conformations corresponding to each independent minimum and 

a weighted average of these simulations must be used to include the contribution from 

the different populations. 

For larger oligosaccharides, dynamics simulations represent an alternative to 

sratistkal averaging as a sampling procedure. As the number of linkages increases, the 

grid search can be replaced by locating the starting conformations with inter proton 

distances derived from NMR experiments, Since the NOE is a function of (d) it must 
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be reaiized that a visible NOE may be due to either the contribution of a vanishingly 

s d l  population that brings the two protons between which the NOE is observed into 

extremely close proximity, or to a single conformation. It is if not impossible 

to distinguish between the two possibilities, expecially when the number of observed 

NOES is small. Rapid internal motion about the glycosidic bond, which would support 

the former theory, has been demonstrated to be a factor in the relaxation behavior of 

~li~osaccharides'~~? A large range of flexibility has also been observed in molecular 

dynamics simulations of Manp a- 1 + 3 ) - ~ a n p ' ~ ~ ~ ~ .  However, molecular dynamics 

simulations with other force fields do not show a similar range of variation230. 

The derivation of a single conformation that fits the observed NMR data remains 

the simplest solution, and must be considered in the initial analysis. Thus, observed 

NOES can be used to determine conformations that can be used as starting structures in 

the molecular dynamics simulations. 

CHARMM has a facility such that energy minimization and dynamics simulations 

will proceed with the inclusion of NMR data as pseudo energy terms. Thus, NMR data 

can be input directly into the minimization or dynamics calculation. Such a protocol, 

based on combined NMR spectroscopic analysis and molecular dynamics simulations, is 

developed and ifiustrated in Chapters 'IIf and N. 



Chapter HI 
APPLICATION OF 2D NMR SPECTROSCOPY AND MOLECULAR 

DYNAMICS CALCULATIONS TO THE CONFORMATIONAL 
ANALYSIS OF OLIGOSACCHARHDES CORRESPONDING TO THE 
CELE-WALL PBLYSACCHAWIDE OF STREPTOCOCCUS GROUP A 

3.1. Introduction 

3.1.1. Streptococcus Group A 

The Sneptococclcs Group A represents a virulent subgroup of the Sti-eptococcw 

family sf bacteria. The genus Sireptococcus pyogenes causes skin and throat infections, 

pneumonia and streptococcal pharyngitis, commonly known as strep throat. If untreated 

in children, strep throat can lead to rheumatic fever, which causes heart valve 

154,155 damage . 

The close relationship between Streptococcus and rheumatic fever is thought to 

be brought on by an autoimmune response, a result of antibodies produced during an 

immune response to strep infection cross reacting with heart valve tissue. Antibodies 

raised to both the surface M prutein and the group-specific cell -wall carbohydrate have 

been shown to react with human cardiac tissue 156-159 

In the search for a vaccine, the M protein would be a prime candidate for 

immunization against smptoco@cal infection. However, due to the hypervariable nature 

of the M protein'60*'", an antibody raised against one strain may not be successful in 

preventing infection by another. Further, the crossreaction exhibited by antibodies that 

have k e n  raised against M protein to heart tissue indicates that inoculation with the M 

protein may in fact cause rheumatic fever. 

3.1.2. The Group A Cell-Wail Polysaccharide 

A major focus of our research effort has been to attempt to identify fragments of 

the Group A cell wall polysaccharide that will elicit an immune response that targets the 



organism specifically. A part of this ongoing project has been the synthesis of 

oiigosaceharides ihat correspond to the Sfrep~ococcus Group A ceii-wall 

polysaccharide144~162~169. This polysaccharide is comprised of a backbone of 

ply-L-rharnnopyranosyl units connected by alternating a-L-(143) and a - ~ ( 1  -2) 

linkages, to which are attached N-acetyl-P-D-glucosamine (P-D-GlcpNAc) residues at the 

3 positions of the rhamnose backbone170s171, as shown in Figure 3.1. 

Figure 3.1 Sneptococcus Group A cell-wall polysacc haride 

These oligosaccharides were used to develop antigens to study the nature of 

antibody antigen interactions in inhibition binding assays with monoclonal antibodies 

raised against the bacterial polysaccharide and polyclonal antibodies raised against the 

antigens'72. A natural extension of this work is to define the antibody hapten interactions 

at the molecular level. A first step in this analysis is the modeling of the topology of the 

hapten. A panel of suitable oligosaccharides ranging from a branched trisaccharide (4) 

corresponding to the fragment [Ai-(C)B], a tetrasaccharide (5) [At-(C)B-A], a 

pentasaccharide (6) [C'-B'-A'-(C)B] and two kexasaccharides (7) [C'-B'-A'-(C)B-A] and 

(8) [A-(C')Bi-At-(C)B], were chosen as candidates for the study. Compounds 4-9 are 

shown in Figure 3.2. 

Rior to any analysis, the 'H and NMR spectrum of each compound must be 

completely assigned. Oligosaccharides present complicated spectra with extreme 

overlap, and thus, assignment is carried out with two dimensional NMR techniques. 



Figure 3.2. Oligosaccharides corresponding to fragments of the cell-wall polysacchaide 
of Sh.eptococcw Group A. 



3.2. Ovewiew of 2D NMR Spectroscopy 

The primary use of NMR spectroscopy is still the characterization of organic 

compounds, but even these methds have evolved with the widespread availability af 2D 

NMR techniques. The 1D 'H spectrum of the hexasacchtuide (7) is shown in Figure 3.3. 

The resonances above 2.0 pprn can be assignd to the methyl protons of the N-acetyl 

group, the methyl protons of the four rhamnose residues as well as the P and y protons of 

the propyl aglycon. There is a large degree of overlap in the region of 3.0 - 4.0 gpm, 

corresponding to the resonances of 24 protons. Assignment of these peaks would require 

a series of selectively decoupled spectra. Even then, most resonances would be difficult, 

if not impossible, to assign unambiguously. 

Figure 3.3. A. 1D 'H NMR spectrum of the hexasaceharide (7) in D20, with 
presaturation of residual H20 (497pprn). B. Expansion of the region between 3.3-4 
ppm which includes the resonances of 23 protons. 
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Analysis and complete assignment of the 'H and "C NMR chemicai shifts is 

greatly facilitated by the use of 2D I'WR sp~ctPoscopy. Typically, all that is needed is a 

TOCSY (Total Correlation SpectroscopY) 173 spectrum to assign the chemical shifts to a 

particular ring, a NOESY (Nuclear Overhauser Effect SpecmscopY) 65166 specmm to 

determine the sequence of the oligosaccharide, and a 'H-"c correlated spectrum to 

assign the ' 3 ~  chemical shifts. Since most of these compounds are used in Srng/ml 

quantities, the 'H-"C correlated spectrum is run in the inverse mode ", which utilizes the 

higher sensitivity of the 'H nucleus. 

The procedure is illustrated for the case of the hexasaccharide (7). A TOCSY 

spectrum of compound (7) is shown in Figure 3.4. Assignment of the resonances is 

straightforward as they are simply read off the chemical shift in either the row or 

column. Since the anomeric protons of all the residues are downfield of the ring protons, 

they cm be used as starting points for the assignments. A projection of an F1 slice at 5.8 

pprn illustrates how the chemical shifts can be assigned to entire rings. Note the high 

degree sf overlap in the chemical shifts of the GlcpNAc rings. This degeneracy can be 

lifted by moving to three dimensions. The use of sufficient digital resolution permits the 

measurement of coupling constants from the spectrum. In order to determine the 

primary sequence, a finher piece of information is required, and this can be obtained 

from a NQESY experiment. A NOESY spectrum is shown in Figure 3.5. Since only 

protons that are in close proximity to each other will contribute to off-diagonal peaks, 

the proton spectrum can now be assigned. For example, the H1 resonance of ring A 

shows cross peaks (not visible in the diagram) to the propyl aglycon, and is assigned the 

peak at 4.77 ppm. The B ring which is 1+3 linked to A will show a cross peak from H1 

to the H3 of the A ring. This enables the assignment of the peak at 5.06 pprn to the H1 

of the B ring. In a similar fashion, the H1 assignments of the A', B', C and C' rings can 

be made. Table 111.1 lists the 'H chemical shifts for compound 7 and the other 



oligosaccharides. Assignments of the 13c signals can be made from the 'H-'~c 
correlated spectrum. An inverse correlated 'H-'~c spectrum of compound 7 is shown in 

Figure 3.6. The FZ dimension represents the 13c chemical shift, and since the 'M is 

already known, 13c chemical shifts can be assigned by reading the "C chemical shift off 

the vertical (Fl) axis. Table 111.2 lists the I3c NMR chemical shifts for compounds 4-8. 



1.0 

13 

2.Q 

2s 

3.0 

PPM 

3 5  

4.0 

4 3  

PPM 

Figure 3.4. TOCSY spectrum of the hexasaccharide (9). A) Full spectrum. B) 
Expansion of the anomeric region (4.6-5.2pprn). 



Figure 3.5. Expansion of the anomeric region from the NOESY spectrum of the 
hexasaccharide (7). 



Figure 3.6. Inverse cmelated lH-l3C spectrum of the hexasaccharide (7). 
A) Expansion of the region 3.5 -5.2 ppm displaying the ring protons. B) Expansion of 
the anomeric region. C) Expansion of the region 4.4-3.0 ppm. 
For clarity, only the cross peaks corresponding to the B ring have been labeled. 



Table 1n.l. 'H NMR dataa (pprn) for the compounds 4-8 

a In D,O at room temperature. 



Table IIU.'~C NMR dataa (ppm) for the compounds 4-8. 

(4) 163 (5)164.165 ( 6 . 1 ' ~ ~  (7)'68 (8) 16' 

Ring Carbon 

1A 
2A 
3A 
4A 
5A 
6A 

1B 
2B 
3B 
4B 
58 
6B 

1C 
2C 
3C 
4C 
5C 
6C 

1A' 
2.4' 
3A' 
4A' 
5A' 
6A' 

1B' 
2B' 
3B' 
4B' 
5B' 
6B' 

1C' 
2C' 
3G' 
4C' 
5C' 
6C' 

a In D20 at room texyerature. 



3.2.1 Corrections to ROESY Cross Peaks 

In the preceding section, a NOESY experiment was used to aid in the 

determination of the primary sequence of the oligosaccharide. NOE spectroscopy has 

further reaching aspects, as discussed in Section I.?, and can be used to determix the 

three dimensional structure of a compound through calculation of internuclear distances. 

1 Following the assignment of the H arid 1 3 ~  resonances, the three dimensional structure 

of the oligosaccharides can be determined by analysis of the cross peaks in the NOESY 

or ROESY spectrum. Due to the fact that for most of the compounds studied, wz, = 1, 

the NOE will be small. In this case, NOESY experiments cannot be used, and ROESY 

experiments must be performed instead. Integration of the cross peaks observed in 

ROESY spectra can be converted into interproton distances, but prior to computation of 

the interproton distances, complications arising from the 2OESY technique must be 

comcted. 

Ideally, the cross peaks in a ROESY spectrum are influenced by only the cross 

relaxation between the spins. However, two additional factors have k e n  judged to be 

important in attenuating the integrated intensity of the cross peaks, namely offset effects 

and Hartmarin Hahn effects174. 

(i) Offset Effects 

The effective spin lock field Ref will cause the magnetitation to precess around it. 

However since the spin lock will not be on resonance for the entire sweep width, this will 

cause it to make an angle a with the transverse plane (see Figure 1.7). The relaxation 

behavior of the magnetization can then be considered to be a sum of the transverse and 

longitudinal relaxation. For a small chemical shift range with a fairly strong spin lock, 

such that the angle the effective field makes with the static field is greater than 80" , the 

longitudinal contribution can be neglected. The observed cross peak intensity will then be 



(ii) Hartmann Hahn effects 

Transfer of magnetization through scalar coupling will produce off-diagonal peaks 

that will be the same phase as the diagonal or opposite phase to the ROE cross peaks, 

hence decreasing the magnitude of the observed ROE. 

Corrections for offset and Hartmann Hahn effects 

Both these effects will contribute to the cross peaks. The observed peak intensities will 

then be'74 

a.. = o . .(sin ai sin a .) + HOHAHA convibutions (3.1) 
(obs) 'I I 

a ' .  - C HOMAHA contributions 
'l(obs) 

(sin ai sin a . ) 
J 

To calculate distances, the integrated intensities must first be corrected for Hartmann 

H&n effects. There are two cases : 

a) Protons i and j are dipolar coupled, and proton j is scalar (J) coupled to proton k. 

In this case, the NOE buildup of the i j  cross peak will be modulated by HOHAHA 

transfer from proton j to k. The observed m s s  peak will then be'74 

a..(obs)= 0.-(sinai skuj) ( 1-0.5xs2) 
rl Zl (3.3) 

where h e  Hartnnann Hafin factor 

b) Protons i andj  are both dipolar and scdar coupled. Since the HOHAHA peaks 

will be of opposite phase to the NOE peaks, here the NOE buildup of the ij cross 



peak will be the sum of the NOE contribution and the HOHAHA contribution, as 

defined by the equation below'74: 

where s is as defined in equation 3.4. The second case is important as it is representative 

of the HI-H2 protons in rhamnose residues. This distance is generally taken to 'be the 

ruler distance, and hence it is necessary to apply this correction to the HI-H2 cross peak 

so that the distances calculated are not overestimated. 

In this manner, cross peaks observed in the ROESY spectrum of a compound can 

be translated into relizble estimates of distances between the proton pairs. These 

distances can be used to narrow the range of possible conformers, replacing the grid 

search that is utilized for smaller compounds, but is not feasible for larger compounds 

due to the number of linkages. 

33. Research Objectives 

The conformational properties of the compounds 4-8 will be studied using the 

ROESY technique to obtain interproton distances. Molecular dynamics simulations of 

the conformations thus derived will be carried out, and in order to test the validity of the 

conformations thus derived, the ROESY buildup curves will be calculated from 

molecular dynamics simulations and compared to the experimental ROE buildup. This 

comparison should provide an indication of the "correctness" of the model. 

The study will provide information about the conformational surface of these 

compounds, which encompass the entire repeating unit, and through extrapolation, aid in 

the identification of salient features of the polysaccharide that determine its binding 

characteristics and specificity. 



3.3. Experimental 

3.3.1. CsnPormational Analysis 

The general scheme for the confmational analysis is outlined in a flowchart in  

Figure 3.7. 

EXPERIMENTAL 

Cross Peak Volumes 

Minimi= Stmeturc with 

Constrainb I 

Cdculnte ROESY 
inlensilia using 
CROSREL I Cnlculnle ROESY 

Intensilica wing 
CROSREI. 

Figure 3.9. General scheme for the Conformational Analysis. 



3.3.1.1. Computations 

Calculations were performed on Silicon Graphics 4D25 and 0 3 5  workstarions 

with the program QUANTA, interfaced to the force field CHARMM'~,  commercially 

available software marketed by Molecular Simulations 111c.l~~. 

Interproton distances derived from the ROESY spectra of the compounds 443 

were input as distance constraints into QUANTA, and the structures were minimized 

subject to these constraints. Minimizations were perfoxmed with 2000-5000 steps of the 

Powell a~~orithm"~. The minimized structure was then centered in a water box of 

15-30 A and minimized further, with the constraints, until the rms force was s 

0.01 (kcaV(mo1 A). The resulting structure was used as a starting structure for the 

dynamics simulations. To save computer time, water molecules more than 7 A away 

from the molecule were excluded from the calculation. Dynamics calculations, 

performed with the Verlet algorithm123, were then calculated both with and without the 

constraints, and typically included 10,000 steps of heating over a period of 10 ps, 

followed by an equilibration period of the same time. The simulations were run for a 

period of 10 ps and 30 ps for the constrained and unconstrained dynamics simulations, 

respectively. 

The coordinates from the dynamics calculations were output every 10 fs. These 

coordinates were then used to calculate the average r6 (see experimental section in 

Chapter IX) which was used as input for C F € O S R E L ~ ~ ~ * * ~ ~  a program that uses a full 

relaxation matrix to calculate both NOESY and ROESY buildup curves. Multi-spin 

effects are accounted forln. CROSREL requires input of the chemical shifts and scalar 

couplings to allow for the calculation of the Hamnann Hahn effects. If tight coupling 

was present between a proton pair (as in H4 and H5 of the GlcpNAc) the coupling 

constant was estimated from a series of protected compounds. The other experimental 

variable required as input is the correlation time, z,. Since determination of z, requires 



measurement of the "C T,s, which was not feasible due to the limited amounts of 

compounds avaiiable, the correlation time was not determined experirnenta!!y, Instead, 

it was estimated using an option afforded by CROSREL. ROEs were caiculatd for a 

grid which systematically increments the correlation time, %,, and the leakage rate, RL. 

The calculated RQEs are fitted to experimental ROEs for certain intraresidue crosspeaks, 

typically the HI-H2 cross peaks for the rharnnose rings, and the 31-H5 cross peaks for 

the GlcpNAc rings, which, due to the rigidity of the pyranose rings, are considered to be 

relatively invariant distances. This optimized correlation time is then used for she 

calculation of the ROESY buildup curves. 

3.3.2. NMR Spectroscopy 

Sample Preparation: The samples (5 mgs) were dissolved in 99.98% D 2 0  and 

lyophilized five times to exchange the hydroxyl protons with deuterium. They were then 

redissolvd in 99.98% D20 and subjected to five freeze thaw cycles to remove dissolved 

oxygen. The tubes were sealed under vaccum. NMR experiments were run on a Bruker 

AEXX400 spectrometer. Samples were run spinning at temperatures ranging from 

288-294 K. The temperature was chosen so as to shift the residual H20 in the sample to 

minimize overlap with the peaks of interest. Typically, each 2D experiment consisted of 

512 experiments, each 2K in size, using rime proportional phase increments to provide 

quadrature detection in F1. The sweep width in the ROESY spectra was 3-3.5 ppm 

(1200-1308Hz) giving a maximum digital resolution of 0.6 H;elgt in F2 and 2.5 H Jpt in 

F1. In order to minimize the effects of folded peaks, the filter was set equal to the sweep 

width. The transmitter power was attenuated so that a high power n; pulse was usually 

between 5-6 ps. For ROESY and TOCSY experiments the spin lock power was 

attenuated to give .n; pulses of 150 ps and 30 ps, respectively. Filtered ROESY 

experiments were performed using the pulse sequence described by Shaka et. al. 178. A 



(~42)  pulse is foilowed by a composite spin lock pulse of rs-,zX pulses in order to 

eliminate unwcumed TOCSY effects. ??x FDs were zero filled to a 4K(F2> X !K (F!) 

data set, providing a resolution of 0.3 Hzlpt in F2 and 1.2 Hdpt in F1, and processed 

using an exponential line broadening of 0.3 in the F2 dimension and a sine quared 

apodization function with a shift of 2 in Fi . Integration was performed after automatic 

baseline correction in both dimensions. Measurement of the three bond coupling 

constants (3~a) of the hexasaccharide (8) was done by inverse 2D l3c-'FI correlated 

spectroscopy on a 500MI-Iz Bruker AhnlX spectrometer at the Carlskrg Labratory in 

Copenhagen, Denmark, using a mixing time (125 ms) optimized for detection of the 3- 

bond coupling constants with a 4K X 512 data set (digital resolution = 1.2 Hz/pt). In 

cases where the TI noise of the residual H20 interfered with the signal, the coupling 

constants were obtained from a 1D coupled "C spectrum, acquired on a Bruker AM500 

spectrometer (operating at a 'H frequency of SOOMHz), also at the Carlsberg Laboratory. 

The 1D data sets were acquired with a digital resolution of 0.2 Mz/pt. 



3.4.1. Trisaccharide (4) 

ROESY Spectrum 

The anomeric region of the ROESY spectrum of the trisaccharide (4) is shown in 

Figure 3.8. Due to the high resolution and minimal overlap of resonances in the 

spectrum, the cross peaks can be identified. Intra ring contacts from the momeric 

protons of the C ring to the H2 and H3 of the B ring, and from the 1H of the A ring to 

the H2 of the B ring as we11 as to the H2 of the C ring we visible. Although the 

chemical shift of the H2C overlaps that of the 5A' proton, analysis of the pattern and 

similar cross peaks in subsequent compounds 5-8 as well as anaiysis of NOESY spectra 

of these compounds are consistent witR this assignment. The HI of ring B shows an 

ROE to both the H5 proton of ring A' and to one of the diastereotopic protons of the 

propyl group (labeled HPr(a)). Since the chemical shift of both of these protons show a 

significant overlap (3.67 pprn and 3.69 pprn respectively) both of these cross peaks 

overlap. Similarly, there is an intra-ring ROEEOCSY cross peak between the HI and 

H3 of Ring A' that overlaps the ROE between the PI1 of ring A' and the H2C of Ring C. 

Figure 3.8. Expansion of the ROESY spectrum of the trisaccharide (4), 



Figure 3.9. F1 slices from the ROESY spectrum of the trisaccharide (4). 

1D Slices through the chemical shift of the anomeric protons have been extracted and 

plotted in Figure 3.9. The asterisk marks a cross peak that is an artefact, since it is only 

found in the F1 dimension. The contacts observed in the ROESY spectrum of 4 are 

displayed in Figure 3.10. 

Offset and Hartmann Hahn corrections 

Table I11.3 lists the offset and Hanmann Hahn contributions to the important 

cross peaks of the RQESY spectrum of the branched trisaccharide (4). Due to the 

narrow spectral width of the ring protons, the offset correction is so small that it is trivial 

- it is less than the experimental error associated with the integration of the cross peaks. 

However, it has been included for the sake of completeness. The Hartmann Hahn factors 

(sZ) are listed in column 4 of Table 111.3. In the trisaccharide (4), the chemical shift of a 

few important protons overlap. The protons H4C and HSC of the GlpNAc ring are 

completely overlapped. They are also strongly coupled, and the Hartmann Hahn factor 

(d) is approximately equal to 1. As a result, the HOHAHA effects will not alter the 
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integrated intensity of the HSC peak, i.e. any rransfer to the H4 from the H5 will be 

integrated along with the H5 peak. Similarly, there is an overiap between the H5 of the 

A' ring and one of the diastereotopic protons of the propyl aglycon, designated Hwa) ,  

the most upfield of the two a protons. The HI of the B ring shows an ROE to both of 

these protons. In this case the corrections are applied as follows. By first determining 

the distance to KPr(b), the distance to the HMa) proton can be estimated, and using this 

distance, the contribution of each proton to the cross peak can be calculated. In this 

particular case, the HPr(b) distance was calculated from the ROESY data to be 2.73 A 

and the HOHAHA corrections are applied to each one. 

Figure 3.1 1 illustrates the effect of the corrections on the ROE buildup of the 

trisaccharide (4). The experimental buildup curves are plotted in column 1, and column 

Table III.3. Offset and Martmann Hahn effects calculated for the trisaccharide (4). 

Ring Cross peak since, sin% HH transfer 
Ring C 1C-5C 0.987 5C-4C 

5C-6cs 
5C-6cR 

1C-3C 0.989 3C4C 
3C-2C 

1C-2B 0.993 2B-1B 
2B-3B 

1C-3B 0.988 3B-2B 
3B4B 

Ring B 1B-2B 0.997 2B-1B 0.04 
2B-3B 0.07 

1B-5A' 0.992 5A'-6A' 0.00 
5A'-4.4' 0.40 

1 B-HPr(b) 0.987 rn(b) -m(a)  0.80 
~ ( b ) - H - p Q  0 . 0  

Ring A' 1A'-2A' 0,995 2A'- 1 A' 0.04 
281'-38' 0.09 

1A'-2B 0.996 2B-1B 0.04 
2B-3B 0.07 

1A'-2C 0.99 1 2C- 1C 0.10 
2C-3C 0.43 



2 graphs the data corrected for offset effects and Hartrnann Hahn transfer. Comparison 

of the corresponding sets of graphs indicates that the Hartrnann Hahn contributions are 

most significant in cases where the sets of protons are both scalar and dipolar coupled. 

In this case, a percentage of the diagonal peak will contribute to the cross peak. 

Calculation of Internucleat Distances 

Internuclear distances calculated using both the initial rate and the two spin 

approximation are compared in Table III.4, and the distances calculated for each mixing 

time are shown graphically in Figure 3.12. Comparison of the values obtained from the 

two different methods shows that the two distances are within the estimated error, with 

the exception of the 1 B-5A' distance and the 1C-2B distance. Since both methods give 

equivalent distances, it was decided to use the two spin approximation to calculate the 

distances for the following reasons: 

For some molecules, the mixing times chosen may be past the initial rate 

At short mixing times Hartmann Hahn effects may be prevalent, which will result 

in distorted values. This is especially m e  for cross peaks between distant protons 

where the intensity of the peak is low. 

It is difficult to distinguish in which regime the initial rate is valid, i.e. there are 

several possible lines that can be drawn to estimate the initial slope. 

Incorrect calculation of the initial slope for the ruler distance can lead to 

propagation of errors in the calculated distances. 

Therefore, fcr all of the following structures, distances were calculated using the 

ratio of the integrated intensities as described. The distances obtained from the ROESY 

exprimenis were tiiterr. used as constmints during molecular dynamics simulations. 

Two sets of experiments were conducted on the trisaccharide (4). In order to 

effectively average the two data sets, one cross peak was referenced to the value obtained 
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in another set, and the remaining cross peaks were subsequently multiplied by the same 

factor. 

The curves in Figures 3.11 and 3.12 are drawn through the average value, and the 

e m r  bars shown are between the actual values of the two data sets. The variation can be 

su~lmaiized as follows. The uncertainty of the cross peak intensities is usually of the 

order o f f  15 %. In some cases, i.e., for low intensity cmss peaks, the uncertainty can be 

as high as +25 %, whereas for other peaks the integrated intensities from the two data 

sets matches almost exactly. 

Distances calculated from each of the data sets show a variation of f5 %. The 

range sf distances calculated from each mixing time showed a greater variation (between 

+ 5 and 10 %), and therefore the highest and lowest value of the distance was taken to be 

the upper and lower bound of the distance. 

For all of the following compounds (5-8), a minimum of 2 data sets were 

acquired. The errors observed in the trisaccharide are typical of all of the compounds 

studied, and thus the variation of distance with mixing time, which is greater than the 

observed error, was taken to be the upper and lower bounds of the calculated distances. 

Distances calculated from each of the data sets show a variation of input as constraints 

Molecular dynamics simulations of the trisaccharide were carried out as described in the 

Experimental section. The constraints input for the trisaccharide (4) are listed in Table 

IH.5. 

Molecular Dynamics Simulations 

The results of the molecular dynamics simulations are plotted in the graphs in 

Figures 3.13 and 3.14, and tabulated in Tables 111.6 and 111.9. It can be seen that, as 

expected, the constrained dynamics simulation provides iimieed variation in the 

parameters upon which constraints have been imposed. There is also little difference 

between the dynamics simulations calculated in Hz0  and the simulation in vacuo, hence 
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the dynamics simulations of larger oligosaccharides were calculated exclusively in H2O. 

Comparison between the constrained and unconstrained dynamics simulations shows 

that, while the distances and the glycosidic angles have a considerably greater range of 

freedom, the average values of the two dynamics simulations are not significantly 

different. However, in the A'-B linkage, even though the Qz and Y angles are within the 

same range for the constrained and unconstrained dynamics simulations ( Qz = 37' and 

56" and Y = 15" and 3 1" for the constrained and unconstrained dynamics simulations, 

respectively), the distances between the protons across the glycosidic linkage, i.e., the 

1A'-2B distance is increased from 2.14 a to 2.73 A . 

CRBSREL Calculation of the ROESY Buildup Curves 

The coordinates from both dynamics simulations were used as input for the 

program CROSaEL to simulate a series of ROESY buildup curves. A grid search was 

performed to estimate z, as described in the Experimental section. The results of these 

calculations are shown in the series of graphs in Figure 3.15. Inspection of these graphs 
- 

reveals that most of the trends are reproduced qualitatively. One notable exception is the 

diagonal peak of the H4(pro S) of the GlcpPJAc. This peak displays an oscillatory 

character that would indicate that there is still continued Hartrnann Hahn transfer of the 

H6(pro S) diagonal peak, even at such long mixing times. TStougR this oscillatory effect 

is not reproducd accurately in the calculated buildup curves, the relative mag~itude of 

the diagonal peak is. The second exception are the cross peaks calculated from the 

unconstrained dynamics for the anomeric proton of ring A'. In this case, the relative 

magnitudes of the m s s  peaks are actually reversed from the experimentally observed 

order. Experimentally, the 1A'-2B cross peak is observed to be the strongest, by far. In 

the calculated curves, the intra-ring 18'-2A' cross peak is the strongest. This is a direct 

result of the differences observed in the dynamics. The A'-I3 linkage seems to be 

assuming a different conformation from the initial, constrained conformation, as 
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evidenced by the increase in the lAt-2B distance. This results in the magnitude of the 

iAt-2B aoss peak decreasing, changing the order of the intensities. However, while the 

order of the lAt-2B cross peaks calb-'-red for the constrained dynamics is correct, the 

relative magnitudes are not. The 1A'-2B cross peak is exaggerated. This is also true of 

the cross peaks calculated from the anomeric proton of Wing C: i.e., the 1C-3B cross 

peak. Since all of the calculated distances are directly dependent on the ruler distances, 

any errors in assessing the nrler distances will be reflected in the calculated distances. 

One pss ib i l i~ j  is that differences in T,s, caused either by the different environment of 

the various protons, motional anisotropy or internal motion, will modulate the ROES 

differently, causing the magnitude of the cross peaks to vary considerably for different 

proton pairs, irrespective of the distance between them. This is evident when the HI-H2 

cross peaks of the different Rhap rings is considered. Inspection of these peaks shows 

that the magnitudes vary significantly even though both rings are in the same chair 

conformation (4C,) and therefore should have the same H1-H2 distance. This variation 

in the observed intensity of the cross peaks of the ruler proton pairs, is, in all probability, 

one source of error. 



Figure 3.10. Interproton contacts derived from the ROESY spectrum of the 
trisaccharide (4)- 

Table III.4. A comparison of the internuclear distances [A] obtained with the initial rate 
approximation, the distance obtained from a single experiment, and the average distance 

from the different mixing times. 

Distance calculated Average Distance Distance calculated 
Ring Proton Pair for a single mixing calculated from all with the initial rate 

time (300 ms) mixing times appproximation 

Ring A' H1A'-H2B 2.17 2.10 2.09 
H1A'-H2C 2.96 2.70 2.63 

Ring B HlB-WAS 2.60~ 2.73' 2.38' 
H1B-HPr(a) 
HIS-HPr(b) 2.65 2.59 2.5 1 

Ring C HlC-H2B 3.04 2.90 3.71 
HlC-H3B 2.23 2.25 2.21 

'This distance was cdculated by estimation of the HlB-HR(a) distance, since the H1B- 
H5A' and Hl B-H]Pr(a) cross peaks overkip. 
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Figure 3.11. m e  effect of offset and Hartmann Ha"n corrections on the ROE buildup of 
the trisaccharide (4) Column 1) Uncorrected data. Column 2) Corrected data. 
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Figure 3.1 1. Interproton distances calculated from ROESY data of the branched 
trisaccharide (4). 

Table III.5. Constraints inpur for the molecular dynamics simulation of the 
trisaccharide (4). 

Froton Pair Constrained Upper Lower 
distance [A] 1iAita limit 

HI A'-H2B 2.10 2.20 2.00 

(I The limits were derived from the highest and lowest values obtained 
from the experiment. 



Constrained (in vacuo) 
A'-B a-(1 -2) linkage 

Constrained (in HzO) 
A'-B a-(1 +2) linkage 

C-B f3-(1+3) linkage C-B f3-(133)  linkage 

Figure 3.13. (Caption Overleaf) 
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Unconstrained (in H20) 
A'-% a-(1 4 2 )  linkage 

18Q 

12Q 

60 

v 0 

cD 

C-B @-(I-3) linkage 

Figure 3.13. (Previous two pages). Variation of selected torsion angles during 
dynamics simulations of the trisacchide (4). Column 1) Constrained dynamics in 
vacuo. Column 2) Constrained dynamics in H20. Column 3) Unconstrained dynamics 
in H20. 
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Ring A' 

Ring B Ring B 

Ring C Ring C 

Figure 3.14. (continued overleaf). 



Column 3 

4.5 1 
Ring A' 

1 1  
8 PO 20 30 

Time (ps) 

Legend 
III) 1B-5A 

I) 1A'-2C IV) 1C-2B 
11) 1A'-2B V) 1C-3B 

Figure 3.14. Variation of selected interproton distances during dynamics simulations of 
the trisaccharide (4). Column 1.) Constrained dynamics in vacuo. Coluan 2.) 
Constrained dynamics in H 2 0 .  Column 3.) Unconstrained dynamics in H 2 0 .  



Table III.6. Average, high, and low values sf selected internuclear distances 
dufing dynamics simulationsof the trisaccharide (4)'. 

Constrained Dynamics Constrained Dynamics Unconstrained 
in vacuo in H20 Dynamics in H20 

Proton Pair Average High Low Average High Low Average High Low 

1 B-HPr(a) 2.50 3.07 2.02 2.48 3.26 1.98 2.53 3.71 1.99 
1B-HPr@) 3.00 3.67 2.07 2.99 3.73 2.24 2.99 3.84 2.03 
1B-H5A' 2.60 2.79 2.42 2.59 2.79 2.44 2.52 3.9 1.89 
1A'-H2B 2.14 2.23 2.05 2.14 2.23 2.03 2.71 3.24 2.06 
1A'-H2C 2.76 2.94 2.64 2.77 2.97 2.60 3.34 4.28 2.22 
1C-H2B 2.94 3.04 2.85 2.94 3.03 2.85 3.31 4.19 2.39 

1C-H3B 2.24 2.34 2.14 2.24 2.31 2.17 2.18 2.65 1.83 

%e average temperature during the dynamics simulation was 280 K for the 
consgained dynamics in vacuo, 301 K for the constrained dynamics in H20 ,  and 
310 K for the simulation without constraints. 

Table HI.7. Average, high, and low values of the B, and 9' angles during dynamics 
simulations of the trisaccharide (4)a. 

Consmined Dynamics in Constrained Dynamics in Unconstrained Dynamics in 
vacuo H20 H2O 

Angle Average High Low Average High Low Average High Low 

Link A-Propyl 
@ 58.59 93.40 17.42 

Link C-B 
a 43.73 50+30 22.99 

Link A'-B 
@ 38.59 59.43 9.63 

W and e angles 

aThe average temperature during the dynamics simulation was 280 K for the constrained 
dynamics in vacuo, 301 K for the constrained dynamics in H20, and 3 10 K for the 
simulation without constraints. 
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Figure 3.15. (Caption overleaf) 
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Figure 3.15. Comparison of the experimental and calculated ROESY buildup curves for 
4. I) Experimental buildup curves. D) Buildup calculated from the constrained 
dynamics trajectories in H?O. - DI) Buildup calculated from the unconstrained dynamics 
trajectories in H20. 



3.4.2. Tetrasaccharide (5)  

ROESY Spectrum 

The ROESY spectrum for the tetrasaccharide (5) acquired with a 500H1s rnixing 

time and the corresponding F1 slices are shown in Figures 3.16 and 3.17. Apart from the 

cross peaks from the anomeric proton of ring I3 to the H3 proton of Ring A across the 

glycosidic linkage, the similarities to the corresponding spectrum of the trisaccharide (4) 

are muked, which is not surprising since the tetrasaccharide is essentially the 

trisaccharide with a Rhap added a-(1+3) to the terminal (reducing end) residue. The 

A'-B linkage displays the characteristic peak from the anomeric proton of the B ring to 

the H5 proton of the A' ring, and the GlcpNAc H1 shows ROES to the M3 md I32 

protons of the B ring. Some interesting features of the spectrum appear due to the a-(1 

+3) linkage. There is a very strong cross peak from the anomeric protori of ring B 

across the glycasidic linkage to the H3 proton of Ring A, and also to the H5 of ring A. 

Figure 3.16. Expansion of the ROESY spectrum of the tetrasacchaxide (5). 



Figure 3.17. Fl slices from the ROESY spectrum of the tetrasaccharide (5). 

Since there is no conformation in which the momeric proton of ring B would be 

proximal to H5 of ring A, and H3 is not directly scalar coupled to H5, the ROE must be 

due to H3-H4-H5 TOCSY transfer, or relayed effects. However, a relayed ROE would 

have the opposite phase of the ROE cross peaks, (i.e., the same phase as the diagonal), 

and thus the HlB-HSA cross peak cannot be attributed to relay. This transfer does not 

appear in the C-B linkage which, although P, is also a (1-93) linkage, and places the 

protons H i  of the C ring (GlcpNAc), and the H3 and H5 of the B residue (Rhap) in the 

same relative positions. Therefore, the <p and \9.' angles, which govern the relative 

geometry between these three protons, must play a pivotal role in the modulation of this 



transfer. The interproton contacts observed in the WOESY spectrum of the 

temsacehawide (5) are displayed in Figure 3.18, 

Offset and Hastmann Hahn Corrections 

The WOE data was analyzed as described for the trisaccharide. Hartrnann Hahn 

factors and offset cmections were computed (Table 1118) and the experimental data was 

conmtd for both effects. Tlhe experimental data and data corrected for offset and 

MOHAHA effects are p1istte-d in Figure 3.19. 

Table HI.$. Offset and H m a n n  Hahn effects calculated for the tetrasaccharide (5). 

Ring Cross peak sina, sin% HH transfer st 
Ring A 1A-2A 0.9944 a)2A-1 A 0.01 

Ring A' IN-2B 

1A'-2A' 

1A'-2C 

Ring B 1B-2B 

18-2A 

1B-3A 

1B-5A' 

1C-5C Ring C 



Calculation of Pntsrnuclear Distances 

After correction for offset and HOfEAHA effects , the inter proton distances were 

calculated for each of the mixing times and averaged (Figure 3.20). The distances 

obtained for the series of mixing times showed variations of -0.3 A. These distances 

(Table IT9.5) were then used as constraints, and molecular dynamics simulations were 

carried out. 

Molecular Dynamics Sirnullations 

The results of the dynamics simulations are displayed in Figures 3.21-3.24, and 

exhibit essentially the same behavior as the tiisaccharide. The a, Y maps (Figures 

3.21,3.22) md the p l ~ t s  of the distances (Figures 3.23,3.24) during the dynamics 

simulations show a greater variation during the unconstrained dynamics simulations. 

The @ and Y angles for each of the linkages show an increased freedom around 

essentially the same region during the unconstrained dynamics simulation as the 

constrained dynamics simulation. A comparison of the, distance trajectories does reveal 

an interesting fact. Although all of the dihedral angles are confined to essentially the 

same region, the distances obtained from the constrained and unconstrained dynamics 

simulations vary by as much as 0.5 A. This is most evident in the 1A'-2B and the 1C-2B 

distance. The average values of the distances and Q, and Y angles are tabulated in 

Tables Ill. 10 and PIP. 1 1. 

CRQSREL Calculation of the ROESY Buildup Curves 

The dynamics trajectories were input into CROSRZL and ROESY buildups were 

calculated. A zc of 400 ps and an IPS value of 0.1 Hz were found to best fit the 

experimental data. Calculated and experimental ROESY carves for the tetrasaccharide 

are displayed in Figure 3.24. 



A comparison of the calculated and experimental ROESY buildup curves reveals 

a better tit for those caicuiaied from the constrained dynamics trajectories. The fit is not 

as good as for the trisaccharide, especially in the case of the A' and B' rings. 

Experimentally, the intensities of the 1A'-2B cross peaks are found to be greater than the 

intra ring 1A'-2A' cross peak. This is not reproduced in the calculated buildup, where 

the intra ring cross peak has the greatest intensity which indicates that the 1A'-2B 

distance is overestimated and is actually shorter than calculated. The CROSREL 

calculation of the ROESY buildup curves of the cross peaks to H1B displays 

discrepancies in the relative magnitude of the 1B-2B and lB-5A' contacts, which 

indicates that the 1B-5A' and 1B-3A distances are incorrect. 



Figure 318. Interproton contacts derived from the ROESY spectrum of the 
ternsaccharide (5). 
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Figure 3.1 9. (Caption overleaf). 
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Figure 3.19. (This page and previous page). The effect of offset and Hartmann Hahn 
corrections on the ROE buildup of the tetrasaccharide (5). Column 1.) Uncorrected 

data. Column 2.) Corrected data. 
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Figure 3.20. Inter proton distances calculated from ROESY data of the 
tetrasacc haride (5). 



Table IIH.9. Constraints input for the molecular dynamics simulation of the 
tetrasacc haride (5). 

Proton Pair Constrained Upper Lower 
distance [A] limit limit 

a The limits were derived from the highest and lowest values obtained 
from the experiment. 



B-A a-(1 +3) linkage. 

A'-B a-(1-2) linkage 

o and 8 angles. 

C-B P-(1+3) linkage 

Figure 3.21. Variation of selected torsion angles during constrained dynamics 
simulations of the tetrasaccharide (5). 



B-A a-(1+3) linkage. 

A'-B a-(I-2) linkage 

o and 8 angles. 

C-B P-(143) linkage 

Figure 3.22. Variation of selected torsion angles during dynamics simulations of the 
te trasaccharide (5). 
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Figure 3.23. Variation of selected interproton distances during 
dynamics simulations of the tetrasaccharide (5). Column 1) 
Constrained dynamics in H20. Column 2) Unconstrained 
dynamics in H20. 



Table III.10. Average, high, and low values of selected interproton distances during 
dynarnics simulations of the tetrasaccharide (5)'. 

Constrained Dynamics Unconstrained 
in M20 Dynamics in W2Q 

Proton Pair Average High Low Average High - b w  
1 A-PfPr(a) 2.95 3.83 2.06 

'Average temperature during the dynamics simulation was 284 K for the dynamics 
simulation with constraints and 291 K for the simulation without consmints. 

Table III.11. Avenge, high, and low values of the glycosidic B, and Y angles during 
dynamics simulations of the tetrasaccharide (5)'. 

Constrained Dynamics in Unconstrained Dr-amics in 
H 2 0  H2O 

Angle Average High Low Average High Low 
Link A-Ropy1 
@ 54.75 
Link B-A 

B, 35.32 
Y -48.61 
Link C-B 

37.73 

Link A'-8 

Qh 49.90 
y 24.35 

and 0 angles 
Ring C 
8 6.77 

0 43.30 

a Average temperature during the dynamics simulation was 284 K for the dynamics 
simulation with constraints and 291 K for the simulation without constraints. 
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Figure 3.24. (Caption overleaf) 
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I 

RING C 

Figure 3.24. Comparison of the experimental and calculated ROESY buildup curves for 
the tetrasaccharide (5). I) Experimental buildup curves. 11) Buildup cuxves calculated 
from the constrained dynamics trajectories in H20. In) Buildup curves calculated from 
the unconstrained dynamics trajectories in H20. 



3.43. Pen taaccharide (6) 

R m y  Sgect rum 

anomeric region of the ROESY spectrum of the pentasaccharide (6) and the 

corresponding Fl slices are shown in Figures 3.26 and 3.27. In comparison to the 

trisaccharide (Figure 3.25), the pentasaccharide has two additional residues, the B' and C' 

rings, which are comprised of a Rhap (the B' ring) a-(1+3) linked to the A' ring and a 

GlcpNAc ring (the C' ring) linked P("r3) t~ the B' ring (Figure 3.25). The B-C 

linkage displays almost identical peaks as the B'-C' linkage. As is the case with the B-@ 

linkage in the trisaccharide (4) and the tetrasaccharide (5), besides the two intra residue 

crass peaks to H3 and H5, cross peaks are visible to the H3 and H2 of the aglycons (i.e., 

the C and C' rings). The key interactions which unambiguously determine the 

conformation of the A'-B linkage, namely cross peaks corresponding to interactions 

between HI A'-H2C and H 1 B-HSA', are visible in the pentasaccharide. The well 

delineated chemical shift of the 5A' proton helps resolve any ambiguity in the 

assignment of the 1B'-5A' cross peak that may have been present in the tetrasaccharide. 

Figure 3.25, Schematic representation of the compounds 4-8. 
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Figure 3.26. Expansion of the ROESY spectrum of the pentasaccharide (6). 

A very weak ROE between the IA' and 2C protons is identified in the ROESY 

spectrum of the pentasaccharide. The Bt-A' linkage shows similar peaks to the analagous 

B-A linkage In the tetrasaccharide (4). The 1B' proton shows cross peaks to all the 

protons in the A' ring. It is impossible to distinguish which of these are genuine ROES 

and which ape due to TOCSY transfer. However, one additional piece of data was 

observed. The H2 proton of the A' ring shows a weak ROE to the H5 of the B' ring (see 

discussion). This indicates that the HEY-H2A' cross peak may be due to TOCSY, since 

ifMIBt is close to H2A', the H5 of the B' ring would not be in the proximity of the 2A' 

proton. 

The F1 slice through the chemical shift of the 1 C' proton shows a multiplet 

centered at 33. ppm which has not been assigned. Inspection of the 2D spectrum reveals 

that this peak is not symmetric; i.e., it is not present dong the chemical shift of the 

resonance corresponding to the other transition of the H1C doublet, and therefore, it is 

judged to be an artifact 



The contacts derived from the ROESY spectrum of the pentasaccharide are 

displayed in figure 3.28. 

Figure 3.27. F1 slices from the ROESY spectrum of the pentasaccharide (6). 



Offset and HarSmann Hakw Corrections 

Table H1.12. Offset and Hartmann Hahn effects calculated for the pentasaccharide (6) 

Ring Cross peak sina, sin% HH transfer s2 
a)2B-1B 0.02 Ring B 1B-2B 

1 B-I-Pr(a) 

1 B-HPr(b) 

1B-5A' 

Ring A' 1A'-2B 

1'4'-2A' 

1 A'-2C 

Ring B' 1 B'-2B' 

18'-3A' 

1B4A1 

Ring C 1C-5C 



The Wmrnam Hahn arid offset correction factors are tabulated in Table If!. 12, and 

the effect of the corrections is displayed in Figure 3.29, 

Calculation of Pnternuciear Distances 

The ROE data of the pentasaccharide yielded the average interproton distances 

displayed in Figure 3.30 and tabulated in Table III. 13. The average intzrproton distance 

calculated from all the mixing times shows a variation of the order o f f  0.5 A. During 

the dynamics simuiations the MA'-H2C distance was assigned a larger range due to the 

fact that for one series of ROESY spectra this distance was calculated to be a iarger 

value. 

Molecular Dynamics Simulations 

The results of the dynamics simulations are displayed in Figures 3.31-3.34 and 

tabulated in Table 111.14 and III. 15. The trend of increased flexibility during the 

dynamics simulation without the constraints is observed in the pentasaccharide (6).  One 

exception is the A'-B link, in which, during the unconstrained dynamics simulation, the 

Y angle appears to have moved into a new minimum between O0 and -60' compared to 

the V angle of between O0 and 60' in the contrained dynamics simulation. This is also 

reflected in a greater variation in the 1A'-2C (2.4-5.6 A) dista.nce(Figure 3.34, Ring A'). 

CROSREL Calcuiation of the ROESY Buildup Curves 

?he calculated ROESY curves are compared with experimental curves in Figure 

3.35. A large discrepancy is observed between the calculated and experimental curves of 

the B ring. Experimentally, the cross peak to the propyl or proton proximal to the 

anomeric proton of the B ring (IAxIed HPr(b)) is observed to be the strongest cross 

peak. In the calculated cwve, the H1B-H23 cross peak is the most intense. Further, the 

calculstiun is unsuccessful iri reproducing the cross peak to the remaining a proton of 

the propyl p u p ,  m a ) .  The cross peaks from the H1 of ring A' are extremely well 



reprduced using the constrained dynamics mjectory. As a result of the variation in the 

1A'-2C distance in the unconstrained dynamics the IA'-2C cross peak is almost non 

existent. Although the relative magnitudes of the cross peaks are incorrect, the overall 

trends calculated for the cross peaks from the IC, lBi and 1C anomeric protons are the 

same as those in the experimental spectra when the constrained dynamics trajectory is 

used as input. The unconstrained dynamics simulation is not as successful, and while the 

C and C' rings do not deviate from the experimental curves as obviously, there is a 

complete change in the relative ordering in the calculated curves for the B' ring. 

Experimentally, the intergiycosidic I B'-3A' cross peak is observed to be the strongest, 

but when the intensities are calculated with the unconstrained trajectory, it is one of the 

weaker peaks. The plots of t!e unconstrained dynamics trajectories of the 1B'-3A' 

distance (Figure 3.34. Ring B') show that this distance is almost 3 A. While this is not 

much greater than the constrained distance of 2.35 A, the effect on the ROE is a dramatic 

reduction in the intensity of the 1B'-3A' cross peak, which illustrates the effect of the rm6 

dependence. 



Figure 3, ,28. Interproton contacts derived from the ROESY spectrum 
pentasaccharide (6). 

of the 

Table 111.13- Constraints input for the molecular dynamics simulation of the 
pentasaccharide (6). 

Proton Pair Constrained Upper Lower 
distance (A) limit! limit 

H IB-HPr(a) 2.93 3.08 2.78 
HIB-HPr*) 2.51 2.61 2.41 
HIB-HSA' 2.67 2.77 2.57 
HI A'-H2B 2.28 2.38 2.18 
HlK-H2C 3.21 3.71 2.81 
HIE-H3A' 2.34 2.44 2.24 
H1B'-H4A' 2.89 3.04 2.59 
HlC-H2B 3.03 3.28 2.73 
H1C-IBB 2.27 2.37 2.17 
HIC-HZB' 2.92 3.25 2.48 
HI@-W3B' 2.20 2.30 2.10 

%e limits were derived from the highest and lowest 
values obtained from the experiment. 



Column 1 

Time (set?) 

Time (see) 

5 6.1 03 83 0.4 05  

Time (secf 

figure 3.29, Tfre effect of offset and Hartmann Hahn corrections on the ROE buildup of 
the pentasaccharide (6). Column 1) Uncorrected data. Column 2) Corrected data. 



RING C' 

Figure 3.29. (continued from previous page) 
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Figure 3.30, Distances calculated from ROESY data of the pentasaccharide (6). 
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A'-B a-(1 -2) linkage C-B P-(1-3) linkage 

BE-A a-(1 +3) linkage C'-B' k(1-+3) linkage 

Figure 3.31. Variation of the @, Y angles during consmined dynamics simulations of 
the pen~saccharide (6) in H20. 



A'-•’3 a-(1 +2) linkage C-B P-(1+3) linkage 

B'-A' a-(1 +3) linkage C-B' P-(1+3) linkage 



Ring C 

Ring C' 

Wing A' 

m 

1 
Ring B' 

Figure 3.33. Variation of selected internuclear distances during constrained dynanics 
simulation of the pentasaccharide (6) in H20. 



1 
Ring C 

1 
Ring C' 

Ring B' 

Figure 3.34. Variation of selected internuclear distances during unconstrained dynamics 
simulation of the penmaccharide (6) in H20. 



Table II1.14. Average, high, and low values of selected internuclear 
distances during dynamics simulations of the pentasaccharide ( 6 ) O  . 

Consmined Dynamics Unconstrained 
in H28 Dynamics in H20 

Proton Pair Average High Low Average High Low 
IB-HF%(a) 2.93 3.06 2.77 3.00 3.69 1.98 
1 B-HPr(b) 2.51 2.59 2.41 2.55 3.77 1.91 
IB-HSA' 2.67 2.75 2.58 3-04 4.41 1.96 
I A'-H2B 2.28 2.36 2.18 2.18 2.67 1.85 
1 A'-H2C 3.29 3.86 2.85 3.97 5.61 2.43 
1 B'-H3A' 2.35 2.44 2.25 2.99 3.50 2.16 
I B'-H4A' 3.07 3.26 2.85 3.33 4.27 2.23 
IC-H2B 3.15 3.39 2.91 3.86 4.35 3.25 
1C-H3B 2.26 2.35 2.19 2.56 3.20 1.86 
1C'-H2B' 2.86 3.18 2.42 2.69 3.67 1.97 
LC'-H3B' 2.20 2.27 2.11 2.39 2.89 1.95 

Table III.15. Average, high, and low values of the glycosidic @ and Y 
angles during dynamics simulations of the pentasaccharide (6)'. 

Consaained Dynamics in Unconstrained Dynamics in 

=320 H20 
Angle Average High Low Average High Low 
Link A-Propyl 

rp 57.53 
Link C-B 

cf, 44.35 

Link A'-B 
a 22.47 

Link B'-A' 
a 40.52 

'P 27.71 
Link C'-B' 

a) 36-75 

0 and 0 angles 
Ring C 

8 5-00 

0 56-42 
Ring C 

8 132.98 

Average temperatureduring rtte dynamics simulation was 301K for the simulation with constraints and 
2998 for the sirnutation withour constraints. 



RING B 
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Time (ser) 

Tlme (sa) 

Time (see) 

Figure 335. Comparison of the experimental and calculated ROESY buildup curves for 
the pentasaccharide (6). I) Experimental buildup curves. 11) Buildup curves calculated 
b m  the conswined dynamics trajectories in HZO. III) Buildup curves calculated from 
the unconstrained dynamics mjecturies in H$l. 
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Figure 3.35. (continued from previous page) 
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Figure 3.35- (continued from previous page) 



The hexasaccharide (7) possesses components of all of the three smaller 

structures, the hi, tetra and pentasaccharides (Figure 3.25). The ROESY spectrum of the 

hexaaccharide (4 )  is displayed in Figure 3.36 along with the corresponding Fl slices in 

Figure 3.37. The cross peaks observed in the smaller structures are present in the 

spectrum of this compound as we'll. There are no novel linkages - all of the linkages 

present have been encountered previously in the smaller structures. The spectrum does 

show greater residual TOCSY cross peaks, as is visible along the chemical shift of the 

anomeric protons of the two GlcpNAc (C and C') rings. The HIB' shows distinct ROE 

contacts to both the H4 and the H2 of the A' ring. The HIB-H3A-H5A anomaly persists, 

Figure 3.36. Expansion of the ROESY spectrum of the hexasaccharide (4).  
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Figure 3.37. F1 slices from the ROESY spectrum of the hexasaccharide (7). 

and this time it is visible in both the B'-A' and the B-A links. 

The 18 proton shows a cross peak to both the 5A and the 5 8 '  protons. Since the 

chemical shift of both these protons overlap, the 1B-5A and 1B-5A' cross peaks were 

integrated together. The 1B-5A cross peak probably arises as a result of relay from the 

IB-?A peak, as with the cross peaks along the chemical shift of the 1%' proton, where 



Offset and Martmann Hahn Gorrecbisns 

Table III.16. Offset and Hartmann Hahn effects calculated for the hexasaccharide (7). 

Ring Cross peak sina, sin% %.PH transfer s2 

Ring A 1 A-2A 0.9964 a)2A-1 A 0.01 

1 A-HPr(a) 

1 A-HPrfb) 

Ring B 1B-2B 

18-2A 

IB-3A 

lB-5A 

Ring C 1C-5C 

1C-3C 

I C-2B 

1C-3B 

Ring A' 1A'-2B 

1A'-2A' 

1 A'-2C 

Ring B' 1B'-2B' 

1B'-3A' 

1B14A' 

Ring C' 1C'-5C' 



the a-(1--+3) linkage gives rise to both a 1B'-38' and a 1B'-5A' peak. The contacts 

derived from the ROESY spectrum are displayed in Figure 3.8. 

In order to determine the magnitude of the 1 B-5A' peak, which is critical in 

determining the conformation about the a-(1-2) linkage, it was notd  that in the case of 

the lB' interactions, the 1B'-58' peak was -30% of the 1B'-3A' cross peak. Therefore 

30% of the 1B-3A peak was subtracted from thz integral of the 1 B-(5A + 5A') peak and 

the 1B-5A' distance was calculated. This procedure is an extreme approximation, but 

represented the best solution since neither deconvolution of the peaks nor integration of 

the 16-4A peak was possible. The cross peaks were then corrected for Hartmann Hahn 

and offset effects, and the results are tabulated in Table III.16 and displayed in Figure 

3.38. 

The problem of overlap is considerable in this structure. The chemical shifts of 

the ring protons of both the GlcgNAc rings are completely degenerate. Further, the ring 

protons of the corresponding residues to which cross peaks occur, the B and B' rings also 

have very similar chemical shifts. This makes it impossible to integrate the two sets of 

cross peaks belonging to the C and C' rings independently. Judging from the intensities 

of the cross peaks, it seems that the two rings display approximately the same behavior, 

and hence the same distances were assigned to the C and C' rings. 

Calculation of Internuclear Distances 

The distances calculated for the hexasaccharide (7) from the ROESY spectra and 

used as input for the constrained dynamics calculations are listed in Table III. 17 and 

displayed in Figure 3.40 to illustrate the variance with respect to mixing time. 

Msiessliar Dynamics Simuiatilans 

The a, Y maps and trace of selected internuclear distances during the 

constrained and unconstrained dynamics simulations are shown in Figures 3.41-3.44. 



The various linkages display more freedom during the unconstrained dynamics 

simulation, but are restricted to roughly the same areas. The exception is the B'-A' 

linkage. The constraints place both the Q, and Y in the range of 0" to 60Q, but during the 

unconstrained dynamics simulation the Y! angle moves to the 0" to -60" range. This 

change in the Y angle is accompanied by an increase in the average distance between the 

1B' and 4A' protons from 3.1 1 A to 4.32 8\. The results of the dynamics simulations are 

tabulated in Tables DI.18 and In.19. 

CROSREL calculation of  the ROESY buildup curves 

The experimental and CROSREL calculated ROESY buildups curves are 

presented in the series of graphs in Figure 3.45. In most cases, the fit is satk'actory for 

the cross peaks from the anomeric protons. The calculated cross peaks from the A' and 

B' rings show a divergence from the experimental curves, In ring A', the relative 

ordering of the 1A'-2A' and 1A'-2B' cross peaks are reversed for the ROES calculated 

from the unconstrained dynamics trajectory. The 1B'-3B' and 1B'-2B' cross peaks 

calculated from the constrained dynamics trajectory show approximately the same 

intensity. This is not observed in the experimental build up curves. 



Figure 3.38. Interproton contacts derived from the ROESY spectrum of the 
hexasaccharide (7). 

Table 111.17. Constraints input for the molecular dynamics simulation of the 
hexasaccharide (7). 

hoton Pair Constrained Upper Lower 
distance [A] limit limit 

HI A-HPr(a) 3.04 3.48 2.94 
H1A-HPr(b) 2.69 3.09 2.59 
HlB-H2A 3.02 3.32 2.82 
H1B-H3A 2.30 2.45 2.15 
HIB-HSA' 2.44 2.64 2.54 
HI A'-H2B 2.3 1 2.51 2.21 
H1A'-H3B 3.70 4.20 3.20 
NIA-H2C 3.50 3.70 3.40 
H1B'-H2A' 3 .03 3.23 2.93 
HI B'-H3A' 2.39 2.49 2.29 
HI Br-H4A' 2.86 3.36 2.36 
HIC-PI2B 3.03 3.33 2.83 
H1C-H3B 2.19 2.04 2.34 
HlC-H2-5' 3.03 3.33 2.83 
H1C'-H3B' 2.19 2.04 2.34 

a ~ h e  limits were derived from the highest and lowest values 
obtained from the experiment. 



RING A 

0 8.1 82 8 3  8.4 B J  $ 41 e.2 e3 LS as 

Time (ser) Time (a) 

0-3 0 2  0 3  

Time (see) 

0.1 03  8.3 

Time (see) 

-29 4 
b 8.l e.7, 0 3  0 1  0.3 

Time (see) 

Figure 3.39. The effect of offset and Hartmann Hahn corrections on the ROE buildup of 
the hexasaccharide (7). Column 1 .) Uncorrected data. Column 2.) Corrected data, 
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Figure 3.39. (continued from previous page). 
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Figure 3.40. Distances calculated from ROESY data of the hexasaccharide (7). 



B-A a-(1-3) linkage 

@ 

B'-A' a-(1 -3) linkage 

A'-3 a-(1+2) linkage 

-180 -120 -60 0 60 120 180 -180 -120 -60 0 50 120 180 

@ a 

C-B P-(1+3) linkage C'-B' P-(1+3) linkage 

Figure 3.41. Variation of the a, Y angles during constrained dynamics simulations of 
the hexasacchwide (7) in H20. 
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B-A a-(1-3) linkage 

A'-B a-(1 +2) linkage 

C-B P(1+3) linkage 

B1-A' a-( 1-31 linkage 

C'-B' P-(1-13) linkage 

Figure 3.42. Variation of the 6, Y angles during unconstrained dynamics simulations 
of the hexasaccharide (7) in H20. 
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Figwe 3-43. Vviation of selected Inteqrctor: Oistmces during consoained dynamics 
simulations of the hexasaccharide (7) in 
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Figure 3.44. Variation of selected interproton distances during unconstrained dynamics 
simulations of the hexsaccharide (7) in H20. 



Tabte III.18. Average, high, and low values of selected internuclear distmces during 
dynamics simulations of the hexasaccharide (4) in H2@. 

Proton Pair 

1 A-HPr[a) 
1 A - m e )  
1 B-H2A 
1 B-H3A 
1 B-HSA' 
1 C-H2B 
1C-H3B 
1 A'-H2B 
1A'-H2C 
13'-H3A' 
1 B'-H4A' 
1 C'-H28' 
1C'-H3B' 

Constrained Dynamics 
in H20 

Average High Low 

3.09 3.43 2.96 
2.72 3.01 2.59 
3.06 3.33 2.86 
2.28 2.43 2.14 
2.46 2.63 2.30 
3.08 3 3  2.89 
2.18 2.33 2.04 
2.38 2.53 2.23 
3.52 3.70 3.41 
2.39 2.48 2.30 
3.11 3.62 2.59 
3.05 3.31 2.82 
2.19 2.37 2.05 

Unconstrained 
Dynamics in H20 

Average High Low 

OAverage temperature during the dynamics simulation was 304 K for the 
simulation with cctnstraints and 299 K for the simulation without constraints. 



Table IE.19. Average, high, and low values of the glycosidic b, and Y sngles 
during dynamics simulation of the hexasaccharide (19) in H20a. 

Constrained Dynamics in Unconstrained Dynamics in 
H2O H2Q 

Angle Average High Low Average High Low 

Link A-Propyl 
&, 66.23 
Link B-A 
a) 41.56 

Link C-B 
@ 32.9 1 

Link A'-B 
Q, 45.67 

Link B'-A' 

<f, 40.39 

'P 27.63 
Link C'-B' 
@ 37.80 

40.11 

w and 0 angles 
Ring C 
8 3.63 

W 28.55 
Ring C' 
8 6.87 

W 3! 2 1  

aAverage temperature during the dynamics simulation was 304 K for the 
simulation with constraints and 299 K for the simulation without constraints. 
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Figure 3.45. (Caption two pages overleaf). 
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Figure 3.45. (Caption overleaf). 
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Figure 3.45. (Previous 2 pages). Comparison of the experimental and calculated 
RQESY buildup curves for the hexasaccharide (7). I) Experimental buildup curves 
11) Buildup curves calculated from the constrained dynamics trajectories in H20. 
111) Buildup curves calculated from the unconstrained dynamics trajectories in H20. 



3.45. Hexasaccharide (8) 

Roesy Spectrum 

The hexasaccharide (8) is the final structure of the Streptococcus series. The 

ROESY spectrum of 8 and the corresponding F1 slices are shown in Figure 3.45 and 

Figure 3.47. The salient features are labeled on the spectrum. The spectrum appears to 

share the same features as the spectra of the related structures 4-7 , and although the 

hexasaccharide (8) would seem to be more sterically crowded than the other smctures 

there do not seem to be any obvious compensations in terms of conformation. The 

characteristic 1B-5A' cross peak that appears in all the a-(1-+2) linkages is present for 

both a-(1+2) linkages (the A'-B and A-B' linkages) in the hexasaccharide (8). The 

single a-(1+3) linkage joining the B' and the A' ring also dis$ays the strong 1B'-364' 

peak with its accompanying 1B'-5A' partner. As with the other compounds, the 16'-2A' 

and 1B'-4A' peaks are also present, making it difficult to discern which peak is an ROE 

and which is due to residual TOCSY effects. An additional cross peak that is observed 

Figure 3.46. Expansion of the ROESY spectrum of the hexasaccharide (8). 
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Figure 3.4'1. F! slices from the ROESY specmm of the hexasaccharide (8). The 
Fl slice through the chemical shift of the 1A proton shows residual peaks from the l A' 
cross peaks and vice versa due to the close chernicai shift of the two protons. * Residual 
TOCSY peaks to the H2 and H6 of the GlcpNAc rings. 



Offset and Hartmann Wahn Corrections 

Ring A 

Ring B 

Ring C 

Ring A' 

Ring B' 

Ring C' 

Table 311.20. Offset and Hartmann HaRn effects ealculatxi for the hexasaccharide (8)- 

Ring Cross peak sina, sin% HH transfer s2 
a12.4- 1 A 



along the 1B' chemical shift can be assigned unambiguously to the 4A' proton by virtue 

of its extreme upfield shift relative to the other M4 protons. 

The degree of overlap in the spectrum of the hexasaccharide (8) is less than that of 

the hexasaccharide (7). Although the chemical shifts of the 1A and 1 8 '  are very close, 

the cross peaks are well separated, permitting unambiguous assignment and integration. 

An exception is provided by the 1 A-2C' and 1 A'-2C cross peaks, which have been 

integrated together. Both peaks are of low intensity, so it is impossible to judge the 

relative magnitudes of each. In order to get some estimate of these distances, the 

integrals were divided equally. Contacts derived from the ROSY spectrum are 

displayed in Figure 3.48. The offset and HOHAHA corrections are tabulated in Table 

13[1[.20 and displayed in Figure 3.49. 

Callculation of Internuclear Distances 

After the corrections, the interproten distances were calculated. These distances are 

displayed in Figure 3.50 and the constraints derived from them are tabulated below. 

Table nI.21. Constraints input for the molecular dynamics simulation of the 
hexasaccharide (8). 

Proton Pair Constrained Upper Lower 
distance [A] limita limit 

'The limits were derived from the highest and lowest values obtained 
from the experiment. 



Figure 3.48. Interproton contacts derived from the ROESY spectrum of the 
hexasaccharide (8). 

Molecular Dynamics Simulations 

Dynamics simulations, both constrained and unconstrained, were 

calculated and the interglycosidic (a, Y) angles and the trajectories of selected 

internuclear distances are displayed in Figures 3.5 1 - 3.54. Following the dynamics 

calculations, ROESY buildups were calculated and compared to experimental ROE data. 

Both calculated and experimental buildup curves are displayed in Figyre 3.55. 
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Figure 3.49. The effect of offset and Hartmann Hahn corrections on the ROE buildup of 
the hexasaccharide (8). Column 1 .) Uncorrected data. Column 2.) Corrected data. 
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Figure 3.50. Distances calcufated from the ROESY data of the hexasaccharide (8). 
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Figure 351. Variation of the @, Y angles during constrained dynamics simulations of 
the hemsaccharide (8) in H20. 
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Figure 3.52. Variation of the @, Y angles during unconstrained dynamics simulations 
of the hexasaccharide (8) in H20. 
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Figure 3.54. Vaiiation of selected interproton 
distances during unconstrained dynamics simulations of 
the hexasaccharide (8) in H20. 



Table HI.22. Average, high, and low values of selected internuclear distances during 
dynamics simulations of the hexasaccharide (8)'. 

Conseained Unconstrained 
Dynamics in H20 Dynamics in H,O 

Proton Pair Average High LOW Average High Low 

'Average temperature during the dynamics simulation was 299 K for the simulation with 
constraints and 298 K for the simulation without constraints, 



Table IPI.23. Average, high, and low values of the giycosidic and Y angles during 
dynamics simulation of the hexasacchiuide (8)".. 

Constrained Dynamics Unconstrained Dynamics 
in H,O in H,Q 

Angle Average High Low Average High Low 

Link A-Propya 
dB 50.13 

Link A'-B 
@ 25.86 

Link C-B 
a, 46.93 

Y -32.58 
Link B'-A' 

<b 48.11 

Link A-B' 
(9 42.04 

Link C'-B' 
36.26 

o and 8 angles 
Ring C 

8 2.29 

W 50.74 
Ring C' 

8 5.4 1 
o 34.61 

'Average temperature during the dynamics simulation was 299 K for the simulation with 
constraints and 298 K for the simulation without constraints. 
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Figure 3.55. Comparison of the experimental and calculated ROESY buildup curves for 
the hexasaccharide (8). 1) Experimental buildup curves I) Buildup curves calculated 
from the constrained dynamics trajectories in H20. III) Buildup curves calculated from 
the unconstrained dynamics trajectories in H20. 



35. Discussion 

Analysis of the ROESY spectra 

The NMR spectra of the oligosaccharides (4-8) show many similar features, 

which leads to the conclusion that the compounds share similar conformational 

properties. The presence of characteristic cross peaks in the ROESY spectra of all the 

compounds examined confirms this fact. The average Qi and Y angles for the various 

linkages of the oligosaccharides (4-8) obtained from the constrained dynamics 

trajectories are listed in Table 3.24, and the structures corresponding to these 'average' 

values are superimposed in Figure 3.56. 

There are three distinct types of linkage present in the Streptococcus 

oligosaccharides, the P-(1+3) link that joins the C ring (GlcpNAc) to the B (Rhap) ring, 

the a-(1+2) linkage from the A (Rhap) ring to the B ring and the a-(1+3) link from the 

B ring to the A ring. Of the five oligosaccharides examined, the compounds (5-8) have 

at least one example of each linkage, the exception being the trisaccharide (4), which 

does not possess an a-(1+3) link. The data from the RQESY experiments 

unambiguously defines the conformational properties of two of the three linkages. 

The ~~(1-52)  (A-B' and A'-B) linkage 

In all the a-(1-2) linkages, the 1A-2B cross peak is, without exception, the 

strongest peak observed from the anomeric proton of ri2g A. A second interaction 

observed between the anomeric proton of ring B and the H5 of ring A unambiguously 

defines the interglycosidic angles. This is in agreement with previous studies on similar 

compounds. A conformational study of the disaccharide a-L-Rhap-(l+2)-a-L-Rhap-(1 

- t 0 ~ e 1 ~ . ~ ~ ~  yielded essentially the same results. The two cross peaks (H1A'-H2B and 

HlB-HSA') were observed, but in addition, a H1A'-H1B cross peak of much weaker 

intensity was also observed. Inspection of the anomeric region in the spectra of all the 



Table IIIIf.24. Comparison of the average @ and Y angles derived from constrained 
molecular dynamics simulations of the compounds 4-8. 

Link A'-B A-B' B- A B'-A' C-B C-B ' 

Figure 3.56. A superposition of the conformations derived from the average values of 
the constrained molecular dynamics simulations of compounds 4-8. A) All atoms. B) 

All non hydrogen atoms. 



compounds reveals no trace of an analogous 1A'-1B cross peak, which confinns further 

that the range of the @ and angles iies in tRe positive region. The absence of this peak 

may be due to the additional residue in the 3-position of the B ring, However, in studies 

on the same disaccharide by other  researcher^^^^'^.'^ no HI'-H1 cross peak in the 

disaccharide a-L-Rhap-( 1 +2)-a-L-Rhap-( l +OMe), was reported. 

The fb(1+3) (C-IB and C'-B') linkage 

In the C-B linkages, the 1C-3B cross peak is the sthongest peak observed in the 

ROESY spectrum. This, in conjuction with the observatior. sf a H1C-H2B cross peak, is 

sufficient to predict that both the Q, and Y angles are gauche. Further, the relative 

magnitudes of both cross peaks require that the QI, angle be positive and the Y angle be 

negative. This is the only set of ar;gles for which the distances obtained from the 

experimental data are satisfied, and fits the preferences that would be predicted by the 

exoanomeric effect. 

In all of the compounds, at "branch" points, i.e. where the fragment a-L-Rhap-(I 

+2)[P-D-ClcpNAc-(l+3j]-a-L-Rha;, occurs, a third cross peak, of very low intensity, 

which conclusively fixes the lacale of the Q, and Y angles of both the A'-B and the C-B 

linkage was identified. This is the 1A'-2C cross peak and it is present in the spectrum of 

every compound studied that possesses the branched type structure a-L-Rhag-(l-+2)[P- 

D-ClcpNAc-(1-+3)]-a-L-Rhap. This cmss peak is in perfect agreement with the 

geometries of the A'-B and C-B link already described, and is the final piece of evidence 

which confirms the conformation of this fragment. 

The aa(1+3) (B-A and B'-A') linkage 

The a-b(1-3) linkage, i.e., the B-A or B'-A' linkage, does not provide as many 

clues to its conformation as the A-B and C-B links, The B-A linkage is a point of major 

divergence in conformation amongst the compounds 4-8. This can be seen from the 



superposition of structures in Figure 3.56 and is due to the difference in Y angles 

between the compounds as a result of the imposed constraints. 

The strong inter glycosidic iB-3A* cross peak is present, but closer examination 

of the spectra of compounds 5-8 shows that there are 1B-2A as well as 18-4A cross 

peaks present. Additionally, in all of the compounds which possess an a-L-(1-3) 

linkage, besides the cross peaks mentioned, there appears a cross peak which was 

identified as a HIS-HSA interaction. A brief glance at a model of the B-A fragment of 

the compounds (5-8) indicates that is impossible to bring the 1B proton in close 

proximity to the H5 of the A ring, which dispels any possibility of this being a direct 

effect. In fact the closest distance between the 1B and 5A protons, given the 'c, 
conformation of the A ring, is 3.64 A. Earlier studies on the disaccharide a-L-Rhap-(1 

+3)-a-L-Rhap-(l+OMe) and trisaccharides containing this fragment771'"m'81 indicate 

only a 1B-3A cross peak, and make no mention of a 1B-58 interaction. 

There are two possible explanations for the observation of both the 1B-4A and 

1B-2A cross peaks. There could be two conformations about this linkage or, more 

simply, TOCSY effects could account for one or both of these cross peaks. Residual 

TOCSY effects are a drawback of the ROESY experiment. Recently, Hwang et. al.178 

have proposed a new pulse sequence that eliminates TOCSY effects in ROESY 

experiments. In order to distinguish between the two possibilities, i.e., multiple 

conformations vs TOCSY, the sequence proposed by Hwang et. a1.17', herein referred to 

as a fdtered RQESY, was used to acquire a spectrum of the pentasaccharide (6).  The 

only visible cross peaks from the anomeric proton of ring B are to the H3 and to the H4 

of ring A. The additional peaks (HI%-=A, HIB-HSA) that were seen in the ROESY 

specmm must therefere be due to iesidiid Har~rnanii HAn effects. Inspection of the 

* The following discussion applies to both the B-A and the Be-A linkages, but for the sake of brevity, 
only the B-A linkage is specified. 



Hartmann Hahn factors for the proton pairs H3-H2 and H4-H5 for the A and A' rings 

reveal moderately large values of the transfer efficiency s' (-0.1 and 0.3 for the H3-H2 

and H4-H5 proton pairs), which is consistent with this hypothesis. 

Further, all of the compounds studied possess another (1-3) link in the form of 

the @~-GlcpNAc-(1+3)-a-~-Rhap-] fragment (the C-B fragment). This glycosidic 

linkage, which displays the same strong cross peak from the anomeric proton of the C 

ring to the 3B proton of the aglycon, does not exhibit any cross peak to the 5B proton. 

This would indicate that besides the difference in configuration at the anomeric center, 

the two fragments, B-A and C-B, have different geometries. A final piece of evidence to 

support this is the presence of a 2A'-5B' cross peak in the spectrum of the 

pentasaccharide (6).  The average <f, and Y angles of the compounds 4,7 and 8, obtained 

from the molecular dynamics simulations calculated with the 1B-4A constraints, 40" and 

28" respectively, place the H5 of ring B' in close proximity to the H2 of the A' ring. A 

negative Ug/ angle, such as postulated for the compounds 5 , 6  and 8, would not place the 

H5 in the same position while keeping the H1B-H2A distance within the constraints. 

Inspection of the ROESY spectra of the compounds 5-8 revealed that this cross peak was 

definitely present in the spectrum of all of the compounds except for the tetrasaccharide 

(5) where interference with other peaks in this region made identification of the 2A'-5B' 

difficult. These results indicate that both the and Y angles for this linkage are both 

positive, and that three a-(1+3) li~kages, i.e., the •’3-A linkages in compounds 5-7 and 

the B'-A' linkage in compound 8, have been incorrectly assigned negative Y angles. 

Consequently, the lB(')-2A(') constraint was replaced by a lB(')-4A(') constraint, 

and the dynamics simulations, both consmined and with the constraints removed, were 

mcdcillstii for the thee compounds 5,7 and 8. Analysis of the trajectories shows that 

the QP, Y angles of the other linkages are not influenced by the different conformation of 

the a(1-3) linkage. The results of the simulations are illustrated in Figures 3.58 -3.59. 



Figure 3.57. F1 slices from the ROESY spectra of compounds 4-8, which display the 
presence of a Pf2'-H5 interaction in the a-(1-+3) linkages. 



As expected, the constrained dynamics simulations show a narrow range of 

motion. in the trajectories from the dynamics simulations with the constraints removed, 

the behavior of the B-A linkage of both the tetrasaccharide (5) and the hexasaccharide 

(7) is similar - the Y angles seem to be moving toward the negative quadrant, which is 

the minimum predicted by CHARMM. This is not observed in the B'-A' linkage of the 

hexasaccharide 8. ROESY buildup curves were calculated with CROSEL from the 

new dynamics trajectories for the affected linkage in the three compounds, but though an 

improvement in the fit is observed, it is marginal. 

A new set of average values of the Q, and Y angles as calculated from these 

results is tabulated in Table III.25. A superposition of these "new" structures thus 

constructed is displayed in Figure 3-61. 



tetrasaccharide (5) 

hexasaccharide (7) 

hexasaccharide (8) 

Figure 3.58. Variation of the @, Y angles of linkage B-A (B'-A' for compound 8) 
during dynamics simulations of the compounds 5,7 and 8. A.) Constrained dynamics 
using a 1 B(')-4AC) constraint. B) Unconstrained dynamics. 
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Figure 3.59. Variation of selected interproton distances during dynamics 
simulations of the compounds 5,7 and 8. 
Column 1. Constrained dynamics with a lB(')-4A(') constraint. 
Column 2. Unconstrained dynamics. 
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Figure 3.60. (This page and previous page) Experimental and calculated ROESY 
buildup curves for the B(Bt) ring of compounds 5,7 and 8. I.) Experimental buildup 
curves. If) Buildup curves calculated from consrained dynamics trajectory. In[) 
Buildup curves calculated from unconstrained dynamics trajectory. 



Table TII.25. Comparison of the average and !P angles derived from constrained 
molecuIar dynamics simulations of the compounds 4-8. 

Link A?-B A-Bf I3-A B*-A* C-B C'-B' 

Figure 3.61. A superposition of the conformations derived from the average values of 
the constrained molecular dynamics simulations of compounds 4-8. A) All atoms. B) 

All non hydrogen atoms. 



Analysis 04 the CWOSREL Calculations 

The simuiation of tihe ROESY buiidup curves is faced with some severe 

limitations. Of these, the two most serious are a lack of experimentally determined 

correlation times, zc , and the associated assumption of isotropic reorientation. The 

obvious soln!ion to this problem is the measurement of the ' 3 ~  T,s, but given the limited 

quantities of sample available, this is at present not possible. Alternatively, long 

molecular dynamics simulations, of the order of nanoseconds, can be used to calculate 

zc. This method is faced with the limitations of computational time and disk space for 

long dynamics simulations, especially for large molecules. Further, since the dynamics 

trajectories are force field dependent, the cdculation of the correlation time will also be 

influenced by the parameter set, and can produce varied 

The calculated zc values and leakage rates RL are tabulated in Table 111.26. The 

predicted correlation time falls within the range that would be expected from the 

observed NOES, i.e., that in the series of compounds studied, the product oxc = 1 SO that 

the NOES range from positive to negative. The pentasaccharide (6), has a lower zc than 

Tabfe 111.26. Correlation times, Leakage rates RL, and 8, factors obtained from 
CROSREL calculations of the compounds 4-8. 

Compound Dynamics Dynamics 
(constrained) ( no constraints) 

trisaccharide (4) 
tetrasaccharide (5) 
temsacc haride (%)a 
pentasaccharide (6) 
hexasaccha-ide (7 j 
hexasaccharide (7)a 
hexasaccharide (8) 
hexasacc haride (8)' 

u~ynarnics simulations calculated after including tho 1B(')-4A(') constraint. 
212 



the smaller tetrasaccharide which is an incorrect result, since 6 displays NOES that me 

the sarne as the diagonizl in a NOESY experiment, indicating a negative NOE, md hence 

a correlation time of > 400 ps. 

It is difficult to estimate the error introduced by the assumption of a single a,, It  

is clear that the compounds 5-8 do not possess spherical symmetry. CROSREL has 

some provisions for the inclusion of anisotropic motion. This would also involve 

calculation of the 2, from the dynamics data. The benefits from this appro:. +h are 

questionable, since it was shown that the anisotropic z, factors did nor produce an 

appreciable improvement in the fit between the calculated and experimental bui!dup 

curves 176,177 

Restrictions imposed by overlap in the W R  spectrum of the compounds 4-8, 

which prevents integration of the diagonal cross peaks, is another problem encountered 

in the simulation of the ROE buildup. The fit between the calculated and the 

experimental curves is also dependent on the diagonal intensities. CROSREL uses an R 

factor analogous to that used in X-Ray crystallography to judge the fit of the calculated 

and experimental data, 

Aij are the intensities of the cross peaks, wij is a weighting factor, and zm are the mixing 

times used in the experiment. 

Inspection of the R, factors calculated for the compounds 4-8 (Table III.26), 

reveals that the fit between the calculated and experimental buildup curves is not as good 

as the test case of methyl-P-cellobioside, in which the R, factors were calculated to be 

of the order of 0.15 176-177. However, in order to compare the calculated and observed 

intensities, CROSREL scales the calculated peak intensities before a fit is performed. 



IFhus, incomplete integration of the experimental data leads to incorrect scaling and 

hence a large R, factor. 

Tke ROESY buildup curves calculated with CROSREL are, at best, qualitative. 

Most of the experimentally observed trends ape reproduced successfully. En the majority 

of the cases studied, the buildup curves calculated with the constrained dynamics 

trajectory provides a better fit to the experimental data than that calculated for the 

unconstrained dynamics. Where major differences are observed between the two 

cdcuIated curves, ie., the cross peaks calculated for the A' ring in the trisaccharide (4) 

and the tetrasaccharide (5) (Figure 3.15, Ring A'), the difference is due to the 

unconstrained dynamics simulation finding a new minimum. 

Major discrepencies occur in the calculation of the distal diastereotopic propyl 

proton (designated IKPr(a) in the text) for all the compounds where such a cross peak is 

calculated, and also in the calculation of the anomalous 1B-5A (1B'-5A') cross peak that 

is observed. Since both of these protons exhibit strong Hartman Hahn transfer, 5A to 4A 

and MPr(a) to HPr(b), this seems to suggest that the simulation of the Hartman Hahn 

transfer is not completely successful due to the inability to include the diagonal peaks. 

CROSREL also fails to reproduce the observed ROESY-TOCSY type peaks, i.e., 

transfer of magnetization through a system ijk, where the protons i and j exhibit an ROE 

and protons j and k are J coupled. In system of this type, initially there is an 

enhancement of proton j through ROE effects, followed by transfer of magnetization 

through TOCSY effects, which is not easily distinguished from a true ROE since it 

exibits the same phase as the ROE. This effect is not reproduced in the CROSREL 

calculations. Simulation of this effect is crucial in the determination of the conformation 

of the B-A finkage. Thus, CRQSWL, while representing a valuable tool for the analysis 

of ROESY buildup, cannot be used to distinguish between the two possible 

conformations in the B-A linkage. 



Analysis of the Chemical Shin Differences (86)  

Another aspect of the NMR spectra that can be analyzed to yield information 

about the conformation is the differences in chemical shift. The very basis of NMR 

spectroscopy is that the frequency of proton resonances differ due to their environment. 

1 3 ~  and 1~ chemical shift studies 781'82-184 have been used to predict the conformation of 

saccharides with reasonable success. The *H and 1 3 ~  chemical shifts of the saccharides 

(4-8) are listed in Table 111.1 and 111.2, respectively. Correlation between the chernical 

shifts and the conformations of these compounds can best be accomplished by 

comparison with a parent compound. In this way, barring my chemical modification, 

differences in chemical shift can be interpreted directly as a difference in conformation. 

Since it represents the minimal ~~peat ing unit, the trisaccharide (4) is chosen as the 

parent, and the IH and ' 3 ~  chemical shifts of the A and A' rings of the compounds 5-8 

are compared to the corresponding 1~ and 13c shifts of the A' ring in the trisaccharide 

(4). The A6 values (Figures 3.62,3.63) represent the difference between the chemical 

shift of the various oligosaccharides (5-8) and the trisaccharide (4), i.e. a negative value 

of A8 indicates that the analogous proton in the trisaccharide has a higher chemical shift, 

i.e., is upfield from the corresponding proton in the oligosaccharide and is therefore 

shielded by comparrison to it, and analogously, a positive A6 value implies a lower 

chemical shift, and hence a deshielding in the trisaccharide. A similar comparison of the 

shifts in the B and C rings of 4 with those of the B(B') rings and the C(C') rings of 5-8 

gives she information displayed in Figures 3.62 and 3.63. 

Analysis s f  the 'H chemical shift differences reveals two extreme cases. The A 

rings of both the tetrasaccharide (5) and the hexasaccharide (7) differ from the A' ring of 

the trisaccharide (4) since in both of these compounds the A ring is the terminal 

(reducing end) moeity. Comparison of the chemical shifts of both of these compounds 

shows substantial differences in both the 1~ and l 3 ~  spectra, of the order of -0.4 ppm in 
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the proton shift differences and 2 ppm in the 1 3 ~  shift differences. The average values 

of the @ and Y angies for the A'-I3 linkage listed in Table 3.25 are 38" and 17" 

respectively which places the anomeric proton of ring A' (and ring A in the 

hexasaccharide (8)) within a distance of < 2.5A of the 0 1  and 0 5  of ring C ( and ring C' 

in the hexasaccharide (8)). This would lead to a substantial deshielding of the 1A(') 

proton and would account for the large A6 observed. A similar effect is also evident in 

the anomeric I H  and 13c chemical shifts of ring B in compounds 5 and 7, in which A6 is 

of the order of 4 . 3  ppm for the 'H spectra and 2-3 ppm for the I3c spectra, where the 

reversal of the sign is now due to the presence of an aglycon (rather than an absence of 

one, as in the previous example); similar effects are observed in the chemical shift of the 

H1 of the B' ring in compounds 6,7 and 8. A positive Y angle in the B-A (and B'-A') 

linkage would place the HI of ring B (B') within 2.5 A of the 0 4  of ring A (A'). This 

would account for the deshielding observed. This is yet another piece of evidence in 

support of the positive Q, and Y" angles for the B-A (and B'-A') linkage, since a negative 

Y angle would not bring the PI1 of ring B (B') near any desheilding groups. 

The second case where a large chemical shift difference is observed results from 

the effect of glycosylation at a certain position. The A' ring in the trisaccharide (4) and 

the teorasacckaride (5) is unsubstituted, but in the three larger oligosaccharides 6-8, it is 

glycosylated at the 3 position. The effects of this change can be seen in the 'H A6s, in 

which the ring protons of residues 6 , 7  and 8 are desheilded. This is consistent with the 

increased steric interactions that would occur upon substitution at the Zposition, and the 

effect is most pronounced on H4A1, as would be expected if the @, Y" angles were both 

positive. Although the 13c chemical shift of C3 changes by -8 ppm (glycosylation 

shift), there is no difference in the rest of the "C chemical shifts. This change in A6 is 

also observed in the B' ring. The 2-position of the B ring of the trisaccharide, to which 

the chemical shifts of the B' ring are being compared, is substituted, whereas in the B' 



ring the 2 position is unsubstituted. Since the comparison is now between a substituted 

(trisaccharide (4)) compound and compounds not functionalized at the 2-position, the 

difference is in the opposite direction for the I3c shifts, i.e.. of the order of -8 pprn. The 

'H chemical shift differences that are observed are a sum of the effects due to the A' ring 

and the glycosylation of the 2-position. Of these two, the effect of the A' ring can be 

judged to be predominant since the lH shifts of residue B' in the hexasaccharide (8)- 

which is glycosylated at the 2-position, displays the same trends in A6 as the 8' residue 

in 5 and 7. 

The C and C' rings show very little variation in the chemical shifts. Most of the 

A6 for the IH shifts are of the order of 0.02 ppm and the differences in 13c shifts are k 

0.5 ppm, both within the range of experimental error. The largest deviation is the 

ariomefic proton, which shows a difference of 0.05 ppm in residues which are attached to 

a 3 residue that is not the terminal aglycon. It is unclear why this trend is observed since 

the A (A') x-ing is not in the immediate vicinity of the C (C') ring. 

In general, the comparison of the IH and l3C shifts corroborates the 

conformations derived from the the ROESY data. 

The o Angle 

The o angle of hexapyranoses has long been a subject of discussion, The 

presence of a GlcpNAc residue in the compounds (4-8) necessitates both the 

determination of the o angle in each GlcpNAc residue, and whether the overall 

conformation is influenced by this angle. 

The o angle of GlcpNAc in particular has been studied in detail. Newman 

projections of ihe the three rotamers about the o angle are shown in Figure 3.84. In the 

solid state, crystal stnrc~ures of D-glucose and its derivatives show a ratio of 6Q:40 of 

gg:gt  conformers, while the tg conformer was not present185 in any of the crystals 

studied. An additional parameter that can be used to determine the conformation of this 



fragment is the proton-proton coupling constants, which follow a vicinal Karplus 

relationship*9. In solution, the chemical shifts of the H-6proS (designated H6s) and the 

H-6proR (designated H h )  have been unambiguously assigned by selective deuteration 

of these protons186-'87. Studies on D-glucose and  manno nose'^^, both of which have an 

equatorial 4-OH, show that H6s is downfield of (i.e. 6H6S >. 6 H h )  and that 

-2 Hz and J5 6R - 5.5 HZ. The 6s and 6R protons of GlcpNAc display the same trend in 

chemical shift and coupling constants, which indicates that the N-acetyl group does not 

influence the behaviour of the angle. There have been many studies aimed at the 

calculation of the relative populations of conformations about the o angle and the 

observed coupling constants calculated with the Karplus equation4'. Due to the nature of 

the w angle, i.e. the two oxygen atoms involved in the torsion, and with consideration of 

the effect of electronegative substituents on the observed coupling constants, a modified 

Karplus equation is generally An example of this type of equation i$' 

Pi are empirical parameters that are determined by a least squares fit of the equation to 

experimental data, 31 is the difference between the electronegativity of the substituent and 

hydrogen, 5 is +I, depending on the torsion angle of the substituent, and Q, is the torsion 

angle ktween the two protons for which the coupling is being calculated. 

The f5,$jS and J5,6R values calculated for each conformer with equation 3.7 are 

displayed in Figure 3.64. The measured coupling constants are not consistent with any 

one conformation, and although the J values are calculated for the optimum torsion 

angles, i-e., gt = a", gg = -6U0 and tg = 180•‹, and may not be representative of the 

staggered geometry in solution (where gg 7c exactly -60•‹), it can be assumed that the 

observed coupling constants are actually averaged over the three different conformations. 



Figure 3.64. The three staggered rotamers about the C5C6 bond and their calculated 
coupling constants (Hz). 

Attempts to calculate the percentage distribution of the gg, gt, tg conformations 

for GlcpNAc that would exhibit the observed J values have met with limited success 

since each of these studies assigns a negative value to the population of the tg conformer 

190-192 A to account for the observed coupling constants . uccessful molecular dynamics 

simulation should be able to reproduce the population distribution about the w angle and 

hence the observed values of 3~HHHH Analysis of the dynamics trajectories of compounds 

4-8 shows that w angles of the compounds 4-8 are generally present in the gt 

conformation, with transitions to the gg conformation (Figure 3.65). The molecular 

dynamics trajectories were used to calculate the average 3 ~ H H  for the 5,6 proton pairs, 

and the results are displayed in Table 111.27, The results do not match the 

experimentally observed 3 ~ m  for any of the structures studied. 
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Figure 3.65. (continued overleaf). 
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Figure 3.65. Trajectories of the w angles of compounds 4-8 during dynamics 
simulations without constraints. 

Table IIP.26. J5,6 Vzlues (Hz) calculated from the dynamics trajectories of 

compounds 4-8. 

trisaccharide (4) 

pentasaccharide (6) (C) 
(C') 

hexasaccharide (7) (C) 
(C') 

hexasaccharide (8) (C) 
(C') 



The ROESY spectra of the compounds 4-8 display, without exception, a cross 

peak &seen the HSS and the H5 or H4 proton of the Gkpiu'kc residue. An expansion 

of the ROESY spectra of this region for compounds 4-8 is displayed in Figure 3.66, Due 

to the overlap of the H5 and H4 chemical shift, it is not possible to determine to which of 

these two protons the contact is observed. No cross peak is seen from the HhR proton. 

A NOESY spectrum of 8 also displays the same results, which indicates that this is not 

an artifact of the ROESY spectra due to Hartmann Hahn transfer of magnetization from 

H k  to MbS. The ROE/NCE result points toward a predominantly gt conformation with 

the M6R almost eclipsed with the ring oxygen, i.e. a o angle of -90-100. This would 

place the H6S between the H5 and H4 protons and would account for both the ROE 

observed and the observed J 5 , 6 ~  and J5 ,6~  coupling constants. 
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Figure 3.66. Expansion of the ROESY spectra of compounds 4-8. A) Hexasaccharide 
(8). B) Hexasaccharide (7). C) Pentasaccharide (6). D) Tetrasaccharide (5). E) 

Trisaccharide (4). 



Analysis of %COCH values 

The utility of three bond coupling constant ( ' J ~ )  values across the glycosidic 

linkage for conformational analysis was discussed in Chapter I. As a final point of 

comparison, the 3 ~ C H  values of the hexasaccharide (8) were measured by both direct 

obzrvntion and inverse detected "c-'H correlations, optimized for the long range 

coupling. The results of these experiments are tabulated in Table IL1.28 along with the 

3 ~ m  values calculated from the dynamics trajectories. 

Table 11127 Experimental ~d calculated 'jCH values (Hz) for the hexasaccharide (8). 

Linkage Contact Exp. Dynamics Dynamics 
f 0.2 Hz (constrained) (no constraints) 

( A'-B) H1A'-C2B (a) 4.5 4.3 4.9 
CIA'-H2B (Y) 5.1 4.6 3.8 

(B'-A') H 1 B'-C3A' (a) 5.0 
C18'-H3A' (Y) 5.3 

(A-B') HlA-C2B (@) 4.0 
CIA-H2B' (Y) 5.1 

(C'-B') H1C'-C3B' (@) 4.5 
C1 C'-H3B' (Y) - 

The calculated coupling constants show a good correspondence with the observed 

values, especially with those values calculated from the constrained dynamics 

trajectories. The difference in the values calculated for the A-I3 and A'-B' illustrates the 

large variation in J values associated with even a small change in the @, Y values - the 

average phi values for the A-B and A'-B' link are 26 and 42 respectively and their 

corresponding J values are calculated to be 4.3 Hz and 2.9 Hz, a difference of almost 40 

p e n t .  
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Conformation of the Poiysascharide 

The Streptococcus Group A polysaccharide has been characterized by two 

dimensional NMR methods that have yielded the complete assignment of the 'H NMW 

spectrum1Q3 (Table 111.28). The 'H NMR spectrum of the polysaccharide displays three 

distinct anomeric protons which are assigned to the A, B and C residues on the basis of 

their chemical shift and connectivity as determined by COSY and NOESY experiments. 

It is of interest to compare the native polysaccharide to the fragment oligosaccharides Q- 

8 to determine if there are any common features and thus infer some conformational 

properties of the polysaccharide. 

The NOESY spectrum of the polysaccharide (Figure 3, Reference 193) 

displays the A-B and B-A intra ring cross peaks, but no NOE between the 1C and 3B 

protons is visible. From the limited data available, it is not possible to comment on 

whether this is due to a lack of this NOE or that the experimental parameters (mixing 

time, temperature) did not allow for its observation. 

Table 111.28. 'H NMR chemical shifts (ppm) of the Streptococcus Group A 
~ol~saccharide'~' . 

Unit 

A comparison of the 'H chemical shifts, similar to the comparison performed 

above for the various residues, is displayed in Figure 3.66. In order ~r account for 

differences in the spectra due to the standard (sodium 4,4-di-methyl-4-sila-[2,2,3,3~~4~- 
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pentansate) and temperature (55•‹C) used in the study of the polysaccharide, the 

difference in the chemical shift between H1B' of 8 and H1B of the polysaccharide was 

added to the chemical shift of all the compounds 4-8. This does not guarantee the 

equivalence of the spectra, since the choice of a standard is arbitrary. However, the 

environment of the B' residue in the compound 8 should best approximate that in the 

polysaccharide. Another factor to be considered in the comparison is the method of 

assignment. The assignments of the polysaccharide were made using standard COSY 

and Relayed COSY experiments which, in the case of highly overlapped regions will not 

provide the accuracy afforded by the TOCSY experiments employed in our study. For 

this reason, only chemical shift differences > 0.05 ppm are considered to be significant. 

The chemical shift of the compounds 4-8 is subtracted from that of the polysaccharide, 

and thus, a positive A6 in Figure 3.36 represents an upfield shift of the proton in 

question, which in turn implies a specific shielding. Similarly , a negative 66 represents 

a downfield shift, which indicates that the oligosaccharide proton is deshielded with 

respect to the analogous proton in the polysaccharide. 

To facilitate this analysis, a 24-mer was constructed from the average @, Y 

angles of the constrained dynamics trajectories of compounds 4-8, which, if the 

extrapoiation of conformational properties is valid, should approximate a part of the 

surface of the polymer. The 24-mer thus constructed (Figure 3.67) foms a well defined 

helix with an internal diameter of -13 A (as measured from two atoms chosen arbitrarily 

across the ring) and a pitch of -10 A (from C5 of one GlcpNAc residue to the C5 of the 

next GlcpNAc residue), with the GlcpNAc residues almost perfectly aligned on the 

outside of the helix. 

Analysis of the 66s reveals that besides the expected shielding of the anorne-is 

proton of specific residues due to the absence of an aglycon, i.e. the HlA in compounds 

5 and 7, and the H1B in compounds 4 ,6  and 8, there are a few protons with a significant 



(> 0.05 ppm ) 86. These include the 2H, 3H and 5H of the B residue in the compounds 

4,s and 8, i.e. rhose without the A ring as an agiycon. The 3H md SH of the M residue 

are on the face of the ring in direct contact with the A residue, and the change in 

chemical shifts, i.e., a deshielding of the B residce upon addition of the A ring as an 

aglycon due to increased steric contacts, is consistent with the postulated relationship 

between A6 and steric  interaction^'^^-'^^. This analysis can be applied to explain the 

observed A6 in the H4 of the A' ring, and the observed A6 of the 2B proton may be 

ascribed to the proximal 4 hydroxyi of the A ring. The model does not account for the 

observed A6 between the 1C proton of the oligosaccharides, nor the observed shifts in 

the H3B' of the hexasaccharide (7) and pentasaccharide (6). Both of these protons are in 

relatively conserved regions of the sligosaccha-ides. 

The oligosaccharides 4-8 have been used In inhibition studies to characterize 

monclonal and polyclonal antibodies raised against the glycoconjugates of selected 

synthetic oligosaccharides as well as the native polysaccharide'72. These studies show 

that : 

a) The branch point, i.e., the a-L-Rhap-(1-+2)[P-~-GlcpNAc-(1-+3)]-a-~-Rhap 

element appears to be an essential component for the recognition of the synthetic 

oligosaccharides by both the polyclonal and monoclonal antibodies. 

b) The hexasaccharide (8), which is comprised of two of the branch points, appears to 

be the best inhibitor of the antibodies. 

These findings are consistent with the model of the surface subtended by the 

polysaccharide as indicated by the 24-rner. This model indicates that the GlcpNAc 

residue is exposed on the periphery of the helix, the helix providing a platform, This 

feature is likely to have an important influence on its recognition by the immune system. 
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Figure 3.66. Differences in the 'H chemical shift between the ring 
piotons of the plysaccharide md the compounds 4-8. 



Figure 3.67. 24-mer constructed from the average O, !l! angles obtained from the 
constrained molecular dynamics simulations of 4-8. A) Top view. B) Side view. 



Chapter IV 

CONFORMATIONAL ANALYSIS OF A HEBTASACCHARPDE 

FRAGMENT COWRESPONDING TO THE SHIGELU FLEXNEWI 

VARIANT Y EIPQPOLYSACCHARIDE 6-ANTIGEN 

4.1. Introduction 

In the previous Chapter it was mentioned that one aspect of the research in our 

group has been synthesis and characterization of oligosaccharide fragments of the 

Streptococcus Group A cell-wall polysaccharide. Similar studies are also being 

conducted on another virulent bacterium, Shigellsfaexneri variant Y. Strains of Shigellca 

are responsible for bacillary dysentery and infection can be particularly severe in infants. 

The majority of ShigelIa strains show a resistance to antibiotics and hence an effective 

vaccine would provide a simple and cost effective preventive treatment. 

The Shigelluflexneri variant Y 0-antigen is a linear polysacch~de198~199 that is 

composed of rhamnose units linked a-L-(1+3) and a-E-(1+2), interspersed by N- 

acetyl-P-D-glucosamine (P-D-ClcpNAc) to form a periodic repeating unit ABCD as is 

illustrated in Figure 4.1. 

Figure 4.1, The Shigellaflexneri variant Y lipopolysaccharide 0-antigen. 

The solution confoxmation of the Shigellafrexneri variant Y 0-antigen was first 

probed by Bock et. ul. 77. Utilizing HSEA calculations in conjunction with NMR 

experiments, they studied ten different di-, ni-, and tetrasaccharide fragments of the 

plysaccharide. A comparison of the chemical shifts of all of these compounds revealed 



a pattern of shielding and deshielding effects. The minimum energy structure predicted 

by the HSEA calculations was used as a model to rationalize this phenomena by 

examination of the specific interactions that occur as a result of substitutions on the 

various rings. Most of the experimentally observed phenomenon could be explained 

using the HSEA minimum on the basis of proximity of the proton in question to 

neighboring hydroxyl or ring oxygens. Inter-residue NOEs were also observed and the 

results were used as one more point of comparison. The observed NOEs matched those 

that would be expected in the calculated structure. 

Research efforts directed toward the synthesis of oligosaccharide fragments have 

yielded the pentasac~haride~~ ABCDA', as its methyl glycoside as well as 

hexasa~charide~~' ABCDA'B' and heptasaccharide202 ABCDA'B'C' segments of the 

polysaccharide as their propyl glycosides. A few of these haptens have been used in 

inhibition assays with monoclonal antibodies raised against the polysaccharide in order 

to map the combining site of the antibodies203. 

Table IV.1. Relative free energy of binding203 of various 
inhibitors to the monaclonal antibody SYAIJ-6. 

Oligosaccharide 

ABCDA' 
ABCD 
BCDA' 
B r n  
CBA' 
ARC 

-0.1 
0.0 
0.1 
0.6 
1.8 

does not bind 

The absence of a significant difference in the binding energies between the 

pentasaccharide ABCDA' and the tetrasaccharide ABCD indicate that the tetrasaccharide 

is most likely the unit recognized by the antibody. Further studies with specifically 



modified saccharides have been performed to further elucidate the structural features 

involved in the bindingM. 

These experimental data provide a good opportunity to compare the 

conformationd properties of oligosaccharides as determined by NMR and molecular 

dynamics cdculations and to rationalize the observed trends in binding affinities on the 

basis of key confomariond features. The heptasaccharide (91, was chosen as the 

structure upon which to do the modeling since it is just one unit short of twice the 

repeating unit and thus possesses the features of all combinations of trisaccharide and 

tetrasaccharide fragments. Determination of the three-dimensional structure of the 

heptasaccharide will realize one aspect of the objectives of the research project. i.e., 

elucidation of some of the characteristic topographicd properties that influence the 

binding. 

4.2. Research 0 bjectives 

At the onset of this study, preliminary analysis of the heptasaccharide (9) had 

begun, and assignment of the 'H and "C NMR spectra was completed'". The chemical 

shifts are presented in Table fV.2. In order to complete the assignment of the 'H and 13c 

spectrum COSY, inverse correlated ' H - ' 3 ~ - ~ ~ ~ ~ ,  TOCSY and ROESY experiments 

were performed. Besides providing the information necessary for the assignment, the 

ROESY spectrum also provided some preliminary information about the interresidue 

contacts observed. 

This chapter will apply the methods discussed in the previous chapter to the 

confornational analysis of the hepmaccfraride (9), taking the preliminary analysis one 

step further, The prominent conformational features of 9 will be rationalized in terms of 

the observed binding affinities of other oligosaccharide fragments. Lastly, the 

cunformation of the hepasaccharide will be used to infer the conformation of a larger 



oligosaccharide in an attempt to determine the confoi-mationrtl properties of the native 

p l y  saccharide. 

4.3. Experimental 

The experimental methods are detailed in Chapter 111. 

Table IV.2. 'H and 1 3 ~  NMR data9 for the heprasaccharide (9)'. 

Ring 

1C' 
2c' 
3c' 
4c '  
5c'  
6c' 

1B' 
2B' 
3B' 
4B' 
5B' 
6B' 

1A' 
2A' 
3A' 
4A' 
SA' 
6A' 

1D 
2D 
3D 
4D 
Sf) 

6DR 
6DS 

Ring 

IC 
2C 
3C 
4C 
5C 
6C 

1B 
2B 
3B 
4B 
SB 
6B 

1A 
2A 
3A 
4A 
5A 
6A 

n ~ e m i c a l  shifts were measured in D20 at room temperature. 



4.3. Resutts 

4.3.1. ROESY Spectra 

The anomeric region of the ROESY spectrum of the heptasaccharide (9) obtained 

with a 500ms spin lock is expanded in Figure 4.2, and the corresponding F1 slices are 

shown in Figure 4.3. There are a subtantial number of folded in peaks, which can be 

identified by their out of phase character. This is a result of narrowing the sweep width 

to include only the resonances of the ring protons and excluding the resonances of the 

propyl aglycone, the methyl groups of the rhamnose rings, and the methyl group of the 

M-acetyl group, thereby increasing the resolution of the 2D spectrum. The folded in 

peaks, while complicating the spectrum, do not interfere with the important cmss peaks, 

and the enhanced resolution thus obtained greatly facilitates assignment of the cross 

peaks. 

The ROESY spectrum of 9 shows some of the features observed in the 

oligosaccharides 4-8. Both of the a-(1+2) linkages i.e., A-B and A'-B', display the 

characteristic 1-2 and 5-1 cross peaks, indicating a similarity in conformation. There are 

two a-(1+3) linkages between the residues B-C and B'-C'. Cmss peaks are observed 

between the 1B' pmton and the 2C', 3C', 4C', 5C' protons. All of these peaks have been 

observed for the same linkage in compounds 4-8. The B-C linkage, however displays a 

much more intense cross peak to the 2C proton, and the 1B-5C cross peak is absent. A 

cross peak corresponding to a ID-2At interaction is visible, and there are two cross peaks 

across the C-I) linkage, a 1C-3D and 1C-4D cross peak. All of these cross peaks were 

identified in preliminary work with the exception of the 1C-4D cross peak, which though 

present, was unassigned. 

In addition to the series of spectra acquired with a minimal sweep width, ROESY 

spectra were also recorded using a sweep width of 10 ppm, which spans the entire 

spectntm of the heptasaccharide. Two cross peaks were observed (Figure 4.2 B) from 
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the methyl group of the N-acetyl mmity, and these were identified as to the H2 of the C 

ring md to t!!e H4 of the A' fing. 

4.3.2. Quantitation and Correction of ROESY Data 

As a result of the high degree of overlap in the NMR spectrum of 9, Hartmann 

Hahn and offset corrections are difficult to apply. It is been shown in Chapter I11 that 

due to the placement of the spin lock and the narrow range of sweep widths involved, 

offset correction is not critical and thus in the case of overlapping peaks, the average 

value of the correction is applied. 

This sort of approximation cannot be made when corrections for Hartmann Hahn, 

effects are made, especially in cases where the integrated intensity of one of the 

overlapped peaks is to be used as the ruler distance, as in the case of the 1A-2A cross 

peak. The 2A resonance is overlapped with the 2B resonance, and both of these protons 

display a cross peak to the anomeric proton of the A ring, which results in the peaks 

being almost superimposed. 

Improper correction of this peak can lead to errors in the calculation of the 

distances associated with the 1A resonance. In order to avoid this, the following 

procedure is adopted to deconvolute the two peaks. The corresponding F1 slice is read, 

and the overlapped peaks in the 1D spectrum thus obtained is deconvoluted using a 

lorentzian fit, and the area of each of these deconvoluted peaks was then used to 

calculate the relative integral of the cross peak. In the case of the 1C-2C peak, however, 

no correction of this type can be applied. The baseline around this peak shows traces af 

both a 1C-2D and a 1C-3C cross peak, both of which are attributable to TOCSY transfer. 

Parts of these peaks are completely enveloped by the 1C-2C peak, making it impossible 

to deconvolute. Since the integral of the ruler peak (1C-2C) is made greater by this 

overlap, the error intruduced by this could lead to the distances between the C and D 



rings to be larger than they actually are. The offset and Hartmann H a h  csnectiorils a ~ e  

tabufat! in Table IV.3. and the results of the corrections ate &sp!ayed in Figure 4.4. 

Table IV.3. Offset and Hartmann Hahn effects calculated for the heptasaccharide (9). 

Ring Cross peak sina, sin% HM transfer s2 
Ring A 1 A-2A 0.995 2A-1A 0.02 

2A-3A 0.06 
1A-2B 0.995 2B-1B 0.0 1 

2B-3B 0.24 

Ring A' 1A'-2A' 0.996 2A'-1A' 
2A'-3A' 

1A'-2B' 0.994 2B'- 1 B' 
2B'-3B' 

Ring C 1 C-2C 0.992 2C-1C 
2C-3C 

IC-3D 0.988 2D-3D 
3D-4D 

Ring B 1 B-2B 0.994 2B-1B 
2B-3B 

1 B-2C 0.99 1 1C-2C 
2C-3C 

1B-3C 0.991 2C-3C 
3C-4C 

1B-5A 0.989 5A-6A 
5A-4A 

Ring B' 1B'-2Bg 0.994 2B'- 1 B' 
2B'-3B' 

1 B1-3C' 0.99 1 2C'-3C 
3C1-4C' 

1 B'-4C' 0.991 3C'-4C' 
4C'-5C' 

1B'-5A' 0.989 5A'-6A' 
5A'-4A' 



4.3.3. Deterdnatiorr of Constraints and Initial Conformations for McrlecuEar 

Dynamks 

The problem of TOCSY transfer occurs in the ROESY spectrum of the 

heptasaccharide, as evidenced by ihe presence of cross peaks from 1B' to all of the ring 

protons of the C' ring, except 1C'. There is also transfer throughout the GlcpNAc ring, 

indicated by cross peaks corresponding to all the ring protons of the GlcpNAc along the 

chemical shift of 1C. To distinguish between ROESY and TOCSY peaks, NOESY and 

filtered ROESY experiments were .en on 9. The results from both of these experiments 

are almost identical. Cross peaks corresponding to 1C-2D and 1C-5D interactions, 

present in the ROESY spectrum, are no longer visible in either the NOESY or filtered 

ROESY spectrum. The F1 slice of either spectrum along the 1B' chemical shift shows 

no indication of a 1B'-5C' cross peak. All of the spectra are thus used to distinguish 

between NOE cross peaks and those due to TOCSY transfer, and thus aid in, the 

determination of constraints. 

The NOE contacts observed between the A and B rings in the ROESY, NOESY, 

filtered ROESY are the 1B-5A, and 1A-2B cross peaks. Examination of all the spectra 

does not show a 1B-1A cross peak. This implies that the QP and Y angles are both in the 

positive quadrant, since a negative Y angle would place the H1B-W 1A close together 

(-2.8A). Even with the constraints entered, the angles seemed to move toward a +/- 

@/Y angle, so an additional constraint, i.e., H1B-H1 A > 4.0 has to be entered. The A'-B' 

W a g e  demonstrates the same behavior. A single contact due to a 1A'-2B interaction is 

observed. Again, the absence of a 1A'-IB' peak indicates that the distance 1A'- 1 B' is 

greater than 4.0A. The 1B'-5A' cross peak is also visible, conclusive proof that the two 

linkages are in similar conformations. 

In the B-C linkage the cross peaks observed in the ROESY spectrum are 

betureen protons f B-3C, 1B-2C, and 1B-4C. The NOESY and filtered ROESY both 
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show the 1B-3C and 1B-2C cmss pZks (and the 1B-58 peak), bui no 1B-4C cross peak. 

Noticably absent from the ROESY spectrum is the ZB-4C-5C TOCSY peak 4C-5C 

HH factor (s2) is 0.12 compared to -0.4 for most 4-5 Map s2 values, and this could be 

the reason that the 1B-4C-5C TOCSY peak is absent. The presence of the 1B-2C cross 

peak in both the NOESY and the filtered ROESY spectra position the 1B proton close to 

the 2C proton. Though the spectral region 4.0-3.2ppm is very crowded, inspection of the 

spectrs also shows the H2C-H5B to be absent. These results indicate a w e  @ angle and a 

-ve Y angle. 

TOCSY transfer throughout the D ring causes many contacts to be observed 

between the C and D rings. In the ROESY spectrum 1C-3D, 1C-4D, 1 C-2D, 1C-5D 

cross peaks are identifiable. The NOESY and filtered ROESY show the 1C-3D and 

1C-4D cross peaks, but it is difficult to discern whether the 1C-2D cross peak occurs 

since the 2C peak has the same chemical shift. The 3D and 4D resonances overlap, so the 

distances were calculated by observing that the total cross peak corresponds to a distance 

of 2.56A. This distance can be considered to be the sum of two distances, i.e., 

and thus the 1C-3D and 1C-4D distances are constrained to 2.8A and 2.9A, respectively. 

A single cross peak,corresponding to a ID-2A' interaction, is observed between the D 

and A' residues, and thus the D-A linkage cannot be assigned unequivocally. 

The B'-C' linkage, like the C-D linkage, is complicated by the transfer of 

magnetization around the C' ring. Numerous contacts, i.e., 1B'-2C', 1B'-3C', 1B'-5C', 

1B'-5A', 1B'-4C' are observed in the ROESY spectrum: . The NOESY and filtered 

ROESY show 1B'-3C'and 113'-5A' cross peaks. In addition, a weak cross peak is 

observed to the H4C' in the fdtered ROESY, but not in the NOESY, which is a similar 



result to that observed for the compounds 4-8. This indicates that the Y angle is in the 

Two weak cross peaks are observed from the methyl group of the N-Acetyl 

moeity. These are unambiguously identified as being to the H2C and the H4A' protons. 

Since there is no ruler distance, these integrals were not converted to distances but the 

H2C and the H4A' protons are placed so as to be < 3.5A away from the methyl group 

during the dynamics simulations. 

After correction for offset and Hartmann Hahn effects, the cross peaks are used to 

determine interproton distances as described in the previous chapter. The constraints 

obtained are tabulated in Table W.4 and displayed in Figure 4.5. 

Table IV.4. Constraints input for the rnolecular dynamics simulation of the 
heptasacc haride (9). 

Proton Pair Constrained Upper Lower 
distance limita limit 

H1 A-H2B 2.28 2.48 2.08 
H1B-H5A 2.59 2.69 2.49 
H1B-H3C 2. 17 2.27 2.07 
H1B-H2C 2.86 3.06 2.66 
HlC-H3D 2.80 3.00 2.60 
H1 C-H4D 2.90 3.10 2.80 
HID-H2A' 2.13 2.23 2.03 
H 1 A'-H2B' 2.16 2.26 2.06 
H 1 B1-HSA' 2.56 2.76 2.36 
H 1 B'-H3C' 2.21 2.31 2.11 
H 1 B'-H4C' 2.80 3.00 2.70 

limits were derived from the highest and lowest values 
obtained from the experiment. 

Molecular Dynamics simulations were performed as described in the previous 

chapter. The results are illustrated in Figures 4.6-4.9, and the average values for the 

constrained interproton distances arid the @, Y angles are tabulated in Table IV.5 and 

N.6 
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0 
Cross peaks from the p p y l  group 

Figure 4.2. Expansion of the ROESY spectrum of the heptasaccharide (9). A. 
Anomeric region. B. Cross peaks from the methyl group of the N-Acetyi moeity. 



Figure 4.3. F1 slices from the ROESY spectrum of the heptasaccharide (9). 
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Figure 4.4. (This page and previous two pages) The effect of offset and Hartmann 
Hahn corrections on the ROE buildup of 9. Column 1) Uncorrected data. Column 2) 

Corrected data. 



Figure 4.5. Interproton contacts derived from the ROESY spectrum of the 
heptasaccharide (9). 
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Figure 4.6. Variation of the @, Y angles during constrained dynamics simulations of 
the heptasaccharide (9) in H20. 
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Figure 4.7. Variation of the 0, P angles during unconstrained dynamics simulations of 
the heptasaccharide (9) in H20. 
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Figure 4.8. Variation of selected interproton distances during constrained dynamics 
simulations of the hepasaccharide (9) in H20. 
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Figure 4.9. Variation of selected interproton distances during unconstrained dynamics 
simulations of the heptasaccharide (9) in H20. 



Table PV.5. Average, high, and low values of selected internuclear 
distances during dynamics simulations of the heptasaccharide (9). 

Constrained Unconstrained 
Dynamics in H,O Dynamics in H,O 

Prom Pair Average High Low Average High Low 

aAverage temperature during the dynamics simulation was 295 K for the 
simulation with consmints and 303 K for the simulation without constraints. 



Table IV.6. Average, high, and low values of the glycosidic Qr and YJ 
angles during dynamics simulations of the heptasaccharide (9)a. 

Constrained Dynamics Unconstrained Dynamics 
in H,O in H,O - 

Angle Avemge High Low Average High Low 

Link C'-Ropy1 
@ 50.13 

Link B'-C' 

Link A'-B' 
8 40.98 

Link D-A' 
0 13.98 

34.81 

Link C-D 

'P -76.34 

Link B-C 
a 29.21 

Link A-B 
<P 39.18 

w and 0 angles 
Ring D 
9 -151.53 
o 33.38 . - 

aAverage temperature dlrring the dynamics simulation was 295 K for the 
simulation with constraints and 303 K for the simulation without constraints. 
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Figure 4.10. (previous 4 pages) Comparison of the experimental and calculated 
ROESY buildup curves for 9. I) Experimental buildup curves. 11) Buildup curves 
calculzted from the consmined dynamics irajectories in H20. 111) Buildup calculated 
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4.4. Discussion 

Confornational studies on oligosaccharide sequences of the Shigeliajkxneri 

variant Y lipopolysaccharide 0-antigen have been focused primarily on tetrasaccharide 

fragments (the repeating unit), and a substantial body of NMR data has been collected. 

Early work utilized difference experiments to obtain NOE data, and relied heavily on 

chemical shift differences to rationalize proposed confomations. Utilizing steady state 

difference methods on tetra, tri and disaccharide fragments, as well as the polysaccharide 

(YPs) itself, Bock et a1.77 observed the inter-ring NOEs displayed in Figure 4.1 1. The 

NOEs observed by ~ock"  have been substantiated by later work on similar 

polysaccharides fiom different strains of Shigella by Jansson et. al.20S. However, for all 

of the compounds studied, only one inter-ring NOE contact is observed, with the 

exception of the a-(1j2) (the A-B) linkages. This could be due to complications 

associated with 1D steady state and transient NOE experiments addressed in Chapter I, 

specifically the puor enhancement due to problems arising from correlation times as well 

as the difficulty in selective saturation of desired resonances. Although it is possible to 

deduce the relative proximity of the two protons involved in an NOE contact, a single 

inter-residue NOE is insufficient to assign unambiguously the cb, Y angles based solely 

on experimental data, and thus, molecular modelling can be employed to narrow further 

the range of possibilities. Thus, with HSEA calculations, Bock et. al.77 obtained a 

minimum energy conformation thzt would account both for the observed NOE contacts 

as well as the chemical shift differences within the series of compounds. 

The average Q and Y angles fi-om the constrained molecular dynamics 

calcuia~ons pedom-ed in he  present study are tabulated in Table IV.7, dong with the 

values from the minimum energy conformation as obtained from HSEA  calculation^^^. 

The two conformations we displayed in Figure 4.12, and whereas the A'B'C' units at the 

reducing end exhibit a amiIar conformation in both models, the ABCD unit differs 
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significantly. The reducing end displays a linear, extended surface, while the last three 

residues, the A, B, C residues are almost folded back on each other. A preliminary 

analysis shows that the difference between these two regions is the presence of the 

GlcpNAc residue, which implies that the difference in conformation may somehow be 

induced by the GlcpNAc ring. An analysis of the ROESY spectrum and the various 

chemical shift changes between the C and C' residue could provide some clues as to 

whether this is indeed the case. 

Figure 4.11. NOE contacts observed by Bock et. d.77 in the tetrasaccharide fragment 
ABCD. 



Tabie W,7, Q, and U.' angles calculated by HSEA c d c ~ ! a t i o s ~ ~  md wen- a- v a l l ~ p ~  T C U U V  

derived from constrained molecular dynamics simu!ations for 9. 

Linkage A-B B -C C-D D-A' A'-B' B'-C' 

HSEA 45,15 50,15 40,15 50,IO 

Figure 4.12. Minimum energy conformarions of the heptasaccharide (9). A) 
Conformation derived from the average vahes of the constrained molecular dynamics 
simulations and B). C o n h a t i o n  predicted by HSEA calcula t i~ns~~.  



The heptasaccharide (9) shares a number of common linkages with the 

Streptoccoccus oiigosaccharides (4-8), namely an a-L-Rhap-(l+2)-a-L-Rhap linkage, 

and an a-L-Rhap-(143)-a-L-Rhap linkage, and thus cross peaks characteristic of each 

of these linkages appear in the ROESY spectrum of the heptasaccharide. 

The A-B and A'-B' linkages are both a-(1-2) links analogous to those in the 

compounds 4-8. R e  ROESY spectrum shows a strong 1A(')-2B(') cross peck across the 

linkage, indicating that the two protons are adjacent and the @/Y angles are gauche 

rather than anti. The second cross peak observed between the rings involved in this 

linkage is between the lB(') and 5A(') protons. There are two possible sets of angles that 

will place these prmon pairs within the required distances with (D/Y angles of 47/-41 and 

47/29. Both of these torsions lie within minima predicted by CHARMM, the former 

being the global minimum, 0.1 kcal lower in energy than rhe latter. Distinction between 

the two conformations can be made on the basis that a conformation with a negative Y' 

angle will place the 1A(') and iB(') protons in close proximity. The absence of a 

1A(')-1 B(') interaction in the ROESY spectra precludes this conformation. The 

conformation of the ~ t - j l j 2 )  linkages is in total agreement with that predicted by HSEA 

 calculation^^^. The 1A-2B md 1B- :A interactions u e  also observed by Bock et. a1.77 

The two a-(1+3) linkages, Lhe B-C and B'-C' 'linkages, display markedly 

different properties. The lBt  proton displays the same interactions that are observed for 

the a-(l43) link in the spectra of compounds 4-8, La., aside from a 1B'-5A' interaction, 

a strong cross peak from the f B' proton to the 3C' proton, and weaker cross peaks to the 

2C', 4C' and 5C'. The 18 proton exhibits analogous interactions except for the 1 B-5C 

cross peaks. The results from NOESY a d  filtered ROESY experimew indicate that the 

iB-22 iB-3C cmss peaits result ham m e  NOE interactions, (either direct or 

relayed), as is the 1B'-3C' interaction. The 1B'-4C' peak is extremely weak, as is the 1 B1- 

2C' cross peak. It is &fEcuIt therefore, to predict the lmatian of the 1 B' proton with 



respect to the 2Ct and 4C' protons. The 2C'-5B' cross peak, which could be used as 

concIusive proof that the conformation of the Bt-C' linkage in the heptasaccharide is 

similar to that of the a-(1-3) linkages iii  :ne compounds 4-8, is difficult to discern due to 

B-C B'-C' 

Figure 4.13. Expansion of the F1 slices from the filtered RGESY and disaccharide 
fragments displaying the different NOE contacts observed from the anomeric protons of 
the B and B' residues. 



overlap between the 3C", JC, 3A and 5B' proton chemical shifts, but in the NOESY 

spectrum this peak can be tentatively identified since the multiplicity i.e., the splitting 

pattern, is consistent with the superposition of a H3C' and H5B' multiplets. These results 

indicate that the B'-C linkage occupies the same conformational space as the analogous 

a-(1 +3) linkages in the series of Sneptococcw Group A oligosaccharides (Chapter 111). 

The analysis of the B-C and the B'-C' linkages is an example of why 

extrapolation of conformational properties must be performed with caution. Since the 

linkage is the same it is tempting to use the data from the Snep~ococcus compounds and 

assign positive @/?I' angles to the B'-C' and B-C linkages, given the similarity in cross 

peaks. In the latter compounds, the H1B-H4C ROE leads also to an H 1B-H5C cross 

peak via TOCSY effects. Preliminary examination of the B-C linkage in the 

heptasaccharide (9) shows that the Hartmann Hahn factor (s2) for the 4C-5C proton pair 

is much lower than that usually observed (0.121 compared to an average of 4 . 3  for most 

H4-H5 pairs in rhamnose) due to the downfield shift of the 5C proton. This could 

explain the lack of transfer of magnetization from 4C to 5C and the absence of an H1B- 

H5C cross peak. However, the presence of a 1B-2C cross peak in the NOESY and 

filtered ROESY spectra is conclusive proof that the 1B proton is in fact proximal to the 

2C proton, and not to the 4C proton. Additional proof that the 1B-2C peaks is not an 

artifact is furnished by Jansson et. aL2". NOESY experiments on various 

polysaccharides containing the same linkages display a 1B-2C NOE (for example, see 

Figure 4 and Figure 6 in reference 3a). The 1B-2C cross peak is not detected in the 

study by Bock et. al.77, and our observation of this cross peak unambiguously determines 

the B, Y angles of this linkage. 

The @/Y angles of the B'-C' linkage are similar to those observed by Bock et. 

aL7', but the B-C linkage does not display the same interglycosidic angles. There is no 

obvious reason why the B-C and B'-C' linkages behave differently. In fact, assignment 



of the same values of@/'•’' to the •’3-C linkage would afford an extended, linear structure, 

which would seem to possess less unfavorable steric interactions, but the addition of the 

D (GlcpNAc) residue in some way affects the conformation of thz B-C linkage. 

Two linkages present in the heptasaccharide that are absent in  the family of 

Streptococcus oiigosaccharides previously examined are the P-(1+2) linkage between 

residues D and A' and the a-(1+3) linkage from the C ring to the GlcpNAc (D) ring. 

C-D 

Figure 4.14. Expansion of the F1 slice from the filtered ROESY and disaccharide 
fragment displaying the different NOE contacts observed from the anomeric proton of 
the C residue. 



The latter, the a - ( l j 3 )  (C-D) linkage is well defined by the cross peaks from the 1C to 

the 3D and 4D protons, conclusively placing the 1C proton between both of them, which 

would orient the cP and Y angles in the +/- gauche region (Figure 4.14). The assigned 

@/Y angles of 231-76 reproduces the 1C-4D and 1C-3D interactions. No HlCLH4D 

enhancemen: is observed by Bock et. al.77. The proposed conformation consistent with 

this NOE contact represents a major discrepency between our results and those of Bock 

et. al., and thus this cross peak was carefully scrutinized in order to determine its 

authenticity and make sure it was not an artifact. Examination of the 'H chemical shifts 

shows that two proton shifts, H4C and H4C1, overlap with the H4D chemical shift. The 

4C' proton is too far removed to show any enhancement from the 1C proton, and in all 

the compounds studied, no intra-ring enhancement from a H1 to the H4 of a rhamnose 

residue has been observed. Since both of these possibilities can be ruled out, the peak 

can be identified as that arising from a 1C-4D contact. A similar peak is observed by 

Jansson et. 21.205, but has been assigned as a 1C-4C (intra-ring) contact (Figures 4 and 6 

and Table IV; reference 3a). The calculated HI-H4 interproton distance for an 

a-L-rharnnopyranosyl unit is 4A which leads to the conclusion that the latter assignment 

is incorrect. 

In the D-A' linkage, only one significant interglycosidic contact is observed, that 

between the 1D and the 2A protons, and consequently the @ and Y angles cannot be 

determined unambiguously by examination of the anomeric region of the spectra. 

Absence of a ID-1A contact does indicate that this distance is > 4.0 A, which would 

place these angles in the positive quadrants. This is in the same range as the QPW angles 

predicted by HSEA calculations (Xl,lO), 

The observation of two other cross peaks in the ROESY spectrum of 9 

conclusively establishes the conformation of the trisaccharide portion CDA'. Cross 



peaks from the methyl of the N-acetyl moiety to 4A' and to 2C are observed, and 

although no quantitative distances were derived r im these cross peaks (see Results 

section), this is indicative of the protons being within 4.0A of the methyl group. This 

positions the @ and Y angles for the D-A' linkage as indicated above and also sets the 

theta angle in the vicinity of 180". The conformation proposed by Bock et. a1.77 would 

also account for the presence of these cross peaks. 

An analysis of the differences in the 'H and 13c chemical shift between the 

heptasaccharide and the poiysaccharide (Y-PS), in an analogous fashion to that 

performed in Chapter 3, is illustrated in the set of graphs in Figures 4.15 and 4.16. I n  

order to account for the different standards used to calibrate the spectra, initially the 'H 

and "C chemical shifts of the 1D proton and carbon in the heptasaccharide were set to 

the same values as that of the corresponding signals in the polysaccharide. The projected 

A6 values represent the difference between the chemical shift of the Y-PS and the 

heptasaccharide, i.e. a negative value in the chart indicates that the heptasaccharide 

chemical shift is downfield with respect to the Y-PS, and similarly, a positive value of 

A6 implies an upfield shift in the heptasaccharide. The 'H shifts of the heptasacc haride 

were also compared to those of the decasa~charide"~ corresponding to the sequence 

A"B"CDABC'D'A'Bt. The chemical shifts of the 1D protons were again made equivalent 

to negate solvent and temperature effects. Since the C and C', and the D and D' residues 

show identical chemical shifts, the comparison between the heptasaccharide and the 

decasaccharide C and D residues was straightforward. However, faced with the choice 

of which A and B residues in the decasaccharide were analogous to those in the 

heptasaccharide, the following guidelines were iollowed. The A and B rings of the 

hepiasacchriride aie analogous to the A" and B" rings in the decasaccharide, since they 

are terminal residues in both compounds. The A' and B' rings of the heptasaccharide are 

compared to the A and B rings of the decasaccharide. The results are displayed in Figure 
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Ring A 

YPs - (9) 
Octa - (9) 

Figure 4.15. Differences in the 'H chemical shift of the heptasaccharide (9) and the 
Shigellaflexneri variant Y 0-antigen polysaccharide and the decasaccharide fragment 
AUB"CDABC'D'A'B'. 
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Figure 4.16. Differences in the "C chemical shift of the heptasaccharide (9) and the 
Shigellaflexneri variant Y 0-antigen polysaccharide. 



4.15, and since they are exactly the same as those from the comparison of the 

heptasaccharide and the polysaccharide, they will not be discussed in detail. 

With regard to the 'H chemical shifts, the largest difference is observed between 

the 5C' and the corresponding 5C proton in the heptasaccharide. The downfield shift of 

-0.3ppm of the 5H of rharnnose is noticed in the presence of a GlcpNAc aglycone, but a 

corresponding shift in the "C spectrum is not observed. Bock and  coworker^'^ atmbute 

this to a deshielding effect on the 5C proton by the 0 4  of the D ring, which, in the 

conformation proposed by them, are 2.mA apart. Our smcture obtained from the 

distance constraints does not show this 5C-4(O)D interaction, but the 5C proton is close 

to the C=O bond of the N-acetyl group, which may cause the observed deshielding. This 

deshielding should affect the chemical shift of the 3C proton as well, since it is closer to 

the carbonyl group, but no such effect is observed. The 2C' proton also shows a 

downfield shift (deshielding) of -0.1 ppm, which is accompanied by an upfield shift of 

the 2C carbon chemical shift. This can be attributed to the compression of the 2C proton 

by the adjacent methyl group of the N-acetyl moiety. The differences in chemical shift 

of the IC' proton in the two structures is due to the propyl aglycon. 

The conformation of the B'-C' linkage of the heptasacchxide, which is distinct 

from that of the B-C linkage (the latter being representative of the polysaccharide) will 

bring the 1B' proton in the vicinity of the 4-OH group of the C' residue, as well as place 

the 2C' and 5B' protons closer together than in the B-C linkage. The observed 

deshielding of the 1%' and 5B' protons is consistent with these changes. The H6 of the B' 

residue of the heptasaccharide is shielded with comparison to the analogous proton in the 

potysaccharide. This can tx attibuieb to the increased steric interactions of the methyl 

goup in the polysaxhaxkie. It is difficult to judge how significaiit the differences, 

which are of the order of O.OSppm, are, but overall, the chemical shift differences of the 



B' and C' ring sttpport the existence of different conformations for the B-C and the B'-C' 

linkages. 

Both the "C and 'H spectrum of the residues B, C, D and A' residues in the 

heptasaccharide and polysaccharide show identical chemical shifts, within experimental 

emr.  The A ring, which is the terminal residue in the heptasaccharide shows an upfield 

shift of the carbon at the 2 position, which is the effect of glycosyiation in the 

plysaccharide. The chemical shifts of the protons of the A ring in the heptasacchliride 

display an upfield shift of the 1,2 md 3 protons. The 4A proten of the heptasaccharide 

is shifted downfield by 0.2 ppm, which can be explained by the absence of the 

interaction between the 4A proton and the methyl of the N-acetyl group that would occur 

in the polysaccharide. 

The molecular dynamics trajectories calculated with the constraints removed 

samples essentially the same conformational space as the constrained dynamics, with a 

slightly greater range of freedom in the Ofl  angles. The exceptions in this case are the 

B'-C' and A'-B' linkages, both of which move to the minimum energy conformations 

predicted by CHARMM during the heating and equilibration stages of the dynamics, and 

remain in these minima during the simulation. 

ROESY buildup curves calculated using CROSREL display, without exception, 

the same trends as are observed in the experimental ROESY buildup, but once again the 

absolute magnitude differs considerably. The fit between buildup curves calculated from 

the constrained dynamics tzajectories and experimental buildup is better, as evidenced by 

ihe R values, indicating that the simulations with the constraints provide a more accurate 

representation of the conformational space sampled. 

The 3~cm -- - coupling constants across the glycosidic bond have also been 

measured by Bock et. al? The values of these coupling constants are tabulated in Table 

IV.8 along with the average values calculated from the molecular dynamics trajectories. 
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The experimentd data only include the coupling constant corresponding to the Y angle, 

i.e., C1-01-C'X-H'X, where the prime refers to the aglycone. The measured value (3.6 

Hz) for the B-C linkage corresponds almost exactly to the calculated value (3.7 Hz), but 

the other values are not in good agreement, particularly in the case of the C-D linkage, 

where a '.JCOCH of 3.5Hz was measured, but the calculated coupling for both the 

constrained and unconstrained dynamics was - 1Hz. 

The o angle is another conformational variable and both the H6-H5 NOE as well 

as the J5,6 can be used as additional points of comparison. A cross peak in the ROESY 

spectrum corresponding to a H5-H6S NOE is observed, while no contact is observed 

between the H5 and H6R, a similar result to that observed in compounds 4-8. This 

would indicate that the conformation is predcminantly gt, which would place the H ~ s  

and the F': protons in close proximity. However, as mentioned in the discussion of the 

o angle in Chapter 111, a gt conformation with an o angle of 60" is not consistent with 

the $ 6  values observed, and the measured values of the 5,6 coupling constants (-1.5 Hz 

(J5 6S) and -5.5 Hz (95 6R)) are identical to those observed in the oligosaccharides (4-a), 

consistent with an o angle of -90- 100". The dynamics simulations maintain the gt 

conformation with transitions to the gg conformation. The calculated values of the J5,-j 

coupling constants (7.98 Hz (J5,6R) 6.48 Hz (J5 6s) for the unconstrained dynamics, and 

9.54 Hz (J5,6R) 5.34 Hz (15 for the constrained dynamics) do not produce a good 

correlation with the experimental results. 

More recent data on inhibition binding of various epitopes suggests that the BCD 

trisaccharide provides the minimum requirements for effective binding to 

complementary a n t i b o d i e ~ ~ ~ ,  which is consistent with earlier results in which the D 

residue (GlcpNAc) is judged to be essential. Single site functional group replacement of 

various ligands provides a "map" of the antibody site by delineating important 

antibody-epitope contacts, These studies show that the 4B, 4D, 4C hydroxyl groups and 



Table IV.8. Experimental and calculated 3~COCH values (Hz) for the heptasaccharide 
(9). 

Linkage ~ x ~ . ~ ~  Dynamics Dynamics 
(constmind) (no constraints) 

B'-C' @ 

Y 
A'-B' cf, 

Y 
D-A' @ 

Y 
C-D 

Y 
B-C Q 

Y 
A-B @ 

Y 

Figure 4.17. The variation of the o angle during dynamics simulations of 9. 
A) Constrained dynamics. B) Dynamics without constraints. 



the 6C methyl display important interactions in the antibody binding, The overall 

conionnation obtained from the NldR constraints is in accordance with the results from 

these binding If the GlcpNAc does in fact influence the conformation of 

the B-C linkage, as our results indicate, this might also explain why the antibody does 

not bind the ABC trisaccharide. Further inhibition studies with oligosaccharides 

containing 2-deoxy rhamnose has confmed that deoxygenation at the 2 psicon of the 

C ring provides haptens with increased binding2M. The C*D (where * denotes deoxy) 

shows increased binding over its oxygenated analog, CD, and the antibody displays a 

greater affinity for the trisaccharide BC*D than the BCD trisaccharide. The 2-OH of the 

C residue does in fact extend outward from the surface of the heptasaccharide in both the 

conformation proposed by Bock and coworkers as well as in the conformation proposed 

in this study and may result in unfavorable interaction with the protein. 

Analysis of the chemical shift differences between the residues in the core sf the 

heptasaccharide, i.e, the B, C, D and A' residues, and the polysaccharide suggests that 

there is a similarity in the conformation of these residues. An oligosaccharide with 24 

residues was constructed using the average @/Y angles of each linkage from the 

constrained dynamics trajectories in an attempt to approximate a polysaccharide. The 

resulting structure is displayed in Figure 4.15. This structure forms a helix of extremely 

small pitch, approximately 9.2-9.5A in which all of the N-acetyl groups from the 

GlcpNAc residues are turned in toward the center of the helix. A large number of polar 

groups, namely the 2 and 3 hydroxyls of the B ring, the 4 and 6 hydroxyls of the D ring, 

and the 2-OH of the C ring are all on the surface of the helix. Interestingly, the 2-OH of 

the C residl~es is one of the polar residues poiirted outward frclm the surface of the helix. 

This hydilxy! is situated between ~ ! e  methyl p u g s  of C 2nd B residues, which we in 

all probability the major antigenic determinants in this region. This offers a simple 

explanation for the observed increased binding of oligosaccharides synthesized with 
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2-Omxy r h m c s  ~ ~ D s t i t u t d  for &e C residue - the area is made increasingly 

hydrophobic and hus increases the affinity of the antibcxly for the synhetic 

oligosaccharides tested. The 3C and 4C hydroxyl groups as well as the 6C methyl group 

are also on the outer surface of the helix, which would explain their activity in the 

inhibition studieszM. 

A preliminary report of the crystal structure of an Fab fragment cocrystallized 

with a pentasaccharide ABCDA' and a trisaccharide BC*D (* denotes 2-deoxy 

rhamnose) has recently been published207208. It represents one of the first antibody Feb- 

ligand complexes to be crystallized, and although no data on the conformation of either 

the ligand or the protein was reported, the 0, Y angles of the bound trisaccharide are 

within f 20" of those calculated using the HSEA force field209. Furthermore, the 

structure of the BC*D-Fab complex indicates that, for this panicular antibody combining 

site, a hydropnobic interaction of the methyl group of the N-acetyl function with a 

tyrosine residue is observed, Of more interest is the fact that the 2-OH group of the C 

residue would also be directed at the aromatic ring. The greater potency of the BC*D 

over the BCD trisaccharide is attributed, therefore, to the increased hydrophobic 

interaction with the tyrosine residue2". The result is at variance with our model of the 

B-C and C-D linkages in the free ligand. 

Further comparison between bound and free oligosaccharide conformations is 

necessary in order to assess the validity of hypotheses of antibody-ligand interactions 

advanced in terms of conformations of the free ligands. 



Figure 4.18. Oligosaccharide fiagment constructed from the average @, Y angles 
obtained from the molecular dynamics simulations of 9. A) Side on view. B) Top 

view. 



CHAPTER V 

CONCLUSIONS 

In Chapter II of this thesis, the applicability of the CHARMM force field to 

oligosaccharide modeling and the viability of molecular dynamics as a conformatianal 

averaging procedure has been assessed. The minimum energy conformations predicted 

by CHARMM with the standard parameter set were not consistent with experimental 

data for two of the three compounds studied. Molecular dynamics simulations in H 2 0  

samples the conformational space in the region of the starting minimum energy 

conformation, but if multiple minima exist, the dynamics calculations performed with 

CHARMM are unable to simulate transitions between the various minima even during 

dynamics simulations of the order of 100 ps211. Therefore, simulations starting from 

different local minima, followed by statistical averaging might give a better solution to 

the problem. Alternatively, dynamics simulations at higher temperatures might be 

necessary. 

In Chapters If1 and IV, molecular dynamics simulations and 2D NMR techniques 

have been used to study the conformations of six oligosaccharides, a trisaccharide (4), a 

tetrasaccharide (S), a pentasaccharide (6), and two hexasaccharides (7,8), corresponding 

to the cell-wall plysaccharide of Strepfococcus Group A, and a heptasaccharide (9) 

corresponding to the Shigelleflaneai variant Y 0-lipopolysaccharide. Dynamics 

simulations were calculated with proton pairs constrained to the distances derived from 

ROESY experiments. The range of variation in the @, Y angles during the constrained 

dynamics simulation in H20 is S O 0 ,  and simulations calculated without the constraints 

show increased flexibility (of the order of f SO0). 

The validity of the proposed conformations for compounds 4-8 is based on the 

NMR derived constraints. The accuracy of the distances calculated from cross peaks in 

2D experiments is dependent on several factors, both experimen ta12'2-214 and 



&mfeticd 2"-217. Assuming that the pulses are measured to within 33.1 ps, a data set 

size that provides g d  digital. resolution is used, ad ?he spectrum is correctly phased 

and baseline corrected, the signal to noise ratio is critical to the integrals. The effect of 

noise on the precision of a 2D integral has been examined214, and in order to determine a 

distance rn within 10 % accuracy, a signal to noise ratio of -3 is required. This has been 

achieved for most of the cross peaks from which distances have been derived. 

Two assumptions have been made in the calculation of interproton distances, the 

two spin approximation and the assumption of a single, isotropic correlation time. 

Studies have shown that any additional accuracy gained from measuring the buildup 

rates is insignificant for distances under 3.0 A217, which represents the majority of the 

distances obtained. Three spin models have led to the conclusion that although the 

distances obtained using a single correlation time are shorter than distances obtained 

from a more complex model, errors are roughly of the order of 20 % or less 215,216 ~h~ 

effect of internal motion, however, is more pronounced218, and has been demonstrated to 

be a factor in the relaxation behavior of ~arboh~drates'~'. The assumption that a single 

conformation conmbutes to the observed NOES has been made, but the possibility of 

several minor conformations contributing to the NOE must be considered as well. 

Examples of oligosaccharides that exist in multiple conformations have been 

published222f 23, and it is entirely possible that the model here represents one of several 

that will account for the NMR data. 

Entropy is thought to play a major role in the binding of proteins to their 

oligosaccharide ligands, and currently there are three theories that, while in agreement 

about the importance of the entropic contribution to protein-carbohydrate interactions, 

diverge in the origin of this contribution. These entropic contributions to the free energy 

of binding are thought to arise from either the solvent21p, the binding protein220 or the 

carbohydrate 1igand2*'. The results presented here do not specifically contradict nor 



support any of the current theories on oligosaccharide protein interactions. Although it 

is easy to postulate the 2,3 di-substitution of a rhamnopyranosyl (the A ring) residue as a 

reason for the observed limited flexibility in compounds 4-8, the heptasaccharide 9 does 

not possess any branch points, and an extended conformation would provide less steric 

interactions than the conformation derived from the results of the ROESY experiments. 

A comparison of the 'H chemical shifts reveals no significant differences 

between the chemical shifts of the Sfreptococcus polysaccharide and the chemical shifts 

corresponding to internal sequences in the hexasaccharides 7 and 8, nor between that of 

the heptasaccharide 9 and the parent Shigellaflexneri Variant Y lipopolysaccharide 

0-chain. Based on this comparison, extrapolation of the average conformations derived 

from the constrained molecular dynamics simulations to larger structures appears to be 

justified. 

In conclusion, Molecular Dynamics represents a viable method of conformational 

averaging, and when used in combination with NMR derived constraints, the behavior of 

oligosaccharides in solution can be simulated. 
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Source code for the programs to calculate the NOES and Tls. 'Written by Chris 
Schafmeister. 

PROGRAM NOE 

include 'genera1.i' 

stitle is a comment attatched to the file 
tc, wO, rs hold constants read fiom the input file 
nproto is the number of protons in the input file 
nsolvp is the number of protons to solve noels for 
asolvp is an array containing the id's of the protons to solve for 
nframe is the number of dynamics frames in the input file 
ddict is a dictionary containing the names of the protons 
weight contains the weighting factor of this frames NBE's 
danoes is an array containing the nOe's of each proton due 

to irradiating another proton 
daslvd is a 2D array containing the sum of weighted NOE's for 

every dynamics frame read sofar 

double precision 
integer 
record / d i d  
double precision 
double precision 

character*80 
character* 10 
integer 

tc, wO, rs 
nproto, nsolvp, asolvp(maxpro), nfiame 
ddict 
weight, danoes(maxpro) 
daslvd(maxslv,maxpro), twght 

stitle 
sname 
u, i, ifrarne, islv 

Load the header xiid initialize the constants for calculating 
NOE's 

call header( u, stitle, tc, wO, rs, nproto, ddict, nsolvp, asolvp, nframe ) 
call cconsts( tc, wO, rs ) 
cipcnt = nproto 



if ( cipcnt.gt.maxpro ) then 
write ( 6,300 ) maxpro 
write ( 6,310 ) cipcnt 
got0 9999 
format ( 'ERROR: NOECALC can only support ', i 1, ' protons.' ) 
format ( ' The input file has ', i l ,  ' protons.' ) 

endif 

ZERO all entrim of the daslvd array 
do islv= 1, nsolvp 

do i= 1, cipcnt 
daslvd(islv,i) = 0.0 

end do 
end do 

Read in each frame and calculate NOE's for each proton 
to solve for 

twght = 0.0 
do ifiame=l, nfiame 

Load a frame, and calculate all l/r**6 

call frame( u, ddict, weight) 
twght = twght + weight 
call idists 

Solve NOE's for each requested proton 

do islv=l , nsolvp 

call getnoe( danoes, asolvp(is1v) ) 

enc 

Add weighted NOE's to totals 
do i= 1, cipcn t 

daslvd(islv,i) = 
daslvd(islv,i) 

+weight*dances(i) 
end do 

end do 
3 do 

Divide all NOE's by the total weight 

do islv= 1, nsolvp 

I1 



do i=l, cipcnt 
daslvd(islv,i) = daslvd(islv,i)/twght 

eiid do 
end do 

Display results 

write ( 6,90 ) stitle 
format ( TITLE: ', A80 ) 

do islv= 1, nsolvp 

call dsname( ddict, sname, asolvp(is1v) ) 

write ( 6,100 ) sname 
format ( 'NOES due to irradiating proton ', a ) 

end do 

do i= 1, cipcnt 
if ( i.ne.asolvp(islv) ) then 

call dsnarne( ddict, sname, i ) 
write ( 6, I 10 ) sname, daslvd(islv,i) 
format ( 'Proton: ', a, ' nee=', F10.6 ) 

end if 
end do 

con tinue 

write ( 6, 120 ) 
write ( 6, 130 ) 
format ( I------------------------------------------- ) 
format ( ) 

END 



PROGRAM tlcalc 

include 'genera1.i' 

stitle is a comment attatched to the file 
tc, wO, rs hold constants read from the input file 
nproto is the number of protons in the input file 
nsolvp is the number of protons to solve nOe's for 
asolvp is an array containing the id's of the protons to solve for 
nframe is the number of dynamics frames in the input file 
ddici is a dictionary containing the names of the protons 
weight contains the weighting factor of this frames NOE's 
dasl s is an array containing the tl's of each proton due 

to irradiating another proton 
daslvd is a 1B m a y  containing the sum of weighted Tl's for 

every dynamics frame read sofar 

double precision tc, wO, rs 
integer nproto, nsolvp, asolvp(maxpro), nframe 
record /dictl ddict 
double precision weight, dat 1 ~(maxpro) 
double precision daslvd(maxpro), twght 

character*80 stitle 
character* 10 sname 
integer u, i, iframe, islv 

Load the header and initialize the constants for calculating 
Tl's 

call header( u, stitle, tc, wO, rs, nproto, ddict, nsolvp, asolvp, nframe ) 
call cconsts( tc, wO, rs ) 
cipcnt = nproto 

if ( cipcnt.gt.maxpro ) then 
write ( 6,300 ) maxpro 
write ( 6,3 10 ) cipcnt 
got0 9999 
format ( 'ERROR: TlCALC can only support ', i l ,  ' protons.' ) 
format ( ' The input file has ', i l ,  ' protons.' ) 

endif 



ZERO all entries of the daslvd array 
cio i= i, eipcnt 

daslvd(i) = 0.0 
end do 

Read in each frame and calculate NOE's for each proton 
to solve for 

twght = 0.8 
do ifkame= 1, nframe 

call frame( u, ddict, weight) 
twght = twght -+ weight 
call idists 

Solve Tl's for each requested proton 

call gettl( dat 1 s, asolvp(is1v) ) 

Add weighted Tl's to totals 
do i= 1, cipcnt 

daslvd(i) = daslvd(i) + weight*datls(i) 
end do 

end do 

Divide d1 tl's by the total weight 

do i=l, cipcnt 
daslvd(i) = daslvd(i)/twght 

end do 

Display results 

write ( 6,90 ) stitle 
format ( TITLE: ', A80 ) 

write ( 6 ,  100) 
format ( Tl "s' ) 

do i= 1, cipcnt 
call dsname( ddict, sname, i ) 
write ( 6, I 10 ) sname, daslvd(i) 



110 format ( 'Proton: ', a, ' TI=', F30.20 ) 
end do 

write ( 6, 120 ) 
write ( 6,130 ) 

12Q format ( I------------------------------------------- ' ) 
130 format(") 

9999 continue 

END 



idists 

initialize l/r**6 mamx 

ax, ay, az are the x,y,z coordinates of all the protons 
np is the number of protons 
The coordinates are in angstroms 

subroutine idists 

include 'general.it 

integer i, j 
double precision rij, rt, ame 

do i= 1, cipcn t- 1 
do j= i+l, cipcnt 

if (mflag(i).eq.O) then 
if (mflagCj).eq.O) then 

call dist(i,j,rij) 
rt = rij**(-6) 
call setr6( i, j, rt ) 

else 
call rhme(j, i, ame) 
rt = ame 
call set@ i, j, rt ) 

endif 
else 

if (mflag(j).eq.O) then 
call rhme(ij,ame) 
rt = ame 
call setr6(ij2 rt) 

else 
call dist(i,j,rij) 

-rt = 0.25 * (rij**(-6)) 
call setr6(i,j, rt) 

endif 
VII 



endif 
end do 

er?d do 

return 
end 

C 
subroutine dist(k1, k2, dij) 

C 
C calculates the distance between two atoms, returns the 
C value in angstroms 
C 

include 'genera1.i' 

integer kl , k2 
double precision dij, dx, dy,dz 

dx = (ax(k1) - ax(k2))*(ld-10) 
dy = (ay(k1) - ay(k2))*(ld-10) 
dz = (az(k1) - az(k2))*(ld- 10) 
dij = dsqrt(dx*dx + dy*dy + dz*dz) 
return 
end 

C 
C setr6 
C 
C Set the value of l/r**6 in the matrix 
C j must be larger than i 
C 

subroutine setr6( i, j, r t  ) 

include 'general.if 

integer i,j 
double precision rt 

integer i p s  



i p s  = (j-1)*(j-2)/2 + i 
r m y ( i p o s  = n 

return 
end 

return the value of l/r**6 for the two protons 

function r6( i, j ) 

include 'generali' 

double precision r6 
integer i, j 

integer ipos, ti, tj 

if ( i . 4 . j  ) then 
r6 = 0 
return 

endif 

ipos = (tj-l)*(tj-2)/2 + ti 

r6 = rarray (ipos) 

return 
end 

subroutine rhme(i &me) 
C 



C HEATLEY et al. (1980) J.C.S PERKIN 11, VOL 2,919-924. 
C I = atom # of proton in methyl group MA,MB,MC 
C i = atom # of proton outside methyl group 
C 

include 'genera1.i' 

integer i, j, k, 1 
double precision m e ,  rij(3), 2, b 
double precision x 1 (3), y1(3), z1(3), cosb 

ame = 0.0 
a = 0.0 
b = 0.0 
1 = 1  
x l(1) = ax(i) 
Y = ay(i) 
z 1 (1) = az(i) 
call dist(i,j,rij(l)) 
1 = l + l  
do 10 k =  1,cipcnt 

if ((mflag(i).eq.mflag(k)).and.(i.ne.k)) then 
call dist(k,j,rij(l)) 

x l  (I) = ax(k) 
Y 1 (1) = ay(k) 
zl(1) = az(k) 
1 = 1 + 1  

end if 
10 continue 

do 15 k = 1,3 
a = a + rij(k)**(-6.0) 

15 continue 

do 20 k = 1,2 
C if (rij(k).gt.8.0) return 

do301=k+l ,3  
cosb = 0.0 
cosb = (x 1 (k) - ax(j))*(x 1 (I) - ax(j))*(l d-20) 
cosb = cosb + (y 1 (k) - ay(j)) * (y l(l) - ay(j))*(lQ-20) 
cosb = cosb + (z l(k) - az(j)) * (zl(1) - az(j))*(ld-20) 
cosb = cosb / (rij(k) * rij(l)) 

b = b + 0.50*(3.0*cosb*cosb - l.O)*(rij(k)*rij(l))**(-3.0) 



30 continue 
20 continue 

ame = (a+2.0%)/9.0 
return 
end 

This module maintains the DICT object 

DICT is an array of up to DICTSZ strings 
to which strings can be added and searched 
for, 

Initialize the dictionary 

SUBROUTINE DINT( DD ) 

INCLUDE 'genera1.i' 

RECORD /DICT/ DD 

RETURN 
END 

C 
C DADD 
C 
C ADD A NAME TO THE DICTIONARY 
C 

SUBROUIINE DAf)D( DD, SNAME ) 

INCLUDE 'general.iF 



DD.SNAMES@D.IM%T) = SNAME 
IID-INEXT = DD.LNEXT + 1 

RETURN THE INDEX OF THE NAME, OR 0 IF THERE IS NO MATCH 

SUBROUTINE DFIND( DD. I, S N M  ) 

INCLUDE 'genera1.i' 

RECORD /DICT/ DD 
CHARACTER* 10 SNAME 
INTEGER I 

DO I=l, DDJNEXT-1 
IF ( SNAME EQ. DD.SNAMES(I) ) GOT0 9000 

END DO 
I=O 
REITCTRN 
END 

DSNAME 

RETURN THE ITH NAME IN THE DICTIONARY 

SUBROUTINE DSNAME( DD, SNAME, I ) 

INCLUDE 'general-i' 

RECORD DICI'l DD 
CHARACT'ER*lO SNAME 
INTEGER I 

SNAME = DD.SNAMESCI) 

RETIJRN 
EM) 

C IMSLROUTINE NAME - LEQIF LEIFOOlO 
C LEIM020 



c --------------------------------------- *---------------------- -------- LEIF0030 
C L E I W O  
C COklPUTER - IBMJDOUBLE LEIF0050 
e LEIIWXO 
C LATEST REVISION - JUNE 1,1982 LEIF0070 
C LEIE0080 
C PURPOSE - LINEAR EQUATION SOLUTION - FULL MATRICES L E I F W  
C (VIRTUAL MEMORY VERSION) LEIF0100 
C LEIFOllO 
C USAGE - CALL LEQF(A,IA,N,MA,B,IB,MJJOB,WKJER) LEIF0120 
C LEIF0 130 
C ARGUMENTS A - INPUT N BY N MATRIX CONTAINING THE LEIFO 140 

COEFFICIENT MATRIX OF THE EQUATION AX=B. LEIF0150 
ON OUTPUT. A IS REPLACED BY THE LU LEIF0 1 60 
DECOMPOSITION OF A ROWWISE PERMUTATION 
OF A. (INPUTIOUTPUT) LEIF0180 

IA - ROW DIMENSION OF A EXACTLY AS SPECIFIED 
IN THE DIMENSION STATEMENT OF THE CALLING 
PROGRAM. (INPUT) LEIF02 10 

N - ORDER OF MATRIX A. (INPUT) LEIF0220 
MA - NUMBER OF COLUMNS PER BLOCK (INPUT). THE 

CHOICE OF MA WILL AFFECT THE SOLUTION LEIF0240 
SPEED AS FOLLOWS. AS MA IS INCREASED, LEIF0250 
THE ALGORITHM WILL RUN FASTER, UNTIL A LEIF0260 
POINT IS REACHED BEYOND WHICH 2*MA*IA LEIF0270 
WORKING PRECISION WORDS CANNOT BE HELD LEIF0280 
IN MAIN MEMORY, WITHOUT PAGING. MA LEIF0290 
MUST BE LESS THAN OR EQUAL TO N. LEIF0300 

B - INPUT N BY M MATRIX CONTAINING THE M LEIF03 10 
RIGHT HAND SIDES OF THE EQUATION AX = B. LEIF0320 

ON OUTPUT, THE SOLUTION MATRIX X REPLACES B. LEIF0330 
(INPUTIOUTPUT) LEIF0340 

IB - ROW DIMENSION OF B EXACTLY AS SPECIFIED LEIF0350 
IN THE DIMENSION STATEMENT OF THE CALLING LEIF0360 
PROGRAM. (INPUT) LEIF0370 

M - NUMBER OF RIGHT HAND SIDES (COLUMNS IN B). LEIF0380 
(IWW LEIF0390 
- OPTION PARAETER. (INPUT) IJOB=I IMPLIES WHENLEIFOQOO 
1=0, FACTOR THE MATRIX AND SOLVE THE LEIF04 10 

EQUATION AX=B. LEIF0420 
I=l, SOLVE THE EQUATION AX=B. THIS LEIF0430 
OPTION IMPLIES THAT LEQIF HAS ALREADY LEIF0440 
BEEN CALLED USING IJOB=O SO THAT LEIF0450 
THE MATRIX A HAS ALREADY BEEN LEIm60  
FACfORED, AND THAT WK HAS NOT LEIF0470 
BEEN ALTERED SMCE THAT CAU.  LEFW80 

- REAL WORK AREA OF LENGTH 3*N. LEIF0490 
- ERROR ?-TER. (O1113w iEIFO5DO 
TERMINAL ERROR LEIFOS 10 
IER= 129 INDICATES THAT MATRIX A IS LEIF0520 
ALGORITHMICALLY SINGULAR. (SEE THE LEIFO530 
CHAPTER L PRELUDE.) LEIF0540 

LEIF0550 



PWCISION/HARDWARE - SINGLE AND DOUBLE/H32 LEIF0560 
- SINGLE/H36,H48,H60 LEIF0570 

LEIF0580 
REQT). IMSL ROrJTIN% - SiNGL%rJBLA=S.WY ,UERTST,UGETiO EEFO590 

DOUBLE/VBLA=DAXPY ,UERTST,UGETIO LEIF0600 
LEIF06 10 

NOTATION - INFORMATION ON SPECIAL NOTATION AND LEIF0620 
CONVENTIONS IS AVAILABLE IN THE MANUAL LEIF0630 
INTRODUCTION OR THROUGH IMSL ROUTINE UHELP LEIF0640 

LEIF0650 
COPYRIGHT - 1982 BY IMSL, INC. ALL RIGHTS RESEBVED. LEIFM60 

LEIF0670 
WARRANm - IMSL WARRANTS ONLY THAT IMSL TESTING HAS BEEN LEE0685 

APPLIED TO THIS CODE. NO OTHER WARRANTY, LEIF0690 
EXPRESSED OR IMPLIED, IS APPLICABLE. LEM)700 

LEIF07 10 
C- - - - -- - - - --- - - - - - --- - - - - - - - -- - - - - - - - -- - ---- - - - - - - - - - - - - - - - - - - - - - - - - - -- - LEIF0720 
C LEIF0730 

SUBROUTINE LEQIF (AJA,N,MA,BJB,MJJBB,WK,IER) LEIFO740 
C SPECIFICATIONS FOR ARGUMENTS LEIF0750 

INTEGE33 IA,IB,N,MA,M,IJOB,IER LEIF0760 
DOUBLE PRECISION A(IA,N),B(IB,M),WK(N3) LEIFO770 

C SPECIFICATIONS FOR LOCAL VARIABLES LEIF0780 
INTEGER IJBIG JIK,IPI,IZ J JJ,JJJ,JZ,KB,KBPI, LEIF0790 
* KKB,LB,LIMK,LIMKO,LIMK 1 ,LIMK2,LIMLLIMLO, LEIF0800 
0 LIML 1 ,LIML2,NBLOCK LEIF08 10 
DOUBLE PRECISION ABEG,AMJEPS,TEMP LEIF0820 
DATA REPSIID-1 51 LEIF0830 

C FIRST EXECUTABLE STATEMENT LEIF0840 
IER = 0 LEIFO850 
M) 5 1=1,N LEIFO860 

5 WK(IJ) = I LEIF0870 
NBLoCK = (N-l)/MA+l LEIF0880 

C BEGIN GAUSSIAN ELIMINATION LEIF0890 
DO 80 KB= I ,NBLOCK LEIF0900 

LIMKO = (KB- I)*MA LEIF09 10 
LIMK l = LIMKOcl LEIF0920 
LIMK2 = MINO(LIMKOcMA,N) LEIF0930 
IF (KB.GT.l .OR. IJOB.EQ.1) GO TO 20 LEIF0940 
DO 15 J=LIMK I ,LIMK2 LEIF0950 
TEMP = O.OD0 LEIF0960 
DO 10 I=l,N LEIF0970 
TEMP = DMAXl(TEMPDABS(A(1J))) LEIF0980 
CONTINUE LEIFO990 

WK(J2) = TEMP LEIFlOO5 
CONTlNUE LEIFlOlO 
C O N T f W  LEIF1020 

FACTOR BU_F_FEP. kEIF1030 
Do 40 I=LIMK 1 ,LIMK2 LEIF1040 

ABIG = O.OD0 LEIF 1050 
DO 25 J=I,N LEIFIMO 
Jz = W K(J, 1) LEE1070 
IF @ABS(A(JZ,I)).LE*ABIG) GO TO 25 LEIF1080 



ABIG = DABS(A(JZJ)) LEE1090 
IBIG = J LEIFllOO 

25 ~nm-~hi~.  L E I F ~ ~ ~ O  
IF (ABIGEQ.O.OD0) GO TO 9000 LEIFl120 
IF (IJOB.EQ.l) GO TO 30 LEIF 1 1 30 
IF (ABIG.LE.lO.ODO*EPEPS*WK(1.2)) GO TO 9 0 0  LEIFl140 

30 CONTINC? LEE1 150 
TEMP = WK(IBIG,l) LEIF 1 I60 
WK(IBIG,1) = WK(I,l) LEIF1170 
WK(I,l) = TEMP LEIFl180 
IF (1.GE.N) GO TO 40 LEIF1190 
IZ = WK(1,l) LEIF12OO 
IP1= 1+1 LEIF1210 
DO 35 J=IPl,N LEIF1220 
Jz = WK(J,l) LEIF1230 
AM = A(JZJ)/A(IZ,I) LEIF 1240 
IF (AM.EQ.O.OD0) GO TO 35 LEIF1 250 
CALL DAXPY(M,-AM,B(IZ,l)JA,B(JZ,I)JA) LEIF1260 
IF (IJOB-EQ. 1) GO TO 35 LEIF1270 
IF (I.GE.LIMK2) GO TO 35 LEIF1280 
CALL DAXYY(LIMK2-I,-AM,A(IZ,I+l),IA,A(JZ,I+l)IA) L3IF1 290 

35 CONTINUE LEIFl300 
40 CONTINUE LEU3310 

IF (IJOB.EQ.1) GO TO 80 LEIF 1320 
IF (KB.GE.NBLOCK) GO TO 75 LEIFI 330 
KBPl = KB+1 LEIF 1340 
DO 70 LB=KBPl ,NBLOCK LEIF1350 

LIMLO = (LB-l)*MA LEIF1360 
LIMLl = LIMLWl LEIF1370 
LIML2 = MINO(LIMLO+MA,N) LEIF1380 
LIML = LIML2-LIMLO LEIF 1390 
IF (KB .GT. 1) GO TO 55 LEIF1400 
DO 50 J=LIMLl ,LIML2 LEIF1410 
TEMP = O.OD0 LEIF1420 
DO 45 I=l,N LEIF1430 
TEMP = DMAXI (TEMP,DABS(A&J))) LEIF1440 
CONTINUE LEIF1450 

WK(J,2) = TEMP LEIF1460 
CONTINUE LEIF1470 
CONTINUE LEIF1480 

DO ELIMINATION ON SECOND BLOCK LEIF1490 
USING FACTORS SAVED IN FIRST LEIF1500 

DO 65 I=LIMK 1 ,LIMK2 LEIF1510 
IF (1.GE.N) GO TO 65 LEIF 1 520 
I2 = WK(I.1) LEIF1530 
IPI = 1+1 LEIF 1540 
DO 60 J=IP1 ,N LEIF1550 
JZ = WK(J,1) LEIF 1560 
AM = A(JZ,I)/A(IZ,I) LEIF1570 
IF (AMEQ.O.OD0) GO TO 60 LEIF1580 
CALL DAXPY (LIML,-AM,A(IZ,LIML l),IA,A(JZ,LIML 1 )  LEIF 1 590 
CONTINUE LEIF 1600 

CONTINUE LEE1610 



70 COlrfI?h?LE LEE 1620 
75 CONTlPJUE LEIF1630 
80 CONTINUE LEIF1640 

C BACK SUBSTITUTION LEIF 1650 
DO 105 KKB=I ,NBLOCK LEIF1660 
KB = NBLOCK+ 1 -KKB LEIF1670 
LIMKO = (KB-l)*MA LEIF1680 
LIMK2 = MINO(LIMKQeMA,N) LEIF1690 
LIMK = LIMK2-LIMKO LEIF1700 
DO 100 IIK=l,LIMK LEIF1710 

I = LIMK2+ 1 -1IK LEIF 1720 
I2 = W K(1,l) LEIF1730 
TEMP = A(IZ,I) LEIFI740 
DO 85 JJJ=l,M LEIF1750 

B(1ZJJJ) = B(IZ,JJJ)mMP LEIF1760 
85 CONTINUE LEIFl770 

IF (I.EQ. I)  GO TO 100 LEIF 1780 
DO 95 JJ=2,I LEIF1790 

J = I+1-JJ LEIF 1 800 
JZ = WK(J, 1) LEIF1810 
TEMP = A(JZ.1) LEIF 1820 
DO 90 JJJ=l,M LEIF1830 

B(JZ,JJJ) = B(JZ,JJJ)-TEMP*B(IZ,JJJ) LEIF1840 
90 CONTINUE LEIF1850 
95 CONTINUE LEIF 1860 
100 CONTINUE LEIF1870 
105 CONTINUE LEIF1880 

C SORT SOLUTION VECTOR LEIF1890 
DO 120 JJJ=l ,M LEIF1900 

DO 110 I=l,N LEIF1910 
IZ = WK(I.1) LEIF1920 
WK(I3) = B(1Z JJJ) LEIF1930 

110 CONTINUE LEIF1940 
DO 115 I=l,N LEIF1950 

B(1JJJ) = WK(I3) LEIF 1960 
115 CONTINUE LEF1970 
120 CONTINUE LEIF 1980 

GO TO 9005 LEIF1990 
9000IER= 129 LEIF2000 
CALL UERTST(IER6HLEQIF ) LEIF2010 

9005 RETURN LEIF2020 
END LEIF2030 

C IMSL ROUTINE NAME - UERTST UERT0010 
C UERT0020 
C -- - - - - -- - - --- - - - - - - - - - - - - -- - - - - - - - - - - - - - - -- -- - - - -- - - - -- -- - - - - - - - - - . - - - - UERT0030 
C UERT0040 
C COMPUTER - IBWSINGLE UERT0050 
C UERTOMO 
C LATEST REVISION - JUNE 1,1982 ~ ~ ~ ~ 0 0 7 0  
C UERTOOSO 
C PURPOSE - PRINT A MESSAGE REELECTING AN ERROR CONDITION UERT0090 
C UERTOlOO 
C USAGE - CALL UERTST (IER,NAME) UERTOl 10 



C UERTO 120 
C ARGUhaENTS IER - ERROR PARAMETER. (INPUT) UERTO 130 
C IER = I+J WHERE UERT0140 
C I = 128 IMPLIES TERMINAL ERROR MESSAGE, UERT015O 
C I = 64 IMPLIES WARNING WITH FIX MESSAGE, UERT0160 
C I = 32 IMPLIES WARNING MESSAGE. UERTO 1 70 
C J = ERROR CODE RELEVANT TO CALLING UFiRTO180 
C ROUTINE. UERT0190 
C NAME - A CHARACTER STRING OF LENGTH SIX PROVIDING UERT0200 
C THE NAME OF THE CALLING ROUTINE. (INPUT) UER'M210 
C UERT0220 
C PRECISION/HARDWARE - SINGLEIALL UERT0230 
C UERTO240 
C REQD. IMSL ROUTINES - UGETI0,USPKD UERT025O 
C UERTO260 
C NOTATION - IWORMATION ON SPECIAL NOTATION AND UER'P0270 
C CONVENTIONS IS AVAILABLE IN THE MANUAL UERM280 
C INTRODUCTION OR THROUGH IMSL ROUTINE UHELP UERT0290 
C UERT0300 
C REMARKS THE ERROR MESSAGE PRODUCED BY UERTST IS WRITTEN UERT0310 
C TO THE STANDARD OUTPUT UNIT. THE OUTPUT UNIT UERT0320 
C NUMBER CAN BE DETERMINED BY CALLING UGETIO AS UERT03 30 
C FOLLOWS.. CALL UGETIO(1 ,NIN,NOUT). UERT0340 
C THE OUTPUT UNIT NUMBER CAN BE CHANGED BY CALLING UEiRT0350 
C UGETIO AS FOLLOWS.. UERT0360 
C NIN=O UERT0370 
C NOUT = NEW OUTPUT UNIT NUMBER UERT03 80 
C CALL UGETIO(3,PJIN,NOUT) UERTO390 
C SEE THE UGETIO DOCUMENT FOR MORE DETAILS. UERT0400 
C UERT04 0 
C COPYRIGHT - 1982 BY IMSL, INC. ALL RIGHTS RESERVED. UERT0420 
C UERT0430 
C WARRANTY - IMSL WARRANTS ONLY THAT IMSL TESTING HAS BEEN UERT0440 
C APPLIED TO THIS CODE. NO OTHER WARRANTY, UERT0450 
C EXPRESSED OR IMPLIED, IS APPLICABLE. UERTOI160 
C UERT0470 
C ------ ------- - - - -- - - - - - -- - - - -- -------- -- -- - - - - - -- - - - - --- - - - - -- - - - - - - - - UERT0480 
C UERT0490 

SUBROUTINE UERTST (IERNAME) UERTO500 
C SPECIFICATIONS FOR ARGUMENTS UERTO5 10 

INTEGER IER UERT0520 
INTEGEfP NAME(1) UERT0530 

C SPECIFICATIONS FOR LOCAL VARIABLES UERT0540 
INTEGER I,IEQ,IEQDF,IOUNIT,LEVEL,LEVOLD,NAMEQ(6), UERT0550 
* NAMSET(6),NAMUPK(6),NIN,NMTB UERTO560 
DATA NAMSET/lHU,1HE,1HR,1HS,1HE,1HT/ mTi)570 
DATA NAMEQ/6* 1 H / UERT0580 
DATA LEWL/4/,EQDWO/,IEQ/ I H=/ UERT0590 

C UNPACK NAh4E INTO NAMUPK UERT0600 
C FIRST EXECUTABLE STATEMENT UER'TO CALL USPKD 
(NAME,6,NAMUPK,NMTB) UERT0620 
C GET OUTPUT UNIT NUMBER UERT0630 

CALL UGETIO(1 ,NIN,IOUNIT) UERTWO 



C CHECK IER UERT0650 
IF (IER,GT.9!49) GO TO 25 I;JERT0660 
IF (IER.LT.-32) GO TO 55 UERT0670 
IF (ERLE. i28) GO TO 5 'LJEmNO 
IF (LEVEL.LT. 1) GO TO 30 UERT0690 

C PRINT TERMINAL MESSAGE UERT0708 
IF (IEQDF.EQ. 1) WRITE(IOUNIT,35) IER,NAMEQ,IEQ,NAWK UERT07 10 
IF (IEQDF.EQ.0) WRITE(IOUNIT,35) IERJJAMUPK ~ ~ ~ ~ 0 7 2 0  
GO TO 30 UERT0730 

5 IF (IERLE.64) GO TO 10 :J ERTO740 
IF (LEVEL.LT.2) GO TO 30 UERT0750 

C PRINT WARNING WITH FIX MESSAGE UERT0760 
IF (IEQDF.EQ. 1) WRITE(IOUNIT,40) IER,NAMEQ,EQ,NAMUPK UERT0770 
IF (EQDF.FQ.0) WlUTE(IOUNIT.40) IER,NAMUPK UEFaT0780 
GO TO 30 UERT0790 

10 IF (iER.EE.32) GO TO 15 UERTO~OO 
C PRINT WARNING MESSAGE UERTO8 10 

IF (LEVEL.LT.3) GO TO 30 UERT0820 
IF (IEQDF.EQ.1) WRITE(IOUNIT,45) IER,NAMEQ,IEQ,NAMUBK UERT0830 
IF (EQDF.EQ.0) WRITE(lOUNIT,45) IER,NAMUPIC UERT0840 
GO TO 30 UERT0850 

15 CONTINUE UERT0860 
C CHECK FOR UERSET CALL UERTO870 

DO 20 I=1,6 UERT0880 
IF (NAMUPK(I).NE.NAMSET(I)) GO TO 25 UERTO890 

20 CONTINUE UERT0900 
LEVOLD = LEVEL UERT0910 
LEVEL = IER UERT0920 
IIER = LEVOLD UERT0930 
IF (LEVIEL.LT.0) LEVEL = 4 UERT0940 
IF (LEVEL.GT.4) LEVEE = 4 UERT0950 
GO TO 30 UERT0960 

25 CONTINUE UERT0970 
IF (LEVEL.LT.4) GO TO 30 UERT0980 

C PRINT NON-DEFINED MESSAGE UERT0990 
F (IEQDFEQ. 1) WRITE(IOUNIT.50) IER,NAMEQ,DEQ,NAMUPK UERT1008 
IF (IEQBF.EQ.0) WRITE(IOUNIT.50) IER,NAMWK UERTlOlO 

30 IEQDF = 0 UERTlMO 
RETURN UERT1030 

35 FORMAT(19H *** TERMINAL ERROR,lOX,7H(IER = ,I3, UERT1040 
1 20H) FROM IMSL ROUTINE ,6A1 ,A1,6A1) UERT1050 

40 FQRMAT(27H *** WARNING WITH FIX ERROR,2X,7H(IER = 53, UERT1060 
1 20H) FROM IMSL ROUTINE ,6A1 ,A 1,6A 1) UERT1070 

45 FORMAT(18H *** WARNING ERROR.llX,-IH(IER = J3, UERTl080 
1 20H) FROM IMSL ROUTINE ,6A1 ,A1,6A1) UERT1090 

50 FORUAT(20H *** UNDEFINED ERROR,9X,7H(ER = ,15, UFYRTll00 
1 20H) FROM IMSL ROUTINE .6Al ,Ai,6A1) UERTl I10 

C UlERT1120 
C SAVE P FOR P = R CASE UERT1130 
C P IS THE PAGE NAMUPK UERTl140 
C R IS THE ROUTINE NAMWK UERT1150 

55 lEQDF= 1 UERT1160 
DO 60 I=1.6 UERTl170 

XVIII 



60 NAMEQ(1) = NAMUPK(I) UEItT11 SO 
65 RETURN UERT 1 1 90 

END UERT 1200 
C IMSL ROIJTINE NAME - UGE?I'IO UGETOO 10 
C UGET0020 
c ................................................. ---------- *--- UGETOO30 
C UGET0040 
C COMPUTER - IB M/SINGLE UGET0050 
C UGET0060 
C LATEST REVISION - JUNE 1,1981 UGET0070 
C UGET0080 
C PURPOSE - TO RETRIEVE CURRENT VALUES AND TO SET NEW U G E T O  
C VALUES FOR INPUT AND OUTPUT UNIT UGET0lOO 
C IDENTIFIERS. UGETO 1 10 
C UGETO 120 
C USAGE - CALL UGETIO(IOPT,NIN,NOUT) UGET0130 
C UGETO 140 
C ARGUMENTS IOPT - OPTION PARAMETER. (INPUT) UGEM 150 
C IF IOPT=l, THE CURRENT INPUT AND OUTPUT UGEM 160 
C UNIT IDENTIFIER VALUES ARE RETURNED IN NIN UGETQ170 
C AND NOUT, RESPECTIVELY. UGETO 180 
C IF IOPT=2, THE INTERNAL VALUE OF NIN IS UGETOIW 
C RESET FOR SUBSEQUENT USE. UGET0200 
C IF IOPT=3, THE INTERNAL VALUE OF NOW IS UGEM2lO 
C RESET FOR SUBSEQUENT USE. UGET0220 
C MN - INPUT UNIT IDENTIFIER. UGET0230 
C OUTPUT IF IOPT= 1, INPUT IF IOPT=2. UGET0240 
C NOUT - OUTPUT UNIT IDENTIFIER. UGET0250 
C OUTPUT IF IOPT= 1, INPUT IF IOPT=3. UGET0260 
C UGET0270 
C PRECISION/HARDWARE - SINGLE/ALL UGET0280 
C UGET0290 
C REQD. IMSL ROUTINES - NONE REQUIRED UGET0300 
C UGET03 10 
C NOTATION - INFORMATION ON SPECIAL NOTATION AND UGET0320 
C CONVENTIONS IS AVAILABLE IN THE MANUAL WET0330 
C INTRODUCTION OR THROUGH IMSL ROUTINE UHELP UGET0340 
C UGETO350 
C REMARKS EACH IMSL ROUTINE THAT PERFORMS INPUT AND/OR OUTPUT 
UGETQ360 
C OPERATIONS CALLS UGETIO TO OBTAIN THE CURRENT UNIT UGET0370 
C IDENTIFIER VALUES. IF UGETIO IS CALLED WITH IOPT--",R UGET0380 
C IOPT=3, NEW UNIT IDENTIFIER VALUES ARE ESTABLISHED. UGET0390 
C SUBSEQUENT INPUT/OUTPUT IS PERFORMED ON THE NEW UNITS. UGET0400 
C UGET04 10 
C COPYRIGHT - 1978 BY IMSL, INC. ALL RIGHTS RESERVED. UGET0420 
C UGET0430 
C WAIubWTY - IMSL WARRANTS ONLY THAT IMSL TESTING HAS BEEN UGET0440 
C APPLIED TO THIS CODE. NO OTHER WARRANTY, UGET0450 
C EXPRESSED OR IMPLIED, IS APPLICABLE. UGET0460 
C UGET0470 
c -------------------------------------------------------- * ------------ UGETo480 
C UGET0490 



SUBROUnNE UGEnO(IOR,NINSJOUT) UGET05OO 
C SPECIFICATIONS FOR ARGUMENTS UGETO5 10 

INTEGER IOPT,NIN,NOUT UGET0520 
C SPECIFICATIONS FOR LOCAL VARIABLES UGETO530 

INTEGER MND,NOUTD UGET0540 
DATA NINDI5I.NOUTDI61 UGET0550 

C FIRST EXECUTABLE STAEMENT UGETO560 
IF (IOPT.EQ.3) GO TO 10 UGETO570 
IF (IOPT.EQ.2) GO TO 5 UGET0580 
IF (IOPT.NE.1) GO TO 9005 UGET0590 
NIN = NIND UGET0600 
NOUT = NOUTD UGET06 10 
GO TO 9005 UGET0620 

5 NIND = NIN UGET0630 
GO TO 9005 UGET0640 

10 NOUTD = NOUT UGET0650 
9005 RETURN WET0660 

END UGET0670 
C IMSL ROUTINE NAME - VBLAzDAXPY VBDBOOlO 
C VBDB0020 c .......................................... * ----- --- ------ ------------- VBDB0030 
C VBDB0040 
C COMPUTER - IBM/DOUBLE VBDB0050 
C VBDB0060 
C LATEST REVISION - JANUARY 1,1978 VBDB0070 
C VBDB0080 
C PURPOSE - COMPUTE A CONSTANT TIMES A VECTOR PLUS VBDB0090 
C A VECTOR, ALL DOUBLE PRECISION VBDBOlOO 
C VBDBOllO 
C USAGE - CALL DAXPY (N,DA,DXJNCX,DY JNCY) VBDBO 120 
C VBDB0130 
C ARGUMENTS N - LENGTH OF VECTORS X AND Y. (INPUT) VBDB0140 
C DA - DOUBLE PRECISION SCALAR. (INPUT) VBDBO 1 50 
C DX - DOUBLE PRECISION VECTOR OF LENGTH VBDBOIGO 
C MAX(N*I ABS(1NCX)J). (INPUT) VBDB0170 
C INCX - DISPLACEMENT BETWEEN ELEMENTS OF DX. (INPUT) VBDB0180 
C X(1) IS DEFINED TO BE.. VBDB0190 
C DX(l+(I-l)*INCX) IF INCX.GE.0 OR VBDB0200 
C DX(l+(I-N)*INCX) IF INCX.LT.0. VBDB0210 
C DY - DOUBLE PRECISION VECTOR OF LENGTH VBDB0220 
C MAX(N*IABS(INCY),l). (INPUTIOUTPUT) VBDB0230 
C DAXPY REPLACES Y(I) WITH DA*X(I)+Y(I) FOR VBDB0240 
C I=1, ...,N. VBDB0250 
C X(I) AND Y(1) REFER TO SPECIFIC ELEMENTS VBDB0260 
C OF DX AM) DY, RESPECTIVELY. SEE INCX AND VBDB0270 
C INCY ARGUMENT DESCRlPTlONS. VBDB0280 
C INCY - DISPLACEMENT BETWEEN ELEMENTS OF DY. (INPUT) VBDB0290 
C Y(I) IS DEFINED TO BE.. VBDB0300 
C DY (l+(I- l)+INCY) IF INCY .GE.O OR VBDB03 10 
C DY(I+(I-N)*INCY) IF INCYLT.0. VBDB0320 
C VBDB0330 
C PRECISION/HARDWARE - DOUBLE(AU VBDB0340 
C VBDB0350 



C REQD. IMSL ROUTINES - NONE REQUIRED VBDB0360 
C VBDB0370 
C NOTATION - INFORMATION ON SPECIAL NOTATION AND VBDB0380 
c cON'fiNTJONS iS AVAILABLE IN THE MANUAL VBBBOjW 
C INTRODUCTION OR THROUGH IMSL ROUTINE UHEtP VBDB0400 
C VBDB040 
C COPYRIGHT - 1978 BY IMSL. IMC. ALL RIGHTS RESERVED. VBDB0420 
C VBDB0430 
C WARluNlY - IMSL WARRANTS ONLY THAT IMSL TIESTING HAS BEEN VBDB0440 
C APPLIED TO THIS CODE. NO OTHER WARRANTY, VBDB0450 
C EXPRESSED OR IMPLIED, IS APPLICABLE. VBDB0460 
C VBDB0470 
C - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - VBDBCM80 
C VBDB0490 

SUBROUTINE DAXPY (NDA,DXJNCX,DY JNCY) VBDB0500 
C VBDB0510 
C SPECIFICATIONS FOR ARGUMENTS VBDB0520 

DOUBLE PRECISION DX(l),DY(l),DA VBDB0530 
INTEGER N,INCX,INCY VBDBO54O 

C SPECIFICATIONS FOR LOCAL VARIABLES VBDB0550 
iNTEGER I,IY ,M,IVIPl ,NS,IX VBDBOSBO 

C FIRST EXECUTABLE STATEMENT VBDB0570 
IF (N.LE.O.0R.DA .EQ.O.DO) RETURN VBDB0580 
IF (1NCX.EQ.INCY) IF (INCX- 1) 5,15,35 VBDB0590 

5 CONTINUE VBDB0600 
C CODE FOR NONEQUAL OR NONPOSITIVE VBDB0610 
C INCREMENTS. VBDB0620 

IX= 1 VBDB0630 
I Y = I  VBDB0640 
IF (INCX.LT.0) IX = (-N+l)*INCX+l VBDB0650 
IF (INCY.LT.0) IY = (-N+l)*INCY+ 1 VBDB0660 
Do 10 I=l,N VBDB0670 

DY(IY) = DY(IY)+DA*DX(IX) VBDB0680 
IX = IX+INCX VBDB0690 
IY = IY+INCY VBDB0700 

10 CONTINUE VBDB0710 
RETURN VB DB0720 

C CODE FOR BOTH INCREMENTS EQUAL TO 1 VBDB0730 
C CLEAN-UP LOOP SO REMAINING VECTOR VBDB0740 
C LENGTH IS A MULTIPLE OF 4. VBDB0750 

15 M = N-(N/4)*4 VB DB0760 
IF (M.EQ.0) GO TO 25 VBDB0770 
Do 20 I=l,M VBDB0780 

DY (I) = DY(I)+DA*DX(I) VBDB0790 
20 CONTINUE VBDB0800 
IF (N.LT.4) E T U R N  VBDBO8 10 

25 MPl = M+l VBDB0820 
DO 30 I=WI,N,4 WDB0830 

DY a = DY (I)+DA*DX(I) VBDB0840 
DY (I+1) = DY (I+l)+DA*DX(I+ 1) VBDB0850 
DY(I+2) = DY (1+2)+DA*DX(I+2) VBDB0860 
DY(I+3) = DY (1+3)+DA*DX(1+3) VBDB0870 

30 CONTINUE VBDB0880 



RETURN 
C CODE FOR EQUAL, 
C INCREMENTS. 

35 CONTIWvE 
NS = N*INCX 
RO 40 I= 1 ,NS ,INCX 

DYO = DA*DX(I)+DY(I) 
40  CONTINUE 

R E m  
END 

VBDB0890 
POSITIVE, NONUNIT VBDB0900 

VBDB0910 
WDB0920 

VBDB0930 
VBDB0940 

VBDB0950 
VBDB0960 

VBDB0970 
VBDB0980 

C 
C 
C 
C header 

C Read the header, return tc, wO, #protons, a dictionary with 
C all the names, #protons to solve for, an array of the 
C ids of the protons to solve for and the number of frames in 
C the file. 
C 
C on entry (u) is the unit of the file 
C 

subroutine header( u, stitle, tc, wO, rs, np, dn, nsp, asp, nf ) 

include 'genera1.i' 

character*80 stitle 
integer u 
double precision tc, wO, rs 
integer np, nsp 
record /dict/ dn 
integer asp(maxpro), nf 

integer ip, i 
character* 10 sname 

format ( TITLE=', A80 ) 
format ( TC=', E20.3 ) 
format ( WO=', E20.3 ) 
format ( 'RS=', E20.3 ) 
format ( 'NUMBER OF PROTONS=', I5 ) 
format ( A10 ) 
format (a10, i3) 
formi-it ( 'NUMBER OF PROTONS TO SOLVE FOR=', 75 ) 

m1 



150 format(Al0) 
160 format ( 'NUMBER OF FRAMES=', I5 ) 

call dinit( dn ) 

Read the tc,w0 constants 

read ( u, 90 ) stitle 
read ( u, 100 ) tc 
read ( u, 110 ) w0 
read ( u, 115 ) rs 

C Read ail the proton names 

read ( u, 120 ) np 
do i=l, np 

read ( u, 135) sname, mflag(i) 
D w ite(6, *)sname, mflag(i) 

call dadd( dn, sname ) 
end do 

C Read the names of the protons to solve for 

read ( u, 140 ) nsp 
do i=l, nsp 

read ( u, 150 ) sname 
call dfind( dn, ip, sname ) 
asp(i) = ip 

end do 

C Read the number of frames 

read ( u, 160 ) nf 

return 
end 

C frame 
e 
C 
C read a dynamics frame from the file, setting the proton 
C coordinates in the ax,ay,az arrays at the same index as 



C the protons' name dictionary index. 
C 
C on entry (u) is the unit of the file 
C 

subroutine frame ( u, dd, weight) 

include 'general. i' 

record /diet/ dd 
integer u 
double precision weight 

integer i, fp, ip 
character* 18 snme  
double precision X, Y, z 

C read the number of protons in the frame and the weighting 
C of the frame 

100 format ( 'FRAME PROTONS=', 15 ) 
1 10 format ( 'WEIGHT=', E20.3 ) 
120 format ( A 10, E20.3, E20.3, E20.3 ) 

read ( u, 100 ) fp 
read ( u, 1 10 ) weight 

C read the protons coordinates 

do i= 1, fp 
read ( u, 120 ) sname, x, y, z 
call dfind( dd, ip, sname ) 
ax(ip) = x 

= y 
az(ip) = z 

end do 

return 
end 



C USPKOOSO 
C PURPOSE - NUCLEUS CALLED BY IMSL ROUTINES THAT HAVE 
USPK0090 
C CHARACTER STRING ARGUMENTS T T C  trnt " ~ ? I \ v I ~  
C USPKOl 10 
C USAGE - CALL USPKD (PACKED,NCHARS,UNPAKD,NCHMTB) 
USPKO 120 
C USPKO130 
C ARGUMENTS PAClCED - CHARA-R STRING TO BE 
UNPACKED. (INPUT) USPKO 1 40 
C NCHARS - LENGTH OF PACKED. (INPUT) SEE REMARKS. 
USPKO15O 
C UNPAKD - INTEGER ARRAY TO RECEIVE T I E  UNPACKED 
USPKO160 
C REPRESENTATION OF THE STRING. (OUTPUT) USPKO 170 
C NCHMTB - NCHARS MINUS TRAILING BLANKS. (OUTPUT) 
USPKO180 
C USPKO 190 
C PRECISION/HARDWARE - SINGLEIALL USPK0200 
C USPK02 10 
C REQD. IMSL ROUTINES - NONE USPK0220 
C USPK0230 
C REMARKS 1. USPKD UNPACKS A CHARACTER STRING INTO AN 
INTEGER ARRAY USPK0240 
C IN (A 1) FORMAT. USPK0250 
C 2. UP TO 129 CHARACTERS MAY BE USED. ANY IN EXCESS OF 
USPK0260 
C THAT ARE IGNORED. USPK0270 
C USPK0280 
C COPYRIGHT - 1982 BY IMSL, INC. ALL RIGHTS RESERVED. 
USPKO290 
C USPK0300 
C WARRANTY - IMSL WARRANTS ONLY THAT IMSL TESTING HAS 
BEEN USPK03 10 
C APPLIED TO THIS CODE. NO OTHER WARRANTY, 
USPK0320 
C EXPRESSED OR IMPLIED, IS APPLICABLE, USPK0330 
C USPK0340 
c ....................................................................... USPK0350 

SUBROUTINE USPKD (PACKED,NCHARS,UNPAKD,NCHMTB) 
WSPKO3fiO 
C SPECIFICATIONS FOR ARGUMENTS USPK0370 

NC,NCf.IARS ,NCHMTB USPK0380 
e U S P K O ~ ~ O  

LOGICAL* 1 UNPAKD(l),PACKED(I),LBYTE,LBLANK 
USPK0400 

XXV 



INTEGER*2 IBYTE,IBLANK USPK0410 
EQUIVALENCE (LBYTE,IBYTE) USPK0420 
DATA LBLANK /!H / USPK0430 
DATA IBYTE /1H / USPK0440 
DATA IBLANK /iE / USPK0450 

C INITIALIZE NCHMTB USPK0460 
NCHMTB = 0 USPK0470 

C RETURN IF NCHARS IS LE ZERO USPK0480 
IF(NCHARS .LE.O) RETURN USPK0490 

C SET NC=NUMBER OF CHARS TO BE DECODED USPK0500 
NC = MINO (129,NCHARS) USPK05 10 
NWORDS = NC*4 USPK0520 
J = l  USPK0530 
DO 110 I = 1,NWORDS,4 USPK0540 
UNPAKD(I) = PACfaEB(J) USPK0550 
UNPAKD(I+ 1) = LBLANK USPK0560 
UNPAKD(I+2) = LBLANK USPK0570 
UNPAKD(I+3) = LBLANK USPK0580 

110 J = J+l  USPK0590 
C CHECK UNPAKD ARRAY AND SET NCHMTB USPK0600 
C BASED ON TRAILING BLANKS FOUND USPK0610 

DO 200 N = 1 ,NWORDS,4 USPK0620 
N N = N W O R D S - N - 2  USPK0630 
LBYTE = UNPAKD(NN) USPK0640 
lF(1BYTE .NE. IBLANK) GO TO 210 USPK0650 

200 CONTINUE USPK0660 
210NCHMTB = ( N N + 3 ) / 4  USPK0670 

RETURN USPKO680 
END USPK0690 


