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ABSTRACT 

i l l  tfris t l~esis, we present d design method for the detection, isolation and iclentification 

of ~nultiple actuator failures i ~ r  linear clyna~nical systems. This scheme is basecl on the 

tlttwry of ITirknown Input Observer ('10). 

It is known that a 1110 exists under certain necessary as well as sufficient condi- 

tioils. Or~e of the necessary conclitions is that the number of unknown inputs be less 

than or equal to the tiunlber of outputs. Unfortunately, this necessary concli tion is 

I I O ~  alwavs satisfied. In such a case no UIO will exist. On the other hand,  it has been 

slwwn in t,11c' past t l~at,  variety of actuator failures in a linear system can be modellecl 

as t~t~ltnown inputs to the system. If this for~nulation of actuator failures is used, tllen 

stat(. cstirnation using a IT10 would be possible only if the number of acti~at~ors is less 

I l m l i  or equal to the number of system outputs. 

In this tlmis, this problem has been attacked hy special multiple u~lknow~i input 

ul~s~rvcrs.  called hIUIOs. It has been shown that by careful formulation of MTJIOs not 

oil11 stale estinlation is possible, but also identification of multiple actuator failures 

could he accomplished i : ~  certain s ~ s t e m s  with parameter ~ncertainties. In addition, 

the shape a:id magnitude of the failures can be estimated which is useful in fault 

;~ccommoclation. 
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Chapter 1 

Introduction 

Fault detection, isolation and acconlmoclation (FDIA) in  clynaniir systtnls I ~ . I I I ; I ~  r 1s 

to be of tremendous importance in modern industxy arid t,cchnology, i ~ ~ i t l  is r cwi  vi t ~ g  

increasing theoretical and practical attention. FDIA prcrviclcs re1i:~hili ty, sdet,y ; t r ~ t l  

survivability which are fundamental features in the design of any r.ornplt~x t~rrgi~rc~r.sit~g 

system- Dynanlical systems are often subjected to unexper1,rtt s:lre~~gcs, Y I I C I I  its ( ~ 1 1 1 -  

ponent failures and variations in operating cor~ditions that tmtd to rlcgradt. ovc.1 ;tl l 

system performance. In particular: failure of artuat,ors or smrsors useti to ~)r.ovi(lc* it 

feedforward or feedback signal in a control system ran raiisc serious clc.t,t.rioraf,iorrs 

in the performance of the system. A fault is uortnally ulirlerstoorl ta l i t .  ally k i n d  

of malfunction in the actual dynamic system that leads to all ilnatcc~ptaltlr~ syst,cwr 

performance. Such rnaIfunctious may ocrur eiil~er iz l  tiw s ~ l t s o ~ s  or- ac-tr~atoru ( i  t i -  

~trrunents)~ or in t h e  components of the processes. Ally c t f  f h t w  failures lnav I ~ i t c i  

to unacceptable economic loss or tlazards to pcrsor~ntl. 111 order to niairitair~ a, h j , q I j  

level of performance, it  is important that failures he promptly det,vctwl atid iscila.tr(l 



so t h t  appropriate serneclies can be applied. 

C:t.~~rr.ally, a coinputer controlled system is conlposed of actuators, a tnain struc 

t , i~ rc .  (01 process) and sensors. For example, in an airplane flight-control system, the 

wtuators arc trhe servornechatlis~~~s which drive thc control surfaces ancl engine which 

i n  turn provide the driving thrust. An autopilot controller provides input signals to  

tttc ar-tuators. The core part of the plant - the main structure or the process - is the 

airframe with its cargo and appendages, along with the aerodynamic forces exerted 

ori the corltrol surfaces. The instrumentation consists of several semors or transducers 

attached to the airframe, which provide sigilals proportional to the vital motions of 

t lw airfranw, including airspeed, altitude, heading, acceleration attitude and rates of 

change of aktitude, control surface deflections and engine thrust. Obviously, sensor 

signals provide feeclback infor~nation to the autopilot, but they are also used in the 

fa~ilt ~noaitoring subsystem. In the early 19'70's when failure detection theory and 

its applications were first developed, detection schemes concentrated primarily on dc- 

twtiug selisor Failures, wllich, once detected, could usually be corrected by electronic 

swit,ching teclmiclues not requiring the recoiifiguratio~i of mechanical parts. Cornyen- 

sn-ting for faults in actuators is usua,lly more difficult than redirecting electrical signals. 

Tllv configuration malfunction iu the main structure (process) is even less feasible. 

Over tlw past two decades, fundamental research on failure detection ancl isolation 

(I7D1) has gained increasing considerat.ion world-wide. This interest is stimulated by 

the trend ttowarrls more complex and the corresponding growing demand for higher 

availd>ility and security of control systems. Nevertheless, a strong impetus also comes 

from t h e  area of modern control theory that has brought forth powerful technologies 

of tn at. hematical modelling, state and parameter estimation that are made feasible by 



the spectacular progress of modern computer tech nu log^. 1)urinfi tlw same pcxrioti, 

numerous approaches to the problem of failult. det ectio~i aud isold iori (121) 1) i 1 1  <I\.- 

namical systems ha-ve been developed (Willsky, 19%; Frank, 1987 ant1 1OW; ( 'l,lrk, 

1978 a and b; Clark and Setzer, 1980; Clark f t  nl,,  1975: ('how a~rtl \Villsl;j., I!)Sl; 

Isermann, 1984; Saif and Villaseca, 1986, 1987; Saif it~ld Guan,  199'2; C ~ ~ I J  all Sitif, 

1991; etc.). Among many methods, the detect,ion filter, or ohst-rve~ (.;tat<- c>stitnator) 

based nlethods (e.g. Wang, S. H., 1975; Guan and Saif, 1991) i111d tlic gcwcmlizctl 

likelihood ratio (GLR) method (Willsky aucl Joncs, l976), aiid t,hc nu~lt,ipI(. 11loi1r.l 

method (Willsky et al., 1980) are some examples. Ub also notict-d in sct.c~it yc-hrx 

the detection and isolation of sensor and actuator fail tire has rcceivcrl mt1cli i\ t, tw~t io l~  

in coutrol theory and its application lit,erature (Clarl; et, a1 1975; Will~liy i r r d  Jo tws ,  

1976; Wang, S. H., 1975; Saif and Guan, 1992). 

Fault detection and isolation has been widely cliscusscd by Inally itt~t,I~ors. 13111, 

the remaining task of the monitoring system - the identification of f,lw h i l ~ i r c *  i t ,~~d,  

most irrlportantly, reconfiguratio~l of system signals i n  order to nlair~tair~ s;ttisf;~c.Cory 

operation of the system, have not been dealt wit,h extensively. Aii~tll(*r isslw t , [ l i ~ t ,  I I ~ ~ s  

concerned many researcher for many ycars is that, although scrrsor f'ailurc ciotc~(:i,io~i 

has been dealt with extensively and attention has heen givwi to dr .vdu l )  c.o~r~l)ut,;~- 

tionally attractive schexnes, work on actuator failure c!et,r.ct,ion lias 11ot j)rogwswl i t 1  

parallel. Some approaches proposed are computatiol~ally tcdions (Willslcy arltl Jor~c*s, 

1976). Actuator failure jeopardizes the whole control strategy, al~ci our forus ha.s IHWI 

on this specific category. This thesis provides swne thoughts oo liow tm ~~~~~~~~~~t , isol;d,t~, 

identify and, most inlportautly, to accommodate fai li~res in a(-tiia1,ors am ( I  k ~ p  t l i c b  

system functioning smoothly. 



Cllapter 2 hegirls wit11 a brief review of various st,eps that need to be taken in tack- 

li~ig FJ)I problems, fbllowetl by brief discussions of three basic types of approaches: 

thc  hardware red~tndancy, kno-cvleclge-based (expert system) and the analytical (func- 

t i o l d )  r t d u ~ ~ d a ~ ~ c y  methocls. The analytical reduncla~lcy method is the only approach 

lrsetl in this thesis and hence it attracts the most detailed discussions. Among many 

ar~itlytical approaclles, the aualytical r edundancy method described in this chapter 

o~ltlir~es the pri~~ciples and the most iunportant techniques of model-based residual 

grnc~ratior~ usirlg state estimation methods with attempts to achieve robustness with 

~csprc t  to rnutklliug PI rors, aud fitlally; the state estimator (observer) scheme which 

is tlw m a i n  approach to the FDIA problem presented in this thesis work is dealt wlth 

in this chapter. 

Cliap ter 3 provides background on the historical develop~nent for the design of a 

h g l c  unknown ~npil t  observer (UIO) to  detect, isolate, and identify failures. Various 

srhcmcs that use unknown input observers or estimators, full order or reduced order 

are also reviewed. The existence of a single observer in a dynamical system is COIF 

rlitsional to the  elations ship between the total ~lutnber ol its output signals and the 

total number of its unknowu input signals. These unknowns may be tnodelling errors, 

d;sturlxmces and parameter variations; someti~nes other sources of unmeasurable in- 

formation can be organized into so called " ~ I ~ ~ ~ ~ I O W I I  inputs" of dynamical system. 

Thc~ theorern for the existence of a single observer is presented and its limitation with 

respect to the applications of such an observer to FDIA issues are also discussed in 

thib chapter. 

C'l~apter 4 is the core of this thesis. It presents a novel design scheme for rnulliple 

unkl~own input observers (MUIOs). Unlike the previous work of Guan (1990), the 



approacll presented in this chapter can cope ai th certain silnalio~ls w l i t ~ r v  t l l c t  to td  

number of unknown inputs 1s greater than t h e  total nu~nb(.r of outputs. 111 t,li,s - 

thesis, a robust approach for FDIA in linear s j s t c~ns  nitls parar~wtc~l- \*;triatio~~s 01 

uncertaill ele~nerits is presented. This approach is Lased on the fact t h,tt ~ I I P  tnodt4 of 

a, linear dynamical system under plant parametel variatiyns ;111cl rmcwt aiutivh (-;i11 lw 

transformed to makc the application of the 1 J 1 0  theory for h t  a t c  c,ht,i tnatio~r p u r p w ( ~ ~  

possible. The design scheme of MUIOs for the linear dynarnirid systeni u n ~ l t ~ .  stlc.11 

parameter variations and uncertainties are take11 into atx orult. Tho proyosc~l fail l t,- 

tolerant control system is based upon ILIUIOs that can estimiit,t. ~ l ~ ~ n v ; ~ i l ~ r l ~ l ( ~  \ i r ~ i t *  

variables of the system a t  the same time for the p11rposc of r.ontrol. Tllc l i ~ u i  ti~biol~ ol' 

the proposed sclieine is also discussed in this c.1lapte1. This ch;~pi,rr <llso cliss~isxt-s Ilow 

the above design method is rlsecl for- failure det,er tion a l ~ d  isolatitm fur uat20~.s t ~ ~ ~ c l  

provides the corresponding results. It also describes detailed sys te~r~  ;tc.co~t~~~~ocl;it,ic~n 

techniques that enable us to heep the clyrlarnic system, wllic.11 is st~l)j~~c-t, I,o sys!(m 

uncertainties or parameter variations, Tunctiosii~ig srnoothly su1)scqrlcrlt to dti  nt t11~1lo1 

failure. Systcinatic detection metlloclology wlo~tg w i t h  tlw system ~c~conligiit .~~t,io~~ 

teclmology used in this chapter could be isnple~nersterl in a real-ti tnc clyt~amic.;rl c.o111, to1 

system. 

In Chapter 5, the MTJIO design scheme and the. FDIA ttc1111icpc~s wllic.i\ ;LI . (~  ( 1~-  

veloped in Chapter 4 are applied to  a linear, timc-invariant, dynamic syster 11 w11 idr ( I +  

scribes the longitudinal dynamics of the F18 High Alpha Resc?arc.ll VvI~ic.l(> (11'1 8/f I A  IW) 

The discussion of this application demonstrates the usehlness of MI110 clrsigll ~ r l t ~ t , l t c d  

ology and the FDIA scheme. The results of simulations intiicatc. t t ~ a t  1,11(. srlmrlcb f o r  

fault diagnosis in dynamical syste~xs using multiplo unknowt~ i n j ~ t r t  01-wrvvrs call 



ctetc~ct, isolate, a d  accommodate multiple actuator failures under the existence con- 

rl i1, ion of MIJIO. 

Ckmclusior~s and future work are presented iu Chapter 6. The contributions of this 

thesis work are also s~m~marized here. 



Chapter 2 

Approaches to FDIA Problem 

Over the past few decades numerous approaches to the prohlcr~ o l  Faili~i-(1 ( Io t . (~ t  iwl, 

isolation and identification in ctynamical systems have becn ~qmstctl .  1 1 1  gcw-~ ,I 1 ,  tlrc.~(. 

are three major approaches: the hardware reduntlitncy mcthotl, t l ~ c  kr~owlctlgc~-l);~sc.tL 

method, and the functional or analytical redundancy method. T l l c .  f(~llowillff sc1cl,io~ls 

describe each of these srhemes. 

2.1 Hardware Redundancy Method 

Traditioully, fault diagnosis in dynamical systems is co~dustrrl thro~lgh t t ~ ~  i lw of 

hardware redundancy. Repeated hardware elements (actuaturs, ~neasurcmr-t~t sc:~isors, 

process compone~lts, etc.) are usually clistriluted spatially in  thc systcrrl t,r, prvvc~l t ,  

localized damage. Such methods typically function in a set of thrcv  (i,riploxj or a 
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set of four (yuadruplex) redu~ida~icy configurations, and they compare redundant 

sigrtals for consistency. Consider the case of sensing as an example. The idea is that 

three (or more) sellsor-s measuring the same variable are installed where one would 

be sufficient if it were cotnpletely reliable. Signals from these sensors are monitored 

l ~ y  a lugic cir~iiit  which ignores small differences in signals due to electronic noise, 

~nmufac-turiug toler-auce, and the monitoring error inherent in the instrument. This 

mo~iitorirlg device declares that a sensor is faulty if its signal deviates too far from the 

average value of others (assumjng that only one fails a t  a time and the difference among 

the others remaizls small). This fault-tolerance approach is simple and straightforward 

a ~ l d  is therefore widely utilized. It is essential in the control of airplanes, space vehicles 

ant1 in certain process plants which are safety-critical such as nuclear power plants 

ljatlrtli~lg dangerous chemicals. 

Major problems encountered in using the hardware redundancy approach are that 

first, they require e-ctra cost for. the redundant hardwares and that second they take 

extra spaces and weights. In aircraft, the additional room could be used for more 

mission-oriented equipmeut. Another limitation of this approach is that i t  has been 

realized that since redundant compouents (sensors) tend to have similar life expecta- 

tions, it is more likely that when one of a set of sensors malfunctions others will soon 

brcomc faulty as well. 

Knowledge-Based (Expert S ystern) Method 

Ti nowledge-based (expert system) methods complements existing analytical (see Sec- 

tion 2.3) and algarithnwtical methods of fault detection; they open a new dimension of 
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possible fault diagnosis for complex process by adding: nex dgot . i t l~n~s  to irtlprovo tlw 

process. In recent years, attempts have bccii made tlo qp1y astitirial i~ltclligv~lrr~ ant\ 

knowledge-based techniques which combine numeric and symbolic- ~ncthotl:: t;,r 1,rr- 

forming fault diagnosis. Research on computer-hased at~tonmtetl tliagrrosis is st.c,c.iv- 

ing increasirig attention and currently available numeric and uo~l-nu~nvsit- (synllmlic.) 

tools are already sufficient for developiug practical systcn~s for on-litrcb a ~ ~ t l  off l i~w i t l l -  

tomated diagnosis and supervision of electronic, mechanical, cher~lit.al, acrospaw a l i t 1  

other devices and processes. Knowledge-based tecllnology has now r-t.ar.llcvl 1,lw I t w ~ l  

of full-scale, efficient, productive utilization in industrial systc~ns and ot11c.r c o ~ ~ l p l ( ~  

modern life systems. 

I11 this section, the knowledge-based appro2c!i to fault cliagnosis is I)rivfiy tlist~i~sst~tl 

and its advantages and drawbacks are also given. A knowleclge-l~ascvl cxlwrf, "S~,VIII  

is designed using artificial intelligence (AI) techniques, emulaiil~g ~ ~ U I ~ I ; L I I  ~ter.fo~.r~~n,r~(.t~ 

and presenting a human-like action to the user. Expert syst,e~ns arc c .~~r~ml , ly  li tldilrg 

applications in an increasing repertory of human-life clomains, a t  t h c  c.c~ttc.r of w1~ic.h 

lies fault diagnosis and the repair or reco~lfiguratioli of tecll~lologica,l proc.c.ssc*s. 

Fault diagnosis and reconfiguration are knowleclge-intensive., ( ~ x p c ~ i ~ l ~ t i ~ ~ l  ~ ~ L S I C S  

which in reality could sometimes go beyond the capabilities of skillcrl tc•÷c.l~r~ic.isns, 

operators, or engineers. Expert systems can perform a t  least, at the I t w 4  of a, Iligtr ly 

experienced human trouble-shootingjrepair expert whosp knowlctlgc: greatly c>xct~th 

the contents of service manuals. This expert system provides the csif,ically reqi~ir-c:tl 

assistance for prompt detection, location and repair of process faults atld improvc:s 

overall field service efficiency and performance. The field of systr:m riiilg~~osis/rcyai r- is 

presently at the heart of industrial automation and has all the rey i~ired ch i~racl,c:rist~irn.~ 



(c~losc~i domain, rich expertise available, good imderlying models, heuristic methods, 

scatlily performed test/validation procedures) that make expert systems very likely 

to succeccl in industrial environments. 

7'he main advant,ages of using a knowledge-based (expert system) method to solve 

tlw prol~lem of fad t cliagnosis are: 

I .  They provide a ho~nogeneous representation of knowledge; 

2. They allow increnlental growth of knowledge about faults through addition of 

reilsonirlg processes; 

3 .  They allow i~nplanned but useful interactions. 

0 1 1  the other side of the coil], knowledge-based diagnosis methods have thcir own 

dl.swbacks: 

1. A great deal of prior knowledge of the system is necessary; and sometimes we 

can obtain only limited knowledge; 

2. The k~lowleclge acquisition from the domain expert is time consuming and dif- 

ficult; 

3. All possibilities have to be explicitly enumerated and there is no capability for 

systenl generalization. 

An example of available knowledge-based diagnosis (supervision) sys tem is called 

IATEST, which was developed by IRM (contracting with GHC Corp. and fs~nded by 

NASA) for t.roubleshooting the Space Shuttle launch countdown (Wood et a.1., 1989). 
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LATEST is a rule-based expert system written iu  Ad& langllagc that givv:, t 11c rcXasoll 

for a hold or abort within about three seconds. Occasioually ctut.il\g t llr latt~rclr of 

the Space Shuttle, an abnormality demands a detailed (.\-planat iu11 ol Imw tilt. gcyrc.rlll 

purpose co~nputers a i d  their plograms r e a d d  to part iclllar iu p t ~  t s, Ntvrrt,llt\lt~ss, 

the software responses to a hold or abort cornma~d in a CravLiot~ of a s e ~ u l \ t l  i \ ~ ~ t l  

may leave even the experts puzzled as to the exact seclumc-t. of c v r w t s  I t ~ d i ~ ~ g  t,o t ,I l t-  

i~~terpretatiou of the countciown. Manual a~~alys is  of the daha ofttw taltc$s h o ~ ~ r s  si~icc. 

experts must print out the data anct find allomalies by conlpuillg data \>lo&.; to w i ~  

puter program design docume~lts. This is an expensive use of Irlanl)owc.r. Auto111~11(v1 

diagnosis technologies of count down failures, such as LATEST whicll p r o v  iclcs il. 

cost-effective launc11 countdown anomaly tool using exprrt syslem td lno logy  1 1 ~ v c ~  

become essential given the frequency of Shuttle missions rrturni ng l,o 1101 rnal cll'tclr t l iv 

Challenger disaster with up to 10 flights scheduled each yeas. 

Methods of diagnosing/detecting failures in industrial syst,~ms hascrl 011 11i11.dwi~1.i. 

redundancy and knowledge do not need any nlatl~ematical moctcl of t 1 1 ~  jtla~tt, ( i l l -  

though some expert system approaches are more or less nnotlt~l hasc4). rl'hv i , l ~ i r t l  

major scheme applies to the problem of FDIA is the analytical rc~(lilrldar~cy ~rrc~l,lio(l 

which will be presented in full detail in the ucxt scction. M y  thr4s  proj(lc-l, I'oc.11~ 

is on this category of failure detection, isolation aid ident,ifira,tio~~ arid 011 ttw ( I ( . -  

sign method we developed that is based on state estimation (olxrrvr~r scl~tw~c) ill 

dyna~nical systems. 



2.3 Analytical (Functional) Redundancy M?thod 

I I I  illis section we outline the gcncral procedure of FDTA using analyt,ical redundancy. 

The pmc.edure for evattlatiug redundancy information given by a mathematical moilel 

of the: system can be roughly divided into the following two steps: resiclual generation 

arid ciecision making. We will ciescribe these two steps i n  depth. The schematic of 

t l ~ c  IQIA prvcerture usirlg analytical redundancy is illustrated in Fig. 2.1. 

2.3.1 Analytical Redundancy Met hod 

111 1 ht. course of developing the basic research on FDI, a novel philosophy for the FDI 

rnetliociology has emergecl and is increasingly discussed in the research literature. It 

i s  based on the use of analytical (i.e. functzoaal) rather than physical or hardware 

~ C Y ~ L I I ~ ~ ~ L I I C ~ .  This method implies that the inherent redunciancy contained in the 

sf atic a d  dy~mmic relationships among the system inputs and the measured outputs 

is exploited for FDIA. In other words, one makes use of a rnathematzcal model of the 

system or of a part of it for generating redundarlt information for FDIA purpose. 

Co~~t ra ry  to the hardware reduildancy approach, where redundancy measurements 

fro111 each sensor are compared, values of estimatecl variables of sensor measurements 

are used as rcd~n~daut  information for fault detection purposes. As opposed to the 

prc~ious approaches discussed, analytical redundancy approach requires acfvanced 

irdixnlatioti processing technology such as state estimatio~l, parameter estimation, 

adaptive filtering, variable threshold logic, and some more sophisticated approaches 

sucll as cost f~inctions or statistical tests, and various logical operations, all of xvhich 

can be i~llylemeuted on a digital computer. 
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Figure 2.2: Two-stage structilre of the FDI process 

P h i  residuals of ~txtistics- - 

ynamics Decision 

The first c%ssel~tial process of failure detection, isolation aud identification is the 

gemratiorr of thc so-called residuals. Often these residuals are generated by first 

e ~ t ~ i ~ n a t i ~ l g  certain outputs or variables of the sp tem:  and obt.aining the estinlation 

error which is commonly referred to  as the estimator's residual, or simply the residuals. 

t Statistics 

Decision 

For a particular set of h~pothesized failures, an FDI system has the structure shown 

decision - 

in Fig. 2.2. 

Output from sensors are initially processed to e n h a ~ c r  the effect of a failure ( if  

present) so that it can be recognized. Xu enhanced failure effect on the residual is 

calted the signature of the failure. Residuals should be unbiased in the absence of 

a laiiure, showing agreemmt between the observed and expected normal behavior of 

the system; a failure signature typically takes the form of residual bias which is a 

ctiaracteristir of the iaifure. Thus. resid~lal generation i s  based on knowledge of the 

uormal betlavior of the system. The actual process of the residual generation varies 

in  tlreir cori~ylesity. For example. in some voting systems, residuals are simply the 

fiitfere~rce hetween outputs of various like sensors. whereas in a GLR test scheme 

t_'Sjrillsk~ a d  Jones. 1916)- residnals are inno~ation process of the Kalman filter. 

I11 the  second stage of an FDI algorithm. the decision-making process, residuals 

are examined far the presence of failure. Decision functions or statis tics are calculated 



using residuals. and a decisioz rule is then applied to the clccision statist,ics to tli.tc.i* 

mine if any failure has occurred. X derisiw process may ccmsist of a sirnplt. i l~~t~s l iv ld  

test on ii~starltaneous values or the moving average of residuals, or it I H ~ L ~  1w 1)itst'~l 

directly on r n e t t d s  of statistical decision theury m r l  tl\e seqwiitial prohahilit). ratio 

test (Willsky, 1976)- More specifically, clt-cision lnakitig roi~sists of t 1 ~ .  followi~ig t,asl<s: 

1 .  Failure detection; i.e. an indication that something is going wrong j11 t , I i t ~  syst,c.111; 

3. Failure accomnzodation; i.e. reconfiguration of the system so tliitl, it call rotrt,in~~t, 

to  function without interruption. 

The idea to replace hardware reclundancy by analytical reciu~idaricy was origirlat,cd 

by Read (Beard, 1971) and Meier ct.  al. (rc/leier, 1971 ). Beartl devclopc~l riic~t,hods ol' 

self-recognization t o  maiutain closed-loop stability. Such issues as iclcnti fyiug fili l r~ sca 

and changes in system sensors were solved by co~rlparir~g t,llc oubput,~ of ol~sc~vc~rs.  

Meier e t .  al. investigated the useft~lness of func tiurial ndur~c la~~cy  t,o ~1et~c.c t ; ~ i r  c.1 itf't 

control datra instrument failures. The functional reclunrlar~t-y was ol~t~air~ccl fr 0111 I'IIIIC- 

tional relations that existed among different tneasuremetlts, Tlicst* wc.rc3 rllc~ekctf for 

consistency with the  aid of two Kalman filters axld several algebraic* ~elatictns. 

An inuovztio~~ test using a single K ~ ~ I I I ~ I J  filter was ~~ruposerl by i\ilt:l~ra awl I'cdrolt 

in 1971 (Nehra and Peshon, 1971). 111 tbeir met,hocl, an innovation sequence was gcw 

erated and subjected t o  statistical tests of whi ttmess; mean, and covariar~ce. K~lowirrg 



the time l~istory of the output variables under normal conditions allows for the detec- 

tion of any deviations by statistical decision theory. This approach is only capable of 

dctccting failures. But the failures can not be isolated. To do this, more advanced 

techniques silch as the M-ary hypothesis testing, etc. were developed. 

More software expenditure is needed for failure acco~n~nodation using Baysian 

clecisio~i theory as proposed by Montogomery and Caglayan in 1976 (Montogomery 

arid Caglayan, 1976). They provide a bank of parallel Kalman filters designed for 

a set of M-l (M is the number of outputs) possible failure modes and for normal 

operation. The erroneous instrument is detected with the aid of M-array hypothcsis 

testing. A moving window of the iniiovatiou of each Ka!man filter drives a detector 

tlmt calculates the likelihood ratio for each hypothesis corresponding to a possible 

failure mode. 

Ib relax the computation complexity of techniques such as the M-ary hypothesis 

testing and GLR test discussed above, Deskert et.  al. (1977) presented a functional 

reclnndancy scheme combined with dual sensor redundancy of the process. The iden- 

tification of the failure is achieved 011 the basis of functional relationships among 

outputs of dissimilar instruments by performing sequential probability ratio tests of 

diRcsences among outputs. Similar work had been done by Oillcetl and Stuckenberg 

(Onken and Stuckenberg, 1979). By using dual scnsors and state estimators for the 

geueratioii of analytical redundancy, they obtained the quality of a triplex system. 

Other schemes using the Kalman filters for the analytical redundancy include Cun- 

aintghanl and Poyneer, 197'7; Montgomery and Tabak, 1979. 

Several contributions to  IFD with state estinlatio~i methods using either an ob- 

server or Kalman filter were made by Clark (Clark, 1977, 1978, 1980 and Clark et. 



al., 1975). In 1977, Clark proposed the dedicated obscrvtr scl~enw (1)OS) for 111'1) 

using a bank of Luenberger observers, ea,ch driven bv one sensor out,pr~(,.  II  llortr of 

the sensors fails, all reconstri~cted state vectors converge to tlw ac.tuiil st n t r  vcc.t,us, 

However, if one of the sensor fails, then a difference orcil-*s in tllc o i l l p ~ ~ t  uc.clm of t,11(. 

corresponding observer. The difTerence can be used to identify thc t'at~lt~y s(~1sor. A 

simplified IFD scheme was also introduced by Cl1ar.k in 1978 by using a single u 1 , s t . l ~ ~  

driven by one of the measured variables. If all sensors work perfec.tly, 110 tlifr(wmc.c* 

will be seen between reco~lstructed outputs and actual instsulnellt outprlts. I f  o110 

of sensors that does not drive the observer fails, there will Bc a I ~ ~ ~ O I I S ~ , S I I ( ~ ~ , ~ C ) I I  ( ~ r o r  

in corresponding channels. But, if a sensor failure orcurs in the cllarlrrcl that, tlsivcb 

observers, all reconstructed outputs will be erroneous. Therefow, a uuiquc~ mcrit,rls of 

detecting and isolating of the faulty sensor is possible. Since the ii~trod~lrtiou of 1)OS 

by Clark, other more sophiscated aproaches based o n  it have I>eetl proposccl (Frauk, 

1987, 1990; Saif and Villaseca, 1986, 1987 a, b). 

In 1979, Shapiro and Decarli developed an analytical reduliclar~cy scl~c~rrw t'or 111~  

flight control sensors of the Lockheed L-1011 aircraft. They used L ~ ~ 1 1 b t q c . r  olx+rvtw 

to rcconstruct signals of failed sensors from associated illifailed setwss. Insfcatl ol' 

using a set of observers for each failure configuration, they used an oltsc~svt:r tllal, is 

driven by the airframe input and the output of the sensor with tlir higlmt rid ia,l,ility. 

In order to  deal with the IFD problem in  the presence of random dist11rhi~nc:c:s iJs 

well as to  increase the robust~~ess of observer schemes, several authors haw ~~ropc>scc,l 

some schemes using a Kalman filte. Clark and Setzer (1980) proposed 1,o tnoclif,y tllc? 

simplified IFD by using a Kalman filter with modified detection logic. 

III the illstrunlent fault detection (IFD) and actuator fault detection (A  FD) sr:ttnmcts 
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so far rlcscrihd, errors of reconstructecl states that are used for IFL) and AFD are 

dfecterl by sensor malfunctio11, actuator ~nalfunction, and variations of the process 

paramet,ers. Frank and Keller (1980) developed an observer design scheme in which 

inst.:ositivity to parameter variations as a design specification was first included. They 

c.xtenclec1 rlcclicatccl obscrver (DOS) schemes by duplicating observers to allow distiac- 

tion between t l ~ e  parameter variation and instrument malfunctio~ls. One observer in 

each pair is desigaed to be insensitive to parameter variatio~is but sensitive to in- 

strument malfunctions, and the other is insensitive to  both. This method is robust 

with respect to parameter variations and applies to single output systems as well as 

~nuitiple output systems. 

A general clpproach to generating robustness in failure det,ection and isolation sys- 

terns has been pursued by FVillsky and others (Deckert et. al., 1977; Chow, 1980; 

Leillil~ger, 1981; Lou, 1982; Chow et. al. , 1984 and Lou et. al. , 19861, and by 

Wakanahe (Wartambe et. al. , 1981, 1982). They researched the problem of robust 

resicha1 generation from the viewpoint of analytical redundancy relations and have 

iutrociuced the concept of general parity equation checks. They then considered inno- 

vatioos of an observer or a Kalman filter as the most general residual containing the 

co~nplett' set of redulldancy relations. The underlying idea of robustness generation 

is now to utilize only those redundancy relations for FDI that are most reliable. 

Another important approach to increasing the robustness of observer schemes by 

using a "rohust" or so-called "unknown input" observer was recently dealt with by 

Wiinnenherg and Frank (1986), Gila11 and Saif (1991) and Saif and Guan (1992). 

Saif and Cuan proposed a novel scheme of robust estimation with application to 

failure ctrtection and identification in dynarnical systems (Saif and Guazl? 1993). The 
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system being dealt with is subject to plant parameter vax-iatious or ur~ccrtaintiw iu 

the system, and this fault tolerant control system is based on a single ~obtrst cst i~ilatmr 

that can siinultaneously estimate unineasurable state variables of thc systcw 1;)s t l ~  

purpose of feedback control. The available results provitle3 the ncccssary infonlratio~~ 

for a detection logic device capable of detecting and isolating a c t ~ d o r  aucl scwur 

failure. Additionally, Saif and Guan's scheme is also able to idc~tt~ify t l t t .  wad,  sl~i-~pc. 

and magnitude of the failure. The esseiice oi this method was the rol)ust, o l ~ r v t ~  

design scheme along with the necessary and sufficient conclitiou for tbr esistcttt o ol' ,i 

single observer. 

While r ~ ~ o s t  or the work on FDI is concerned with iustrumellt (scnsor) failt~sc~s, soti\cl 

attention has been given to cornpoilent failures anil actuator failnrcs i n  clyna~nical 

systems. One of crucial issues of compolmlt failure detections (CFU) is tlic' proLlm ol' 

failure isolation which is much more complex than the isolation of failed iustrun'wnts. 

The actuator failure in the control system jeopardizes the entirc control s t r i t t ~ ~ y  

and recent work has been done on restructw-able control stra.tegies for. tna,il~t;~,i r t i  tlg 

stability and performance in the presence of these failures ( Athans , 1982). 

The advantage of the analytical redundancy approach lies i 11 t , l ~ c x  Si~(.t f,llat 1,lw 

existing redundancy can simply be evaluated by information proccwir~g I I I I ~ I ~ Y  wc-II- 

featured operating conditions (i.e. at the operation center) without t , b c b  ncwl of axl- 

ditive physical instrumentation in the plant. Although a priccb, which arises frotrl t l i ~  

need for the mathe~natical model, has to be paid for this beucfit, coli.;iclc:ral~ly IPNS 

conlputational expenditure is required for on-line moclelli~lg of the process with t,hv 

assistance of modern computer technology. Our focus is on this catt:gory of wt~lator. 

failure detection and isolation, and also on the design method we devthyed that, is 
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I,a,secl on state estimation (an observer scheme). 

2.4 Summary 

In this chapter., we have ctiscussed the various approaches for FDIA in dynamic sys- 

tmns. I t  has been pointed out that there are many techniques and very elaborate 

proccdurcs ready for application. Simulat,ion studies and experime~ltal results have 

shown that the FDIA schemes using analytical redundancy have reached a certain 

degree of maturity. There are, in particular, a number of encouraging results in the 

applicatjo~~ to mechanical systems such as aircraft or advanced transport systems. 

I t  should be noted, however, that in cases where only poor or imprecise analytical 

models are available, such as i n  chemical plants, the model-based FDIA approach is 

still problematical. En such cases the support by knowledge-based methods may be 

unavoidable. 

Fir~ally, one can see that the question of application of any model-based FDIA 

scheme is primarily a question of the quality of the available mathematical model of 

the system. Additionally, the reachable quality of fault isolation decisively depends 

on the number of wailable measurements. 



Chapter 3 

Unknown Input Observer: Theory 

and Design 

This chapter describes a unified method for the clesign of a rol~ust ol~sc~svc~ sc.l~r~rnc 

for sensor, actuator, and component fault detection, isolatiou a~~c-l iclcntific~atio~i i l l  

dynamic systems. This method focuses on the problem of rcsitlual gcntut  io11 w i t,h 

the goal of providing effective discrimination between clifferent faults i l l  t , h ~  prcscnt r- 

of unknown inputs such as system disturbances, modelling unccrf,ai~it,ic.s, proccss pa.- 

rameter variations and measurement noises. The approach is 1)ast.c-f 011 t, h c )  t , l r  cory of 

the unknown input observer (UIO) which provides co~upletc fault tlccouplirlg ar~tl I,ltt~ 

modes of faults and disturbances. In this chapter we will focus o w  al,t,cwl,iun ~ I I  1 , I - t ~  

first stage of FDIA, i.e., 'the process of resiciual generatio11 tlsing s1,ate est,inlai,it>ri f,et:11- 

niques with emphasis on robustness with respect to ur~known i ~ p l t .  AS I I ~ C . ~ I ~ , ~ C ) I I C ~  

earlier, a few algorithms have been proposed for the clesign of f111l order or rtduced 

order unknown input observers to achieve better results of an obswvcr-1-jascd F D l A  

21 
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scheoic: by providing increased robustness wit,h respect to lmknown inputs (Yang and 

Wilde, 1988; Viswanadharn and Ramakarishna, 1980; Gopinath, 1971; Viswanadhanl 

and Srichander, 1987; Kudva, Viswanadham a11d Ramakarishna, 1980; Wang, Davis011 

at~rl Dorato, 1975; Kurek, 1983). 

The crucial point in any model-based FDIA scheme is the influence of umnodellcd 

tlist,urtances such as system uncertainties, changes in the system parameters, and 

system and ~neasurement noises. These influences can be summarized as unknown 

inputs acting on the system. The effects of unknown inputs hinder the performance of 

fault detection, isolatio~l and identification scheme and act as a source of false alarms. 

Tllerefore, in order to minimize the false alarm rate, one should design the observer 

such that it becomes robust with respect to unknown inputs. The first essential step 

i n  tllr development of an observer-based FDIA sche~ne is a realistic representation of 

the physical process under consideration, which includes system dynamics, faults and 

all kinds of possible u~lknown inputs. The resulting mathematical equation, the state 

space equation, then serves as a basis for the mathematical derivation of the FDIA 

procedure described here. Residual generation using an observer-based (full-order or 

reduced-order) method is presented in this chapter, followed by the design of unknown 

illput observer. This chapter also describes how a UIO can be built with the presence 

of uulmown inputs. A major result of the derivatiou is a necessary and sufficient 

c:oudition for the esistmlce of an unknown input fault detection observer. 



3.1 System Specification and Problem Formula- 

tion 

Since as described in Chapter 2 the achievalle quality of t l ~ c  FDlA sclwrt~o n~ii~ii~ly 

depends upon the quality of the system's model, it is itngortmt to stlad iyit,lt it 

thorough and realistic specification of the given process. Such a s yccilicttt,ioi~ will 1 ~ .  

the basis for the later fundame~ilal solution of the FDIA problenl. We cor~si(lcr t110 

linear, time-invariant, dynamical system (i.e. the plant in a feedhack sont,rol s y s t ~ ~ n ) ,  

as shown in Fig. 3.1. In general, the systenl consists of actuators, the pli~tlt, ciy~rmric.s 

(components) and sensors. For a realistic and tliorougl-~ represent at, iotr wi l , l~  rcspcr t 

to later use in the FDTA task, it is important to moclel all effects that C i i I l  Ic.atl to 

alarms and false alarms. Such effects are: 

(a) Faults in the actuators, the components aud the sensors ol the yla$~tt, dyrra~ilit-s; 

(b) Modeling errors between the actual system and its mathen~atic-al ~lrotlcl; 

(c) System noises and measurement noises. 

Fig. 3.2 shows the simplified block representation where all fauli,s arc? reprc:scwt,crl 

by a fault vector f and all the other effects such as ~~iodelling errors, systc~n noisc*s a.11 tl 

measurement noises that obscure the faidt detection are represer~tccl I,y thc ~ ~ - ( . i ~ , l l ~ r l  

vector of unknown inputs, v. 

As discussed in Chapter 2,  actuator failurcs i n  dyt~arnic systems itnptdt: t I 1~  p r q m  

function of the system. Tllerefore, solving this prolzlcm recluircs spmial (+fort,, Wt: 

will also pay attention to the issi~es of urtcertaintics and pitrarrwtcr variidiotrs i t 1  

the system. In this thesis, we consider the time-invariallt, h e a r ,  dynamic sysl,tm, 

assuming that all sensors in the system are free of failures. Sclctl a system can IJP 
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Faults 

F i g ~ r e  3.1 : System Representation 
f 

Actual System (Plant) 

(A, BY C, D) 

Figure 3.2: Simplified Block Representation of the System 



expressed in the following state-space form 

y = Cx ( 3 . 2 )  

where x E W'1 is the state vector, u E P i i s  the linown inpilt vrt-tor, v E R"' is 

the unknown input, which can be treated as the effect of actu;ttar iail~rrcs, s y s t ~ n i  

uncertainties and parameter variations aqnd higher order terms in cast. of liuci~rizinji 

a ~ronlinear system, etc, and y E ? P i i s  the lneasurable output vcct,or. A, 38, C an.? 

the known matirces of appropriate dime~lsions. Notice that A, B, C a w  l h c  t ~ o r n i t l d  

matrices of the system. Faults that are principally reflected i n  lhc c h a ~ ~ g r s  of A, B, 

C and modelling errors aTe consickred by v associated with Ihc propc3r rlliocc ul' I). 

While theses matrices A, B, C, D are usually given, the modes (i.c. tlic wolution) 

of v must generally be considered as unknown. 

The fault modes of the system might be classified as: 

(1) Abrupt (sudden) faults, for exa~nple, step-like charlges; 

(2) Incipient (slowly developing) faults, for example, bias or drift. 

Typically, an abrupt fault plays a role in safety-related sysf,e~ns w1lc:rc- Ita~dwxre 

failures have to be detected early enough so that catastrophic consequcnt:t3s car1 Iw 

avoided by prompt system reconfiguration. It also keeps the systcm fimctior~ir~g 

smoothly. On the other hand, incipient faults are of major rrlcvancc: i 11 rot~nwtiorl 

with maintenance problenx where early detection of worn eq~~iprnent is reqriirccl. In 

this category, faults are typically small and not easy 1,o detect. I11 this t l ~ r s i s ~  wc will 

deal with the FDIA issue of both types of faults in actuators. The 1111cc:rtai ntirs a n  tl 

parameter variations of the system will also be taken into accourlt. 'I'tic. following 

section describes the design of an unknown input observer ( I J10) .  
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3.2 Unknown Input Observer(UI0) Design 

It1 tllis section, we will focus on the issue of the state estinlation for the system with 

unltnown inputs. First? the definition cif unknown input observer is given, then the 

condition fur the- existenre of a single unknown input observer will be described, and 

finally, the detailed procedure for designing a TITO v r 7 i l l  he described. 

3.2.1 Definition of UIO 

Tllc unknown input observer is defined as follows. 

Dcfisrition: .4 d y ~ m n i c  system: 

is ralled at1 u~l,knouv~ input  obst-mer (LifO) of the system described in ecjuations 

(Eq. 3.1 - 3.2), if Ilx(t) - 211 + 0 as t 4 oo. Matrices F, E, L and N have 

appropriate cfimensions and w is the  (n-p)-&mensional state vector of the  estimator 

awl Si is the estimate of the state x. Detailed procedures for finding snitable matrices 

F, E, L ard N arid problems associated with the procedure is given in (Saif and 

Guan, 1992). 



3.2.2 Necessary Condition for the Existence of a Single u10  

Consider the system given in (Eq. 3.1 - 3 2 ) .  11-e make the fullo~villg asslimpt irms: ( 1 ') 

the C matrix has a special farm \&id1 is given by C = 10 11; ' ( 2 )  D is of fnl l r,ul k; 

(3) the sensors are all healthy. 

As mentioned earlier. a few algorithms have bees proposed for the. clesig~~ of i t  

single full-order or reduced-order I1 I 0  (Yang and Vvri1clc, 1988; Vis\vanflcllliil~i i ~ 1 1 c 1  

Ramakarishna, 1980; Gopiuath, 1971; Viswanadhan~ anti Srichandw, iW7; K I I C ~ L ~ ~ L ,  

Viswauadham and Karnakarish~ia, 1980; Wang, Vavison and I)ol+;~,to, 1975; l<iisc4c, 

1983; G11a.n and Saif 1991). Although the clesig~~ of llIOs i l l  t z l ~ c .  alruvv I i t , c ~ r ~ i t ~ u r t .  

varies: the condition for the existence of a single l i  10 i l l  i ,llci~* stlrtmc:.; is rsstv~~+i;~~l l y  

the same. The following theorem presents the necessary contlitiun for t ttv c ~ x i s t c ~ ~ w  

of a single UIO. 

THEOREM A: -4 necessary cod i  tion for the  cxist,cxlc.e of ii .11~ orclt~ 0 1  tscsrvchr 1 ; ~  

the system (Eq. 3.1 - 13-21 is that: 

1. The total number of unknown inputs is less tlla11 or eilrjd ti) Ilrv t,ol.al nrtnrlw 

of outputs, that is, nz < p; which implies 

2. Rank(CD) = m, which in our formulation i111plies 



Dl  is a i r l - p ) ~ m :  a114 D2 is p x m  matrices. The proof of this theorem is given in (Saif 

The rtmaincler of this section, desrribes in detail the procedures for designing a 

sil~glt. 1110, but only the final results of tlie design scheme proposed by Guan and Saif 

( 1991 ) are presentecl. It is assumed that existence conditions for the system (Eq. 3.1 

- 3 .2 )  are sat,isfied. 'There are two cases discussed in their method: 

1 .  p>m7 the eigenx-alues of the observer can he freely chosen; 

2. p=m, the eige~lr!aiues of the observer are fixed, 

3.2.3 Case 1: p>m 

In this case, tile system that the UIO is based on is as follows: 

y = p  I]x 

The Observer is given by: 

w = F w + E y + L u  

where 



here M is t'he observer's gain and 

From (Eq. 3.8) and (Eq. 3 - 1 1 ) .  it is easy to see that thc ueccssary ant1 suflic itwf, con- 

dition for a stable observer to csist is givcn in thc followi~~g tllcwrcln. 

THEOREM B: The necessary aacl sufficient conflitiotl for tllcx cxistc~lw of all 01)- 

server capable of estiniating tlle states of tlie ctynanliral sys t t~n  givcw 1 1 1  (I:rl .  3.1 - :1.2) 

is that the pair {;ill: x2, )  given in (Eq. 3 . 1  I )  ~ u u s t  be con~plcf,ctly t , l > ~ c ~ ~ . ~ ~ r i r l ) l ~ ~ .  1 1 1  

addition: if the above condition is satisfied, theu the cigeilspect,sunl of t11r c.loscd lool, 

observer can be assigned arbitrarily as long as complex coltjl~gatr c.igcwv;tl~i(* i ~ p p c * ~  i r ~  

pairs. The proof of this theorem is given in (Saif ~ L I I ~  Gt1imi 1 !3!12). 1 ' 1 1 ~ 1 1  t l ~ ( '  ( ~ j l , i ~ t l i ~ k  

of t.he state is: 

where 
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3.2.4 Case 2: m = p 

111 t l~is  rase, t l ~ c  system which the I110 based on is as follows: 

21 = A I I X ~  -t Alay + Blu + Dlv 

9 = A 2 1 ~ 1  + AZLy + BZll + D2v 

r ?  I hc estima.te of the state is: 

W I I C ~ C  

(:ivtw above ~clualions, it can be seen that the eigenspectrunl of the observer can 

not he arl4trarily assigned a~lri  i t  is fixed by G (See Saif and Guan (1992) for more 

d ~ t a i l s ) .  



3.3 Residual Generation Using State Estimation 

It is well known from observer theory that a linear or ~lonlincar, f l t l l  orci t~ o r  rcrl~~c*c~tI 

order state observers (in deterministic cases) or I\ahuan filters (w11t.11 i~oise is c-onsitl- 

ered)ca11 be used for state estimation. In citlicr case ci ulatlht~nla~,ic~al 1notIr.1 of t 11c. 

process is involved. The standard observer-bas& resiclual gencratiw c.o~iligurat,ion 

for the case of a full-order observer is given in Fig. 3.3. In this fign~t,, t hv ~ I ~ S ~ ~ I ~ V V I  ih 

driven by the input and output signals of the system. The csti~wtic ol' st,at,tt var iitI)l(.s 

is Ei. E ?I? and the estimate of the nleasurable output vector is E ?IF" 

The key problem of the observer-based fault deter.tiou, isolntio~~ i t ~ l t l  iclcvltilic ;I{ i o ~ ~  

procedure is the generation and evaluation of a set, of ~csiduals, whidt l)(mlli!, 1101, ol~ly 

the detection but also a unique clistinction (the location, ant1 mosl, importantly, tlw 

size and the shape of the fault) betweet] different faults in  the. Taw of  a11 I I I ~ ~ I I O W I I  

input. Generally, this goal can be achieved by a lxtnlc of o1)scrvcrs or icn ol~sc~rvc*~. 

scheme (e.g. a IJIO scheme), where each ohservcr is macic scnsitivc. to a c l i f r c w r l t ,  l'mtlb 

or a group of faults and insensitive to  u~~modellccl clistul-hancc.s, ~wiscqs, ~rlo(l(~llii~p, 

uncertainties and process parameter v a ~  iations. The idea of r.esirlu;~I grwc~a,tio~ I vi ,~ 

state estit-nation is to reconstruct the state variables aud o i ~ t p ~ ~ t s  of ttlc pl.oc~*ss i t ~ l ( l  

t o  use the estimation error or iunovation, or some funct,icn~s of t,t~c>tn as rc~si(lira,ls. 

Residual generation usiug a full-order observer is br iefly c l c w r  ilw(l ns follows. 

Consider a system in the form of state equations (Eq. 3.1 - 3.2). 'Pllc. si,i~t,t. c>sf,inlat,c. 

k and the o u t p t  estimate 3 of a full-order olxerver obey tlw q~ial,iorrs: 



Observer 

Figure :3.3: R.esidua1 Generation with full-order observer 



where M denotes the observer feedback gain. Wit.11 equat.ims (Eq. 3.1 - 3.2) and  

(Eq. 3.27 -:3.28), the equations of the state estil-nation esros ant1 t1w output 1 3 4  ir~~iitiotl 

error, e = y - F, become: 

6 

€ = x - x  (3.29) 

When e is taken as the resiclual r, one can see from equations ( IIcl :1.30 - 3 .3  1 ) t , l ~ i t t  r 

is a function of 6 and v. In a similar way, o w  can find the sesidtlals l'os rt~cl~~c.c~tl-or(I(\~. 

observers due to the well established state estimation tlitwy. Hcsit111al gt~t~vrat~iot~!: 

based on the state estimator (observer) scheme lay the fo~mclatiori ol' IPIIIA 11sit1g 

analytical redundancy ia  the dynamical system. This schct-trc has lxwi a,tlopt t ~ l  fos 

this thesis project. 

3.4 Summary 

In this chapter, we discussed the reduced-order unknown i u p u t  ol,scsvt~s t l e a ~ g ~ ~  it!>- 

proach. This approach is computationally sin~plc and attrac-t,ivc. I t i  'I'Iwo~c*tn A ,  tI1v 

conditional existence of the UIO was given. It was s1mw11 that tlic cigcrival~~c~s of t , l r c l  

estimator can be freely chosen if and only if t h ~  total uumlw~ o f  o~~t,lj~tt,:, i s  g ~ x ~ ~ ~ l , c + ~  

than the total number of unknown inputs, a~ td  certain obse~val>ility c~o~~(lit,iori is saL- 

isfied. Tt is also shown (Saif and C;uan7 1992) that, if thc total u~itnlwr uS ~i~iltr~owrl 

inputs is equal to that of the total number of outputs, tlie ~4gerlvalut~s of the (*sti~nat,o~ 

can not be freely chosen; however, an ol~serves wi tli fixwl cigct~sper tr I I I I I  t m y  c~xist . 

Another important issue about the UIO is that a single IJIO rlesip is simply t~ot, 



jmssiilslt~ if t h r  total number of imknown illputs is greater than the total number of 

outputs. K,esidual generations based on the state estimator. (observer) scheme are also 

rliscussrrl in this c-hapter. 

It shoi~ltl he pointed out that the review of the El0 theory presented in this 

c1iaptt:r was restricted to deterministir, continuous, linear, time-invariant systems. 

IIowrvcr, recent works (Saif, 1993 a, b) have extended the theory to  discrete systems, 

systems with stochastic noise, as well as a, special class of nonlinear systems, namely 

bilinear systems, 

T b e  next chapter shows that failure detection, isolation, identification and ac- 

c.-oii~~nodation in dynamica.1 systems is still possible using multiple unknown input 

observers (MlJIOs) under the condition that the total number of unknown inputs is 

greater t l ~ a n  the total nmnber of outputs. The TJIO design scheme presented in this 

chapter is still used in our MU10 design scheme. Based on our MU10 design scheme, 

a rnc:tilocl for detecting, isolating, identifying actuator failure in an uncertain dynam- 

ical systcw~ will be possible. The acconlmodation or the reconfiguration of dy~~arnical 

S ~ S ~ ~ P I I I S  will also cliscussed in the next chapter. 



Chapter 4 

Robust Estimation and Actuator 

FDIA 

In this chapter, we will develop a scheme for robust estimation, ac.tmt,or hiluro tle- 

tection, ideutification and isolation and system reronfigutittiou. 

4.1 Model Formulation 

Developing the IiIO design scheme presented in C:hapter 3 relietl 011 t,h(l ~ I S S I I I I I ~ ~ ~ ~ ~ ~ I I S  

that the dynamic system in (Eq. 3.1 - 3.2) was known pt.rfcct.ly and that, t l o  pitra~rlc~i,(-r 

variations ~vould occur. In pl actice, howevcr, there are rna~ly clisf,urlxir I c ~ s  affwt,i I I ~  

plant state and output trajectories such as system uncertaint,ics, pli~111, ~>itt.a,~it( ' t i( '~ 

variations, and sensor and actuator failures. I11 aclclition, some of the plaut, parimcd,t:rs 

might be unknoum or time-varying. In this section, we will co~lsitlcr t,l~est! cff;*r:t,s arl(1 
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I~uild a system's model after we arrive at a model of a practical dynamical system 

that accounls for all of these effects. 

4.1.1 Uncertainty Effects in the System 

Co~~sider tlic following linear, time-invariant, dynamical system described in state 

space formulatio~l 

where. x E W is t,he state vector, u E Ry is the input and y E F' is the measurable 

output vector. We assume that matrices A and/or B in (Eq. 4.l)contain uncertainty 

e1fect.s; and ody  the nominal value of matrices A and B are known. In the rest of 

this sedion, we will reformudate the systems described in (Eq. 4.1 - 4.2) in the form 

of a known system with unknown i ~ q ~ t s .  In order to achieve this reformulation, the 

followiug clefinition is given. 

DEFINITION: The n by I ,  u9icertainty indicato~. niatrz'z of any n by k matrix A 

is defined as I.4(~l,a2,......,ala), where I ,  is the number of rows in A that contain 

~incertaili elements. The jth column of this matrix has zero entries except for the a,th 

entry which has a value of one. 

We illilstratc the above definition using the following example: If A is a 4 by 4 

matrix and there are uncertain elements in the first and the fourth rows ( I ,  = 2), 

tllcn a1 = 1 and a2 = 4. In addition, i t  is assumed that 



where A, is the known no~ni~lal  value, and 

is the uncertainty matrix associated with A. 

Assuming that only 1, nunliser of rows of A have uncertain e lcu~c~nk associa,t~cv~ 

with them ( I ,  < n);  (Eq. 4.4) can then be rewritten as 

('I .5) 

where AA,,, i = 1,2, ..., Z,, is the aith row of the matrix AA. 'l'l~cscfosc., cvc. t l c ~ ~ o t ~ ~  

the AA as 

LA = IAAA, ( 4 . 6 )  

Similar definitions will apply to the rnatrix B in (Eq. 4.1), and the u n c c d a i l ~  systnrn 

can be written as 

k = Aox + Bou + IAAAnx + IBABbu (4.7) 

where Is(bl, bz,  ......, bib) has the similar deiillitio~~ and 4 is the nuiti\)er of irjws i l l  R 

that contain uncertain elements. 

Therefore, we have the equivalent 

j, = Aox+Bou+Dv (4.9) 



We can see that a n  uncertait~ dynamic system described in (Eq. 4.1 - 4.2) can be 

transformed into (Eq  4.9 - 4.12) - thc form of a known system with uncertainty 

cffects as its unltnow~~ inputs. 

4.1.2 Actuator Failure Models 

Let u represent the output of a healthy actuator. Let ii be the actual output of the 

actuator where the possibility of a failure has been taken into account (See Fig. 4.1). 

Then we have 

i i = u + v  (4.13) 

where v is a, time-varying vector with elements v;. By the appropriate choice of v, we 

can ca.yture various failure inodes of the zth actuator. For example, if the ith actuator 

freezes at its zero position providing no output at all, then v, = -u,; if there is a bias 

h i  appearing on the actuator for some rea.sons, then v; = hi; if the ith actuator is 

stuck at a. constant value k;, then v; = k; - u;. Multiple failures can be captured in 

the above setting by specifying elements of v; corresponding to  the unfailed actuator 



Figure 4.1: System with actuator failures (Seusors arcx a11 goocl) 

to be zero. The model presented in (Ecl. 4.9 - 4.12) does not, ta,lw int,o acc-o~l~it. 1h. 

actuator failure effects. Now, taking iuto account t,Le effects of' ac-tunt.or Sail~~rcls, wv 

will arrive at the follow~ng model 

where 

We will, in the rest of this thesis, adopt this system represeuterl i l l  rqust,iuns (13~1. 1. I4 

- 4.17) - the form of a known system with uncertaiitlty ~ f f rc t s  a.114 i~ ( . t .~ t ;~ t ,o t .  I'i~illlr~~ 

effects as its unknown inputs - to deal with the actuator FDIA prol,l(xr~ I I S ~ I I ~  1 ,11(~  

MU10 scheme. 



4.2 Necessary Condition for UIO based FDIA 

Failure cLctec.t,ion7 isolatiolt a n d  identification in dynamic coiltrol systems using the 

state e s t i ~ r ~ a t i o ~ ~  roncept and a sing1e UIO scheme is co~lditional to the relationship 

I,r%wert~ the total number of unkno\w iriputs and the number of output signals. Guan 

and Saif proposed a scheme for the FDIA in the dynamic system (Guan and Saif. 

1991). In tlieir scl~eme, they stated that the FDIA task would be possilde by using a 

sr~igle l i l O  sc'heme if  the total number of uncertain rows in the plant matrices A and 

B plus the total slumber of actuator failures minus the r~umber of cormnon rows in 

A aid B for which t.here exists uncertaisl parameters is less than the total nuinber of 

outpi~t  signals. It sfiould be pointed out that the FDIA task would not be possible 

tty using a single I;IO scheme if the total number of unknown inputs is greater than 

the total nuinber of output signals. 

111 order to  deal with the FDIA problem in certain cases where the above condition 

i s  not satisfied, here we propose an approach that would somewhat relax the condition 

described in G m n  (1990). J%-e will introchces a design scheme for state estimatioil 

which makes it possible to deal with actuator FDIA problem and to implement systerri 

rect>~ifigiiration for a linear dynamic system subject to plant parameter variations or 

trncertaitlties i F  certain conditiom are met. Assume that the total number of uucertain 

rwvs irl the plant rnatrices A and B minus the number of common rows with uucertain 

parameters is ml and the total ~ntmbcr of actuators is q. In the remainder of this 

ilresia we assnmc that :al -+ 2 is !ess than the number of output signals in the 

dynamic s,-stem. i x . ,  ml + 2 < y. 



4.3 Unknown Input Sub-system Forrnul a t' 1011 

one. In the rest of this thesis, superscript uotatiol~ is usccl for rc.fi.rring 1 0  v;iri;~l,lc.s 

corresyo~lclit~g to differeilt sub-systems. Thereforc.. +he it11 i m k n c ~ n ~ i  i r i p ~ t t  sr~l~-syhft~rrr 

will be 

2 = A ~ X '  + B ~ U  + D" V" : 'd i = 1 - 2: . . q (4. I X )  

where 

D " ~  = [d; I,, XB] 



rv1rt:r-c. y' is t,l~e outpu t  signal of u r l k ~ ~ o w ~ l  input sub-system i and is obtained by 

tit*lt&ttg the ith orrcpttt .;igna!. y,? from the system's output, d, is the it11 co1u1111i of 

f,lw matrix D clesrribed in (Eq. 4.16) and v, is the it11 actuator failure signal to the 

system described in (Ey. 4-14]. In (Eq, 4.22) the y' and the u are the tneasurable 

sigr~als required to obtain -6:. an estimate of 9,. where ij: is defiued as the estimate of 

~ t t e  ith element of the s~stern's output vector. ix.. y, using the ith TiIO. Therefore, we 

ran scv that the ith G I 0  is drive11 by all of the inputs and all of the outputs except 

the it11 output. By the nature uf the construction of unknown input observer (see 

Cl'lrapter 3), the vi~ii~e of v" dues not affect rj:. Thus. for the above system, assuming 

tirat tltr follvtving rontfitions are satisfied: 

1. I - t a ~ l k ( ~ ~ D ' ' j = R a u k ( ~ ' ~ )  = ~ n l  +- 1: where i = 1.2? ...: (1; 

2. Ofwrvability condition i l l  THEOREM B in Chapter 3 is satisfied. 

The estimation of state ~ar iabks  is: 

wircre FE. Ei ,  LC, Ni. cnrr be obtained as described in Chapter 3. 



4.4 Estimation Error Dynamics Under Actuator 

Failures 

Consider the dynamic system repr~sentations (Eq. 4.18 - 1. I!)) ant1 t i l t .  r t  11 1 I 1 0  (I).- 

narnics (Eq. 4.22 - 4.23). 

We define the error 

where xi E $"-"+I is the vector in the ith ~lnknowt-r i n p ~ l t ,  s~~ l , - sy s i , c~ l~  t , l ~ i i t ,  r t c w l  bo 

be estimated, and 2; is its estimate obtained from the it11 1110 (givct~ i l l  I Z q .  4"2:3). 

We can obtain $ 1 ,  the estimate of y,, by using t h ~  relation, 

Therefore the observation error, or the residual can hr ol,t.ai~ic.tl: 

where ci is the ztfi row of matrix C. 

It can be shown easily that 

The error dynamics of the hh G I 0  bas twc~ characteristics: 



1 .  ith Actuator has failed: 

In  this case, we have proven that ci = xi - 2: + 0, and observztion error 
. . 

ei =. ;I/; - $' -- y; - ~'2; -----+ 0. Thus the error equation of the ith U10 is not 

affcctecl by thp failure of the it11 actuator. 

2. jth Actuator, j # i has failed: 

In  this case, et will have a steady stat(. error in its dynamics. 

4.5 Actuator FDIA Using MUIOs 

In order to conduct actuator FDIA for dynamical system using MUlOs scheme, there 

arc somc conditions have to be met in this thesis work: 

1. Only one a,ctuator fails at any instant of time; 

2. The failures occur only after the estimator's transients have died out; 

:3. The subsequent failure in a certa.in actuator occurs only after the lrausient 

effects from previoiis faillme has died out. 

111 order to det'ect and identify actuator failures in dynamical systems, we will first 

introciure tile following result: 

We co~~sider  the follow\.iug linear> time-invariant system 

For the above system we can prove the following theorem. 



THEOREM B: TJet the value of x and v at time k T  by x ( k )  aritl v(k), w l ~ t ~ r < \  'l' i.: 

the sampling time of the system. If T is small enorigh, tlwn for sy.;t,clrl (15rl.  I . ? $ ) ,  

give11 x(k), the input v(k) can be calculated (or retrieved) as follows: 

Tlie proof of this theorem can be found in (Gum, 1990). Eqr~a,t,io~l ( I C q .  11.29) 

shows that once we obtain system's states x, wc can calrulatcx t l ~ .  valw of v t~si~rg 

this equation. However, since the entire state x in (Eq. 4.30) is not available Frorr~ t l ~ l  

measurements, we can use the state estimate 2 of x in (Eq. 4.30) mtl (Eq. 4-29) t,o 

get the estimate of v, i.e., G. Note also that by sirnple moclific.a,lio~~ of i,li(> ahovth wtT 

can account for additional terms such as knowti inputs in  (Eq. 4.28). 

4.5.1 On-Line Detection and Accommodation of Actuator 

Failures 

Assu~ne that the dynamical system is in actual operation. If t, hcrc. itrv 1 1  o a d ,  I la (,or 

failures, all failure estimates, i.e., ci, i = 1,2: ... , q sl~oultl I F  z c ~ o  i\,11(1 i l S  w(%II i l l 1  l h t *  

estimation residuals ez should also be zero. Witl~out loss of gcncral ity, ilhsllttltx t,l~at, 

after sometime the first actuator fails. When the first act~rator fails, all t110 MI JICls 

except MU101 will give wrong estimate of state variable x .  With lJle krtowleclgc~ of 

9, we can use (Eq. 4-29) to obtain the estimate of v:, i-e., I j : ,  i =  1, 2, ..., cl,  wlrcrct 

6: is the estimate of ith actuator failure demerit ohtaincd by using tilt: it11 M I JfO. A t  



this point wtA sl~ould observer that all G: # 0, which would indicate the presence of a 

f;tilusv. To tfetec t the source of the failure, we would furthermore check the residuals 

P'. bVc3 woi~ltl ckclare the failure of actuator #I if the followillg two conditions are 

met: 

I .  6; # 0; 

2. el = 0. 

It sl~oulci lie noted that if actuator #1 has failed, then the error residuals obtaitled 

from all MUIOs other than the first would be nou-zero. 

Here we prcscnt a possible approach for accommodating some class of incipient 

f;tilures. Once we have detected and identified the failure of the first actuator we can 

accorin t for it by compensati11g for this failure from the corresponding input signal 

and keep the system functioning smoothly. In this vvay, the dynamic system we are 

cotlsiclering with actuator failure vl call be offset to  a non-faulty system. In other 

woscls, the first actuator failure has been accommodated. Once the first actuator 

faillire has been detected and identified, the failure becomes a knoum input to the 

system. IVhen other actuators fail, the FDIA task will be u~ldertaken in the similar 

way as the first one and will be dealt with similarly. 

In practical applications, the residuals could be nonzero due to the presence of 

disturbances and il~irnoctelled dynamics. Hence a threshold (6) is fixed by conducting 

simuhtiou studies and failure is sigxalled if the residual cross the thresholds. 

In summar3-; using the MUIO design schenle and applying the actuator FDIA 

1nrthoc1 discussed in this chapter, multiple actuator failures can be detected, isolated 
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Figure 4.2: Multiple Actuator FDIA Scheme Using MlJIOs 

and identified in certain cases where the total number of u ~ ~ k n c t w ~ l  i ~ ~ p ~ l t , c ;  is ~r('i~it('1. 

than the total number of outputs i r ~  dy~~anlical sycterns. 'l'lrr ~tc~rorr~rno(lirtioll of 

actuator failures would be possible by using t h e  tecl~~liclties ilesc.r+il)ctl ahovc. 

Fig. 4.2 su~mnarizes the architecture of thc multiplib a,r:t~~at,or FDIA scllc.rtic. i r ~  i h  

dynamical system subject to system uncertai~lties. 



Chapter 5 

Example and Simulation Results 

To show Ihc applicability of the proposed actuator FDIA scheme using MUlOs, in 

tllis chapter, we will consider designing a bank of MUIOs for a linear, time-invariant 

system based on the theoretical results of the previous chapters. The system under 

(onsitleration is n fourth-order dynamical model describing the longitudinal dyna~nics 

of tl iv F1S High Alpha Research Vehicle (FlS/HARV) (Voulgaris and Valavani, 1992). . 

We will use the scheme we have developed to detect , isolate a,nd identify actuator 

t'zt.ilrlres wlien the total ntunber of unknown input is greater than the total number of 

~111.p111. 'l'o demonstrate the a d i ~ a t o r  FD1.4 scheme by usiug MUIOs, we will corisider 

t h r  fullowing two cases: 

1.  Assume that all actuators fail at, the different time and the plant ciynanlics are 

knowi perfectly. This is to demonstrate that multiple actuator failures can be 

detected, isolated and identified; 



2. All actuators fail. and there are uncc-rt niri ~leriit.nts i l l  i iw hmrtll row of t I I V  plcint 

matrix A. In practice, however, the states of the sy3t t w ~  C ~ I T  not i \ l \~;\ys ,~ \~a i l a l , l~~  

for coustr~~cting feedback control law. So altlmtlgli t l i c  ~ t ~ i t t . 5   it^ o\-,iiI,rI,It. t o t  

use, the estimates of the system's states will bc uswl l o  1)uiltl S t ~ ~ l l ) n c +  c'o~ll rol 

 la^, i.e., u = -kk+ u,. wlle~e u is the collt~ol i11pul i l l  t811t1 sysl,(w, k. is t , l l t l  

feedback gain, 5i is the estimates of lhc system's statcs arid ur i \  t , l ~ c .  rt,lt>rc.~\c t -  

input to the system. This is to clemoilstrate that n~itlt,iplv i \ ~ t i ~ i ~ t ( > ~  rriill~lt's ( ' i l l \  

be detected, isolated and identified in  an uncatairi systcarn wllilc. ll1t1 c~s1,1111~1tt~s 

of thc systcin are used in feedback control law. 

5.1 Case 1: FDIA Using MUIOs in a Certain Sys- 

tem 

In this section, we will impleme~lt FDIA scheme wherr all act~.~ators in tllc syst,c?nl f i i l  

at  the different time. 

The dynamics of the FlS/HARV is given as Follows: 
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I perturbation in true airspeed (ft/s) 

1 perturbation in  pitch angle ( rad)  

X = 

perturbation in syrnxnetric thrust vectoring vane deflectio, (deg) 

pertu~.hat,ion in symmetric aileron deflection (deg) 

perturbation in symnetric stabilator deflection (deg) 

perturbation in symmetric leading edge flap deflection (deg) 

perturbation in symmetric trailing edge flap deflection (deg) 

perturbation iu throttle position (deg) 

perturbation in angle attack (rad) 

perturbation in pitch rate (rad/s) 

Let u s  denote 







where 

- 
Because the eigenvalues of matrix Ao, i.c., open-loop polcs of i,11(\ hyst,c.ri~ a n ,  lot-atwl 

a t  [-0.2433fj0,3619, 0.02403tj0.1222], the system is unstahic- anif t ,hc .  S t w i l ) a t . l c  ror11,rd 

is needed to stablize this system. We use state feecllmck tu 41 a l ~ l i z c ~  t h v  syst,c~t. Wc. 

arbitrarily put closed-loop poles of the systcm at [-2, -:$, -4, -51 hy usiilg t,hc S o l l o w i ~ i ~  

feedback control law: 

where u, is the reference input of the system. 

Therefore, the closed-loop system is the11 n~odeled as: 
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a t l r l  the u~tt,r>ut equation is given by [Ey. 5.7). 

I t  is asswrled that the reference input (unit step with amplitude of 20) is only 

ronn~cted to the first actuator and no other reference inpiits will 1-)e connect,ed to t,he 

systrm. The followings describe the time and the failure parameters of the actuators: 

~ ' 1  = 5si11(t) deg. for t 2 20 second 

1.2 = -10 degi for t 3 $0 second 

t?3 = 6 deg. for t > 60 second 

t i *  = -Scos(t) deg. for t 2 80 second 

115 = 10 deg. for f 3 100 second 

116 = 6 deg, for t 2 120 second 

Wy 11si11g (Eq. 4.14 - 4-15!, the system can be modeled as: 



Again, the output ecltiatior: is qi:en I, (Eq. 5.7). Kct-all the  trt~*rss;try c-ortdition SOI. 

UIO hased FDTA desrribed i n  Section 4.2. With the. above li>rmlilat ion ot t l ~ .  systc~il'.: 

model; we know that t he  number of output signals in unkrlown i i l p t i t  s ~ l l ~ s y s ~  (,in is :l 

ancl the number of actuator failures allowed iu unknown i i ~ p r l t  sl1l)-syst,c~11 is t l l ~ r t ~ h ~ ~ x -  

2. Since we have 6 actuators: the number of hliTIOs we need is t t l c~~ lorc .  :j .  Wrl i 1 : ( . 1 1  

construct three unknown input  suh-systems hy lising t,li(. cclilat,io~rs o f  ( J f . c l .  I IS - ,I I!)) 

ancl build three MUIOs based on unknown iuput, su1~-systerns wr j i lst, ol~t;ii~ltvl. ' l ' l i t~ 

first unknown 

21 
X = 

input sull-system is formulated as follows: 

- 
0 0 1*0000 0 

0 -.5.0000 0 0 

-8.0000 0 -6-11000 C) 

0 0 0 -:3.0000 - 

2 





The remaining tfm 1IYIOs design ~ e s u l t s  a re  gi\eu ns 

F2 = F3 = -6, 

Ez = [-24.5868 1.0000 0.0311j.N2 = jll4.5SfiS - 0.750U - 0.01 151 

L2 = [-0.0004 0.0019 0 0.0000 0.0064 O.OO9tif 

E7 = 1-1 -1369 1.0000 - 0.013ilj. Ng = [ I  .l%g - 0.7'50[1 (1.0045] 

L? = i-0.00 17 - 0.000 1 - 0.008'2 - 0.OOOti 0.0000 - 0.0000] 

The residauls c 3 ,  j=2. 13 are oht,aineil as: 

A z  A* ,  I. . . ,  
f -  = .YI - y , - y i  = c X- 

- 3  - 3  - 1 - 3  c " = ~ ~  -yl.y; - C X 

Sote, the c' is used in all wsiciual generation relations. It shut i l~ l  11,. tncwtictrlcvl Irclrc. 



Sirri~llativr~ sturlies are coutlucte(l by u mg MATLAB Software Toolbox (Control 

Systerns 'rool1)ox) 0 1 1  St;N Sparc Station and results are shown in Fig. 3.1 - 5.4. 

1 ~ g .  5.1 (a anti G j  show dctuator failure detection, i.e., the estimate of actuator failure 

obtained 0111 h4UIOI. Fig. 5.1 (c) shows the residual obtained from MUIO1. Fig. 5.1 

( (1 )  ~;?:uws the co~npensatio~i for the first actuator failure. From Fig. 5.1 we can declare 

that tlte first actuator has failed this failure is a sinusoidal signal with an amplitude 

of 5 degree and t l ~ c  secol~d actuator failed at 40 second with constant amplitude of 

-10 dcsgree. Fig. 5.2 (a and b) shows actuator failure detection, i-e., the estimate of 

actualor faillire obtained from i211 JI02. Fig. 5.2 ( c )  shows the residual genera tion 

obtasi~~eci from Mli102. From Fig. 5.2 we can declare that the third actuator failed 

at 60 seco~cl with constant amplitude of 6 degree and t l r ~  fuurth actuator failed and 

this failure is a cosit~e signal wit11 the amplitude of -8 degree. Fig. 5.3 (a ancl b) shows 

acti~ator failure detection, i.e., the estimate of actuator failure obtained from MU103. 

Fig. 5.3 (c) stlows the residual generation obtained from M1J103. From Fig. 5.3 we 

cart declare that the fiftl~ artuator failed a t  100 second with constant amglitucle of 

I0 clegrec and the sisth actuator failed at 120 seco~ld with constant amplitude of 6 

ctcgrce. Fig. 5.4 shows the actual and estinlated state trajectories of the system. We 

can see from -1 plots in Fig. 5.4 the estimated state trajectories converge to t l ~ e  actudl 

s t a t ~ s .  I'lierefore, it can be seen from Fig. 5.1 through Fig. 5.1 that multiple actuator 

frtilure:: can be detected. isolated. identified and acco~nn~odatccl when the total number. 

of unk~town inputs is greater than the total number of outputs in dynamic systems. 
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Detcctio~i of the first actuator fa i lwe 
r ---I? 

(a) Time(sec) 

A n r ,  Detectinn o f  the secol 

0.02 - Residual generation 

0.01 - 

0 k I 
0.01 - 

Compensation for the first actuator failure 
1 I 

Figure .5.l: Actuator failure detection, isolation and accomn~odat,ii~~t (1'I)IA j: (a) 'S11~ 
estimate of failure - GI - obtained from CI'IOI; ( L )  The esLirnat,c (A failurtA ;'iz 
obtained from 6::IO-L; ( c )  Residual Generation: e'; (c i f  Corrlyexlsat iorl fur t h :  first 
actuator failure 
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(a) Time ( s  ec) 

40 r 
Detection of  he fourth actuator failure 

?z 
4 z! 
+j 20 - 

1 
b 
a 
8 

2 0 -\ I I i 
C) 

3 
v \I I 

(b) Tirne(sec) 

xl0-3 Residual gener-ation 

Figure 5.2: Actuator FDIA: (a) The estimate of failure - G3 - obtained from tJIO3; 
f b) The est-imate of faiIure - C4 - obtained from UI04; (c) Residual Generation: e" 
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401 t 
Detection of the fifth actuator failure 

(a) Tima(sec) 

1 
20 40 60 80 100 120 I40 

(b) Time(sec) 

x10-3 Residual gener :L t' lon 

Figure 5.3: Actuator FDIA: (a) The estimate of failure - Gs - obtainctd from UIOf,; 
(b) The estimate of failure - G6 - uhtaiaed from IJIOG; (cf  Resirliml Chmat.ior~: n3 
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The Third State 

1 

Figure 5.1: Es t i n~a t i o~  of system's states: 
states (dashed lines) 

o.02, The Second Stat: , 

The Fourth State 

0.05 

actual states (solid lines) and estimated 



5.2 Case 2: FDIA Using MUIOs in an Uncertain 

System - Some Practical Considerations 

ln this section, we will perform the same tasks for the systcm descril>rci in (Eq. 5.1 j 

when parameter variations or imcertaiuties exist in tlw sy~strrn i n  (,he L;)1.111 of (Eq. l.(ij. 

We will give some practical considerations about MIJIO design and FDlA sc-hrmt,. 

Assume that the fourth row of A contains parameter variations. Tlie ~~luwric.al v;r,l~~es 

of these parameter changes are: 

Thus 

Aa,, = 0.3, Aa4s = -0.05, Aa,, = U.8 

AA, = [0 0.3 - 0.05 0.81 

fourth row of A is rclativc4y I;~rgt*(a,~~ 

IA = 

changes from 0 to 0.3, a43 changes from 1 to 0.95 and a+, changes from 0 1.0 0.8). Also 

assume that actuator failure scenarios: closed-loop poles of the syst.trm i 11 Ill i s (.iLscm iLr(' 

the same as in the Case 1. In practice, however, not all of t l~c state var ia l~ les  of t , h c a  

system are available for establishing feedback control law, it i s  rwcrssary to i w 3  tfje 

estimates of the system's states to build feedback control law, i.c., u = -kk -4- c*. 1 1 1  

a MUIO-baed actuator FDlA scheme, the estimates of the  systerrl 's state vari;tl,les, 

i-e-, i must be used to construct the feedback control law. This is to clerrronst,ratx that, 

- 
0 

0 

0 

1 - 

We can see. that paranletcr chauges in the 
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rnul t iple  actimtor failures can be detected, isolated, identified and accommodated in 

an ul~rertain system while the estimates of the system are used in feedback control 

law. 

Tile dynarnic system described in (Eq. 5.1) under the above consideration can then 

be rewritten as 

k = Aox + Bou + D"v* (5.21) 

where 

where Ao, Bo, AA, and IA are given in (Eq. 5.2 - 5.3) and (Eq. 5.19 - 5.20) and 

D = B o .  

It is assumed that the ouyut equation is given by: 

The first unknown input  sub-system is given as: 
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where 

and D*' is the first unknown input matrix and its first c o l ~ u n i ~ ,  d l ,  is t h c ~  l irst, c . o l ~ i i i ~ l r  

of the rnatrix D and the remaining column is the uucertaiuty intlirato~. luat,ir.>r of A 

( A = A o + A A ) .  

Because part of the system's states is riot available for c.onst,rurt,il~~ keclbat 1, r u r l -  

il , lOIIS as  trol law, the closed-loop poles of the system will lw placed a t  1,1w sarw Ioc 1 ' 

in the Case 1 by using the estimates of system's states: 

The first MU10 is given as 

6v1 = F'wl + E ' ~ '  + L'U 

where 

Let 
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and the estimatese of the system's state variables can be ralculatpt~d as: 

The residual el is obtained by el = y, - y! and the estirnatc. of t,ll(l first i~c.tut.at,t)r 

failure, GI,  can also bc obtai~lccl from Eci- 4.29. 

The remaining five M U 1 0  design results are given below and tlie rt-siclaids ( J ,  j=2, 

3, 4, 5, 6; are obtained sirnialrly. 

F L  F3 = F4 =F5 =F6 = -10, 

E L  [111874.7930 - 4726.7406 - :%!. 16001, N" [- 11 389.3443 1627.0492 01, 

L" i8.6004 0 14.8960 1.0155 - 2.3190 - 4.07031, 

E3 = [I089683037 7294.4459 - :f'~.l600], N" [- 11 I 1 1.4347 :176.45(i2 01, 

L" = [0.2770 - 0.8476 0 0.2652 - 3.1 110 - 3.36171, 

E4 = [107941.1583 l155l2.7004 - 32.16001, N4 = [- 1101 :3..L.LLL2 - 65.5000 fl],  

L" = [-2.6645 - 1.1472 - 5.2642 0 - 3.:3909 - 3 . 1  1121, 

E" = j120384.5137 - 39922.7886 - 32. lfiO~], N' = [- 12203.01 75 5288.578!l 01, 

L" [[32.9700 2.4817 58.5088 l3.2124 0 - G.14.521, 

E6 = [951810.2167 643183.9069 :32.16OO], MG = [-9793.137:3 - 5555.8824 01, 

Lfi = f-39.2060 - 4.86S.f - 70.6607 - 3.2942 - 6.8682 01. 

Different from the case I ;  the residual generation fuilctior~s arc. 11st:d fitr it(*tllitl,(>r 

FDIA in this case. The actuator failure FDlA is done in the followir~g way: 13y 11sit1g 

THEOREM B in Chapter 4 and (Eq. 4-21)> it is possible to obtain tJrr: t . h  c:st,ilrlat,cs 



:A' ;lc.tuator failures from MI~IOs. When the first actuator ha5 failed, we can observe 

tl~ai, lil is non-zero and e' is zero (Note that lil and e' are obtained from MUIO1). 

W* also observe that G2. G3, b4, C5 and Cs are all non-zero, but the residuals eL, e3, 

P" 2 ant1 c' are all non-zero. This indicates that the first actuator has failed and 

its shape can be identified easily. Once we have detected and identified the failure 

of tlle first actuator we can accomt for it by compensating for this failure from the 

rorr-esponrliug input signal and keep the system functioning smoothly. When other 

actuators fail, the FDIA task will be undcrtakcn in the similar way as the first one 

and wil! be dealt with similarly. 

Sirt~i~latiou residts are shown in Fig. 5.5 - 5.7. Fig. 5.5 (a) shows actuator failure 

detection, i.e., the estimate of actuator failure obtained from MUIO1. Fig. 5.5 (b) 

shows the residual generation obtained from MUIO1. Similarly, Fig. 5.5 (c), Fig. 5.6 

(a), Fig. 5.6 ( c ) !  Fig. 5.7 (a) and Fig. 5.7 (c) show other actuator failure detection, 

i x . .  thc estimates of other actuator failures obtained from MU102, MTJ103, MIJT04, 

MI.JIC35 and hlIJIO6, respectively. Fig. 3.5 (d), Fig. 5.6 (b]: Fig. 5.6 (d), Fig. 5.7 (b) 

a11d Fig. 5.7 (d) show residual generation obtained from MUI02, MUI03, MUI04, 

MIJIO-5 a11d MTJJO6, respectively. The declaration of the multiple actuator FDIA 

rcsults shown in the following three figures are the same as described in Case 1. 

We conclutie tlrsr. multiple actuator failures can be detected, isolated, identified and 

a~.cu~nrnoclatect when the total number of unknown inputs is greater than the total 

ntrmhtr of outputs in dynamicd systems with parameter variatious. 
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Chapter 6 

Conclusions and Future Work 

s 7 I Iw major contributions of this thesis project are: 

I. \?;v hast. developed a scheme of designing ~nultiple unknown input observers in 

orcler to detect. isolate- identify and accommodate actuator failures wllen the 

t ~ t d  ~ i u n i l ~ ~  of uiic~rtain rows in tlie plant matrices A and B plus the total 

rr~lnht*r of actuator failures is %greater than the total number of output sigllals 

i t ]  t i yant i c  sys:ems. I\-e assur~ie that the total mnlber of uncertaiu rows in the 

plant n~atriccs A and 3 pius two is less than the ilumber of output signals in 

the ilytmrnir system. The algorithm of designing M171Cfs and FDIA srlteme for 

~nultiplr actuators in a dynamic system are presented in full detail. It is well 

I;ru.rrr; that a siugle unknonw input observer will 11ot exist if the total number 

of nnkrmn-11 illputs is gea te r  t l a u  the  total number of output signals. However, 





4. Ttit* M.I1:IO &sign algorithm is ver? straightforward and cor~~yutatiorlally at- 

tmr t iwi  au(1 system model trarlsformation is simple in essence. The scheme 

makes it possible l o  choose f he eigenspectrum of the o l~se~ver  a t  arbitrary loca- 

tiorls 1o11,g as f  lit^ rornplex conjugate eigenvalues appear in pairs. Mot-eover, 

tilllik(s t 11c other previous apprctaches that need calculating a set of matrix q u a -  

tiorls, tlw proposed scheme just requires simple matrix calculatiu~ls (addition or 

11lultiplica,tior1). 

G. 7 % ~  approach ran riot only detect and isolate multiple act-uator failures, actually 

iti~ritify the exact shape of the failure, but most importantly, can accolnmodate 

the actuator fai1ul-c.s i11 dyuarnic systems aud maintain the system functioning 

slrroot,lily. 

Sirnulatiorl tests are t-onclncted for a lineal- aircraft longitudinal cl_vua~nic.al system 

to R F W  c-tear illustratio~~s clf f Iw effectiwnes of the MIUO design scheme and the 

FDIA nwtl~otl. 

6.2 The Areas of Further Investigations 

TIw ~ n a i n  contributions and t h e  advantages of this thesis ~vurk have been demon- 

srraited. On t h e  other 'fwd, tlierv are some future work need to be done. Some of 

airrsc issttw are: 

I .  In this thesis. we oul_\' detect, isolate and identif>- actuator faiiures by using 

1IF:IO c h i p  scheme trader the condition that t-he total number of outputs is 



2. In practice. many s?-stems possess nonlinear psoprrtirs, tlti~x-fi,sv, f i l l  us i '  i l l  

vestigations are needed to estei~cl t11e applicatioris to tior~lir~t~itr, a w l  L ~ i l i ~ l r ~ a i .  

systems. 

3. -4 truly integrated fault-tolerant s~stern  ivould he somt. l~yl~si(l c .o~~ l l t i~ l ; l t , i u~~s  of 

analytical rerluudans~ and knowleclge-basptl < ( - ~ I c ~ I I I ~ .  This is a i~~i \ j r ) r  t opi(- I , I I ~ L  

need he investigatec!. 



Appendix A 

MATLAB Programs 

t=140 ; 

ttlr=t*10; 

* - r ~0:Q.l:tl'; 

ttpl=ttp(l:1400,:); 

% Reference input 

ur I=ttp*0+20; 

u21=ttp*0-0; 

l•’3l=ttp*0*0; 

u4lrttp*0+0; 



u51=ttp*O-0 ; 

u61=ttp*0+0; 

% The time and the failure parameters of the actuators 

vt 1=20 ; 

vt 2=4O ; 

vt3=60 ; 

vt4=80 ; 

vt5=100 ; 

vtS=l2O ; 

tt11=(0:0.1:19.9); 

tt12=(20:0.1:t); 

W l = [ t t l i  '*O; (5*sin(tt12'))] ; 

v3=[0:0*1:vt2-0.17 '*O+O; 

v4=Cvt2:0.1:tl '*a-10; 

v2= [v3 ; v41 ; 

v5=[0:0.1:vt3-0. 11 '*OM; 

v6=[vt3:0+1:tl'*0+6; 

El= cv5 ; v6] ; 

tt41=(0:0.1:19.9); 

tt$2=(80:0.1:t) ; 

V4= [tt41 ?*O; (-8*cos (tt42 )I ; 

~9=[0:0.1:~t5-0.2f 'M; 

V%Q= [vt5 :a. 1 : t] +0+m ; 

V5= IIv9;v103 ; 

vll=[8:0 -l:vt6-O-l1 '*O+O; 



vl2=[vt6:0.1 :t] '*O+6; 

V6= [vll ;v121; 

% Initial condition of the variables in the main loop 

x=xO ; 

x-out (: , l)=xC; 

y-out(:,l)=c*xO; 

wl=wlO ; 

w2=w20 ; 

u3=w30 ; 

ul-out(:, l)=w10; 

w2-out ( : , 1) =w20; 

w3-out ( : , I )  =w3O ; 

xhl-out ( : ,I) =xhO; 

xh2_out(:,l)=xhO; 

xh3-out ( : , 1) =xh0; 

% The main loop 

for i=l :ttO, 

V=[ull(i) u21(i) u31(i) u41(i) u51(i) u61(i)l'; 

V=[Vl(i) V2(i) V3(i) V4(i) V5(i) YS(i)] ' ; 

fx,y]=sys(Phl,GaI,Gcl,U,V,x~; 

x-out ( : , i+l)=x;  

y-out ( : , i+l)=y ; 

y2%=y(2:4, :) ; 

% This is the If10 parameter calculation 

X Hodel : w= F*w + fE L]* i y  



rl=y-out-c*xhl-out; 

rll=rl(l, :) ; 

w2-out ( : , i+1) =w2 ; 

xh2-out ( : , i+1) =d2; 

r2=y-out-c*xh2_out; 

r21=r2(lY :) ; 

83-out ( : , i+l) =w3; 

xh3-out(:,i+l)=xh3; 

r3=y-out-c*xh3-out; 

r3l=r3(lP :) ; 

% This is failure detection and identification for actuator 1 to actuator 6 

Acl=[aOf ; 

~c1=[b0 d(: ,l) d(: ,2)] ; 

~Phlv,Galv]=c2d(Acl,Bcl,O.I) ; 

dstarl=Galv ( : ,7 : 8) ; 



vlhl:, i)=inv(dstarl '*dstarl)*dstarl'*sl(: ,i) ; 

get l=vlh(l, : ) ; 

get2=vlh(2, :); 

Ac2= CaOf ; 

Bc2=[bO d(:  ,3) d(: ,$)I; 

CPh2v, Ga2vl =c2d(Ac2 ,Bc2,0. I) ; 

dstar2=Ga2~(:,7:8); 

xhh2=xh2_out; 

s2(: ,i)=xhh2(: ,i+I)-Ph2v*xhh2(: ,i)-Ga2v(: ,1:6)*U; 

get3=v2h (I, : ) ; 

get4=v2h (2, : ) ; 

. 3! Failure isolation and accomodai;ion 



vvpl2=[((i)/lO) :0.1: (t)l'*o+vl(i-1)-getl(: ,I); 

vl= [vvpll;vvpl2] ; 

end 

if i >= (vt2-C.1)*10 & abs(get2(:,i)) >= 0.1 & 

abs(get2(:,i)-get2(:,i-1)) <= le-2 & abs(r21(:,i)) <= 0.01 

& i < vt3*10 

vvp21=V2(1:(i),:); 

vvp22=[((i)/lO):O.1:(t)l'*O+V2(i-1)-get2(:,i); 

v2= Cvvp2 1 ; vvp221 ; 

end 

if i >= (vt3-0.1)*10 & abs(get3(:,i)) >= 0.1 & 

abs(get3(:,i)-get3(:,i-1)) <= le-2 & abs(r3l(:,i)) <= 0.01 

& i < vt4*10 

vvp31=V3(1: (i) , :) ; 

vvp32=[((i)/lO) :0.1: (t)] '*0+V3(i-l)-get3(: ,i) ; 

v3= Cvvp31; vvp321 ; 

end 

if 4 >= (vt4-0.1)*10 & abs(get4(:,i)) >= 0.1 & 

abs(r41(:,i)) <= le-3 & i < vt5*10 

varp4l=V4(l: (i) , :) ; 

vvp42=[((i)ilO> : U .  i r (t)3 ' *0+~4(i-1)-get4( : 1) ; 

v4= [ vvp41; vvp421; 

end 

if i >= (-5-0.1)*IO t a?~s(~et5<:,i)) >= 0.1 & 

ab~(~et5(:,i)-~et5(:,i-l)) <= Pe-2 8 abs(r51(:,i)) <= 0.01 



& i < vt6*1O 

vvp51=V5(1: (i) , :)  ; 

vvp52=[((i)/10) :0.l: (t)] '*0+V5(i-I)-getS(: ,i); 

V5= Evvp51 ;vvp521; 

end 

if i >= (vt6-O.l)+LO & abs(get6(:,i)) >= 0.1 & 

abs(get6(: ,i)-get6(: ,i-1)) <= le72 & abs(r61(: ,i)) <= 0.01 

vvp61=V6(1: (i) , :) ; 

vvp62=~((i)/lO):O.l:(t)I '*O+V6(i-I)-@%(: ,l); 

V6= Evvp6 1 ; vvp621; 

end 

end % End of main loop 

% Transformation-to the original system 

x-out=inv (P) *x-out ; 

xhl-out=inv(P)*xhl-out; 

xh2-out=inv(P)*xh2-out; 

% Plots of failure detection and residuals 

c% 

subplot f 211) 

axis( [ 0 140 -50 301) 

plot ittpl ,getl), tit1 e('Detect1on of the first actuator f ailureJ ) 



xlabel( ' (a) Time(sec) ' ) , ylabel ('The estimate of the failure ' ) 

subplot (212) 

axis( [ 0 140 -40 401 ) 

plot (ttpl ,get2), title('Detection of the second actuator failure ' )  

xlabel( ' (b) Time (sec) ' ) , ylabel ('The estimate of the f ailura ' ) 

pause 

clg 

subplot (211) 

=is([ 0 140 -0.03 0.021) 

  lot (ttp ,rll) , tit1 e('Residua1 generation') 

xlabel(' (c) Time(sec) ' ) , ylabel ('Residual el ' ) 

pause 

clg 

subplot (211) 

axis([ 0 140 -10 101) 

plot(ttpl,get3),title('Detection of the third actuator failure') 

xlabel(' (a) Time(sec) ' ) , yf abel( 'The estimate of the failure' ) 

subplot (212) 

axis([ 0 140 -20 401) 

pl0t(ttpl,get4),title(~Detection of the fourth actuator failure') 

xfabel(' (b) ~ime(sec) ') , ylabel('The estimate of the f ailure' ) 



xlabel(' (c) Time(sec) ') , y1 abel('Residua1 e2 ') 

pause 

clg 

subplot (211) 

axis ( [ 0 140 -20 401 ) 

plot (ttpl ,get5) ,title('Detection of the fifth actuator failure') 

xlabel(' (a) Time(sec) '1 , ylabel('The estimate of the f ailureJ ) 

subplot (212) 

axis ( [ 0 140 -20 201 ) 

plot(ttpl,get6),title('Detection of the sixth Ac%nator Failure') 

xlabel(' (b) Time(sec) ' ) , ylabel( 'The estimate of the failure' ) 

pause 

clg 

axis([ 0 140 -0.01 0.0051) 

plot (ttp,r3l) ,title('Residual generation') 

xiabel( ' (c) Time(sec) ' ) , ylabel( 'Residual e3' ) 

pause 

% Plots of the system's states and their estimates 

c=g 

subplot (221) 

axis([O 140 -1 I]) 

plot(ttp,x-out(i,:),ttp,xh2_out(l,:)),title(The First State') 

xlabel('Time(sec) ') 

subplot (222) 

axis([O 140 -0-02 0-021) 



  lot (ttp,x-out (2, :) ,ttp,xh2_out(2, :)) , t i t e J T h e  Second StateJ) 

xlabel ('~ime(sec) ' ) 

subplot (223)  

axls(C0 140 -0.1 0.11) 

plot(ttp,x-out(3J:),ttp,xh2-out(3J:)),t~tle(JThe Thlrd  State') 

xlabel! 'Time(sec) ' ) 

subplot (224) 

axis(i0 140 -0.1 0.11) 

plot(ttp,x-out(4, :) ,ttpJxh2-out(4, :)) ,title(The Fourth StateJ) 

xlabel('~lme(sec) ') 

pause 

% This subroutine calculates the system parameters and linear 

% transformation in Case 1 

% System parameters 

aO=[-0.0750 -24.0500 0 -32.1600;-0.0009 -0.1959 0.9896 0; 

-0.0002 -0.1454 -0.1677 0;O 0 1.0000 01; 

% Linear transformation 

P=[O 0 0 l;o 1 0 0;o 0 I 0;l 0 0 01; 



aO=P*aO*inv (P) ; 

bO=P*bO ; 

c=c*inv (PI ; 

d=P*d ; 

% Closed-loop po les  placement 

pa= [-2 -3 -4 -51 ; 

% Feedback con t ro l  ga in  

ka=place (a0 ,bO ,pa) ; 

% Closed-loop system 

aO=aO-bO*ka; 

[n, n l l  = s i ze  (a0) ; 

% Get equivalent  zero-order hold d i s c r e t e  s y s i a ~  

b=[bO dl ; 

[PhlyGal]=c2d(aOyb,0. 1) ; 

[phr ,phc] =s ize  (Phl)  ; 

[gar,  gacl =s ize  (Gal) ; 

Gcl=c ; 

[ch, c l l  = s i ze  (c)  ; 

% This  subrout ine  ca l cu l a t e s  t h r e e  U I D  parameters i n  Case 1 

% Design of :he f i r s t  UIO 

A=aO;B=bO;C=c(2:4, :);D=[d(: ,i) d( :  ,2)]  ; 

% Linear transformation when designing U I O  

c l= [ l  0 0 01 ; 

% Observer's gain 



f l=-6 ; 

% Unknown inpu t  observer  des ign  algori thm 

t h e s i s - u i o  

% The Resu l t s  of t h e  f i r s t  U I O  

FI=F;El=E;Ll=L;Nl=N; 

% Design and r e s u l t s  of t h e  second U I O  

t h e s i s - u i o  

F2=F;E2=E;L2=L;N2=N; 

% Design and r e s u l t s  of t h e  t h i r d  U I O  

D=[d(: ,5) d ( :  ,611 ; 

t h e s i s - u i o  

F3=F;E3=E;L3=L;N3=N; 

% Get equivalent  zero-order  hold  d i s c r e t e  system 

[Phul ,Gaul] =c2d(F1, [ E l  LI] ,O. 1)  ; 

EPhu2, Gau21 =c2d(F2, [E2 L21,O. 1 )  ; 

[Phu3, Gau31 =c2d(F3, [E3 ~ 3 1  , O .  1 )  ; 

% This  subrou t ine  i s  t h e  UIO des ign  a lgor i thm f o r  both  Case I and Case 2 

% The above i s  f o r  p>m. 

Tl=[CI ;CI 

RANKTl=rank (TI) 

pause 

Cn,nl=size(A) 



[n, kf =size(B) 

[n,m] =size(D) 

[p ,nl =size(C) 

AH=Tl*A*inv (TI) 

BH=Tl*B 

CK=C* inv (TI)  

DH=TI *I2 

pause 

if p>m; 

Al=AH(l:n-p,:) 

A2=AH(n-p+l:n-my:) 

pause 

AS=AH(n-m+l:n,:) 

Bl=BH(1 :n-p, :) 

B2=BH(n-p+l:n-my:) 

BS=BH(n-m+l:n,:) 

Dl=DH(l:n-p,:) 

D2=DH(n-p+l:n-m,:) 

D3=DH(n-m+l:n,:) 

AHl=Al-DI*inv(D3)*A3 

AH2=A2-D2*inv(D3)*A3 

BHl=Bl-Dl*inv(D3)*B3 

BH2=B2-D2*inv(D3)*B3 

All=AHl(:,I:n-p) 

Al2=AH1( : ,n-p+1 :n-m) 



A22=AH2 ( : ,n-p+l : n-m) 

~23=~H2(:,n-m+l:n) 

[kl ,k21=size(All) 

t i1 ,121 =size(A21) 

OB=obsv(A11 ,A21) 

RANKOB=rank (OB) 

pause 

Fsize=kl 

F=input ( ' Insert F= ' ) 

% Observer: 

E=[G HI 

N= EM (Dl-~*D2)*inv (DS)] 

else; 



pause 

end 

% This  subrout ine  ca l cu l a t e s  the i n i t i a l  condit ions of t h e  va r i ab l e s  and 

% t h e  va r i ab l e s  needed t o  ob ta in  t h e  es t imate  o f  s t a t e  va r i ab l e s  i n  Case 1 

xo=[1 -1 2 -21'; 

xO=P*xO ; 

[ f r , fc]=size(F)  ; 

Celc , e l l 1  =s ize  ( CE Lf ) ; 

[nc , nl]  =s ize  (N) ; 

R1= [eye(f c) ;zeros  (phr-f r, f c) 1 ; - 

R2=R1; 

R3=Rl;  

P 1= [ ~ i  ; eye (nl) 1 ; 



P2= EN2 ; eye (nl) 1 ; 

P 3 =  EN3 ; eye ( n l )  1; 

xhO=[-4 -1 2 -21 ' ; 

xhO=P*xhO; 

zlO=Tl*xhO; 

z20=Tl*xhO; 

z30=Tl*xhO; 

wlO=inv(R1'*Rl)*R1'*(z10-P1*c(2:4,:)*~0); 

w20=inv(R2'*R2)*R21*(z20-P2*c(2:4,:)*x0); 

~30=inv(R3'*R3)*R3'*(z30-P3*~(2:4,:)*~0); 

% This  subrou t ine  is t h e  f u n c t i o n  which c a l c u l a t e s  the  s t a t e  v a r i a b l e s  

% and output  v a r a i b l e s  i n  Case 1 

f u n c t i o n  [x,y]=sys(Phl ,Gal ,GclYUyV,x); 

x=Phl*x+Gal* [U ; V] ; 

% This subrou t ine  c a l c u l a t e s  t h e  e s t ima tes  of the s t a t e  v a r i a b l e  in Case 1 

f u n c t i o n  [w,z,xh]=esti(~hu,~au,~,~.y,~,Tl,w) ; 

w=Phu*w+Gau* [y ;U] ; 

% This Is t h e  main program which s imula te s  Case 2 



% Simuiation time set up 

t=140 ; 

tto=t*10; 

ttp=(O:O.l:t)'; 

ttpi=ttp(l: 1400, :) ; 

% Reference input 

ull=ttp*0+20; 

u21=ttp*0; 

u31=ttp*O; 

u41=ttp*O; 

u5i=ttp*O; 

u61=ttp*O; 

% The time and the failure parameters of the actuators 

vt 1=20 ; 

vt2=40 ; 

vt3=60 ; 

vt4=80 ; 

vt 5=lOO ; 

vt6=l2O ; 

tt11=(0:0.1:19.9); 

tt12=(20:0.1:t); 

Vl= [ttlI'*O; (5*sin(tt12' ))I  ; 



v5= Cv9; v101; 

vll=[O:O.l:vt6-0.11 '*O+O; 

v12=[vt6:0.1:t] '*0+6; 

V6= [vll ;v12] ; 

% Initial condition of t h e  variables i n  t h e  main loop' 

x=xO ; 



% The main loop 

for i=l:ttO, 

U=[ull(i) u21(i) u31(i) u41(i) u51(i) u6l(i)l ' ; 

v=Evl(i) V2(i) V3(i) V4(i) V5(i) V6(i)I1; 

xx=xhl-out(:,i); 

~x,y]=syskxh(Phl,Gal,Gc1,xx,U,V,x); 

x-out(:,i+l)=x; 



y-out(:,i+l)=y; 

y234=y(2:4, :) ; 

% This is the UIO parameter calculation 

[wl,zlJxhl]=estikxhl(Phul,GaulyRl,Pl,y234,xx,U,Tl,wl); 

wl-out (: , i+l)=wl; 

xhl-out ( :  ,i+l)=xhl; 

rl=y-out-c*xhl-out; 

rll=rl(l, : ) ;  

[w2 ,z2 ,xh2] =estikxhl(Phu2 ,Gau2,R2 ,P2,y234,xxyU,T1 >w2) ; 

w2-out ( : , i+ I) =w2 ; 

xh2,out ( : , i+l) = A 2 ;  

r2=y-out-c*xh2_out; 

r21=r2(1, :); 

[w3,z3 ,xh31=estikxh1(Fhu3,Gau3,R3,P3,y234,xx,U,T1 >w3) ; 

w3.-out ( : , i+l) =w3; 

xh3_out(:,i+l)=xh3; 

r3=y,out-c*xh3_out; 

r3l=r3(l, :) ; 

[~4,z4,xh4]=estikxh1(Phu4,Gau4,R4,P4,y234,xx ,U,T1 ,w4); 

w4-out ( : , i+l) =w4; 

xh4,out(:,i+l)=xh4; 

r4=y-out-c*xh4_out; 

r41=r4(1, :) ; 

[~5,z5,xh5]=estikxhl(Phu5,Gau5,R5,P5,y234,xx,U,Tl,w5); 



r6l=r6(l, :);  

% T h i s  is failure detection and identification for actuator 1 to actuator 6 

Acl= LAO] ; 

Bcl=[-bl*ka bl d(: ,l)l; 

[Phlv,Galvl=c2d(Acl,Bcl,0.l); 

dstarl=Galv( : ,l1) ; 

xvh=xhl-out; 

sl(:,i)=xvh(:,i+l)-Phlv*xvh(:,i~-Galv(:,l:lO)*[xx;U]; 

vlh(: ,i)=inv(dstarl'*dstarl)*dstarl '*sl(: ,i) ; 

getl=vlh(l, :) ; 

Ac2= [AO] ; 

Sc2=[-bl*ka bl C ( :  ,2)1; 

[Ph2v, Ga2vl =c2d (Ac2 ,Bc2,0.1) ; 

dst ar2=Ga2v ( : ,1 I) ; 

s2(:,i)=xvh(:,i+l)-~h2v*zvh(:,i)-Ga2v(:,1:15~*[xx;U]; 

v2h( : , i)=inv(dstar2l*dstar2) *&tar2 ' *s2 ( : , ij ; 

get2=vZh{l, :) ; 

A&= LAO] ; 





v6h( : , i) =inv(dstar6 '*dstar6)*dstar6 J *s6(: , i) ; 

get6=v6h(l, :) ; 

% Failure isolation and accommodation 

if i >= (vtl-O.l)*lO & abs(getl(:,i)) >= 0.1 2 

abs(rll(:,i)) <= 0.1 & i < vt2*10 

vvpll=Vl(l: (i), :); 

vvpl2=[((i)/lO) :O. 1: (t)] '*0+Vl(i-l)-getl(: ; 

V1= Cvvpll ;vvpl21 ; 

end 

if i >= (vt2-0.1)*10 & abs(get2(:,i)) >= 0.1 & 

abs(get2(:,i)-get2(:,i-i)) <= le-3 & abs(r21(:,i)) <= 0.1 

& i < vt3*10 

vvp21=V2(1: (i), :) ; 

vvp22=[((i)/lO) :O. 1: (t)] j*O+V2(i-1)-~et2(: ,i) ; 

V2= cvvp2 1 ; vvp221 ; 

end 

if i >= (vt3-0.1)+10 & abs(get3(:,i)) >= 0.1 & 

abs(get3(:,i)-get3(:,i-1)) <= le-3 & abs(r31(:,i)) <= 0.1 

& i < vt4*10 

vvp31=V3(1: (i) , :) ; 

vvp32=[((i)/10):0.1r(t)]'*O+V3(i-l)-get3(: ,i); 

V3= jwp3f ; vvp323 ; 

end 

if i >= (vt4-0.1)*10 8C abscget4(:,i)) >= 0.1 & 

abs(r41(:,i)) <= 0.1 & i < vt5*10 



vvp41=V4(1: (i) , : ) ; 

vvp42=C((i)/lO~:O.l:(t)~'*O+V4(i-l)-get4(:,~); 

v4= Cvvp41; vvp421 ; 

end 

if i >= (vt5-0.1)*10 & abs(get5(:,1)) >= 0.1 & 

abs(get5(:,i)-get5(:,i-1)) <= le-3 & abs(r5l(:,i)) <= 0.1 

& i < vt6*10 

vvp51=v5(1: (I), :) ; 

vvp52=[((i)/lO) :0. 1: (t)] '*0+V5(i-1)-get5(: ,i) ; 

V5= Evvp5 1 ; vvp521 ; 

end 

if i >= (vt6-0.1)*10 & abs(get6(:,i)) >= 0.1 & 

abs(get6(:,i)-get6(:,i-1)) <= le-3 & abs(r6l(:,i)) <= 0.1 

vvp61=V6(1: (i) , :) ; 

vvp62=[((i)/l0> :O.l: (t)] '*O+V6(i-l)-get6(: ,i); 

V6= Cvvp61; vvp621; 

end 

end % End of main loop 

% Plots of failure detection and residuals 

clg 

subplot (211) 

axis( [ 0 140 -20 201) 

~lot(tt~1 ,getl), title('Detecti0n of the first actuator failure' ) 

xlabel ( ' (a) Time(sec) ' ) , ylabel( 'The estimate of the failure ' ) 

subplot (212) 



axis( [ 0 140 -2 23) 

plot (ttp, rll) , title('Residua1 generation') 

xlabel(' (b) Time(sec) ' )  , ylabel('Residua1 el ' ) 

pause 

clg 

subplot (21 1) 

axis( [ 0 140 -20 201) 

plot (ttpl ,get2), title('Detection of the second actuator failure' ) 

xlabel(' (c) Time(sec) ') , ylabel( 'The estimate of the failure ' ) 

subplot (212) 

axis([ 0 140 -5 51) 

plot (ttp,r21), title('Residua1 generation ' )  

xlabelo (d) Time(sec) ' ) , ylabel('Residua1 e2' ) ' 

pause 

=lg 

subplot (211) 

axis( [ 0 140 -20 201) 

plot (ttpl ,get3), title( 'Detection of the third actuator failure' ) 

xlabel( ' (a) Time (sec) ') , ylabel ('The estimate of the failure' ) 

subplat (212) 

axis([ 0 140 -2 21) 

plot (ttp,r31), title('Residua1 generation' ) 

=label( ' (b) Time (sec) ' ) , ylabel ('Residual e3 ' ) 

pause 

clg 



subplot  (211) 

a x i s ( [  0  140 -20 201) 

p l o t  ( t t p l  , ge t4 ) ,  t i t l e ( ' D e t e c t i 0 n  o f  t h e  f o u r t h  a c t u a t o r  f a i l u r e  ' )  

x l a b e l (  ' (c)  Time(sec) ') , y l a b e l (  'The es t ima te  of t h e  f a i l u r e J  ) 

subplot  (212) 

a x i s ( [  0  140 -8 81) 

p l o t  ( t t p  ,r41) , t i t l e (  'Residual genera t ion ' )  

x l a b e l ( '  (d) Time(sec) ') , ylabel ( 'Res idua1 e 4 ' )  

subplot  (211) 

a x i s (  [ 0 140 -20 201) 

p l o t  ( t t p l  , g e t s ) ,  t i t l e (  'Detect ion of t h e  f i f t h  a c t u a t o r  f a i l u r e ' )  

x l a b e l (  ' (a)  Time (sec)  ' 1, y l a b e l  ('The es t ima te  of t h e  f a i l u r e '  ) 

subplot  (212) 

a x i s ( [  0  140 -10 101) 

plot ( t t p  , r 5 1 ) ,  t i t l e  ( 'Residual genera t ion ' )  

x l a b e l  ( ' (b) Time (sec)  ' ) , y l a b e l (  'Residual e5 ' ) 

subplot  (211) 

p l o t  ( t t p l  ,ge t6) ,  t i t l e (  'Detect ion of t h e  s i x t h  a c t u a t o r  f a i l u r e ' )  

x l a b e l (  ' ( c )  Time(sec) ' ) , y l a b e l (  'The es t ima te  of t h e  f a i l u r e '  ) 

subplot  (212) 



axis([ 0 140 -20 201) 

plot (ttp,r61), title('Residua1 generat ionJ) 

xlabelo (d) Time(sec) ' ) , ylabel( 'Residual e 6 ' )  

pause 

% Plots of the system's states and their estimates 

clg 

subplot (221) 

axis([O 140 -20 201) 

p1ot(ttp,x~out(1,:),ttp,xh1~out(1,:)),tit1e(The First StateJ) 

xlabel( 'Time(sec) ' ) 

subplot (222) 

axis(C0 140 -0.1 0.11) 

  lot (ttp,x-out (2, :) ,ttp,xhl-~ut(2, : ))  , t i  The Second state' ) 

xlabel ('~irne(sec) ') 

subplot (223) 

axis([O 140 -1 11) 

plot(ttp,x-out(3, :),ttp,xhi-out(3,:)),titeJThe Third State') 

xlabel ()Time(sec) ') 

subplot (224) 

axis([O 140 -1 11) 

plot (ttp,x-out (4, :) ,ttp,xhl-out (4, : ) )  , title('~he Fourth state' ) 

xlabel ('~ime(sec) '1 

pause 

=% 
subplot (221) 



AI'PEXIJIX A. MATLAB PROGRAMS 

~ l o f  (ttp,x-out (1, :) , ttp,xh2_out (I, :)) ,title(JThe First State') 

subplot (222) 

axis(C0 140 -0.1 0.11) 

plot(ttp,x-out(2, :) ,ttp,xh2_out(2, : ) )  Jtitle('The Second StateJ) 

xlabel( 'Time (sec) ') 

subplot (223) 

axis( [O 140 -1 11) 

plot (ttp,x-out (3, :) ,ttp,xh2_out (3, : ))  , t i t e T h e  Third StateJ j 

xlabel ( 'Time (sec) ' ) 

subplot (224) 

axis(C0 140 -1 I]) 

plot (ttp,x-out (4, :) ,ttp,xh2_out(4, : ) )  ,titeJThe Fourth StateJ ) 

xlabel ( ' Time(sec) ' ) 

pause 

=lg 

subplot (221) 

axis([O 140 -20 201) 

plot(ttp,x-out(1, :),ttp,xh3-out(l~:)),titleJThe First StateJ) 

xlabel ( ' Time(sec) ' ) 

subplot (222) 

axis(C0 140 -0.1 0.11) 

plot (ttp,x-out (2, :) ,ttp,-out (2, :)) ,titeJThe Second State') 

xlabel ( Time(sec) ' ) 



subplot (223) 

axis([@ 140 -1 I]) 

plot(ttp,x_out(3, :) ,ttp,xh3-out(3,:)) ,tite'The Thi rd  State') 

xlabel( 'Time(sec) ') 

subplot (224) 

axis([O 140 -1 I]) 

plot(ttp,x_out(4, :) ,ttp,xh3-out(4,:)) ,title(~he Fourth State') 

xlabel ('Time (sec) ' ) 

pause 

=lg 

subplot (221) 

plot(ttp,x-out(l,:),ttp,xh4_out(l,:)),title('The First State') 

xlabel( 'Time(sec) ' ) 

subplot (222) 

plot (ttp,x-out (2, :) ,ttp,xh4_out(2, :)) , t i  h e  Second State') 

xlabel ('Time (sec) ' ) 

subplot (223) 

axis ( [O 140 -1 11 ) 

plot (ttp,x-out (3, :) ,ttp,xh4_out (3, :)) , t t e T h e  Third State') 

xlabel( 'Time(sec) ' ) 

subplot (224) 

axis( [O 140 -1 11) 

plot (ttp,x-out(4, :) ,ttp,xh4_out (4.: 1) ,title('The Fourth State') 



pause 

c% 

subp lo t  (221) 

p l o t ( t t p , x - o u t ( 1 ,  :) , t t p ,xh5-ou t (1 ,  : ) ) , t i t e J h e  F i r s t  S t a t e J )  

x l a b e l  ( 'Time(sec) ') 

s u b p l o t  (222) 

axis(E0 140 -0.1 0.11)  

p l o t  ( t t p ,x -ou t  (2,  :) , t tp ,xh5_out  (2 ,  :)) , t i  T h e  Second S t a t e ' )  

x l abe l ( 'T ime(sec ) ' )  

subp lo t  (223) 

axis( CO 140 -1 11) 

p l o t ( t t p , x _ o u t ( 3 ,  :) , t t p ,xh5_ou t (3 ,  : ) ) , t i t e J T h e  Th i rd  S t a t e J )  

x l a b e l (  'Time ( sec )  ' ) 

subp lo t  (224) 

p l o t ( t t p , x _ o u t ( 4 ,  :) , t tp ,xh5-out (4 ,  :)) , t i t e J T h e  Four th  S t a t e J )  

x l a b e l  ( 'Time (sec)  ) 

pause  

= l g  

subp lo t  (221) 

axis(C0 140 -20 201) 

p l o t ( t t p , x - o u t ( 1 ,  :) , t t p ,xh6_ou t ( l ,  :)) , t i t e T h e  F i r s t  S t a t e ' )  

xlabel ( 'Time (sec)  ' ) 



s u b p l o t  (222) 

ax is (C0 140 - 0 . 1  0.11) 

p l o t  ( t t p ,x -ou t  (2 ,  :) , t t p ,xh6_ou t (2 ,  : ) )  , t i t e l T h e  Second S t a t e ' )  

x l a b e l (  'Time(sec) ' ) 

subp lo t  (223) 

ax is (C0 140 -1 11) 

p l o t ( t t p , x - o u t ( 3 ,  :) , t t p ,xh6_ou t (3 ,  : ) ) , t i t e J T h e  Thi rd  S t a t e ' )  

x l a b e l (  ' ~ i m e  ( sec )  ' ) 

s u b p l o t  (224) 

ax is ( [O 140 -1 11) 

  lot ( t t p ,x -ou t  (4 ,  :) ~ ~ t p , x h 6 - o u t  (4, :)) , t i t e ( T h e  Four th  State ' )  

xlabe l ( 'T ime(sec)  ') 

pause  

% Thi s  s u b r o u t i n e  c a l c u l a t e s  system perameters  i n  Case 2 

% System Parameters  

a0=[-0.0750 -24.0500 0 -32.1600;-0.0009 -0.1959 0.9896 0 ;  

-0,0002 -0.1454 -0.1677 0;O 0 1.0000 01;  

Cn,nll =size(aO) ; 

b0=[-0.0230 0 -0.0729 0.3393 -0.0411 0.1600 ; 

-0.0002 -0.0001 -0.0004 -0.0000 -0.0003 -0.0003; 

-0.0067 -0.0007 -0.0120 -0,0006 -0.0097 0.0005; 

o o o o o o ] ;  

c=[l 0 0 0;O 1 0 0;O 0 1 0;O 0 0 11; 

d=bO ; 



% Uncer ta in ty  e f f e c t s  

Ia=[O 0 0  I]'; 

% Closed-loop p o l e s  placement 

% Feedback c o n t r o l  g a i n  

% System wi th  u n c e r t a i n t i e s  

% Get equ iva l en t  zero-order  ho ld  d i s c r e t e  system 

[ ~ h i , ~ a l ] = c 2 d ( ~ 0 , b , O .  1); 

[ ~ h r ,  phc] = s i z e  (Phl)  ; 

[gar, gacl  = s i z e  (Gal) ; 

Gcl=c; 

[ch, c l ]  = s i z e  ( c )  ; 

% Thi s  sub rou t ine  c a l c u l a t e s  t h r e e  U I O  parameters  i n  Case 2  

% Design of t h e  f i r s t  U I O  

A=aO;B=bO;C=c(2:4, :);D=[d(: ,I) Ia ]  ; 

cP=[l 0 0 01;  

f  1=-10 ; 

t h e s i s - u i o  



APPENDIX A. MATLA B PROCR,AA/IS 

% Design and results of the second UIO 

D=[d(: ,2) Ial; 

thesis-uio 

F2=F;E2=E;L2=L;N2=N; 

% Design and results of the third UIO 

D=[d(: ,3)  Ial; 

thesis-uio 

F~=F;E~zE;L~=L;N~=N; 

% Design and results of the fourth UIO 

D=[d(: ,4) Ial ; 

thesis-uio 

F4=F;E4=E;L4=L;N4=N; 

% Design and results of the fifth UIO 

D=[d(:,5) Ial; 

thesis-uio 

F5=F;E5=E;L5=L;N5=N; 

% Design and results of the sixth UIO 

D=[d(:,6) Ia]; 

thesis-uio 

F6=F;E6=E;L6=L;N6=N; 

% Get equivalent zero-order hold discrete system 

[Phul ,Gaul] =c2d(F1, [El -Ll*ka Lll ,O . i) ; 
[Phu2, Gau21 =c2d(F2, [E2 -L2*ka L21 ,0.1) ; 

[Phu3, Gau31 =c2d(F3, [E3 -L3*ka L31 , 0 . I) ; 

[Phu4, Gau4l =c2d(F4, [E4 -L4*ka L41,O. 1) ; 



% Thi s  sub rou t ine  ca lcu l .a tes  the  i n i t i a l  c o n d i t i o n s  of t h e  v a r i a b l e s  and 

% t h e  v a r i a b l e s  needed t o  o b t a i n  t h e  e s t i m a t e  of s ta te  v a r i a b l e s  i n  Case 2 

xO=[1 -1 2 -21 ' ;  

[ f r , f  cl =s ize (F )  ; 

Celc, e l l 1  = s i z e  ( CE L] ) ; 

[nc , n l ]  =size(N) ; 

RI= [eye(f  c) ;zeros (~hr-fr , f  c)] ; 

R3=R1; 

R4=R1; 

R5=Rl; 

R6=R1; 

P ~ = [ N I ;  e y e ( n l ) l  ; 

P2= EN2 ; eye ( n l )  1 ; 

P3= EN3; eye ( n l )  1 ; 

P4= [ N 4  ; eye  (nl ) 1 ; 

P5= [NS ; eye(n1) I ; 

P6= EN6 ; eye  (nl) 1 ; 

xhO=[O.S -1 2 -21 '; 

zIO=Tl*xhQ; 



% This subroutine is the function which calculates t h e  s t a t e  va r i ab les  

% and output varaibles  in Case2 

function [x,y~=syskxh(Phl,Gal,Gcl,xh,U,V,x) ; 

x=Phl*x+Gal* [xh;U; V] ; 

y=Gcl*x ; 

% This subroutine calculates the estimates of  the state v a r i a b l e  i n  Case 2 

function [w,z,~l=estikxhi(Phu,Gau,R,P,y,xh,U,TI,w); 

w=Phu*w+Gac,* [y ; xh ; Uf ; 

z=R*w+P*y; 

xh=inv (TI) *z  ; 
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