
ON RESISTANCE 'TO EXTINCTION I N  A 

FREE--OPERANT: AN ANALYSIS OF THE 

EFFECTS OF ALTERNATIVE REINFORCEMENT 

John C.  Damron 

B.A., California S t a t e  U n i v e r s i t y ,  F u l l e r t o n ,  1968 

M.A., Simon F r a s e r  U n i v e r s i t y ,  1975 

A THESIS SUBMITTED I N  PARTIAL FULFILLMENT 

OF 'THE KEQUIR]El"J.ENTS FOR THE DEGREE OF 

DOCTOR OF PfIlLOSOPIIY 

i n  t h e  Department 

of 

Psychology 

@ John C. Darnron 1981 

SIMON FRASER UNIVERSITY 

May 1981  

A l l  r i g h t s  r e s e r v e d .  Th is  t h e s i s  may n o t  be  
reproduced i n  whole o r  i n  p a r t ,  by photocopy 

o r  o t h e r  means, w i t h o u t  pe rmiss ion  o f  t h e  a u t h o r .  



Approva 1 

Name : John Char1 es Damron 

Degree: Doctor o f  Ph i losophy 

T i t l e  o f  t h e s i s :  On res i s t ance  t o  e x t i n c t i o n  i n  a f ree -operan t :  

An a n a l y s i s  o f  t h e  e f f e c t s  o f  a l t e r n a t i v e  

re in fo rcement  

Examining Committee: 

Cha i rperson : Denn i s Krebs 

---- -- 
V i t o  M o d i g l i a n i  
Senior  Superv i+or  

- - 
B rucq  A1 exander 

d 

Chr i s  Davis 

W i  1 1  iam Krane 

E l l e n  KirnmeF 
Ex te rna l  Examiner 
Co l lege  o f  Educat ion 
U n i v e r s i t y  o f  South F l o r i d a  

" . 
Datc Approved: ,'; , 



PARTIAL COPYRICIlT LLCISNSE 

I hereby g r a n t  t o  Simon F r a s e r  Univers i ty  t h e  r i g h t  t o  l e n d  

my t h e s i s  o r  d i s s e r t a t i o n  ( t h e  t i t l e  of which  i s  shown below) t o  users 

of the  Simon P r a s e r  Un ive r s i t y  L ib ra ry ,  and t o  make p a r t i a l  o r  s i n g l e  

copies  on ly  f o r  such u s e r s  o r  i n  response t o  a r eques t  from t h e  l i b r a r y  

of any o t h e r  u n i v e r s i t y ,  o r  o t h e r  educa t iona l  i n s t i t u t i o n ,  on i t s  own 

behalf  o r  f o r  one of i t s  use r s .  I f u r t h e r  agree  t h a t  permission f o r  

m u l t i p l e  copying of t h i s  t h e s i s  f o r  s c h o l a r l y  purposes may be gran ted  

by m e  o r  the Dean of Graduate S tud ie s .  It is understood t h a t  copying 

o r  p u b l i c a t i o n  of t h i s  t h e s i s  f o r  f i n a n c i a l  ga in  s h a l l  not  be allowed 

without  my w r i t t e n  penniss ion .  

T i t l e  of Thes i s /D i s se r t a t i on :  

On r e s i s t a n c e  t o  e x t i n c t i o n  in  a f ree-operan t :  An a n a l y s i s  

Author: - 
( s igna tu re )  

John Charles  Damron 

(name) / 



iii 

ABSTRACT 

According t o  t h e  matching p r i n c i p l e  f o r  asymptotic operant 

behavior ,  responses a r e  expected t o  be d i s t r i b u t e d  between o r  among 

a v a i l a b l e  a l t e r n a t i v e s  i n  t h e  same propor t ion  a s  the  reinforcements 

y ie lded therefrom. In  the  work below, t h e  matching p r i n c i p l e  is  out- 

l i n e d  and i n s t a n c e s  of supporting d a t a  a r e  discussed. It is shown t h a t  

t h e  matching p r i n c i p l e  has formal impl ica t ions  f o r  t h e  concept and 

empir ica l  phenomena of free-operant ex t inc t ion .  I n  p a r t i c u l a r ,  it is 

argued t h a t  operant  conditioning and e x t i n c t i o n  a r e  n o t ,  from the  

perspect ive  of  t h e  matching p r i n c i p l e ,  d i s t i n c t i v e  processes requi r ing  

separa te  explanat ion  but  a r e  r a t h e r  two aspec t s  of t h e  same behavioral 

process,  response  a l loca t ion  and re-a l locat ion  a s  guided by the  matching 

p r inc ip le .  It is,  moreover, suggested t h a t  t h e  matching p r i n c i p l e  has 

formal impl ica t ions  f o r  the  g e n e r a l i t y  and robustness of r e s i s t a n c e  t o  

e x t i n c t i o n  e f f e c t s .  In p a r t i c u l a r ,  i t  is argued t h a t  the  matching 

p r i n c i p l e  imposes motivat ional  c o n s t r a i n t s  on t h e  genera l i ty  of the  

so-cal led part ial-reinforcement e f f e c t  (PRE), with robust  PREs being 

confined t o  s e t t i n g s  i n  which the  l e v e l  of a l t e r n a t i v e  o r  "background" 

reinforcement is r e l a t i v e l y  meager. 

Three experiments were conducted t o  t e s t  t h e  e f f e c t s  of the  l e v e l  

of background reinforcement on r e s i s t a n c e  t o  e x t i n c t i o n  i n  i n t e r m i t t e n t l y  

re inforced operant  responses. In experiment I, 45 s u b j e c t s  (hungry 

pigeons) w e r e  t r a i n e d  i n  a two-al ternat ive  operant  condit ioning apparatus 

t o  peck a t  t h e  two concurrently a v a i l a b l e  response-keys f o r  occasional  

access t o  food-reinforcement. They w e r e  then assigned t o  one of n ine  

groups d i f f e r i n g  i n  1 )  the  l e v e l  of reinforcement y ie lded  by pecks t o  



t h e  r i g h t  o r  "a l ternat ive"  response-key and/or 2) the  r a t i o  of responses 

t o  reinforcements arranged f o r  pecks t o  t h e  l e f t  o r  "target" response- 

key. Following e igh t  days of acqu i s i t ion  t r a i n i n g  the  reinforcement 

yielded by the  t a r g e t  response was omitted and t h a t  response was allowed 

t o  undergo ext inct ion.  The condit ions of reinforcement associa ted  with 

t h e  a l t e r n a t i v e  response continued uninter rupted during ex t inc t ion  of t h e  

t a r g e t  response. It was found t h a t  r e s i s t ance  t o  ex t inc t ion  (or  the  

number of t a r g e t  responses emitted i n  ex t inc t ion)  was inverse ly  r e l a t e d  

t o  t h e  l e v e l  of p reva i l ing  background reinforcement - food yie lded by 

t h e  a l t e r n a t i v e  response, a f ind ing  which i s  consis tent  with the  matching- 

based account of ex t inc t ion  ( i . e . ,  response re-a l locat ion theory) advanced 

here in .  

In order  t o  t e s t  f o r  the  p o s s i b i l i t y  t h a t  the ext inct ion-re la ted  

response decrements observed i n  experiment I were produced by in te r fe rence  

o r ig ina t ing  i n  t h e  repeated occurrence of t h e  a l t e r n a t i v e  response r a t h e r  

than by the  motivational  decrements pos i t ed  by response re-al location 

theory, a second experiment was conducted. Experiment I1 was a repl ica-  

t i o n  of experiment I with the  added provision t h a t  the  reinforcements 

y ie lded by t h e  a l t e r n a t i v e  response were s igna l l ed  i n  order t o  substan- 

t i a l l y  reduce t h e  frequency of t h a t  response, t h e  presumed source of 

p o t e n t i a l  in ter ference .  I n  c o n t r a s t  t o  t h e  r e s u l t s  of experiment I, 

t h e  presence of a source of background reinforcement, when s igna l l ed ,  

markedly enhanced t h e  r e s i s t a n c e  t o  ex t inc t ion  evidenced by t h e  t a r g e t  

response i n  experiment 11. 

Poss ib le  explanations of the  r e s u l t s  of experiment I1 were dis-  

cussed and t h e  hypothesis was advanced t h a t  those  r e s u l t s  a r e  confined 



t o  "extinction-naive" subjects .  A preliminary inves t iga t ion  of t h a t  

hypothesis ,  i n  which sub jec t s  (hungry pigeons) w e r e  run through f i v e  

condit ioning-extinct ion cycles ,  showed t h a t  the  response enhancing 

e f f e c t s  of s i g n a l l e d  a l t e r n a t i v e  reinforcement disappeared with repeated 

exposure t o  the  e x t i n c t i o n  operat ion,  thus supporting the  foregoing 

hypothesis.  

F ina l ly ,  t h e  t h e o r e t i c a l  and empirical  work reported he re in  a r e  

b r i e f l y  summarized. Theoret ica l  implicat ions of t h e  present  work a r e  

del ineated  and prospects  f o r  f u t u r e  research a r e  discussed. 
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CHAPTER I 

INTRODUCTORY REMARKS 

Neither Pavlovian reinforcement theory nor t h e  
law of e f f e c t ,  taken by themselves, contain any s e t  of 
statements su f f i c i en t  to  account f o r  ext inct ion:  
although both a t t r i b u t e  increases I n  response probabi- 
l i t y  t o  t h e  presentation of a re inforcing event, i t  i s  
not c l e a r  how e i t he r  can explain,  without f u r the r  
assumptions, why the  omission of reinforcement should 
r e s u l t  i n  a decrease i n  the probabi l i ty  of responding. 
Hence, apparently, the need f o r  theor ies  of ext inct ion.  

N. J. Mackintosh, 1974, p. 405 

One of the  more important aims of the  s c i e n t i f i c  en t e rp r i s e  is 

the  i so l a t i on  and careful  description of the  r e g u l a r i t i e s  i n  t he  

events o r  processes under experimental scrut iny.  A second and more 

formidable aim of science i s  the formulation of t heo re t i c a l  explana- 

t ions  of observed r egu l a r i t i e s  i n  t he  form of general  laws, pr inciples  

o r ,  i n  the case of a l a rge  number of r e l a t ed  observations,  ab s t r ac t  

paradigms. Not infrequently,  theor ies  and paradigms provide s c i e n t i s t s  

with a vantage point  from which the  subject  matter  of an e n t i r e  dis- 

c ip l i ne  may be viewed and ten ta t ive ly  understood (cf .  Kuhn, 1970). 

Thus, Newton's theory of universal g rav i ta t ion  and Darwin's theory of 

evolution by na tura l  se lect ion provided physics and biology with 

paradigmatic frameworks within which the  various phenomena of those 

d i sc ip l ines  could be  ordered and explained and which, a s  a consequence,. 

shaped the course of research i n  these  respective en te rpr i ses .  

. As the  v i r t u a l  cornerstone of behavioral  psychology, t he  p r inc ip le  

of reinforcement (or ,  the law of e f f e c t )  has achieved something of the  

same s t a t u s  as  the  foregoing paradigms insofa r  a s  i t  has 1 )  provided 



behavioral  psychologists with model problems, experiments and theore t i -  

c a l  so lu t ions  (cf .  Kuhn, 1970, p. 3 ) ,  and 2) is routir iely invoked t o  

expla in  a wide va r ie ty  of human and infrahuman behavior (Skinner, 

1953, 1974; Honig and Staddon, 1977). 
1 

Two recen t  developments add considerable substance t o  t h e  fore- 

going contention. F i r s t ,  reinforcement a s  a behavioral  process is  

regarded by a number of theore t i c ians  a s  the  ontogenetic analogue of 

n a t u r a l  s e l e c t i o n  (see, e. g., Skinner, 1966 ; G i l b e r t ,  1973; Staddon 

and Simrnelhag, 1971; and Catania, 1978). Indeed, operant condit ioning 

and evolut ion have been characterized a s  simply two examples of adapta- 

t i o n  by b l i n d  va r ia t ion  and environmental s e l e c t i o n  (Skinner, 1974). 

Secondly, r ecen t  work by Herrnstein and h i s  colleagues has extended 

t h e  genera l i ty  of the  law of e f f e c t  and considerably sharpened t h e  

q u a n t i t a t i v e  precision of reinforcement-based analyses of behavior 

(Hermste in ,  1970, 1979; de V i l l i e r s ,  1977). 

Bearing t h i s  i n  mind, the  in t roductory  quotat ion by Mackintosh 

may be regarded as a source of genuine puzzlement, f o r  the  upshot of 

t h a t  quote, which I be l i eve  represents  t h e  "conventional view," is 

t h a t  the re  i s  nothing inherent  i n  t h e  p r i n c i p l e  of reinforcement which 

expla ins  why t h e  omission of a r e in fo rc ing  event should r e s u l t  i n  a 

decrement i n  t h e  probabi l i ty  of responding. Which is  t o  say,  t h e r e  is  

a considerable segment of instrumental  behavior f o r  which the  law of 

e f f e c t  is ,  according t o  Mackintosh, wholly i r r e l e v a n t .  Hence, t h e  

apparent need f o r  separa te  theor ies  of ex t inc t ion .  

Mackintosh's statement t o  the  contrary  notwithstanding, a major 

t h e s i s  of what follows i s  t h a t  a s o p h i s t i c a t e d  p r i n c i p l e  of reinforce-  



ment has subs tan t ive  relevance f o r  t h e  da ta  of experimental ex t inc t ion  

and indeed, bea rs  c e n t r a l l y  on ques t ions  about the  very nature  of 

ext inct ion.  And f u r t h e r ,  I suggest t h a t  t h e  foregoing follows f a i r l y  

s t ra ight forwardly  from the  l o g i c  of what i s  perhaps t h e  most h ighly  

. developed q u a n t i t a t i v e  model of reinforcement, the  so-called matching 

p r inc ip le  (Herrnstein, 1970, 1979). 

Curiously, although t h e  l a w  of e f f e c t  has ex i s t ed  i n  one o r  

another form f o r  nearly e ighty  years ,  t h e  matching p r i n c i p l e  began 

unfolding only twenty years  ago (Herrnstein,  1961, 1979) and gained 

s t a t u s  as  a genera l  q u a n t i t a t i v e  p r i n c i p l e  of behavior only i n  t h e  

1970's (Herrnstein,  1970; de V i l l i e r s ,  1977). Why? There a r e ,  I 

suggest ,  a t  l e a s t  th ree  assumptions psychologists  have t r a d i t i o n a l l y  

made about t h e  na tu re  of the  reinforcement process which have impeded 

t h e  development of q u a n t i t a t i v e  models of reinforcement such a s  t h e  

matching p r inc ip le .  The f i r s t  of these  is  t h e  fami l i a r  assumption t h a t  

a r e in fo rce r  must be  v i r t u a l l y  contiguous with the  response t h a t  pro- 

duced i t  before  condit ioning can occur. Impl ic i t  i n  t h i s  view i s  t h e  

presumption t h a t  complex molar performances can, i n  some sense,  be  

reduced t o  and explained a t  the  l e v e l  of d i s c r e t e  and v i r t u a l l y  simul- 

taneously occurring behavioral  and environmental events (Spence, 1947). 

Such a view ignores t h e  p o s s i b i l i t y  t h a t  molar behavior may be con- 

s iderably  more s e n s i t i v e  t o  molar r e l a t i o n s h i p s  such a s ,  f o r  example, 

t h e  r a t e  a t  which a response y i e l d s  a r e in fo rce r  (Baum, 1973). Research 

i n , c l a s s i c a l  (e.g., Revusky and Garcia, 1971; Rescorla and Wagner, 1972) 

and instrumental  condit ioning (e. g. , Herrnstein,  1969; Baum, 1973) 

supports t h e  idea  t h a t  contingencies o r  co r re la t ions ,  not c o n t i g u i t i e s ,  



a r e  t h e  major determinants of conditioned behavior. Insofa r  a s  it 

caused l ea rn ing  t h e o r i s t s  t o  search f o r  r e g u l a r i t i e s  a t  an unproductive 

l e v e l  of a n a l y s i s ,  adherence t o  t h e  age-old cont igui ty  perspect ive  

probably impeded t h e  development of modern correlat ion-based models 

of t h e  condit ioning process. 

The second of t h e  aforementioned assumptions has t o  do with the  

notion t h a t  one o r  another absolute  property of reinforcement is t h e  

c r i t i c a l  determining f a c t o r  i n  instrumental  condit ioning.  To be sure ,  

t h i s  is  usual ly  n o t  a highly a r t i c u l a t e d  assumption, bu t  it is c l e a r l y  

impl ic i t  i n  the  way i n  which researchers  rou t ine ly  program, manipulate, 

repor t  the  e f f e c t s  of and discuss ,  reinforcement r a t e s  and magnitudes. 

Unt i l  f a i r l y  recen t ly ,  e x p l i c i t  manipulation of r e l a t i v e  reinforcement 

values by researchers  has  been notably uncommon. And indeed, researchers  

have rou t ine ly  employed experimental procedures i n  which response f re-  

quencies a r e  p l o t t e d  a s  funct ions  of absolute  r a t e s  o r  magnitudes of 

reinforcement. Unfortunately, response frequencies i n  such procedures 

a r e  usual ly  h ighly  va r iab le  and su rpr i s ing ly  i n s e n s i t i v e  t o  changes i n  

absolute  amount ( i . e . ,  r a t e  o r  magnitude) of reinforcement (Catania, 

1963, 1966). Clearly,  such l ack  of order makes successful  quant i f ica-  

t i o n  of t h e  behavior-reinf orcement r e la t ionsh ip  v i r t u a l l y  impossible. 

I n  con t ras t ,  when reinforcement is  viewed i n  r e l a t i v e  terms, i t s  order ly  

r e l a t i o n s h i p  t o  behavior becomes (as we s h a l l  soon see)  r e a d i l y  

apparent. Moreover, t h e  reported i n s e n s i t i v i t y  of behavior t o  absolute  

reinforcement l e v e l s  becomes e n t i r e l y  comprehensible when one considers 

t h a t ,  a t  almost a l l  absolute  values of reinforcement i n  a s ingle-  

a l t e r n a t i v e  procedure, t h e  t a r g e t  response y i e l d s  near ly  100% of t h e  



a v a i l a b l e  reinforcement. That response's r e l a t i v e  reinforcement 

the re fo re  remains e s s e n t i a l l y  unchanged across  a l l  nonzero values of 

t h e  programmed re in fo rce r .  

The t h i r d  and . f i n a l  assumption, which i s  a l s o  something of a 

methodological convention, r e l a t e s  in t ima te ly  t o  t h e  second. It is  

t h e  assumption t h a t  researchers may be expected t o  f ind  simple and 

order ly  r e l a t i o n s h i p s  between response frequencies and r a t e s  of 

reinforcement i n  s ing le -a l t e rna t ive  experimental s e t t i n g s .  This assump- 

t i o n  is  troublesome no t  because the re  a r e  no sys temat ic  r e la t ionsh ips  

t o  be found a t  t h i s  l eve l ,  but  because researchers  a r e  a p t  no t  t o  dis- 

cover them. The reason is  straightforward:  t r y  a s  w e  may t o  

e l iminate  them, sub jec t s  w i l l  always have unprogrammed sources of 

reinforcement a v a i l a b l e  t o  them i n  such s i t u a t i o n s ,  even, a s  Herrnstein 

(1970, p. 388) has  suggested, these  amount t o  l i t t l e  more than t h e  

sub jec t s '  own " i t ches ,  i r r i t a t i o n s  and o the r  c a l l s  f o r  service ."  

According t o  Herrnstein (1970, p. 389), t h e  problem of i d e n t i f y i n g  

and measuring these  a l t e r n a t i v e s  may be insoluble ,  which, i f  unavoidably 

t rue ,  renders  t h e  t a sk  of p rec i se ly  measuring t h e  e f f e c t s  of a quant i ty  

of programmed reinforcement on behavior very d i f f i c u l t  indeed, f o r  the  

na tu re  and ex ten t  of the  e f f e c t s  of unprogrammed reinforcement on 

behavior cannot be readi ly  assessed.  

How then a r e  the  e f f e c t s  of reinforcement on behavior t o  be  

measured? According t o  one prominent view ( i . e . ,  Herrns te in ,  1970, 

l 9 7 l ) ,  t h e  r e l a t i v e  e f f e c t s  of reinforcement on behavior may be  assessed 

by providing sub jec t s  with two o r  more a l t e r n a t i v e s ,  between o r  among 

which i t  may f r e e l y  and continuously choose (Herrnstein,  1970, 1971, 



1979). Such a procedure, e f f ec t i ve ly  overcomes the  problem of unpro- 

grammed o r  "extraneous" reinforcement by equalizing,  as f a r  as  possible,  

i t s  e f f e c t s  on the  programmed a l t e rna t i ve s  thereby yie lding an orderly,  

quan t i f i ab le  re la t ionship  between r e l a t i v e  response frequencies and 

r e l a t i v e  r a t e s  of reinforcement (cf .  Hermstein ,  1970). 

The remainder of t h i s  work w i l l  concern i t s e l f  with an empirically 

well-validated perspective on the  reinforcement process which has e i t h e r  

expressly o r  t a c i t l y  re jec ted  the  t r a d i t i o n a l  assumptions discussed 

above. That perspective, t he  matching pr inc ip le ,  pos i t s  t ha t  organisms 

tend t o  d i s t r i bu t e  t h e i r  behavior across ava i lab le  a l t e rna t ives  i n  

proportion t o  the  r e l a t i v e  molar value of the  consequences yielded 

therefrom. To the extent  t h a t  the  matching p r inc ip l e  i s  s i l e n t  about 

the  pa r t i cu l a r  mechanisms underlying reinforcement, i t  i s  not a theory 

of reinforcement. It is  r a the r  a theory about reinforcement, o r  about 

t he  ac t ion  of reinforcement on behavior. I n  a r e l a t ed  sense, the  

matching pr inc ip le  is a theory of choice (or a l t e rna t i ve ly ,  a choice 

theory of instrumental behavior), f o r  it  implies t h a t  whenever an 

organism behaves i n  a pa r t i cu l a r  way, it  has made a .  impl ic i t  choice 

between a l t e rna t ives  based on t h e i r  values r e l a t i v e  t o  each other .  

The remainder of t h i s  work is  concerned with the  formal implica- 

t ions  of t h e  matching pr inc ip le  f o r  free-operant ext inct ion and with an 

empirical  examination of one of those implications.2 The plan of what . 

follows is t o  introduce the  reader i n  chapter two t o  t he  methods and 

major t heo re t i c a l  issues character iz ing work on the  matching pr inciple .  

I n  chapter three,  the  formal o r  l og i ca l  p roper t i es  of the  matching princi-  

p l e  w i l l  be outlined followed by a discussion of t he  implications of the  



matching p r i n c i p l e  f o r  e x t i n c t i o n  and res i s t ance  t o  ext inct ion.  

Chapter four  w i l l  r epor t  on a l i n e  of research conducted f o r  t h e  purpose 

of t e s t i n g  one of the  impl ica t ions  f o r  r es i s t ance  t o  ex t inc t ion  dis-  

cussed i n  chapter  three.  F ina l ly ,  chapter  f i v e  w i l l  provide a  b r i e f  

summary of t h e  work reported he re in  and a  general  discussion.  
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FOOTNOTES 

For example, t h e  p r i n c i p l e  of reinforcement  h a s  been invoked i n  
explana t ions  of  s o c i a l  and nonsocia l  behavior  (e.g., Homans, 1974; 
Skinner,  1953),  language a c q u i s i t i o n  (e.g., Skinner ,  1957; S t a a t s ,  
1968),  p e r s o n a l i t y  (e.g. ,  Lundin, 1974),  psychopathology (e.g., 
Ullmann and Krasner ,  1969), c h i l d  development (e.g., Bi jou  and Baer,  
1961) and o r g a n i z a t i o n a l  behavior  (e.g., Luthans and Kre i tne r ,  1975). 

* I f  one is c a l l e d  f o r ,  t h e  r a t i o n a l e  f o r  t h e  p re sen t  e x e r c i s e  ( t o  
quote H e r r n s t e i n  i n  a s l i g h t l y  d i f f e r e n t  con tex t )  is  t h a t  t h e  matching 
p r i n c i p l e  h a s  ". .. a degree of v e r i f i c a t i o n  t h a t  j u s t i f i e s  an  e f f o r t s  
t o  exp lo re  i ts  l o g i c a l  p r o p e r t i e s  a t  t h i s  po in t"  (Herrns te in ,  1974, 

11 p. 159) and t h a t ,  moreover, few now ques t ion  i t s  approximate 
accuracy" (Herrns te in ,  1979, p. 486). 
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CHAPTER I1 

THE MATCHING PRINCIPLE 

The problem i s  t o  make sense of our i n t u i t i o n  t h a t  
a c t i o n  i s  a f f e c t e d  by i ts  consequences t o  t h e  ac to r ,  
with reward strengthening,  o r  punishment weakening, t h e  
behavior t h a t  gives r i s e  t o  them. Adaptiveness is  
e legan t ly  accounted f o r  i f  the  pigeon does whatever is 
p leasurab le  (and therefore  rewarding), avoids whatever 
is  p a i n f u l  (and therefore  punishing), and i t s  pleasures  
and pains  a r e  s o  const i tu ted  t h a t  doing what comes natura l -  
l y  i s  by and l a r g e  doing the r i g h t  th ing (pragmatical ly,  
i f  n o t  morally) . This i s ,  of course, j u s t  t h e  venerable 
hedon is t i c  doct r ine ,  which modern psychology has taken 
over notwithstanding i ts  long and stormy h i s t o r y  i n  
philosophy. But i f  the doct r ine  is  not  t o  s l i p  back 
i n t o  t h e  c i r c u l a r i t y  of which i t  was both accused and 
g u i l t y ,  i t  must seek the  concrete, func t iona l  r e la t ion-  
sh ips  between reward and punishment, on t h e  one hand, 
and t h e  s t r e n g t h  of behavior, on the  o the r .  O r ,  t o  use 
t h e  par lance  of psychology, t h e  p r i n c i p l e  of reinforce-  
ment must e i t h e r  be s t a t e d  ob jec t ive ly  o r  no t  a t  a l l .  

R. J. Herrnstein,  1971, p. 399 

Perhaps because of the yet-to-be a r t i c u l a t e d  reasoning i n  the  

quota t ion above. R. J. Herrnstein (1961) designed and executed what 

has  come t o  b e  regarded by behavior t h e o r i s t s  a s  a f a i r l y  important 

experiment. Herrns te in  t ra ined hungry pigeons t o  peck a t  e i t h e r  of 

two l i g h t e d  disks  o r  "keys" on the  wa l l  of an operant condit ioning 

apparatus. Key-pecks occasionally produced b r i e f  access t o  a t r ay  of 

pigeon food. Var iable- in terval  schedules of reinforcement made 

response-contingent food in te rmi t t en t ly  a v a i l a b l e  by arranging a s e r i e s  

of unpredic table  minimum interreinforcement t i m e s  ranging from severa l  

seconds t o  s e v e r a l  minutes. Insofar  a s  responses on one key had no 

e f f e c t  on t h e  a l t e r n a t e  schedule, the  two schedules were mutually 

independent. The pigeons had continuous access t o  the two a l t e r n a t i v e s  



and were f r e e  t o  d i s t r i b u t e  t h e i r  pecks between them i n  any way they 

chose. 

F i x i n g  t o t a l  within-apparatus re inforcement  a t  no more than  40 

p e r  hour ,  t h e  a i m  o f  Herrns te in ' s  experiment was t o  examine how va r ious  

d i s t r i b u t i o n s  of reinforcement  a f f e c t e d  t h e  a l l o c a t i o n  of key-pecks t o  

t h e  two a l t e r n a t i v e s .  The r e s u l t s  of t h e  experiment were exceedingly 

noteworthy: although abso lu t e  response o u t p u t  v a r i e d  considerably,  

H e r r n s t e i n  found t h a t  a l l  s u b j e c t s  a l l o c a t e d  t h e i r  responses t o  t h e  

two a l t e r n a t i v e s  i n  t h e  same p ropor t ion  as t h e  rates of reinforcement 

y i e l d e d  by them. Hence, while  t h e  e f f e c t  of  a f i x e d  amount of re in-  

forcement on a b s o l u t e  frequency of response was v a r i a b l e ,  i ts  e f f e c t  

on r e l a t i v e  frequency of response w a s  v i r t u a l l y  i n v a r i a n t .  Numerous 

r e p l i c a t i o n s  of Her rns t e in ' s  groundbreaking experiment have been con- 

ducted us ing  d i f f e r e n t  experimental  organisms ( inc lud ing  human be ings)  

(e .g . ,  Schroeder and Holland, 1969; S h u l l  and P l i s k o f f ,  1967), 

r e i n f o r c e r s  o t h e r  than food (e.g,, S h u l l  and P l i s k o f f ,  1967), a v e r s i v e  

r a t h e r  t han  a p p e t i t i v e  r e i n f o r c e r s  (e.  g., de  Vil l iers ,  1974), more than  

two a l t e r n a t i v e s  (e. g. , Reynolds, 1963) , reinforcement  parameters o t h e r  

t han  r a t e  (e .g . ,  Catania ,  1963) and a l t e r n a t i v e  procedures f o r  

a r r ang ing  t h e  schedules  (e.g., Stubbs,  and P l i s k o f f ,  1969). V i r t u a l l y  

a l l  of t h e  foregoing  confirmed ~ e r m s t e i n ' s  i n i t i a l  f inding.  Hence, 

i t s  g e n e r a l i t y  seems t o  b e  w e l l  e s t a b l i s h e d .  

Methodological  cons idera t ions  

, With rare except ion,  two exper imenta l  arrangements have been 

employed i n  matching research.  I n  t h e  f i r s t ,  t h e  so-cal led two-key 



procedures ,  t h e  s u b j e c t  is f r e e  t o  switch back and f o r t h  between two 

s p a t i a l l y  d i s p a r a t e  manipulanda each of which is  a s s o c i a t e d  w i t h  a 

schedule  of reinforcement  (de V i l l i e r s ,  1977, p. 234). I n  t h e  second, 

t h e  so -ca l l ed  CO-key procedure,  t h e  s u b j e c t  may a l t e r n a t e  between two 

reinforcement  schedules  programmed on t h e  same key by e m i t t i n g  a 

changeover response on a second key, w i th  each reinforcement  s chedu le  

a s s o c i a t e d  w i t h  a d i s t i n c t i v e  s t imulus  (de V i l l i e r s ,  1977, p. 234). 

Many of  t h e  d i f f e r e n c e s  between these  two procedures  a r e  of  l i t t l e  

t e c h n i c a l  importance b u t  i n  research  r e q u i r i n g  p r e c i s e  measures of  

l o c a l  response  f requencies ,  o r  of  t h e  t ime a l l o c a t e d  t o  a p a r t i c u l a r  

a l t e r n a t i v e ,  t h e  CO-key procedures i s  c l e a r l y  p r e f e r a b l e .  (See f i g .  1 . )  

The changeover de lay  , 

A methodological  cont r ivance  i n  concurren t  s chedu le  programming 

t h a t  may b e  of  t h e o r e t i c a l  i n t e r e s t  i s  t h e  so-ca l led  changeover de lay  

(COD). H e r r n s t e i n  (1961) found t h a t ,  when given a choice  between two 

v a r i a b l e - i n t e r v a l  schedules ,  pigeons sometimes tended t o  d i s t r i b u t e  

t h e i r  responses  between t h e  a l t e r n a t i v e s  i n d i s c r i m i n a t e l y  o r ,  t h a t  is  

t o  say ,  independent ly of  the  reinforcement  rates a s s o c i a t e d  w i t h  those  

a l t e r n a t i v e s .  However, when a s h o r t  de lay  (e.g. ,  1.5-2.0 seconds)  was 

imposed between swi tch ing  from one t o  a second a l t e r n a t i v e  and d e l i v e r y  

of  reinforcement  f o r  responding t o  t h a t  a l t e r n a t i v e ,  t h e  pigeons '  

d i s t r i b u t i o n  of responses matched, o r  were i n  p ropor t ion  t o ,  t h e  r e l a t i v e  

r a t e s  of re inforcement  a r i s i n g  from t h e  a l t e r n a t i v e s .  That de lay ,  t h e  

COD, would t h e r e f o r e  seem t o  be  a precondi t ion  f o r  demonstrat ing t h e  

m t c h i n g  r e l a t i o n .  



Proportion of reinforcement 
- -  - 

Schedule Control Schedule A or E 

Proportion of reinforcement 

Schedule A Schedule B 

Fig. 1. Above: P ropor t ion  of behavior  a s  a  func t ion  of 
p ropor t ion  of  a s s o c i a t e d  reinforcement  ( t h e  d iagonal  
is  t h e  matching l i n e ) .  Below: The CO-key ( l e f t )  
and t h e  two-key ( r i g h t )  concurrent  operants  procedures .  
(Adapted from Her rns t e in ,  1970.) 



The apparent  n e c e s s i t y  o f  a COD f o r  o b t a i n i n g  matching has  been 

viewed by some as p o s s i b l y  c o n s t i t u t i n g  a c o n s t r a i n t  on t h e  g e n e r a l i t y  

of t h e  matching r e l a t i o n .  A t  least one r e sea rche r  (e.g., P l i s k o f f ,  

1971) has  sugges ted  t h a t  matching i s  a t  l e a s t  p a r t l y  a n  a r t i f a c t  o f  

t h e  COD. I n  response,  Her rns t e in  (1970) and Catania  (1966) have argued 

t h a t  t h e  COD i s  simply a n  experimental  device  f o r  prec luding  t h e  

advent i tous  re inforcement  of t h e  swi tch ing  response which, o therwise ,  

might become t h e  predominant response p a t t e r n .  Fu r the r ,  de V i l l i e r s  

(1977, pp. 243-244) h a s  po in t ed  ou t  t h a t ,  i f  indeed t h e  COD i s  t h e  

chief  determining f a c t o r  i n  matching, i t  fo l lows  t h a t  matching w i l l  

occur  only a t  c e r t a i n  CODs and n o t  a t  o t h e r s .  I n  f a c t ,  i t  is gene ra l ly  

t h e  case  t h a t  matching is ob ta ined  a t  a l l  va lues  of t h e  COD beyond 

t h e  r equ i r ed  minimum (de V i l l i e r s ,  1977, pp. 243-244). Of g r e a t e r  

s i g n i f i c a n c e ,  some r e s e a r c h e r s  have obta ined  matching wi thout  a COD 

i n  experimental  s u b j e c t s  working a t  lower than  s t anda rd  d r i v e  l e v e l s .  

For example, K u l l i  (1977) ob ta ined  matching wi thou t  a COD i n  pigeons 

run a t  c l o s e  t o  t h e i r  f ree- feeding  weights .  So too  has  Baum (1972). 

According t o  H e r r n s t e i n  (1970, p. 385), t h e  COD most l i k e l y  

e x e r c i s e s  i t s  i n f l u e n c e  on concurren t  responding through i ts  e f f e c t  

on response d e f i n i t i o n .  Paraphras ing  Her rns t e in  (1970, p. 385),  

cons ider  a n  exper imenta l  procedure which s y s t e m a t i c a l l y  r e in fo rced  

a l t e r n a t i o n  between two programmed a l t e r n a t i v e s  such t h a t  responding . 

f i r s t  t o  t h e  l e f t  a l t e r n a t i v e  and then  t o  t h e  r i g h t  was followed by  

food-reinforcement.  C l e a r l y ,  matching would n o t  b e  expected. 

Responses would b e  d i s t r i b u t e d  e q u a l l y  between t h e  two a l t e r n a t i v e s  

i n  t h i s  k i n d  of  procedure b u t  100% of t h e  reinforcement  would a r i s e  



* 

from responses on t h e  r i g h t  a l t e rna t ive .  Matching would no t  be 

expected here  because, a s  Herrnstein (1970, p. 385) has pointed out ,  

"Reinforcement f o r  a l t e rna t i on  i s  l i ke ly  t o  give not  two separa te  

responses, bu t  r a the r  a s ing le ,  a l b e i t  b iphasic ,  response. l1  The 

e f f e c t  of such a procedure on behavior ". . . is thus not  properly 

described by t a l l i e s  of t he  individual  response frequencies. Ins tead 

of so many l e f t  responses and so many r i g h t  responses, t he r e  should 

be so  many l e f t - r i gh t s  o r  the  l ike ."  % 

This example is  i n s t ruc t i ve  insofa r  a s  response a l t e rna t i ve s  i n  

standard operant experiments on choice a r e  indeed s i t u a t e d  near  each 

other ,  thereby making i t  l i k e l y  t ha t  some switching responses w i l l  be 

adventi t iously reinforced.  I f  such is  the  case, the p r ac t i c e  of t a l ly -  

ing responses t o  the  individual  a l t e rna t ives  i n  a choice procedure may 

inadvertently cut  across t he  ac tua l  response c lasses  being maintained 

by the reinforcement contingencies. In  t h i s  respect ,  by making 

immediate reinforcement of t he  switching response impossible, t he  COD 

simply precludes the  acquis i t ion  of unprogrammed and unwanted response 

c lasses .  

However the  COD exe r t s  i t s  influence over concurrent responding, 

i t  i s  c l e a r  t h a t  i t  is  not a c ruc ia l  determinant of matching. Indeed, 

insofa r  a s  matching has c l ea r ly  been demonstrated without the  bene f i t  

of a COD (e.g.,  Baum, 1972; Kul l i ,  1977), we may conclude t h a t  matching 

i s  fundamentally determined by the  reinforcements associa ted with the  

respect ive  t a rge t  responses and, i n  pa r t i cu l a r ,  t h e i r  value r e l a t i v e  t o  

each other.  



The matching p r inc ip l e  

When permitted t o  continuously choose between response a 1  ter-  

nat ives  of e s sen t i a l l y  equivalent topography, experimental sub jec t s  

routinely d i s t r i b u t e  t h e i r  responses between (or among) the  a l terna-  

t i ve s  i n  t h e  same proportion as  the reinforcements yielded therefrom. 

That i s ,  choice comes t o  obey the matching equation, as follows: 

where B through B enumerate the  response a l t e rna t i ve s  and R through 
1 n 1 

R enumerate t he  reinfdrcements over some unit of time associa ted with 
n 

each. According t o  equation ( I ) ,  t h e  r e l a t i v e  frequencies of the  

a l t e r n a t i v e  responses w i l l  tend t o  equal o r  "match" the  r e l a t i v e  ra tes  

of t h e i r  associa ted reinforcements. That i s ,  i f  25% of a r a t ' s  within- 

apparatus reinforcement a r i s e s  from pressing one of two ava i lab le  

l eve r s ,  then approximately 25% of the r a t ' s  t o t a l  l ever  presses  would 

I 
be expected t o  occur on tha t  lever  (Herrnstein, 1979). (See f i g .  1.) 

As noted above, Herrnstein (1961) was the  f i r s t  t o  demonstrate 

matching and a number of researchers have s ince  t h a t  time successful ly  

rep l ica ted  t h a t  f inding.  Baum (1972), f o r  example, conducted an experi- 

ment i n  which t he  subjects  (pigeons) l i ved  i n  the experimental appara- . 

t u s  and obtained a l l  t h e i r  food by pecking a t  e i t h e r  of two response 

keys continually ava i lab le  to them. Each response key was associa ted 

with a separa te  and independent var iable- interval  schedule of reinforce- 

ment and a 1 .8  second COD was i n  e f f e c t  throughout the  experiment. 



Baum systemat ical ly  varied the  number of re in forcers  per sess ion 

associated with t he  two keys. He found t h a t  the  d i s t r i bu t i on  of 

responses between t h e  a l t e rna t ives  equalled o r  matched the  proportion 

of reinforcement yie lded by those a l t e rna t i ve s  f o r  a broad range of 

r e l a t i ve  reinforcement rates.  

I n  another experiment, Baum (1974) autoshaped 20 wild and free- 

ranging pigeons t o  peck the  keys of a makeshift operant condit ioning 

apparatus i n s t a l l e d  i n  the a t t i c  of h i s  house. Pecks were re inforced 

by occasional b r i e f  access t o  grain. The apparatus was constucted 

so as t o  permit only one pigeon a t  a time access t o  the  response keys. 

No COD was programmed and the  responses of t he  e n t i r e  group of pigeons 

were t r ea t ed  a s  an aggregate. Baum found t h a t  t he  proportion of 

responses matched the  proportion of re in forcers  a r i s i n g  from them over 

a wide range of re inforcer  d i s t r ibu t ions .  

I n  a s l i g h t  var ia t ion  of the  standard pigeon experiment, 

McSweeney (1975) t ra ined pigeons t o  press  e i t h e r  of two t r ead l e s  f o r  

var iable- interval  reinforcement. A 2.0 second COD was i n  e f f e c t  

throughout t h e  experiment. The r a t e  of reinforcement yielded by one 

response a l t e r n a t i v e  was held constant a t  30 per  hour while the  r a t e  

of reinforcement yielded by the other  w a s  varied from a low of 15 t o  

a high of 120 per  hour. McSweeney found t h a t  r e l a t i v e  frequency of 

responding i n  each a l t e rna t i ve  matched t h e  associated r e l a t i v e  r a t e s  

of reinforcement over a l l  experimental conditions. 

Parameters of reinforcement o ther  than r a t e  have a l so  been 

invest igated by matching theor i s t s .  For example, Chung and Herrnstein 

(1967) examined t h e  e f f ec t s  of various delays of reinforcement on 



choice i n  concurrent va r iab le - in te rva l  schedules of reinforcement. 

I d e n t i c a l  schedules were programmed t o  produce a "blackout" consequent 

upon t h e  emission of a response a f t e r  te rminat ion of the  scheduled 

interreinforcement t i m e s .  The blackout was followed by response- 

independent del ivery  of food. The dura t ion  of the  blackouts was he ld  

constant  a t  8 seconds f o r  one response a l t e r n a t i v e  and sys temat ica l ly  

var ied  between 1 and 30 seconds f o r  t h e  o the r .  Because the  experimental 

sub jec t s  used i n  t h i s  study (pigeons) do n o t  peck during a blackout,  

t h i s  procedure cons t i tu ted  a t r u e  delay of reinforcement. Chung and 

Herrns te in  found t h a t  r e l a t i v e  f requencies  of response i n  t h i s  procedure 

were approximately proport ional  t o  t h e  r e l a t i v e  "immediacies" of 

reinforcement associated with the  a l t e r n a t i v e s ,  wi th  immediacy being 

defined a s  the  rec iprocal  of delay of reinforcement. 

Catania (1963) examined t h e  e f f e c t s  of var ious  magnitudes of 

reinforcement on responding i n  s i n g l e  and concurrent va r iab le - in te rva l  

schedules o r  reinforcement. He repor ted  t h a t  magnitude of reinforcement 

had l i t t l e  e f f e c t  on average response f requencies  i n  single-schedule 

procedures. However, when two response a l t e r n a t i v e s  and two magnitudes 

of reinforcement were made ava i l ab le ,  response d i s t r i b u t i o n s  tended t o  

match t h e  r e l a t i v e  magnitudes of t h e  r e s p e c t i v e  reinforcements. Using 

a t i m e  r a t h e r  than a response a l l o c a t i o n  procedure, Brownstein (1971) 

has repor ted  s imi la r  f indings.  
2 

Matching and molecular maximizing 

A s  de  V i l l i e r s  (1977, p. 256) has  recen t ly  noted, empirical  

matching appears t o  be  a robust ,  genera l  product of continuous choice 



procedures.  But what kind o f  p roces s  i s  matching? A s  descr ibed  by 

Her rns t e in  (1970, 1979),  matching i s  a molar phenomenon having  t o  do 

w i t h  the  c o v a r i a t i o n  of t h e  r e l a t i v e  rates of behaviora l  and environ- 

mental events .  However, some w r i t e r s  - among them, Shimp (1966, 1969) 

and Mackintosh (1974) - have argued t h a t  matching is  no t  a fundamental 

process  b u t  is ,  r a t h e r ,  a by-product o f  a molecular o r  momentary maxi- 

mizing process .  Mackintosh's (1974, p. 194) p o s i t i o n  below i s  f a i r l y  

t y p i c a l  o f  t hose  a r t i c u l a t e d  by o t h e r  molecular  maximizing advocates.  

Sub jec t s  on concurren t  schedules  tend t o  
respond a t  any moment t o  t h a t  a l t e r n a t i v e  o f f e r i n g  
t h e  h i g h e s t  p r o b a b i l i t y  of re inforcement  . . . The 
c r u c i a l  p o i n t  about  concurren t  (VI, VI) schedules  is 
t h a t  bo th  V I  schedules  cont inue  t o  run whi le  t h e  sub- 
j e c t  i s  responding on one of  t h e  a l t e r n a t i v e s .  Since,  
on any i n t e r v a l  schedule ,  t h e  p r o b a b i l i t y  of re in-  
forcement i n c r e a s e s  w i t h  t h e  t i m e  s i n c e  t h e  l a s t  
re inforcement ,  it must n e c e s s a r i l y  b e  t h e  case t h a t  
t he  p r o b a b i l i t y  of re inforcement  becoming a v a i l a b l e  
on t h e  o t h e r  a l t e r n a t i v e  w i l l  even tua l ly  su rpas s  t h e  
p r o b a b i l i t y  of  re inforcement  f o r  cont inued responding 
t o  t h e  same a l t e r n a t i v e .  Hence, a s h i f t  t o  t h e  o t h e r  
a l t e r n a t i v e  i s  i n  accordance w i t h  a maximizing p r i n c i p l e .  

This l i n e  o f  argument i s  suppor ted  by research  on t h e  e f f e c t s  of  

concurrent  i n t e r v a l  schedules  which do n o t  run s imultaneously (e.g., 

K i l l een ,  1970; Fant ino and Duncan, 1972).  Under t h i s  experimental  

condi t ion ,  s u b j e c t s  tend t o  respond exc lus ive ly  t o  t he  a l t e r n a t i v e  

a s s o c i a t e d  w i t h  t h e  s h o r t e r  mean in t e r r e in fo rcemen t  time, thereby 

maximizing rate of  reinforcement .  Add i t i ona l  support  has  been pro- 

vided by a n  experiment conducted by Shimp (1966) i n  which re inforce-  

ment was scheduled p r o b a b i l i s t i c a l l y  f o r  choices  i n  a d i s c r e t e - t r i a l s  

t w G a l t e r n a t i v e s  procedure. An i n t e r v a l  contingency w a s  used t o  

i n s u r e  t h a t  a reinforcement  set up f o r  a p a r t i c u l a r  a l t e r n a t i v e  

remained a v a i l a b l e  t o  b e  taken  e v e n t u a l l y  by t h e  sub jec t .  Hence, t h e  



p r o b a b i l i t y  of  reinforcement  a s s o c i a t e d  wi th  one a l t e r n a t i v e  inc reased  

wh i l e  t h e  s u b j e c t  worked t h e  o t h e r .  Shimp found t h a t  s e q u e n t i a l  

changes i n  cho ice  p r o b a b i l i t y  between scheduled re inforcements  t racked  

d i f f e rences  i n  reinforcement  p r o b a b i l i t y  f o r  each programmed choice. 

Based on t h e s e  f i n d i n g s ,  Shimp concluded t h a t  t h e  o v e r a l l  matching 

r e l a t i o n s h i p  normally observed i n  concurrent  i n t e r v a l  schedules  r e s u l t s  

from a more fundamental molecular  maximizing process .  I n  Shimp's view, 

matching is t h e r e f o r e  b e s t  c h a r a c t e r i z e d  a s  a d e r i v a t i v e  phenomenon. 

The v a l i d i t y  and v i a b i l i t y  of Shimp's a n a l y s i s  is ,  however, com- 

promised somewhat by t h e  f a c t  t h a t  two subsequent s t u d i e s  ( i . e . ,  

He r rns t e in ,  1970; Nevin, 1969),  employing e s s e n t i a l l y  t h e  same experi-  

mental procedure,  f a i l e d  t o  r e p l i c a t e  Shimp 's i n i t i a l  f i nd ing .  A l -  

though bo th  H e r r n s t e i n  (1970) and Nevin (1969) obta ined  matching, 

n e i t h e r  found any sys t ema t i c  r e l a t i o n s h i p  between s e q u e n t i a l  changes 

i n  choice p r o b a b i l i t i e s  and l o c a l  p r o b a b i l i t y  of reinforcement .  I n  a 

more r e c e n t  s tudy ,  Nevin (1979) reaf f i rmed h i s  o r i g i n a l  a n a l y s i s .  

Heyman (19 79) r e c e n t l y  examined performances i n  concurren t  

v a r i a b l e - i n t e r v a l  schedules  f o r  t h e  purpose of d e t e c t i n g  r e l a t i o n s h i p s  

between maximization s t r a t e g i e s  and molar matching. He found t h a t  

matching was a s s o c i a t e d  wi th  haphazard and v i r t u a l l y  random change- 

overs  between t h e  programmed a l t e r n a t i v e s .  A s  Her rns t e in  (1979, p. 

491) has  r e c e n t l y  noted ,  Heyman's results "seem t o  b e  conclus ive  

evidence a g a i n s t  t h e  momentary maximizing hypothesis .  " 

Other  concept ions of reinforcement  maximizing remain p o s s i b l e ,  

however, and indeed,  Her rns t e in  and Loveland (1975) have advanced a 

model o f  maximization based on t h e  l o g i c  of  t he  matching p r i n c i p l e .  

They p o s i t  t h a t ,  given a cho ice  between two v a r i a b l e - i n t e r v a l  schedules ,  



subjects  w i l l  s t r i v e  t o  adjust  t h e i r  behavior so  a s  t o  a t  l e a s t  

approximately equalize the  r a t i o  of responses t o  reinforcements across 

the  two a l t e rna t i ve s .  This would r e s u l t  i n  matching between r e l a t i v e  

response frequencies and r e l a t i v e  r a t e s  of reinforcement. According 

t o  Herrnstein and Loveland's maximization model, experimental subjects  

tend always t o  emit t ha t  response which is  associated with t he  shor tes t  

response-reinforcement r a t i o .  In doing so,  however, the sub jec t  drives 

t ha t  a l t e rna t i ve ' s  response-reinforcement r a t i o  up t o  a value exceeding 

t ha t  of t h e  other  a l t e rna t i ve  a t  which point  the  subject  switches. It 

follows from t h i s  analysis  tha t  switching back and for th  between a l t e r -  

nat ives  i s  cen t ra l ly  dependent upon the  subject ' s  a b i l i t y  t o  a f f e c t  

response-reinforcement ra t ios .  I n  s i t ua t i ons  where the  experimenter 

f ixes  these  r a t i o s ,  a s  i n  the case of choice between r a t i o  schedules 

of reinforcement, exclusive preference f o r  the  a l t e rna t i ve  wi th  the 

shor tes t  response-reinforcement r a t i o  would be expected. This pre- 

d ic t ion  ha s  been empirically confirmed by Herrnstein and Loveland 

(1975). 

It is  no t  a l toge ther  c l ea r  t ha t  the matching pr inc ip le ,  a s  dis- 

t i n c t  from theor ies  of probabi l i ty  matching, is  i n  any important sense 

a t  odds with the general logic  of maximizing. Indeed, i n  t he  sense i n  

11 which i t  is circumscribed by Herrnstein and Loveland (1975), matching 

and maximization a r e  j u s t  two words describing one outcome (p. 116) .I' 

A s  we saw above, the  only kind of choice performance i n  concurrent 

r a t i o  schedules t h a t  i s  consistent  with the matching p r inc ip l e  is 

reinforcement maximizing (Hermstein and Loveland, 1975; Rachlin, 1976, 

pp. 565-567). 



The matching pr inciple  is  more a t  variance with the  theory of 

probabi l i ty  matching (e.g., E s t e s ,  1964) according t o  which subjects 

choosing between a l t e rna t ives  a r e  expected t o  match reinforcement 

p robab i l i t i e s  . Hence, i n  choosing between an a l t e r n a t i v e  tha t  rein- 

forced every 5th response and one which reinforced every 10th 

response, sub jec t s  would be expected t o  choose the  l a t t e r  a l t e rna t i ve  

half  as many times as the  former. In contras t ,  the  matching pr inc ip le  

p red ic t s  exclusive preference f o r  the  former a l t e r n a t i v e  ( e . g . ,  

Herrnstein and Loveland, 1975), a s t ra tegy  which maximizes reinforce- 

ment. 

The theory of probabi l i ty  matching is an outgrowth of s t a t i s t i c a l  

models of t h e  conditioning process (e.g., Estes,  1959, 1964). Accord- 

ing t o  t h a t  theory, the probabi l i ty  of some t a rge t  response is  deter- 

mined by t h e  proportion of stimulus elements previously conditioned 

t o  t h a t  response which are ,  i n  f a c t ,  prevai l ing on t he  subject  a t  the  

time response probabil i ty i s  assessed. For probabi l i ty  matching 

theory, t h e  occurrence of a re inforcing event simply conditions t o  the  

t a rge t  response those stimulus elements sampled on a given t r i a l .  

And, i t  is presumed tha t  the  more frequent the  reinforcement associated 

with a t a r g e t  response, the g rea te r  the number of stimulus elements 

conditioned t o  it. In  s i t ua t i ons  i n  which two responses a r e  reinforced,  

some of t h e  prevail ing stimulus elements a r e  conditioned to  the  more . 

infrequent ly  reinforced a l t e rna t i ve  and others a r e  conditioned t o  both, 

thereby preventing the probabi l i ty  of the more frequently reinforced 

a l t e r n a t i v e  from a t ta in ing  unity. 

The theory of probabi l i ty  matching and the  matching pr inc ip le  



d i f f e r  i n  the way i n  which reinforcement i s  presumed to  i n t e r ac t  

with behavior. The pr inc ip le  of reinforcement inherent i n  the  

matching pr inc ip le  is r e l a t i v i s t i c  while i t s  approximate counterpart 

i n  the probabi l i ty  matching model is, i n  a sense, impl ic i t ly  absolu- 

t i s t i c .  Hence, when, i n  the presence of a s e t  of stimulus elements 

a response y i e ld s  a re inforcer ,  an increment i n  response probabi l i ty  

must r e su l t .  Since both a l t e rna t i ve s  i n  a p robab i l i s t i ca l ly  reinforced 

choice s i t ua t i on  a r e  i n i t i a l l y  reinforced,  the  subject  simply cannot, 

according t o  probabi l i ty  matching theory, develop exclusive preference 

fo r  the r i cher  of the  two a l t e rna t i ve s  i n  t ha t  s i tua t ion .  In  contras t ,  

whether or  not  a response-produced re inforcer  r e su l t s  i n  an increment 

i n  response probabi l i ty  is ,  according t o  t he  matching pr inciple ,  

foca l ly  dependent upon i ts  value r e l a t i v e  t o  the  value of o ther  

re inforcers  i n  the  s i tua t ion .  Where the  density of "other" rein- 

fo rcers  is  grea t ,  i t  may be v i r t u a l l y  without value and hence, of no 

consequence with respect  t o  probabi l i ty  of response. The subject  is  

therefore  f r ee ,  i n  such s i t ua t i ons ,  t o  i n t e r a c t  exclusively with the  

r i cher  of the  avai lable  a l t e rna t i ve s  thereby maximizing reinforcement, 

a s t ra tegy  which, a s  noted above, i s  the  only outcome which is con- 

s i s t e n t  with t he  matching pr inciple .  

The task  of assessing the  r e l a t i v e  merits  of these competing 

analyses is  unfortunately complicated by t he  f a c t  t ha t  the  s tud ies  

supporting them have cha rac t e r i s t i c a l l y  employed d i f fe ren t  experimental 

procedures and d i f fe ren t  kinds of animal subjects.  Most experiments 

supporting the  matching pr inc ip le  have been on pigeons, r a t s ,  monkeys 

and, occasionally,  human beings (de V i l l i e r s ,  1977), while s tud ies  



1 I supporting p robab i l i ty  matching have not  inf requent ly  been on simpler" 

organisms such a s  f i s h  o r  r e p t i l e s  (Bitterman, 1965). 

The study of p robab i l i ty  matching may eventual ly  a s s i s t  i n  deter -  

mining the  phy le t i c  genera l i ty  of the  matching p r inc ip le .  With respec t  

t o  t h i s  p o s s i b i l i t y ,  Bitterman (1965) has suggested t h a t  maximization 

may hold  only f o r  r e l a t i v e l y  complex organisms, with p robab i l i ty  

matching being the  r u l e  f o r  s impler  crea tures  such a s  f i s h .  Nonethe- 

l e s s ,  the re  a r e  formidable nonempirical reasons f o r  quest ioning t h e  

adaptive e f f i cacy  of the  p r o b a b i l i t y  matching s t r a t e g y  f o r  organisms 

a t  any p h y l e t i c  l eve l .  A s  Herrnstein and Loveland (1975, p. 107) 

have luc id ly  noted, p robab i l i ty  matching 

... i s  a psychological oddity, f o r  i t  may be  
gross ly  a t  odds with t h e  r a t i o n a l  course of ac t ion  t o  
an ex ten t  r a r e l y  seen i n  nature .  I f  the  sub jec t  places 
value on the  payoff i t s e l f ,  ra ther  than on the  sheer 
mat ter  of guessing c o r r e c t l y ,  h e  is  ill advised t o  
match p robab i l i t i e s .  Ins tead,  he should always choose 
the  h igher  p robab i l i ty  a l t e r n a t i v e ,  a s t r a t e g y  which 
maximizes winnings p e r  response. 

Time matching 

Several  researchers  (e.g., Brownstein and P l i skof f ,  1968; 

Baum and Rachlin, 1969) have suggested t h a t  a l l o c a t i o n  of t i m e ,  o r  

time matching, may be more fundamental than response matching. Both 

of the  foregoing research teams have demonstrated time matching i n  

experimental s i t u a t i o n s  i n  which no instrumental  response was s a i d  t o  

be required.  I n  both s i t u a t i o n s  t h e  subjects  had simply t o  choose 

which of two s t i m u l i  (and t h e i r  corresponding r a t e s  of response- 

independent reinforcement) they preferred  t o  be  i n  t h e  presence o f .  



Both s tud ies  reported matching of r e l a t i v e  time a l l oca t i on  t o  the  

r e l a t i v e  r a t e s  of reinforcement associated w i t h  the  two a l t e rna t i ve  

s t imul i .  

Using a standard CO-key procedure, Cantania (1963) 

and Fantino (1970) have obtained simultaneous response time 

matching i n  pigeons working fo r  food. Similar r e s u l t s  have been 

reported by Shull  and Pliskoff  (1967) using r a t s  a s  subjects  and bra in  

s t imulat ion as  the  reinforcer.  

In  making t h e i r  case fo r  the  primacy of time matching, Baum and 

Rachlin (1969) pointed out t ha t ,  when working on response-dependent 

schedules of reinforcement, pigeons tend t o  peck a t  a f a i r l y  constant 

frequency, with the  majority of interresponse times f a l l i n g  wi thin  the  

range of . 3  t o  .5 seconds. It follows from t h i s  pu ta t ive  f a c t  t h a t  

overal l  sess ional  response frequencies r e s u l t ,  not  from graded 

f luc tua t ions  i n  l o c a l  response frequencies but  r a the r  from periods of 

nonresponse between burs t s  of responses occurring a t  a f a i r l y  constant 

frequency (Blough ,1963) . Presumably then, time engaged i n  responding 

i s  a more fundamental measure of preference, with frequency of 

responding being regarded a s  a der ivat ive  of time matching ( c f .  Baum 

and Rachlin, 1969). 

There a r e  both advantages and disadvantages t o  viewing choice 

i n  the  usual  concurrent schedule procedure as  time a l locat ion.  One 

conspicuous disadvantage is  tha t  measures of time spent i n  t h e  presence 

of o m  of several  discriminative s t imul i  invar iably  includes time 

spent i n  a c t i v i t i e s  o ther  than the  t a rge t  response, thus complicating 

t he  task of assessing the time ac tua l ly  spent engaging i n  t h a t  response. 



A s  a r e s u l t ,  r e l a t i v e  time a l l o c a t i o n  would be  expected t o  match 

r e l a t i v e  r a t e s  of reinforcement only i n  those  s i t u a t i o n s  where time 

spent  i n  o t h e r  a c t i v i t i e s  was e s s e n t i a l l y  f i x e d  ac ross  a l l  a l t e r n a t i v e s .  

I r o n i c a l l y ,  t h i s  considerat ion has  prompted Baum and Rachlin (1969) t o  

suggest t h a t  r e l a t i v e  frequency of response indeed may be the  b e s t  

measure of the  r e l a t i v e  amount of t i m e  spent  i n  an a c t i v i t y .  This, 

of course, assumes t h a t  the  time required  t o  emit t h e  instrumental  

response is  f a i r l y  constant  across a l l  ins tances  of t h a t  response. 

While t h i s  i s  sure ly  the case with such responses a s  the  pigeon's 

key-peck o r  the  r a t ' s  lever  press ,  i t  may n o t  be t h e  case with more 

complex response forms. Moreover, empir ica l ly  equating response and 

time a l l o c a t i o n  accounts of choice makes i t  very d i f f i c u l t  indeed t o  

f u l l y  d i s t ingu i sh  between them. 

Another body of data  bearing on t h e  ques t ion of t h e  primacy of 

time matching has been gathered by researchers  i n t e r e s t e d  i n  choice 

between d i f f e r e n t  types of reinforcement schedules. Since most of 

t h e  i n i t i a l  research on the  matching p r i n c i p l e  involved choice i n  con- 

cur ren t  var iable- in terval  schedules, many researchers  have been 

prompted t o  assess i ts  relevance f o r  experimental arrangements of a 

s l i g h t l y  d i f f e r e n t  type. For example, Herrns te in  (1970) examined 

choice i n  concurrent var iable- in terval ,  va r i ab le - ra t io  schedules. H e  

obtained response matching t o  r e l a t i v e  reinforcement r a t e s  bu t  d id  not  

ob ta in  t i m e  matching. I n  a s i m i l a r  s tudy,  La Bounty and Reynolds 

(1973.) examined choice i n  concurrent f ixed- in te rva l ,  f ixed-ra t io  

schedules. They obtained approximate response matching but  not  time 

matching. Both of these f indings  i n d i c a t e  t h a t  time matching is  c l e a r l y  



n o t  more fundamental than  response matching s i n c e  t h e  l a t t e r  can ho ld  

wi thout  t h e  former. 

The manner i n  which t h e  t ime v e r s u s  response matching i s s u e  i s  

c h a r a c t e r i s t i c a l l y  d iscussed  almost  always presupposes t h a t  t h e s e  two 

perspec t ives  a r e  fundamentally incompatible .  However, one might q u i t e  

reasonably argue t h a t  t i m e  and response  a l l o c a t i o n  a r e  both  impor tan t ,  

p a r t i a l l y  i n sepa rab le  p r o p e r t i e s  of choice.  While t h i s  is most 

obviously t h e  case  i n  procedures  i n  which s u b j e c t s  r epea t ed ly  engage 

i n  a t a r g e t  a c t i v i t y  f o r  a pe r iod  o f  t i m e ,  i t  i s  no l e s s  t r u e  f o r  

t ime a l l o c a t i o n  d a t a  ga thered  i n  exper imenta l  s i t u a t i o n s  which a r e  

s a i d  t o  r e q u i r e  no in s t rumen ta l  response.  I n  f a c t ,  t h e r e  a r e  f a i r l y  

obvious reasons f o r  ques t ion ing  t h e  c l a im  t h a t  no in s t rumen ta l  response  

is  requi red  i n  t i m e  a l l o c a t i o n  procedures .  To b e  su re ,  concurren t  

response-independent schedules  of re inforcement  n e i t h e r  r e q u i r e  n o r  

encourage a s i g n i f i c a n t  frequency of a pre-es tab l i shed  t a r g e t  response.  

Nei ther  i s  any one r e i n f o r c e r  dependent upon t h e  occurrence of any one 

response. A s  a r e s u l t ,  choice responses i n  t hese  types schedules  may 

n o t  b e  e a s i l y  r e l a t e d  t o  measures o f  reinforcement  i n  ways which are 

regarded as use fu l .  But t h i s  is  c l e a r l y  b e s i d e  t h e  po in t .  What is 

important i s  t h e  f a c t  t h a t  s u b j e c t s  performing on e i t h e r  response- 

dependent o r  response-independent concurren t  schedules  must behave i n  

ways t h a t  a r e  o r d i n a r i l y  taken  t o  b e  ev idence  of choice,  wi th  t h e  

p a r t i c u l a r  form of t h a t  behavior  b e i n g  determined by t h e  e x p l i c i t  and 

i m p l i c i t  re inforcement  cont ingencies  b e a r i n g  on t h e  s u b j e c t .  Without 

such d i f f e r e n t i a l  behavior ,  t ime matching could n o t  b e  obta ined .  

Although of some methodological  i n t e r e s t ,  i t  is no t  c l e a r  t h a t  t h e  



time versus response matching i s sue  i s  one of r e a l  and subs t an t i a l  

theore t ica l  s ignif icance.  Arguments advanced i n  support of one o r  the  

other pos i t  ion almost invariably imply, probably erroneously, t h a t  one 

of the  two posi t ions  is the  fundamental ba s i s  of choice. One might 

j u s t  a s  e a s i l y  argue, however, t h a t ,  i n  i t s  purest  d i s t i l l a t i o n ,  choice 

i s  inherent ly  ne i ther .  Nevertheless, i t  i s  surely  t r ue  t ha t  choice 

frequently and indeed, qu i te  na tura l ly ,  manifests i t s e l f  i n  behavior 

over time. As  such, response and time a l l oca t i on  a r e  be s t  seen as  two 

f a i r l y  useful  measures of choice applicable t o  two d i f f e r en t  types of 

experimental procedure. To the  extent  t h a t  behavior is  not instantan- 

eous, both procedures c l ea r ly  involve instrumental responding and 

a l loca t ion  of time, although not always i n  forms which a r e  convenient 

o r  useful. 

Single-schedule performances 

A s  wr i t t en  i n  equation (1) (above), t he  matching p r inc ip l e  pre- 

d i c t s  r e l a t i v e  response frequencies i n  concurrent schedules of reinforce- 

ment. However, equation (1) can be brought to  bear on absolute  response 

frequencies i n  such schedules by s e t t i n g  the  sum of the various B s  i n  

equation (1) t o  K, a constant. The matching pr inc ip le  is then wr i t t en  

~ u l t i ~ l ~ i n ~  both s ides  of t he  foregoing by K y ie lds  



where B i s  the  frequency of some pre-established t a rge t  response, 
1 

through Rn a r e  t he  reinforcements yielded by a l l  of the poss ible  

a l t e rna t i ve  responses and K is  t h e  sum of a l l  behavior. According t o  

equation (2) ,  the  absolute frequency of t h e  t a rge t  response, B1, is 

proportional  t o  the  r e l a t i v e  r a t e  of i ts  associated reinforcement. 

Absolute response frequencies f o r  a l t e rna t ives  B2 through B a r e  
n 

described by analogous equations. Equation (2) i s  widely supported 

by the  ex i s t i ng  concurrent performances data (Herrnstein, 1970; 

Catania, 1966). 

While successful  i n  accounting f o r  absolute response frequencies 

i n  concurrent schedules, equation (2) seems t o  run i n t o  d i f f i c u l t y  i n  

accounting fo r  response frequencies i n  single-response o r  s ingle-  

schedule s i t ua t i ons ,  f o r  when R through R equal zero, t ha t  equation 2 n 

reduces t o  

according t o  which the  t a r g e t  response, B1, goes t o  asymptotic f re-  

quency i r r e spec t i ve  of t he  s p e c i f i c  r a t e  of reinforcement yie lded by 

it. Equation (3)  i s  empirically incor rec t  (see,  e.g., Herrnstein,  

1970, p. 388; Fantino and Logan, 1979, p. 223). 

However, equation (3) is  based on the  dubious assumption t h a t  

the absence of a programmed a l t e r n a t i v e  t o  B implies t ha t  the  subject  
1 



has no v i ab l e  a l t e rna t i ve s  t o  choose among. But c l ea r ly ,  the  subject  

can, at  t h e  very l e a s t ,  choose between emitt ing B and not emitt ing B 
1 1 ' 

thus spar ing the  e f f o r t  associated with t ha t  response. And i n  most 

experimental s e t t i n g s ,  a l t e rna t ives  such a s  preening, scra tching,  

res t ing ,  defecat ing and so on a r e  c l ea r ly  ava i lab le  t o  the  sub jec t .  

Hence, i t  may be reasonably assumed t h a t  responding always takes place 

i n  a context of extraneous, spontaneous, o r ,  simply, a l t e r n a t i v e  

reinforcement (Herrnstein, 1970, pp. 388-389). The matching equation 

f o r  single-schedule performances may there fore  be wr i t t en  a s  follows: 

where B K and R a r e  the  same a s  i n  equation (2) above and R 
1 ' 1 e 

summarizes a l l  sources of reinforcement not associa ted with B ( i . e . ,  
1 

llbackgr~undll reinforcement, " a l l  the  other re in forcers  t h a t  a subject  

br ings  wi th  i t s e l f  o r  f inds i n  the  experimental se t t ing1 '  (de V i l l i e r s ,  

1977, p. 257). 

Herrnstein (1970) assessed equation (4) using data  from two 

experiments which examined the re la t ionsh ip  of r a t e  of reinforcement 

t o  the  frequency of key-pecking i n  pigeons working on s i n g l e  schedules. 

The f i r s t  of  these was conducted by Catania and Reynolds (1968). They 

exposed pigeons t o  var iable- interval  schedules ranging i n  value from - 

eight  t o  300 reinforcements per hour. Response frequencies were 

monitored throughout. Depending on the  pigeon, equation (4) accounted 

f o r  77 t o  98.8% of the  data variance. With K and R s e t ,  respect ively ,  e 

a t  66.3 responses per  minute and 7.3 reinforcements per hour, equation 



(4) a l so  accounted f o r  91.3% of the  data  variance of the  group response 

frequencies . 
I n  t h e  other study, Chung (1966) exposed pigeons to  a tandem 

f ixed-ra t io  1, fixed-interval  X schedule of reinforcement, where "X" 

represents  a duration timed from the  f i r s t  key-peck following 

delivery of a scheduled re inforcer .  This response s t a r t s  a fixed- 

i n t e rva l  clock and the  f i r s t  response occurring a f t e r  the  clock has 

timed out  i s  reinforced. Chung examined the  e f f e c t s  of various F I  

durations (and t h e i r  associated r a t e s  of reinforcement) on frequency 

of key-pecking. Herrnstein (1970) has shown t h a t  equation (4) accounts 

f o r  94.7% of  the  data variance i n  the  group response frequencies of 

Chung's pigeons. 

Equation (4) has a l so  been tes ted  against  data col lected fo r  

the  purpose of determining the  behavioral e f f e c t s  of parameters of 

reinforcement other than r a t e .  For example, Davenport, Goodrich and 

Hagguist (1966) examined the  e f f e c t s  of various magnitudes of reinforce- 

ment on response frequency i n  macaque monkeys working on a variable- 

i n t e r v a l  1-minute schedule of reinforcement. The number of food 

p e l l e t s  delivered t o  subjects  per reinforcement was systematically 

varied and response frequencies were monitored. Equation (4) accounts 

fo r  between 90.1 t o  99.9% of the  variance i n  the  individual  response 

frequencies (de V i l l i e r s  , 1977). 

Guttman (1954) invest igated the  e f f e c t s  of various concentrations 

of,response-contingent sucrose and glucose on frequency of lever- 

pressing i n  r a t s .  Concentrations were varied between 2 and 32% and 

delivered on a variable-interval  1-minute schedule. Response frequencies 



were monitored throughout.  Although t h e  r a t s  responded more r a p i d l y  

f o r  suc rose  than  f o r  g lucose  when concen t r a t ions  were comparable, 

equat ion  (4)  nonethe less  provides  a remarkably good f i t  t o  t h e  d a t a ,  

accounting f o r  93.7% (sucrose)  and 98.7% (glucose)  of t h e  d a t a  va r i -  

ance (de V i l l i e r s  and Her rns t e in ,  1976). 

P i e rce ,  Hanford and Zimmerman (1972) s t u d i e d  t h e  e f f e c t s  of 

delay of reinforcement  on frequency of response  i n  a s i n g l e - a l t e r n a t i v e  

procedure. R a t s  w e r e  t r a i n e d  t o  work f o r  food on a v a r i a b l e - i n t e r v a l  

1-minute schedule  of reinforcement .  Del ivery  of food was delayed 

from .5 t o  100 seconds over  exper imenta l  cond i t i ons  and response 

f requencies  were monitored throughout.  A s i g n a l  l i g h t  i n  t h e  appara- 

t u s  was lit f o r  t h e  d u r a t i o n  of t h e  delay.  Using immediacy of 

reinforcement  a s  t h e  measure of re inforcement  a s soc i a t ed  w i t h  t h e  

t a r g e t  response,  equat ion  (4)  accounts  f o r  96.1% of t he  va r i ance  i n  

t h e  average lever -press ing  f r equenc ie s  i n  P i e r c e  e t  al. 's s u b j e c t s  

(de Villiers, 1977). 

De V i l l i e r s  and Her rns t e in  (1976) examined some f o r t y  i n s t r u -  

mental  cond i t i on ing  experiments on pigeons,  rats, monkeys and human 

be ings .  With r a r e  except ion ,  they  found t h a t  t h e  obtained f u n c t i o n a l  

r e l a t i o n s h i p s  between some measure of  response l e v e l  ( response 

frequency, running time, e t c . )  and some parameter of reinforcement  

tended t o  c l o s e l y  approximate t h e  func t ion  s p e c i f i e d  by equat ion  (4).  

That i s ,  s t r e n g t h  of responding was approximately p ropor t iona l  t o  

a s s o c i a t e d  r e l a t i v e  re inforcement .  



Conclusion 

A s  Her rns t e in  (1979, p. 4 9 3 )  h a s  r e c e n t l y  poin ted  o u t ,  t h e  

matching p r i n c i p l e  "is a s imple ,  q u a n t i t a t i v e  s ta tement  of t h e  law 

of  e f f e c t ,  w i t h i n  t h e  limits set by t h e  a v a i l a b l e  data." A s  no ted  

e a r l i e r ,  few r e s e a r c h e r s  now ques t ion  i t s  a p p r o x h t e  accuracy 

(Herrns te in ,  1979, p. 486).  Hence, no f u r t h e r  e f f o r t  w i l l  b e  made t o  

demonstrate  t h a t  f a c t  h e r e  ( see  de V i l l i e r s ,  1977, f o r  an exhaus t ive  

review o f  t h e  matching l i t e r a t u r e ) .  

The t e r r i t o r y  circumscribed by t h e  matching p r i n c i p l e  is ,  as 

Her rns t e in  (1970, p. 399) has  s u c c i n c t l y  noted ,  "s izeable ,  expandable,  

and s u s c e p t i b l e  t o  p r e c i s e  measurement." As a h i g h l y  succes s fu l  

framework w i t h i n  which t h e  d a t a  o f  operant  cond i t i on ing  can b e  

e l e g a n t l y  and u s e f u l l y  ordered ,  i t  would b e  of some va lue ,  on t h e  

grounds of parsimony a lone ,  t o  demonstrate t h a t  t h e  matching p r i n c i p l e  

a p p l i e s ,  a t  l e a s t  p a r t i a l l y ,  t o  t h e  d a t a  of ope ran t  e x t i n c t i o n .  It i s  

toward t h i s  t a s k  t h a t  we now tu rn .  
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FOOTNOTES 

I 
~ e r r n s t e i n ' s  i s  not ,  of course, the  only current  quan t i f i ca t ion  of 
t he  law of e f f ec t .  Several other wr i t e r s  (e.g., Baum, 1973; 
Catania, 1973) have advanced s imilar  models. However, ~ e r n n s t e i n ' s  
model i s  c l ea r ly  the  most extensively studied and, f o r  our purposes, 
the  most general. 

* 
Not a l l  concurrent operants research is  precise ly  consis tent  with 
the  matching pr inciple .  Indeed, there  is  a body of research l i t e r a -  
t u r e  on devia t ion from matching (cf .  de V i l l i e r s ,  1977) which is  
concerned i n  l a rge  p a r t  with the exact shape of the  function 
r e l a t i ng  response frequencies t o  r a t e s  of reinforcement. However, 
s ince  we a r e  concerned here with matching as an approximate 
p r inc ip le ,  no fu r ther  discussion of t h i s  l i t e r a t u r e  i s  required 
here. 
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CHAPTER I11 

MATCHING AND EXTINCTION 

Since Pavlov (1927), psychologists  have rou t ine ly  dist inguished 

between condit ioning,  o r  the  acqu i s i t ion  of conditioned responses, 

and e x t i n c t i o n ,  t h e  el imination o r  a t t enua t ion  of conditioned responses. 

Theoret ica l  accounts of ex t inc t ion  have n o t  inf requent ly  invoked pro- 

cesses u n l i k e  those posi ted t o  explain the  a c q u i s i t i o n  and maintenance 

of conditioned reponses. Thus, Pavlov (1927) and Hull  (1943) invoked 

i n h i b i t o r y  processes t o  account f o r  the  response decrements observed 

i n  ex t inc t ion .  While commitment t o  t h i s  p r a c t i c e  has  not  been unani- 

mous (see,  e .g. ,  Guthrie, 1952; Estes,  1955), contemporary accounts of 

e x t i n c t i o n  and ext inct ion-re la ted  phenomena tend t o  emphasize f a c t o r s  

which a t  most play only secondary o r  marginal r o l e s  i n  the  explanation 

of  a c q u i s i t i o n s  and maintenance, e.g., f r u s t r a t i o n  and other  emotional 

responses (Amsel, 1967; Skinner, 1938), long-term memory processes 

(Capaldi, 1971), proactive in te r fe rence  (Gleitman, 1971; Spear, 1971) 

and cogn i t ive  dissonance (Lawrence and Fes t inger ,  1962). 

One s t ra ight forward j u s t i f i c a t i o n  f o r  t h e  conditioning-extinction 

d i s t i n c t i o n  i s  rooted i n  the  contras t ing  opera t iona l  bases of these  

two phenomena. By d e f i n i t i o n ,  condit ioning and ex t inc t ion  r e f e r  t o  

the  behaviora l  e f f e c t s  o f ,  respect ively ,  

of r e in fo rc ing  events. 

I n  c o n t r a s t ,  the  pu ta t ive  b a s i s  of 

of e x t i n c t i o n  is multifaceted,  sometimes 

the  presenta t ion and omission 

the  need f o r  separa te  theor ies  

convoluted, and anchored i n  



However, a common thread running through many accounts of ex t inc t ion  

has t o  do with the  presumed theore t ica l  inadequacy of steady-state 

and acquis i t ion  processes i n  explaining t he  f a c t s  of ext inct ion.  For 

example, Mackintosh (1975, p. 405) has argued t ha t  there i s  nothing 

inherent  i n  the  p r inc ip le  of reinforcement (or the l a w  of e f f ec t )  

which can explain why omission of a re inforcing event should r e s u l t  

i n  a decrement i n  responding (see the  introductory quotation, chapter 

one). 

Mackintosh's reservation about the  law of e f f ec t  i n  t h i s  regard 

i s  e i t h e r  cogent o r  not depending on the  par t i cu la r  assumptions made 

about the nature  of experimental ex t inc t ion  and the process of 

reinforcement. From the  log ica l  perspect ive  of modern r e l a t i v i s t i c  

formulations of t he  l a w  of e f f ec t  - and i n  par t i cu la r ,  the  matching 

pr inc ip le  (Herrnstein, 1970; de V i l l i e r s ,  1977) - Mackintosh's 

reservation i s  pa r t l y  o r  wholly without substance. Indeed, from such 

a perspective,  t h e  various phenomena of experimental ext inct ion 

necessar i ly  occur within the general framework circumscribed by t h e  

matching pr inc ip le  and a re ,  i n  l a rge  p a r t ,  manifestations of the on- 

going tendency t o  a l loca te  and re-a l locate  responses i n  proportion 

t o  t he  r e l a t i v e  value of t h e i r  consequences. 

Before going i n t o  greater  d e t a i l  about the implications of the  

matching p r inc ip l e  fo r  free-operant ex t inc t ion ,  i t  may be i n s t ruc t i ve  

t o  f i r s t  b r i e f l y  discuss the  formal or  l og i ca l  propert ies of t ha t  

pr inciple .  It i s  t o  t h i s  t ask  t ha t  we now turn. 



Formal. p r o p e r t i e s  of the  matching p r i n c i p l e  

A formal ana lys i s  of what is  log ica l ly  e n t a i l e d  by t h e  matching 

p r inc ip le  begins wi th  a del ineat ion of the  reinforcement p r i n c i p l e  

inherent  i n  i t  and with the  s p e c i f i c  i n t e r p r e t a t i o n s  placed on t h e  R 
e 

and K parameters i n  equation ( 4 ) ,  which i s  repeated h e r e  f o r  t h e  

convenience of t h e  reader.  

As noted 

through B ) i n  
n 

e a r l i e r ,  K i s  simply the  sum of the  various B s  (B 1 

equation (1). That i s ,  i t  is  a measure of t o t a l  

behavior. Also, however, K i s  the  asymptote of whatever t a r g e t  response 

is  under observation.  O r  r a t h e r ,  i t  i s  t o t a l  behavior sca led  i n  u n i t s  

commensurate with t h e  t a r g e t  response (Herrnstein, 1974, p. 162). 

Hence, t h e  K parameter is  simply "the modulus f o r  measuring behavior" 

(Herrnstein, 1974, p. 163), t h e  s o l e  influence on t h e  numerical s i z e  

of which i s  the  choice of t h e  t a r g e t  response. Herrnstein (1974) 

has shown t h a t  a formal impl ica t ion of the  matching r e l a t i o n  i s  t h a t  K 

must remain invar ian t  across a l l  q u a l i t i e s  and q u a n t i t i e s  of reinforce-  

ment o r  d r i v e  a s  long as  the  topography of t h e  t a r g e t  response does 

not change. 

On the  su r face  R l i k e  K, is f i r s t  and foremost a f r e e  parametere 
e * 

t h a t  must be  i n f e r r e d  from da ta ,  but  a s  noted previously,  i t  has  a 

d e f i n i t e  empir ica l  reference. R denotes the  sum of t h e  "background" 
e 

reinforcement y ie lded by responses o ther  than t h e  t a r g e t  response 

( i . e . ,  t h e  various B s ) ,  o r  reinforcement 
e 

occuring response-independently 



or  spontaneously (Hermstein, 1970, p. 389; de V i l l i e r s ,  1977, p. 257). 

The fundamental efficacy of R is based on the  pu ta t ive  f a c t  
e 

t ha t  the re  is  no such thing as  a s ingle ,  i so l a t ed  schedule of reinforce- 

ment. A s  Herrnstein (1970, p. 388) reminds us below, organisms always 

have a l t e rna t i ve s  avai lable  to  them. 

Even i n  a simple environment l i k e  a single-response 
operant-conditioning chamber, t h e  occurance of the  response 
i s  interwoven with other, a l b e i t  unknown, responses, t he  
r e l a t i v e  frequencies of which must conform t o  the  same 
general  laws t h a t  a r e  a t  work whenever the re  a r e  mul t ip le  
a l t e rna t i ve s .  I n  fac t ,  i t  seems s a f e  t o  assume tha t  a l l  
environments continually demand choices i n  t h i s  sense, 
even though i n  many cases the  problem of iden t i fy ing  
and measuring t he  a l ternat ives  may be insoluble .  The 
problem is ,  however, the experimenter's, not  the  sub jec t ' s .  
No matter  how impoverished the environment, the  subject  
w i l l  always have d i s t rac t ions  ava i lab le ,  o ther  things 
t o  engage i t s  ac t i v i t y  and a t t en t i on ,  even i f  these a r e  
no more than i t s  own body, with i t s  i t ches ,  i r r i t a t i o n s ,  
and other  : ca l l s  f o r  service. 

In  add i t ion  t o  i t s  i n tu i t i ve  ba s i s ,  experimental work bearing 

on R though not extensive, suggests t ha t  R "behaves i n  an order ly  
e ' e 

and empir ical ly  predic table  fashion when varied" (Fantino and Logan, 

1979, p. 225). For example, Rachlin and Baum (1972) maintained 

pigeons on a variable-interval  3-minute schedule of reinforcement. 

Re ' reinforcement not yielded by key-pecks, was manipulated by varying 

the  amount of "free" o r  response-independent food given over and 

above del ivery of response-dependent food. A s  predicted by t h e  match- 

ing pr inc ip le ,  Baum and Rachlin found t h a t  frequency of key-pecks 

.was inversely  r e l a t ed  t o  the amount of f r e e  food given. 

From inspection,  it  is c l ea r  t h a t  R influences response 
e 

a l loca t ion  through the ro l e  i t  plays i n  t h e  p r inc ip l e  of r e l a t i v e  



reinforcement inherent  i n  equation ( 4 ) ,  i.e. 

A s  R grows i n  value, progressively less of K ( t o t a l  behavior) is  
e 

a l loca ted  t o  the  t a r g e t  response and progress ively  more i s  a l loca ted  

t o  the va r ious  B s. Reinforcement, then, simply governs t h e  d i s t r i -  
e 

but ion of responses over ava i l ab le  a l t e r n a t i v e s  (Herrnstein,  1979) 

and i t  achieves t h i s  end whether, by any abso lu te  standard,  i t  is  

l a r g e  o r  smal l  i n  quantity. Thus (and bear ing i n  mind the invariance 

of K ) ,  when a n  increment i n  reinforcement increases  the  frequency of 

a t a r g e t  response other,  a l t e m a t i v e  responses must decrease i n  f re -  

quency. Likewise, when a decrement i n  reinforcement r e s u l t s  i n  a 

decrease i n  the  frequency of a t a r g e t  response o the r ,  a l t e m a t i v e  

responses must increase  i n  frequency. I n  e i t h e r  case,  the  n e t  change 

i n  behavior is zero because, a s  Herrnstein and Loveland (1974) have 

pointed out ,  "each increment i n  behavior caused by reinforcement is  

p rec i se ly  counterbalanced by decrements i n  the  behavior ' s  competitors, 

. . . and -- v i c e  versa." 'Which is  t o  say,  t o t a l  behavior,  K, remains 

invar ian t .  
1 

A s  noted above, the frequency of a t a r g e t  response is,  wi th in  

t h e  l o g i c a l  framework of the  matching p r i n c i p l e ,  con t ro l l ed  by i ts 

r e l a t i v e  reinforcement; t h a t  is, t h e  f r a c t i o n  of t o t a l  reinforcement 

y ie lded by it. The e f f e c t  on behavior of a change i n  its reinforcement 

depends on t h e  l e v e l  of reinforcement a l ready associa ted  with i t ,  with 



t h e  e f f ec t  of such a change being inversely  re la ted  t o  the  i n i t i a l  

l e v e l  of reinforcement. Thus, responses commanding a l a rge  f rac t ion  

of t o t a l  reinforcement a re  l e s s  s e n s i t i v e  t o  an increment i n  rein- 

forcement than those commanding a l e s s  subs t an t i a l  f rac t ion  (Herrnstein, 

1979). The e f f ec t  of a re in forcer  on behavior is  therefore  not  

invariant:  i t  depends, ra ther ,  on the  context of reinforcement i n  

which it  occurs (Donahoe and Wessels, 1980, pp. 147-148). 

In  way of a general summary, t he  matching pr inciple  acknowledges 

t h a t  organisms i n  v i r t ua l l y  any s e t t i n g  engage i n  a var ie ty  of 

behaviors i n  order t o  produce valued consequences. And i t  may be 

assumed tha t  instrumental behavior occurs a s  a r e s u l t  of an e x p l i c i t  

o r  impl ic i t  choice between o r  among a l t e rna t i ve s  (cf .  Hamblin and 

Mil ler ,  1977) based on the  r e l a t i v e  value of t h e i r  consequences. 

That i s  t o  say, the  matching p r inc ip l e  suggests t ha t  organisms assign 

value t o  behavioral consequences based, not  on some absolute s ca l e  of 

reinforcement bu t ,  r a ther ,  r e l a t i v i s t i c a l l y  or  with reference t o  t he  

prevai l ing context of reinforcement. Hence, a consequence which i n  

one s e t t i n g  might be of considerable value may, i n  another s e t t i n g ,  
- 

be v i r t ua l l y  without value. Likewise, a consequence which is  ord inar i ly  

meager i n  value may take on considerable value i n  extraordinary se t -  

t ings .  F ina l ly ,  the  matching p r inc ip l e  implies t ha t  t o t a l  behavior 

(B1 through B or,  simply, K) is invar iant .  Changes i n  the  frequency 
n 

of some ta rge t  response must the re fore  be  accompanied by changes i n  

t he  frequencies of a l t e rna t i ve  responses such t ha t  the  ne t  change i n  

behavior is  zero. 



Implicat ions f o r  e x t i n c t  ion  

Let us begin t h i s  s e c t i o n  by examining, from the  vantage point  

of t h e  matching p r i n c i p l e  (equation ( 4 )  above), p rec i se ly  what happens 

when an ins t rumenta l  response is  f i r s t  conditioned and then,  subse- 

quently, extinguished.  During acqu i s i t ion ,  B1, a t a r g e t  response, is  

ra i sed  i n  frequency by v i r t u e  of i t s  associa t ion with R a programmed 
1 ' 

quant i ty  of  reinforcement. Concomitantly, the  various nontarget  

responses (o r  B s )  associa ted  wi th  the  sources which make up Re, 
e 

compensatingly assume a r e l a t i v e l y  low frequency a s  a consequence of 

R 's small  value r e l a t i v e  t o  R A t  asymptote, t h e  sub jec t  of t h e  
e 1 ' 

foregoing condit ioning procedure may be seen t o  be choosing between B 1 

and the  va r ious  B s i n  a manner cons i s t en t  with the  matching p r inc ip le .  
e 

I f ,  f o r  whatever reason, R was abrupt ly  halved, we would expect 
1 

behavior t o  re -d i s t r ibu te  i t s e l f  among the  a l t e r n a t i v e s  so  a s  t o  re- 

e s t a b l i s h  t h e  r e l a t i o n s h i p  c a l l e d  f o r  by equation (4 ) .  The same would 

be  expected should R be  halved again o r  indeed, repeatedly re-halved. 
1 

Now, should w e  expect anything s t r i k i n g l y  d i f f e r e n t  i f  R is  omitted 
1 

a l toge the r?  From the  perspect ive  of t h e  matching p r inc ip le ,  t h e  answer 

is no: because t h e  var ious  B s would then command v i r t u a l l y  a l l  
e 

ava i l ab le  reinforcement, we would expect a decrement i n  B and an 1 

increment i n  t h e  B s such t h a t  t h e  adjusted frequencies again obey 
e 

the  matching principle.2 (Because of the  d i f f e r i n g  topographies of B 
1 .  

and t h e  B s,  empirical  matching would, of course, not be expected.) 
e 

I n  con t ras t  t o  i n h i b i t o r y  accounts of ex t inc t ion ,  of noteworthy 

i n t e r e s t  here  i s  t h i s :  t h e  foregoing account invokes no s p e c i a l  

response-decrementing process t o  account f o r  t h e  decl ine  undergone by 



B i n  t h e  above example. Nor need it.  Given a discriminated change 
1 

i n  reinforcement, "behavior simply r e d i s t r i b u t e s  i t s e l f  so  a s  t o  re- 

e s t a b l i s h  matching" (Herrnstein, 1979, p. 493). W e  may theref  o r e  

surmise ( a t  l e a s t  i n  way of a  hypothesis) t h a t  t h e  changes i n  response 

frequencies observed i n  ex t inc t ion  r e f l e c t  s u b s t a n t i a l l y  nothing more 

o r  less than t h e  fundamental p red i l ec t ion  t o  a l l o c a t e  and re-a l locate  

behavior i n  proport ion t o  i ts  associa ted  r e l a t i v e  reinforcement. 

It may be tempting t o  conclude t h a t  the  matching p r i n c i p l e  t r e a t s  

e x t i n c t i o n  a s  simply another case of acqu i s i t ion .  Such is no t  e n t i r e l y  

the  case,  however, f o r  from the  perspect ive  of t h a t  p r i n c i p l e ,  whether 

an experimental procedure is  t o  be i d e n t i f i e d  a s  a c q u i s i t i o n  o r  

e x t i n c t i o n  is  determined e n t i r e l y  by the  experimenter 's choice of a  

t a r g e t  response. I n  t h e  case above (where reinforcement was omitted 

f o r  B ) i f ,  r a t h e r  than B one of t h e  B s had been s e l e c t e d  a s  t h e  
1 1 ' e 

t a r g e t  response,  t h e  procedure would have been i d e n t i f i e d  a s  acquisi-  

t ion ,  no t  ext inct ion.  Although t h e  procedure i n  ques t ion r e s u l t e d  i n  

a decrement i n  t h e  frequency of B t h e  var ious  B s increased i n  f re-  
1 ' e 

quency. The upshot of a l l  of t h i s  is t h a t  a c q u i s i t i o n  and e x t i n c t i o n  

a r e  not ,  i n  theory,  fundamental and mutually exclus ive  behaviora l  

processes.  They a r e ,  r a t h e r ,  two experimenter-dependent f a c e t s  of 

e s s e n t i a l l y  t h e  same experimental scenar io ,  namely, response a l l o c a t i o n  

a s  guided by t h e  matching pr inciple .  
3 

Theore t i ca l  s t a t u s  

According t o  t h e  foregoing ana lys i s ,  a c q u i s i t i o n  and ex t inc t ion  

a r e  l i t t l e  more than experimental procedures f o r  s h i f t i n g  behavior 



back and f o r t h  between experimenter-defined and undefined response 

c a t e g o r i e s .  I n  e i t h e r  case ,  observed changes i n  t h e  a l l o c a t i o n  of 

responses  are y ie lded  s o l e l y  by changes i n  t h e  r e l a t i v e  reinforcement 

va lues  a s s o c i a t e d  wi th  t h e  va r ious  responses.  

More gene ra l ly ,  t he  foregoing a n a l y s i s  e s t a b l i s h e s  a t h e o r e t i c a l  

s u p e r s t r u c t u r e  w i th in  which organisms may b e  presumed t o  be working 

when i n t e r a c t i n g  wi th  t h e  p a r t i c u l a r s  of  a c q u i s i t i o n  and e x t i n c t i o n  

procedures .  I n  casua l  language, i t  t e l l s  u s  what t h e  experimental  

s u b j e c t  i s  doing, o r  t r y i n g  t o  do, when coping w i t h  t h e  ex igencies  of  

such procedures .  However, t h e  matching p r i n c i p l e  i s  n o t ,  i n  any 

orthodox sense ,  a theory o f  e x t i n c t i o n  f o r  by i m p l i c a t i o n  it ques t ions  

t h e  ve ry  e x i s t e n c e  of e x t i n c t i o n  as a s e p a r a t e  and d i s t i n c t  process .  

Having a r t i c u l a t e d  t h i s  noteworthy q u a l i f i c a t i o n ,  we may never- 

t h e l e s s  d i s c u s s  t h e  r e l a t i o n s h i p  of  t h e  foregoing  matching-based 
* 

i n t e r p r e t a t i o n  of e x t i n c t i o n  ( h e r e a f t e r  r e f e r r e d  t o  as response re- 

a l l o c a t i o n  theory)  t o  so-ca l led  i n t e r f e r e n c e  t h e o r i e s  of e x t i n c t i o n .  

According t o  Mackintosh (1974, p. 4 l 0 ) ,  i n t e r f e r e n c e  t h e o r i e s  a r e  t hose  

which p o s i t  t h a t  " e x t i n c t i o n  e s t a b l i s h e s  some s e t  o f  responses whose 

occurrence  competes w i th ,  and even tua l ly  p reven t s  t h e  appearance o f ,  

t h e  o r i g i n a l l y  r e in fo rced  response." A s  Tarpy and Mayer (1978, p. 127) 

have r e c e n t l y  poin ted  ou t ,  t h e o r i e s  of  t h i s  s o r t  have  a g r e a t  d e a l  of 

appea l  because  i t  is  c l e a r  t h a t  s u b j e c t s  indeed do engage i n  o t h e r  

behav io r s  dur ing  e x t i n c t i o n  (e .g . ,  Bindra,  1961; Jones  and Bridges,  

1966) and because,  when s u b j e c t s  e x p l i c i t l y  do n o t  perform a l t e r n a t i v e  

behav io r s  dur ing  e x t i n c t i o n ,  t h e  r a t e  of d e c l i n e  o f  t h e  t a r g e t  response 

is  diminished (e.g. ,  Davenport, 1964).  



Of course, the  mere appearance of new responses during the ex- 

t i nc t i on  of a t a r g e t  response is  not proof t h a t  such responses compete 

with and eventually displace t ha t  response. Clearly,  the  appearance 

of such responses could be a r e s u l t  of t he  ex t inc t ion  of the  t a rge t  

response r a the r  than i ts  cause (Mackintosh, 1974, p. 411). Proponents 

of in te r fe rence  theor ies  must demonstrate t h a t  the re  indeed i s  such a 

causal  re la t ionsh ip .  And, moreover, they must explain where the 

competing responses come from and why they become s t rong enough during 

ex t inc t ion  t o  compete with and displace  the  t a r g e t  response (Mackintosh, 

1974, p. 412). A s  Mackintosh (1974, p. 412) points  out below, c lass i -  

c a l  in te r fe rence  t heo r i s t s  were notably unsuccessful i n  accomplishing 

these aims. 

It i s  not a t  a l l  c l ea r  t ha t  the  theor ies  advanced 
by Guthrie (1935) and Wendt (1936) succeed i n  doing t h i s ,  
and Guthrie (1935, pp. 69-70) was w i l l i ng  t o  accept t h a t  
t he  o r ig ina l  response might have t o  be f i r s t  inh ib i ted  
before  the competing response could be securely established.  
Even then, i t  is not c l ea r  what process is  responsible 
f o r  t he  l a t e r  establishment of the  competing response, 
unless i t  is simply a dominant response i n  the  experimental 
s i t u a t i o n  t h a t  was suppressed by the  appearance of the CR 
o r  instrumental  response during i n i t i a l  acquis i t ion.  

Perhaps because of these d i f f i c u l t i e s ,  f r u s t r a t i o n  theory (Amel, 

1958, 1967) is now the only ser iously  accepted in te r fe rence  theory of 

ex t inc t ion  (Mackintosh, 1974, p. 413; Tarpy and Mayer, 1978, p. 127). 

According t o  f ru s t r a t i on  theory, subjects  come t o  expect reinforcement 

during acquis i t ion .  The subsequent omission of reinforcement i n  the  

presence of t ha t  expectation r e s u l t s  i n  f r u s t r a t i o n  (and f r u s t r a t i v e  

behavior) and a host  of escape and avoidance behaviors which a r e  

reinforced by f ru s t r a t i on  reduction (Tarpy and Mayer, 1978, p. 127). 



These behaviors  a r e  s a i d  t o  compete wi th  and d i sp lace  the  o r i g i n a l l y  

r e in fo rced  response ( ~ a c k i n t o s h ,  1974, p. 413). 

Although not  f u l l y  successful  a s  a theory of  ex t inc t ion  (see, 

e. g. , Tarpy and Mayer, 1978, pp. 135-136) , f r u s t r a t i o n  theory succeeds 

i n  formally accounting f o r  the  o r i g i n a l  o r  i n i t i a l  s t r e n g t h  of 

p o t e n t i a l l y  competing responses. However, because f r u s t r a t i o n  i s  only 

a t r a n s i t o r y  phenomenon (cf .  Mackintosh, 1974, p. 413), f r u s t r a t i o n  

theory cannot r ead i ly  account f o r  the  more permanent cessa t ion  of 

responding rout ine ly  produced by e x t i n c t i o n  procedures. 

The present  account of ex t inc t ion ,  response re-a l locat ion  theory, 

a l s o  accounts  f o r  the  o r i g i n  and s t r e n g t h  of  p o t e n t i a l l y  competing 

responses;  they a r e  the  var ious  B s (nontarget  responses) which a r e  
e 

assoc ia ted  with R (background reinforcement) i n  equation (4). 
e 

Although t h e  value R is  a p t  t o  be  r e l a t i v e l y  smal l  during acqu i s i t ion ,  
e 

i t  must assume a r e l a t i v e l y  l a r g e  value  when reinforcement i s  omitted 

f o r  B the  t a r g e t  response. Hence, the  var ious  B s must increase  i n  
1 ' e 

frequency up t o  the  point  where the  increments undergone by them 

counterbalance the  decrement undergone by t h e  t a r g e t  response. More- 

over,  un l ike  c l a s s i c a l  i n t e r f e r e n c e  theory (e.g., Guthrie,  1935), t h e  

process responsib le  f o r  the  establishment of t h e  p u t a t i v e  competing 

responses is  c l e a r l y  a r t i c u l a t e d  i n  t h e  p resen t  account; i t  is  response 

a l l o c a t i o n  o r  matching. 

Although response re -a l loca t ion  theory r e a d i l y  s a t i s f i e s  the 

t h e o r e t i c a l  requirements ou t l ined  above, it is never the less  mistaken 

t o  conceive of i t  as  an i n t e r f e r e n c e  theory. To be su re ,  the present  

account c l e a r l y  p r e d i c t s  an increment i n  t h e  frequency of nontarget  



responses during ext inct ion.  However, whether o r  not these responses 

physically compete with t he  t a rge t  response is of l i t t l e  o r  no conse- 

quence. From t h e  perspective of response re-al location theory, the  

frequency changes observed i n  t a r g e t  and nontarget responses over the  

course of ex t inc t ion  r e s u l t  from the  change i n  r e l a t i v e  reinforcement 

values a r i s i n g  from the  ex t inc t ion  operation, and nothing more. 

How, then, is the present account t o  be characterized? As noted 

above, response re-a l locat ion theory is  not a theory of ext inct ion i n  

any ordinary sense and indeed, whether o r  not it const i tu tes  a complete 

a l t e rna t i ve  t o  such theor ies  remahs  t o  be seen. I n  succinct  language, 

the  present account, i f  t rue ,  spec i f i es  when and t o  what extent  an 

organism i n  a pa r t i cu l a r  environment i s  in te res ted  i n  in te rac t tng  with 

an a l t e rna t i ve  and why, when t ha t  environment changes, it may be no 

longer in te res ted .  A s  such, i t  i s  simply a motivational account of 

response a l loca t ion  and re-allocation brought t o  bear on the  data of 

experimental extinction.  

Matching and res i s tance  t o  ext inct ion 

It was argued i n  the  previous sec t ion  tha t  a theore t ica l  account 

of experimental ex t inc t ion  is formally en ta i l ed  i n  the  matching pr inciple .  

,Like theor ies  t ha t  have gone before  i t  (e.g., Pavlov, 1927; Guthrie, . 

1935; Hull, 1943), t ha t  theory attempts to  concisely a r t i c u l a t e  t he  

e s sen t i a l  o r  fundamental nature  of ext inct ion.  Such theor ies  aim t o  

d e t a i l  the processes o r  mechanisms t h a t  a r e  presumably a t  work when a 

response undergoes a decl ine  i n  ext inct ion.  However, such theor ies  have 



not rout inely  shed l i g h t  on the  f a c t  t ha t  subjects  take more o r  l e s s  

time t o  achieve ex t inc t ion  c r i t e r i a  and t ha t ,  most par t i cu la r ly ,  sub- 

j e c t s  under some experimental conditions evidence a tendency t o  r e s i s t  

the  response-decrementing e f f e c t  of nonreinforcement. 

The plan of a t t a ck  of t h i s  sect ion is t o  show f i r s t  how the  

matching-based account of ext inct ion sketched i n  the  previous sec t ion  

may be conceptually brought t o  bear on res i s tance  t o  ext inct ion e f f e c t s  

and then demonstrate how i t  might plausibly account f o r  res i s tance  t o  

ext inct ion data.  The present account w i l l  then be b r i e f l y  contras ted 

with two prominent theor ies  of ext inct ion,  Amsel's (e.g., 1962) frus-  

t r a t i o n  theory and Capaldi's (e.g., 1971) sequential  a f t e r e f f e c t s  theory. 

R and res i s tance  t o  ex t inc t ion  - 

According t o  the  above matching-based account of ext inct ion,  

ext inct ion may b e  viewed a s  an instance of response re-al location guided 

by the  matching pr inciple .  The ext inct ion operation may therefore  be 

regarded as one of a number of procedures which change the r e l a t i v e  

reinforcement values associa ted with the t a rge t  and nontarget responses 

occurring i n  the  experimental s e t t i ng .  As a r e s u l t  of t h i s  change i n  

value, t he  various responses a r e  presumed t o  r ed i s t r i bu t e  themselves so  

as  t o  re-es tabl ish  t he  matching re la t ion.  Hence, the  changes i n  response 

frequencies observed i n  ex t inc t ion  occur because of subjects '  tendencies 

t o  maintain a re la t ionsh ip  between response a l locat ion across  ava i lab le  

a l t e rna t i ve s  and t he  r e l a t i v e  reinforcement values associated with each. 

A d i s t i n c t i v e  f ea tu r e  of the  matching pr inciple  is the  R para- 
e 

meter which, a s  noted e a r l i e r ,  enumerates a l l  sources of reinforcement 



not y ie lded  by t h e  t a r g e t  response ( i . e . ,  background reinforcement). - 

It i s  t h i s  source  of reinforcement which c h i e f l y  motivates response 

re -a l loca t ion  during extinct ion.  Indeed, i n  t h e  absence of background 

reinforcement, ex t inc t ion  could not  occur; t h e  t a r g e t  response would 

resist e x t i n c t i o n  indef in i t e ly .  
4 

The var ious  sources which make up R may be p o s i t i v e  o r  negative. 
e 

For example, i f  i t  could be shown t h a t  a r ap id  diminution i n  r a t e  of 

reinforcement produces an aversive s t a t e  (e.g., f r u s t r a t i o n )  which 

could subsequently be  avoided by engaging i n  t h i s  o r  t h a t  a l t e r n a t i v e  

behavior, i ts  e f f e c t  on behavior would b e  regarded a s  negative and i t  

would be q u a n t i f i e d  a s  R . 
e 

Given t h a t  ex t inc t ion  may be viewed a s  an ins tance  of response 

re-a l locat ion,  what determines the r a t e  a t  which the  process takes 

place? According t o  the  account of e x t i n c t i o n  advanced here in ,  i t  i s  

the  s i z e  of R . O r ,  more s p e c i f i c a l l y ,  it  i s  t h e  s i z e  of R r e l a t i v e  
e 

t o  t h e  d e t e r i o r a t i n g  value of the  t a r g e t  response. According t o  the  

present  account,  i t  is only i n  the  presence of some nonzero value of 

R t h a t  a dec l ine  i n  t h e  absolute value of the  t a r g e t  response can 
e 

r e s u l t  i n  a dec l ine  i n  the  frequency of t h a t  response, and it is  only 

wi th  re fe rence  t o  the  r e l a t i v e  value of R t h a t  response re-al location 
e 

more o r  less rap id ly  proceeds. For any given response and t r a i n i n g  

procedure, r e s i s t a n c e  t o  ex t inc t ion  would the re fo re  be genera l ly  

expected t o  diminish a s  R assumed l a r g e r  values and increase  a s  it  
e 

approached zero. 

As  ou t l ined  above, the  present  account imagines t h a t  subjects  

i n  a n  e x t i n c t i o n  procedure a r e  cont inual ly  s t r i v i n g  t o  read jus t  



response frequencies t o  match the  decl in ing r e l a t i v e  value of the  

t a r g e t  response and the  esca la t ing  r e l a t i v e  va lues  of the  R -yielding 
e 

nontarget  responses. Factors  a f f e c t i n g  t h e  absolute  value o r  s t r eng th  

of the  t a r g e t  response may the re fo re  b e  expected t o  a f f e c t  r e s i s t a n c e  

t o  ex t inc t ion .  Hence, high d r ive  l e v e l s  and l a r g e  magnitudes of 

reinforcement would o rd ina r i ly  be  expected t o  enhance res i s t ance  t o  

e x t i n c t i o n  and, wi th  notable exception,  they do (see  Tarpy, 1975, p. 

144; Tarpy and Mayer, 1978, p. 131). 
5 

An assumption i m p l i c i t  i n  t h e  foregoing account is  t h a t  the  

changes co inc iden ta l  with an e x t i n c t i o n  opera t ion  a r e  f a i r l y  quickly 

d iscr iminated  by t h e  subject,  However, t h i s  i s  a s a f e  assumption only 

i n  the  case  of sub jec t s  previously t r a i n e d  on schedules of continuous 

reinforcement. Subjects  previously t r a i n e d  on schedules of i n t e r -  

m i t t e n t  reinforcement may f a i l  t o  d iscr iminate  the  ex t inc t ion  opera t ion  

f o r  some time following i t s  implementation (Millenson, 1967, p. 153). 

This f a c t  i s  of s ign i f i cance  h e r e  because matching occurs with r e spec t  

t o  d iscr iminated  reinforcement r a t e s  (Herrnstein,  1974, p. 160, 1979, 

p. 493) . That i s ,  i t  i s  presupposed t h a t  t h e  sub jec t  "knows" t h a t  the  

t a r g e t  response y i e l d s  t h i s  o r  t h a t  quan t i ty  of reinforcement and t h i s  

c l e a r l y  may n o t  be  the  case s h o r t l y  following an  abrupt,  unsignalled 

change i n  reinforcement, e s p e c i a l l y  a f t e r  t r a i n i n g  on a schedule of 

i n t e r m i t t e n t  reinforcement. Af te r  having been t r a ined  on, say ,  a  

f ixed- ra t io  50 schedule of reinforcement, a  s u b j e c t  cannot begin t o  

d iscr iminate  a  change t o  a  l eaner  schedule,  o r  t o  ex t inc t ion ,  u n t i l  

t he  unreinforced occurrence of the  50th response. It must the re fo re  

b e  assumed t h a t  the  schedule previously i n  e f f e c t  continues t o  guide 



behavior  u n t i l  such a change is  a t  l e a s t  p a r t l y  d iscerned  by t h e  

sub jec t .  

The upshot of a l l  o f  t h i s  is  simply t h a t ,  even though an  i n t e r -  

m i t t e n t l y  r e in fo rced  response may b e  of r e l a t i v e l y  less i n h e r e n t  va lue  

than  one r e i n f o r c e d  cont inuously,  i t  may under some cond i t i ons  p e r s i s t  

longer  i n  e x t i n c t i o n .  Indeed, t h e r e  i s  ample evidence t h a t  they 

r o u t i n e l y  do ( see ,  e .g . ,  Mackintosh, 1974, pp. 434-435). One can 

neve r the l e s s  imagine R va lues  s o  l a r g e  t h a t  an i n t e r m i t t e n t l y  r e in -  
e 

forced  response  would ex t inguish  very  r a p i d l y  indeed due, n o t  s o  much 

t o  d i s c r i m i n a t i o n  of t h e  e x t i n c t i o n  ope ra t ion  b u t  t o  l a c k  of i n t e r e s t  

i n  t h e  t a r g e t  response. This ,  of course ,  assumes t h a t  t h e  foregoing  

R va lue  i s  n o t  s o  l a r g e  t h a t  i n i t i a l  condi t ion ing  of  t h e  t a r g e t  
e 

response i s  impaired o r  precluded.  And t h i s ,  s u r e l y ,  i s  a cons ide ra t ion  

n o t  wi thout  t h e o r e t i c a l  s i g n i f i c a n c e ,  f o r  i n  a  m i l i e u  r i c h  i n  v i a b l e  

a l t e r n a t i v e s ,  a n  in f r equen t ly  r e i n f o r c e d  a l t e r n a t i v e  would b e  of 

6 r e l a t i v e l y  l i t t l e  va lue  according t o  t h e  matching p r i n c i p l e  (c . f .  

H e r m s t e i n ,  1970, p. 392; de Vil l iers  and H e r m s t e i n ,  1976, p. 1133).  

However, due i n  l a r g e  p a r t  t o  t h e  e f f i c i e n c y  of l e a r n i n g  labora-  

t o r y  procedures ,  R i s  usua l ly  r a t h e r  smal l  i n  va lue  r e l a t i v e  t o  t h e  
e  

l e v e l s  of programmed reinforcement  normally y i e lded  by t a r g e t  responses 

i n  i n s t rumen ta l  condi t ion ing  experiments.  Ext inc t ion  d a t a  i n  p a r t i c u l a r  

i s  v i r t u a l l y  always gathered i n  a con tex t  of exceedingly sma l l  Re 

values.  And t h i s ,  a s  we s h a l l  see below, has imp l i ca t ions  f o r  t h e  

g e n e r a l i t y  of  t h e  so-ca l led  par t ia l - re inforcement  e f f e c t .  



The part ial-reinforcement e f f e c t  

A s  suggested above, in te rmi t t en t ly  reinforced t r a i n i n g  r e s u l t s  

i n  g r e a t e r  subsequent r es i s t ance  t o  ex t inc t ion  than t h a t  engendered 

by continuously reinforced t r a i n i n g ,  a f inding widely known a s  t h e  

pa r t i a l - re in f  orcement ef f e c t  (PRE) (Tarpy and Mayer, 1978, p. 130). 

As Mackintosh (1974, p. 435) has  noted, t h e  e f f e c t  of i n t e r m i t t e n t  

reinforcement on ex t inc t ion  "is wel l  e s tab l i shed ,  usual ly  s u b s t a n t i a l  

and occurs over a r e l a t i v e l y  wide range of conditions." According t o  

Marx (1969, p. 64), the  PRE "is one of the  most robust  r e s u l t s  i n  

instrumental  conditioning." 

Skinner (1938) and Humphreys (1939) were among t h e  f i r s t  t o  

experimentally observe t h e  PRE which, a s  Kimble (1961, p. 287) has  

pointed o u t ,  was then regarded a s  paradoxical because it was incon- 

s i s t e n t  wi th  commonly he ld  assumptions concerning the  r e l a t i o n s h i p  of 

reinforcement t o  response s t rength .  In te rmi t t en t  reinforcement should, 

i t  was assumed, r e s u l t  i n  weaker conditioning and therefore ,  lower 

res i s t ance  t o  ext inct ion.  

A number of f ac to r s  con t r ibu te  t o  the  PRE. For example, the  PRE 

is an inc reas ing  function of reinforcement magnitude, t r a i n i n g  l e v e l ,  

and l e v e l  of d r i v e  (Tarpy, 1975, pp. 152-153). However, the  most 

extens ively  s tud ied  f a c t o r  a f f e c t i n g  the  PRE i s  the  schedule of rein-  

forcement on which t h e  t a r g e t  response i s  i n i t i a l l y  t r a i n e d  (Mackintosh, 

1974, p. 434). According t o  Tarpy (1975, p. 152), t h e  foremost f a c t o r  

inf luencing t h e  PRE i s  t h e  percentage of re inforced responses i n  p r i o r  

a c q u i s i t i o n  t r a in ing ,  wi th  res i s t ance  t o  ex t inc t ion  genera l ly  being 

inverse ly  r e l a t e d  t o  percentage of reinforcement. This is c l e a r l y  no t  



universal ly  the  case, however, f o r  some researchers (e.g., Bacon, 1962; 

Coughlin, 1970) have found tha t  res i s tance  t o  ex t inc t ion  was an 

inverted U-shaped function of percentage of reinforcement, with the 

leaner  percentages f a i l i ng  to  support a robust PRE. 

Many theor ies  have been advanced t o  explain the  PRE. Of those, 

most have died a na tura l  death due t o  one o r  another c r i t i c a l  deficiency 

o r  flaw (Mackintosh, 1974, p. 436). Only two theor ies  of t he  PRE now 

receive major a t t en t i on  (Tarpy and Mayer, 1978, p. 133). These a r e  

Amsel's (1962, 1967) f rus t ra t ion  theory and Capaldi 's (1966, 1971) 

sequent ia l  a f t e r e f f ec t s  theory. ~ a p a l d i ' s  is c l ea r ly  t he  more widely 

accepted of the  two (Mackintosh, 1974, p. 466; Tarpy and Mayer, 1978, 

p. 136). 

According t o  Tarpy and Mayer (1978, p. 136) the  b a s i c  concepts 

invoked by these  two theories a r e  nearly i den t i ca l .  Both place  con- 

s iderab le  emphasis on the  discriminative r o l e  given nonreinforcement 

by in te rmi t ten t ly  reinforced t ra in ing .  I n  Amsel's theory,  the  occur- 

rence of unreinforced responses i n  t ra in ing  produce f r u s t r a t i o n ,  the 

discriminative propert ies of which form par t  of the  st imulus complex 

i n  which a subsequent response occurs and is  reinforced.  Hence, 

f r u s t r a t i o n  becomes simply one of the  events which evokes t he  t a rge t  

response. The repeated occurrence of unreinforced responses i n  

ex t inc t ion  simply introduces an event ( f ru s t r a t i on )  which, due t o  

in te rmi t ten t ly  reinforced t ra ining,  increases t h e  p robabi l i ty  of the 

t a rge t  response. Thus, res is tance t o  ex t inc t ion  is enhanced. 

I n  Capaldi 's theory, responses a r e  presumed t o  have one of two 

d i s t i n c t i v e  a f t e r e f f ec t s  depending on whether they a r e  re inforced 



("R" a f t e r e f f e c t s )  o r  not ("Nu a f t e r e f f e c t s ) .  These a f t e r e f f e c t s ,  

which, i n  contras t  t o  Amsel's theory a r e  assumed t o  be  nonemotional 

i n  na tu re ,  p e r s i s t  through time via memory and subsequently form p a r t  

of t h e  st imulus complex i n  which a response is eventually reinforced.  

With respect  t o  t h e  e f f e c t s  of i n t e r m i t t e n t l y  re inforced t r a i n i n g  on 

e x t i n c t i o n ,  Capaldi notes t h a t  such t r a i n i n g  repeatedly exposes sub- 

j e c t s  t o  "N-R t rans i t ions" ,  t r a n s i t i o n s  from one o r  more unreinforced 

response t o  a reinforced response. Such t r a n s i t i o n s  guarantee t h a t  

t h e  a f t e r e f f e c t s  coincidental  with nonreinforcement w i l l  acquire 

d iscr iminat ive  control  over the  t a r g e t  response. The occurrence of 

unreinforced responses i n  e x t i n c t i o n  the re fo re  introduces events (N 

a f t e r e f f e c t s )  which increase  the  p r o b a b i l i t y  of the  t a r g e t  response, 

thus  enhancing res i s t ance  t o  ex t inc t ion .  

Capaldi 's is a genera l i za t ion  decrement theory of ext inct ion.  It 

p o s i t s  t h a t  subjects  w i l l  continue t o  respond i n  ex t inc t ion  t o  the  

ex ten t  t h a t  the  conditions experienced i n  ex t inc t ion  a r e  s i m i l a r  t o  

those  encountered i n  acqu i s i t ion .  And, according t o  Capaldi 's theory, 

responses eventually undergo a dec l ine  i n  ext inct iof i  because of the  

genera l i za t ion  decrement a r i s i n g  out  of the  omission of a  foca l ly  

important aspect  of acqu i s i t ion  t r a i n i n g ,  t h e  re in fo rc ing  event. 

Hence, f o r  Capaldi, t e s t i n g  f o r  r e s i s t a n c e  t o  ex t inc t ion  i s  formally 

s i m i l a r  t o  t e s t i n g  f o r  s t imulus genera l i za t ion  (Hilgard and Bower, 

Rela t ionship  t o  response re-a l locat ion theory 

Although Capaldi's sequen t ia l  a f t e r e f f e c t s  theory is t h e  most 



widely accepted of t h e  two foregoing theor ies  (Tarpy and Mayer, 1978, 

p. 136), the re  can be l i t t l e  ques t ion t h a t  both f r u s t r a t i o n  and gen- 

e r a l i z a t i o n  decrement play some r o l e  i n  determining t h e  r a t e  a t  which 

an i n t e r m i t t e n t l y  reinforced response subsequently extinguishes.  How- 

ever,  the  quest ion i s ,  under what condit ions do they play .determining 

ro les  and t o  what extent  a r e  those r o l e s  cen t ra l  i n  accounting f o r  t h e  

PRE? I n  and of i t s e l f ,  f r u s t r a t i o n ,  as  a  t r a n s i t o r y  emotional 

phenomenon, can play no s u b s t a n t i a l  r o l e  i n  explaining the  permanent 

e f f e c t s  of an ex t inc t ion  procedure ( see  Mackintosh, 1974, pp. 413-414). 

In  con t ras t ,  i t  i s  d i f f i c u l t  t o  imagine the genera l iza t ion decrement 

a r i s i n g  from the  omission of reinforcement not playing a s i g n i f i c a n t  

ro le .  However, genera l iza t ion decrement c l e a r l y  cannot, by i t s e l f ,  

f u l l y  expla in  the response-decrementing e f f e c t s  of an ex t inc t ion  proce- 

dure, f o r  when genera l iza t ion decrement is  precluded by scheduling 

response-independent r e i n f o r c e r s  i n  ex t inc t ion ,  responses never theless  

undergo a decl ine  (Mackintosh, 1974, pp. 408-409). 

General izat ion decrement t h e o r i e s  such a s  Capaldi 's may be cogent 

explanations of why s u b j e c t s  f a i l  t o  c l e a r l y  d iscr iminate  t h e  t r ans i -  

t i o n  from maintained responding t o  ex t inc t ion ,  e spec ia l ly  following 

i n t e r m i t t e n t l y  re inforced t r a in ing .  They do no t ,  however, expla in  why 

and t o  what ex ten t  a  sub jec t  is  i n t e r e s t e d  i n  i n t e r a c t i n g  wi th  an 

a l t e r n a t i v e  and why and t o  what e x t e n t  t h a t  i n t e r e s t  diminishes i n  

ext inct ion.  I n  con t ras t ,  i t  i s  p rec i se ly  these i s sues  t h a t  t h e  theory 

advanced he re in ,  response re -a l loca t ion  theory, foca l ly  addresses.  

Although the  foregoing t h e o r i e s  s e e m  to  coexis t  n ice ly  - and 

indeed, may compliment each o t h e r  t o  some extent  - only response 



re-a l locat ion theory has s ign i f ican t  implications fo r  the  general i ty  

of t h e  PRE. A s  noted previously, i n  an environment r i ch  i n  viable  

a l t e rna t i ve s ,  an infrequently reinforced response would not  be expected 

t o  a t t a i n  a s i gn i f i c an t  frequency t o  begin with. Moreover, having fo r  

whatever reason a t ta ined such a frequency, t ha t  response would be 

expected t o  extinguish r e l a t i ve ly  rapidly i f  the l e v e l  of background 

reinforcement was substant ia l .  

A s im i l a r  posi t ion has been taken by Burstein (1976). He pointed 

out tha t ,  i n  every case where t he  PRE has been demonstrated, the  experi- 

mental sub jec t ' s  behavioral reper to i re  was i n  some sense r e s t r i c t ed .  

In  Burstein 's  view, the  PRE i s  cen t ra l ly  dependent upon the  absence of 

v iab le  a l t e rna t i ve s .  A consequence of t h i s  posi t ion is tha t ,  t o  the 

extent  t h a t  i t  is  t rue  t ha t  organisms i n  na tura l  s e t t i n g s  v i r t u a l l y  

always have a l t e rna t ives  avai lable  t o  them, t he  PRE i s  confined t o  un- 

representa t ive  s i t ua t i ons  and may indeed be  l i t t l e  more than an a r t i -  

f a c t  of l ea rn ing  laboratory procedures, not  a "natural ,  robust and 

pervasive e f f e c t  of intermittentreinforcement" (Burstein, 1976, p. 501). 

The s i m i l a r i t y  between Burstein 's  pos i t ion  on the  PRE and response 

re-a l locat ion theory is straightforward. Both views acknowledge the  

importance of a l t e rna t i ve  behaviors - o r  ra ther ,  t he  lack thereof - 

i n  t h e  determination of t he  PRE. Response re-al location theory goes 

on t o  emphasize the  c ruc ia l  importance of the  r e l a t i v e  reinforcement 

associated with those a l t e rna t ives ,  a  f ac to r  Burstein does not  s t r e s s .  

. The previous sect ion was concluded with t he  reminder t ha t  

response re-a l locat ion theory is  not ,  i n  any conventional sense, a 

theory of ext inct ion.  Neither may i t  be a complete t heo re t i c a l  account 



of ex t inc t ion .  According t o  t h a t  theory, organisms s t r i v e  t o  d i s t r i -  

bute  t h e i r  responses among a v a i l a b l e  a l t e r n a t i v e s  i n  proport ion t o  the  

reinforcements a r i s i n g  from them within the  l i m i t s  of t h e i r  a b i l i t y  t o  

d iscr iminate  reinforcement r a t e s  and changes i n  reinforcement r a t e s .  

I f  organisms always promptly and accurately discriminated changes i n  

reinforcement r a t e s  response re-a l locat ion theory would, i n  p r i n c i p l e ,  

completely account f o r  ex t inc t ion  data.  Clearly,  however, p r i o r  t r a in -  

ing  on schedules of i n t e r m i t t e n t  reinforcement usual ly  makes quick 

discrimination of a subsequent change (e  .g. , ex t inc t ion)  very d i f f i c u l t  

indeed. Hence, response re-a l locat ion theory complements analyses 

which expla in  why, under some condit ions,  organisms do not  s w i f t l y  

and e f f e c t i v e l y  d iscr iminate  t h e  changes i n  reinforcement assoc ia ted  

with the  ex t inc t ion  operat ion.  It cannot, a s  p resen t ly  cons t i tu ted ,  

replace them. By t h e  same token, such theor ies  a r e  not  themselves 

complete, f o r  they a r e  i n  l a r g e  p a r t  s i l e n t  about t h e  motivational  

b a s i s  of response a l loca t ion .  

Summary and conclusion 

According t o  the  matching-based account of e x t i n c t i o n  advanced 

here in ,  t h e  changes i n  response frequencies observed i n  e x t i n c t i o n  a r e  

products of a process of response re-al location.  According t o  t h i s  

account, responses a r e  divided between t a r g e t  and nontarget  response 

ca tegor ies  i n  order t o  achieve o r  maintain t h e  matching r e l a t i o n s h i p  

and, i n  t h e  face  of a change i n  the  d i s t r i b u t i o n  of reinforcements, 

a r e  re -a l loca ted  i n  order t o  re-es tabl ish  o r  preserve t h a t  r e la t ionsh ip .  



Furthermore, as  spec i f i c  instances of response re-al location,  acquisi- 

t i on  and ext inct ion a re ,  i n  t h e i r  pures t  d i s t i l l a t i o n s ,  merely two 

s ides  of the  same coin, not d i s t i n c t  and unique processes requiring 

separate  explanation. 

With respect t o  res i s tance  t o  ext inct ion,  the  present account 

implies t h a t  responses w i l l  tenaciously carry  on i n  the  face  of non- 

reinforcement i f  the r e l a t i v e  value of R "background" reinforcement, 
e ' 

is meager. I f  the r e l a t i v e  value of R is  subs tan t ia l ,  as  i t  probably 
e 

i s  i n  most na tura l  s e t t i ngs ,  res i s tance  t o  ext inct ion would be expected 

t o  be  modest. However, because response re-al location takes place with 

respect  t o  discriminated changes i n  reinforcement, t r a in ing  procedures 

which obfuscate such changes would be  expected t o  prolong ext inct ion.  

Thus, t r a in ing  on schedules of in te rmi t ten t  reinforcement increases 

res is tance t o  ext inct ion i n  standard laboratory s e t t i ngs .  

Schedules of in te rmi t ten t  reinforcement may therefore be presumed 

t o  fo s t e r  two fac tors  a f fec t ing  t he  tenaci ty  with which a subject  re- 

sists ext inct ion.  F i r s t ,  a s  i n t e rmi t t en t  reinforcement becomes pro- 

gressively leaner,  the subject  may be expected t o  be progressively l e s s  

in te res ted  i n  emitting the t a rge t  response i n  both acquis i t ion and 

subsequent ext inct ion.  Indeed, with some modicum of background rein- 

forcement and an exceedingly lean schedule of in te rmi t ten t  reinforcement, 

i t  may be impossible to  i n t e r e s t  the  subject  i n  t h e  t a rge t  response t o  

begin with. Secondly, however, given an in te res ted  subject ,  t r a in ing  

on in te rmi t ten t  schedules of reinforcement may be expected t o  make dis-  

crimination of a subsequent ex t inc t ion  operation d i f f i c u l t ,  thus 

impeding ext inct ion.  Response re-a l locat ion theory c lea r ly  addresses 



those processes affect ing t he  f i r s t  of t he  foregoing fac tors  while 

Capaldi's (e.g., 1971) sequent ia l  a f t e r e f f e c t s  theory addresses those 

fac tors  a f fec t ing  the  second. 

A s  an in te rpre ta t ion  of the  matching pr inc ip le ,  response re- 

a l loca t ion  theory es tabl ishes  a cogent, empirically rooted motivational 

framework within which the  data of instrumental  acquis i t ion and extinc- 

t i on  may be  ordered and ten ta t ive ly  understood. More par t i cu la r ly ,  it 

i s  a coherent and elegant, a l b e i t  possibly incomplete, account of 

ex t inc t ion  and resistance t o  ext inct ion.  But how does i t  bear up under 

experimental t e s t ?  It i s  toward t he  beginnings of such a t e s t  t h a t  

we now turn.  
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FOOTNOTES 

A s  Deluty (1977) has recently pointed out ,  the matching p r i n c i p l e  
is conceptually s i m i l a r  t o  severa l  o t h e r  models of condit ioning.  
With respec t  t o  t h e  formal proper t ies  of the  K parameter, t h e  matching 
p r i n c i p l e  i s  s i m i l a r  t o  the  Rescorla-Wagner model of c l a s s i c a l  con- 
d i t ioning.  Impl ic i t  i n  both is a "pie" assumption according t o  which 
the  quan t i ty  of behavior avai lable  f o r  condit ioning is  f ixed.  Hence, 
a s  t h e  quan t i ty  of behavior control led  by one s t imulus  inc reases ,  the 
quant i ty  of behavior control led by a l t e r n a t i v e  s t i m u l i  must commen- 
s u r a t e l y  decrease. Thus, the  s i z e  of the  behaviora l  p i e  remains 
invar ian t .  Because of t h i s  f ea tu re ,  the  matching p r i n c i p l e  i s  s imi la r  
t o  the  f i e l d  theory of instrumental behavior advanced by Schoenfeld 
and h i s  colleagues,  a s  a r t i c u l a t e d  below. 

W e  take  i t  a s  axiomatic t h a t  behavior is a con- 
t inuous stream ... The continuousness of behavior 

I1 means t h a t  t h e  organisms can be  thought of a s  always 
doing something," so t h a t  a t  any i n s t a n t  t h e  p r o b a b i l i t y  
of occurrence of the (response) R under observation,  o r  
P(R), is 1.00 minus the  p robab i l i ty  of occurrence of any 
response-other-than R... (Schoenfeld and Farmer, 1970, 
p. 222) 

Ext inct ion may therefore  be  regarded a s  a l i m i t i n g  case of reinforce-  
ment in termit tency and not  something d i s t i n c t i v e l y  d i f f e r e n t .  Indeed, 
it  could q u i t e  reasonably be  argued t h a t ,  no mat ter  how rigorous the  
e x t i n c t i o n  procedure, i t  is  impossible t o  e l iminate  a l l  of t h e  rein- 
forcement associa ted  with the  t a r g e t  response. I n  f a c t ,  e f f o r t s  t o  
e l iminate  a l l  sources of conditioned reinforcement during ex t inc t ion  
a r e  ra re .  Hence, ex t inc t ion  may be  b e t t e r  character ized a s  a change 
from one reinforcement schedule t o  another r a t h e r  than t o  no rein- 
forcement whatsoever. 

One could, of course, argue t h a t ,  whi le  e x t i n c t i o n  is  unquestionably 
an ins tance  of response re-al location,  i t  i s  never theless  dist inguish- 
able  from acqu i s i t ion  on the b a s i s  of the  emotions co inc iden ta l  with 
the  e x t i n c t i o n  operat ion.  Apart from t h e  ques t ionable  a d v i s a b i l i t y  of 
d iscr iminat ing between categories of behavior on the  b a s i s  of pre- 
sumed c o r r e l a t e d  experiences, i t  is not  c l e a r  t h a t  t h e  emotions s a i d  
t o  charac te r i ze  these  operat ional  ca tegor ies  i n  f a c t  c a r e f u l l y  do so. 
The emotions commonly i d e n t i f i e d  with ex t inc t ion  a l s o  occur i n  pro- 
cedures i n  which reinforcement i s  reduced b u t  not  e l iminated  o r  when 
responses a r e  both  reinforced and punished (cf .  Terrace, 1972). How- 
ever,  t h i s  is not  t o  dismiss the p o s s i b i l i t y  t h a t  an abrupt  s h i f t  i n  
t h e  d i s t r i b u t i o n  of reinforcements such a s  t h e  one produced by the  
e x t i n c t i o n  opera t ion creates  cor re la ted  changes i n  t h e  emotions f e l t .  
However, from t h e  present  perspective,  i t  must b e  borne i n  mind t h a t ,  
while t h e  t a r g e t  response undergoes a decrement i n  t h e  r e l a t i v e  



3 
continued . . . 
reinforcement y ie lded by it i n  ext inct ion,  the  various nontarget  
responses undergo increments i n  associated r e l a t i v e  reinforcement. 
Indeed, both  acqu i s i t ion  and ex t inc t ion  inev i t ab ly  involve incre-  
ments and decrements i n  r e l a t i v e  reinforcement i f  both t a r g e t  and 
nontarget  responses a r e  considered. Hence, whatever emotions a r e  
pos i ted  t o  charac te r i ze  acqu i s i t ion  o r  ex t inc t ion  may be presumed t o  
occur i n  both  procedures and exclusively typ i fy  ne i the r .  

4 
Needless t o  say,  it  is d i f f i c u l t  t o  imagine a s e t t i n g  t o t a l l y  devoid 
of background reinforcement, b u t  i f  such a s e t t i n g  ex i s t ed  - o r  were 
somehow s y n t h e t i c a l l y  produced - t a r g e t  responses es tab l i shed  the re in  
would b e  expected t o  subsequently r e s i s t  ex t inc t ion  without  l i m i t  
according t o  the  model of ex t inc t ion  proposed here in .  For although 
the  absolute  value of the  t a r g e t  response would unquestionably 
d e t e r i o r a t e  over the  course of ex t inc t ion  i n  such a s e t t i n g ,  i ts  
r e l a t i v e  value would not.  For c l e a r l y ,  desp i t e  the  decl in ing abso- 
l u t e  value  of t h e  t a r g e t  response, no point  could be reached a t  
whikh t h a t  response control led  anything l e s s  than a l l  of t h e  a v a i l a b l e  
( a l b e i t  meager and mostly conditioned) reinforcement. Hence, t h e  
sub jec t  would be  expected t o  continue t o  a l l o c a t e  i t s  behavior t o  
the  t a r g e t  response desp i t e  the  absence of programmed reinforcement. 

The present  account of ex t inc t ion  i s  not  conspicuously c o n s i s t e n t  
with t h e  f inding (Tarpy, 1975, pp. 141-142) t h a t  r e s i s t a n c e  t o  ex- 
t i n c t i o n  is  inverse ly  r e l a t e d  t o  magnitude of reinforcement following 
continuously re inforced t r a in ing .  However, t h i s  f inding i s  n e i t h e r  
demonstrably genera l  nor pervasive, As Mackintosh (1974, p. 427) 
has pointed out ,  "in s i t u a t i o n s  o ther  than t h e  a l l e y ,  with re inforce-  
ment o the r  than food and i n  species  o ther  than the  r a t  , ... t h e r e  is  
v i r t u a l l y  no evidence of an inverse  re la t ionsh ip  between magnitude 
of reinforcement and res i s t ance  t o  extinct ion."  

6 
I f  e s s e n t i a l l y  cor rec t ,  the  matching p r inc ip le  has  s i g n i f i c a n t  impli- 
ca t ions  f o r  the  v i a b i l i t y  and long-term workabil i ty of behavior 
modificat ion i n  n a t u r a l  s e t t i n g s  and i n  p a r t i c u l a r ,  the  use  t h e r e i n  
of i n t e r m i t t e n t  reinforcement contingencies. Clearly,  from t h e  
perspect ive  of t h e  matching p r inc ip le ,  whatever r e i n f o r c e r s  a behavior 
modifier arranges f o r  a person o r  persons i n  a n a t u r a l  s e t t i n g  w i l l  
take on motivational  s ign i f i cance  o r  no t  depending on t h e  context  of 
background reinforcement i n  which they a r e  presented. I f  t h e  l e v e l  of 
background reinforcement is s u b s t a n t i a l ,  t h e  reinforcement contin- 
gencies arranged by behavior modifiers may have only marginal e f f e c t s  
on behavior, o r  no e f f e c t s  a t  a l l .  O r ,  they may have the  des i red  
e f f e c t s  i n  control led  i n s t i t u t i o n a l  o r  c l i n i c a l  s e t t i n g s  (where t h e i r  
r e l a t i v e  value may be g rea t )  bu t  have no enduring e f f e c t s  i n  subse- 
quent uncontrolled n a t u r a l  s e t t i n g s  (where they may be of r e l a t i v e l y  
l i t t l e  value) .  
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CHAPTER I V  

THE EXPERIMENTS 

EXPERIMENT I 

INTRODUCTION 

The response enhancing e f f e c t  of  i n t e r m i t t e n t l y  r e in fo rced  

t r a i n i n g  on subsequent r e s i s t a n c e  t o  e x t i n c t i o n  is, on t h e  su r f ace ,  one 

of t h e  g r e a t  paradoxes of modern psychology, f o r  i t  seems t o  imply t h a t  

behaviora l  p e r s i s t e n c e  o r  t e n a c i t y  is  i n v e r s e l y  r e l a t e d  t o  r a t e  of pay- 

o f f  ( c f .  Tarpy and Mayer, 1978, p. 130).  However - and a s  maladapt ive 

a s  it may seem t o  b e  - t h e  empi r i ca l  r e a l i t y  of t h i s  e f f e c t  i s  exceed- 

i n g l y  we l l  corroborated (Mackintosh, 1974, p. 435). 

Within t h e  framework e s t a b l i s h e d  by response r e -a l loca t ion  theory ,  

t h e  robus t  r e s i s t a n c e  t o  e x t i n c t i o n  r e p o r t e d l y  r e s u l t i n g  from p r i o r  

i n t e r m i t t e n t l y  r e in fo rced  t r a i n i n g  i s  n e i t h e r  paradoxical  nor  p a r t i -  

c u l a r l y  puzzl ing.  According t o  t h a t  t heo ry ,  r e s i s t a n c e  t o  e x t i n c t i o n  

i s  inve r se ly  r e l a t e d  t o  t h e  l e v e l  o f  p r e v a i l i n g  background r e in fo rce -  

ment . , Re, a l l  reinforcement  - n o t  y i e lded  by t h e  t a r g e t  response) . 
And indeed, i t  is  only i n  t h e  context  of some nonzero va lue  of R t h a t  e 

a d e c l i n e  i n  t h e  abso lu t e  va lue  of a t a r g e t  response can r e s u l t  i n  a 

d e c l i n e  i n  t h e  frequency of t h a t  response.  Hence, i n  s e t t i n g s  v i r t u a l l y  

lack ing  i n  background re inforcement ,  a t a r g e t  response would be  

expected t o  evidence s u b s t a n t i a l  r e s i s t a n c e  t o  e x t i n c t i o n  whether o r  no t  

it was i n i t i a l l y  t r a i n e d  on a schedule  of i n t e r m i t t e n t  re inforcement .  

By t h e  same token, however, r e s i s t a n c e  t o  e x t i n c t i o n  would be  expected 

t o  be impaired i n  t h e  context  of some modicum of background r e in fo rce -  



ment, a f e a t u r e ,  presumably, of most n a t u r a l  environments. I f  sub- 

s t a n t i a t e d ,  t h i s  l a t t e r  imp l i ca t ion  of response  r e -a l loca t ion  theory 

would inpose  s e r i o u s  c o n s t r a i n t s  on t h e  g e n e r a l i t y  of t h e  repor ted  

i n v e r s e  r e l a t i o n s h i p  of percentage of reinforcement  i n  t r a i n i n g  t o  

subsequent r e s i s t a n c e  t o  e x t i n c t i o n .  

The purpose of t h e  experiment below i s  t o  examine the  e f f e c t s  

of R magnitude on e x t i n c t i o n  fol lowing i n t e r m i t t e n t l y  re inforced  
e 

t r a i n i n g  w i t h  an  eye t o  a s se s s ing  t h e  hypo thes i s  t h a t  r e s i s t a n c e  t o  

e x t i n c t i o n  i s  inve r se ly  r e l a t e d  t o  t h e  v a l u e  of R as predic ted  by 
e ' 

response r e -a l loca t ion  theory.  Since response  r e - a l l o c a t i o n  t akes  

p l ace  w i t h  r e spec t  t o  d iscr imina ted  changes i n  reinforcement  r a t e s ,  

we ought a l s o  t o  expect t h a t  f a c t o r s  impai r ing  t h e  d i s c r i m i n a b i l i t y  

of t h e  e x t i n c t i o n  ope ra t ion  w i l l ,  g iven  a cons t an t  l e v e l  of background 

re inforcement ,  enhance r e s i s t a n c e  t o  e x t i n c t i o n .  S ince  t h e  most 

prominent of such f a c t o r s  i s  t h e  percentage  of reinforcement  on which 

t h e  t a r g e t  response i s  t r a i n e d ,  t h e  fo l lowing  experiment i s  s p e c i f i c a l l y  

aimed a t  i n v e s t i g a t i n g  t h e  e f f e c t s  of t h r e e  l e v e l s  of background 

reinforcement  on r e s i s t a n c e  t o  e x t i n c t i o n  fo l lowing  t r a i n i n g  on 

schedules  of t h r e e  percentage of reinforcement  l e v e l s  of t h e  t a r g e t  

response. 

A problem a r i s i n g  i n  paramet r ic  s t u d i e s  of t h e  e f f e c t s  of back- 

ground reinforcement  has  t o  do wi th  i t s  a c c e s s a b i l i t y  and man ipu lab i l i t y .  

Much of what counts  a s  background reinforcement  i n  s tandard  experimental  

s e t t i n g s  - e.g. ,  such t h i n g s  a s  preening,  s c r a t c h i n g ,  wing-flapping, 

explor ing  and t h e  l i k e  - do no t  r e a l l y  l end  themselves t o  p rec r se  

experimental  manipulat ion ( see ,  e .g . ,  Rachl in,  1976, p. 595). Other 



background reinforcers are presumably somewhat idiosyncratic and there- 

fore not reprsentative of all subjects and, in any case, clearly 

difficult to identify and control (Herrnstein, 1970, pp. 388-389). 

Fortunately, these problems can be largely circumvented by 

employing a two-alternatives concurrent operants procedure (see 

Catania, 1966) wherein one alternative is designated the "target 

response" and the other is designated an "alternative response'' 

(i.e., one of the B s). This procedure readily allows for the precise e 

manipulation of a major source of background reinforcement (i.e., 

the reinforcement yielded by the alternative response) while also per- 

mitting the measurement of a major alternative response during the 

extinction of the target response. For reasons such as these, this 

basic procedure was adopted for the research undertaken below. 
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METHOD 

Subjects :  - 

The s u b j e c t s  were 45 m a l e  and female wh i t e  k ing  pigeons reduced t o  

and maintained a t  80% of t h e i r  f ree-feeding weights .  Body weights  were 

maintained a t  t h i s  l e v e l  throughout t h e  experiment by s e s s i o n a l  and 

pos t - sess iona l  feedings.  

Apparatus : 

The experiment was conducted i n  a Grason-Stadler two-key operant  

condi t ion ing  s t a t i o n  (model E1100PE). White n o i s e  was piped i n t o  t h e  

s t a t i o n  from a La faye t t e  wh i t e  n o i s e  genera tor  t o  mask ex t raneous  

l abo ra to ry  sounds. The l e f t  key, which served a s  t h e  t a r g e t  response 

key, was l i t  whi te  throughout t h e  experiment and t h e  r i g h t  key, which 

served a s  t h e  a l t e r n a t i v e  response  key, was l i t  r ed .  Target  response 

reinforcement ,  which cons i s t ed  of 3 seconds acces s  t o  food (Noyes 

p e l l e t s ) ,  was de l ive red  on a f i x e d - r a t i o  schedule arranged by a s tandard  

electro-mechanical  pre-determining counter .  A l t e r n a t i v e  response re-  

inforcement,  which cons i s t ed  of  3.5 seconds acces s  t o  food ( a l s o  Noyes 

p e l l e t s ) ,  was de l ive red  on a v a r i a b l e - i n t e r v a l  schedule arranged by a 

Grason-Stadler c e l l u l o i d  t a p e  r e a d e r  (model 1079). Standard e l e c t r o -  

mechanical equipment c o n t r o l l e d  a l l  t iming and swi tch ing  sequences and 

responses,  re inforcements  and s e s s i o n  d u r a t i o n s  were t a l l i e d  on e l e c t r o -  

mechanical event  counters .  

Procedure : 

Sub jec t s  were shaped t o  peck a response key lit ,  f i r s t  w h i t e  



and then  red .  They were then  ass igned  t o  one of n ine  groups d i f f e r i n g  

i n  t h e  r a t i o  requirement a s s o c i a t e d  wi th  t h e  t a r g e t  response and/or  

t h e  r a t e  of reinforcement y i e lded  by t h e  a l t e r n a t i v e  response. I n  

s e s s ion  "0" , t h e  r a t e s  of reinforcement  y i e lded  by t h e  two responses 

were g radua l ly  diminished so a s  t o  correspond t o  t h e  i n t e r m i t t e n c i e s  

c h a r a c t e r i s t i c  of t h e  groups t o  which t h e  s u b j e c t s  had been assigned.  

The reinforcement  schedule a s s o c i a t e d  w i t h  t h e  t a r g e t  response was 

e i t h e r  a f i x e d - r a t i o  4, 8 o r  16  wh i l e  t h e  schedule  a s soc i a t ed  w i t h  

t h e  a l t e r n a t i v e  response was e i t h e r  no reinforcement  a t  a l l ,  a v a r i -  

a b l e - i n t e r v a l  22 .5  second, o r  a v a r i a b l e - i n t e r v a l  45 seconds. The 

cond i t i ons  of t a r g e t  and a l t e r n a t i v e  response reinforcement  were ex- 

pe r imen ta l ly  juxtaposed i n  a 3 x 3 f a c t o r i a l  format.  I n  t h e  groups i n  

which no a l t e r n a t i v e  reinforcement  was a v a i l a b l e ,  pecks on t h e  a l t e r -  

n a t i v e  response key had no programmed consequences. A changeover de lay  

(COD) imposed a minimum d u r a t i o n  (.5 seconds) between a swi tch  from 

one t o  t h e  o the r  a l t e r n a t i v e  and reinforcement  forthcoming from t h a t  

l a t t e r  a l t e r n a t i v e .  Subjec ts  were run  f o r  8 consecut ive  s e s s i o n s  i n  

t h e i r  r e s p e c t i v e  cond i t i ons  and s e s s i o n s  au toma t i ca l ly  terminated 

fol lowing d e l i v e r y  of t h e  60th t a r g e t  response r e i n f o r c e r .  On t h e  day 

fol lowing completion of t h e  8 t h  s e s s i o n  a l l  re inforcement  a s s o c i a t e d  

wi th  t h e  t a r g e t  response was omi t ted  and, upon r e t u r n  of t h e  s u b j e c t  

t o  t h e  experimental  appa ra tus ,  t h a t  response was allowed t o  undergo 

e x t i n c t i o n .  Ex t inc t ion  c r i t e r i a  was s e t  a t  no more than 3 responses  

over  a s i x  minute b lock  of time. The c o n d i t i o n s  of reinforcement  

a s s o c i a t e d  wi th  t h e  a l t e r n a t i v e  response  were maintained without  i n t e r -  

r u p t i o n  throughout t h e  e x t i n c t i o n  s e s s i o n  and a l t e r n a t i v e  and t a r g e t  

response counts  were t a l l i e d  over  t h e  course  of t h a t  sess ion .  
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RESULTS AND DISCUSSION 

The main r e s u l t s ,  shown i n  f i g .  2,  g e n e r a l l y  suppor t  t h e  hypo- 

t h e s i s  advanced i n  t he  in t roduc t ion .  Res i s t ance  t o  e x t i n c t i o n  dec l ined  

a s  background reinforcement ro se .  A t  each l e v e l  o f  background r e in fo rce -  

ment, a par t ia l - re inforcement  e f f e c t  was observed. A two-way a n a l y s i s  

of va r i ance  revea led  t h a t  t h e  e f f e c t  of l e v e l  of background r e in fo rce -  

ment was s t a t i s t i c a l l y  s i g n i f i c a n t  (F(2/36) = 10.99, p. < .001). So, 

too ,  was t h e  e f f e c t  of percentage  of reinforcement  (F(2/36). = 7.345, 

p < ,051. The background reinforcement  x percentage  of reinforcement  

i n t e r a c t i o n  was no t  s i g n i f i c a n t  (F(4136) = .189, p > .05) .  According 

t o  a m u l t i p l e  c l a s s i f i c a t i o n  a n a l y s i s ,  t h e  main e f f e c t s  accounted f o r  30% 

(background reinforcement)  and 20% (percentage  of re inforcement )  of t h e  

d a t a  v a r i a n c e ,  w i th  t h e  two j o i n t l y  accounting f o r  h a l f  of t h a t  var iance .  

With r e s p e c t  t o  t h e  groups i n  which t h e  t a r g e t  response  w a s  

r e i n f o r c e d  on a FR-4 schedule,  t h e  presence  of background reinforcement  

r e s u l t e d  i n  a 35% (VI-45) and a 55% (VI-22.5) r educ t ion  i n  r e s i s t a n c e  t o  

e x t i n c t i o n  r e l a t i v e  t o  t h e  corresponding group r e c e i v i n g  no programmed 

background reinforcement  (which w a s  e s s e n t i a l l y  a c o n t r o l  group).  With 

r e s p e c t  t o  t h e  groups i n  which t h e  t a r g e t  response was r e in fo rced  on a 

FR-8 schedule ,  t h e  presence of background re inforcement  r e s u l t e d  i n  a 

30.5% (VI-45) and a 51% CVI-22.5) r e d u c t i o n  i n  r e s i s t a n c e  t o  e x t i n c t i o n  

r e l a t i v e  t o  t h e  corresponding group r e c e i v i n g  no programmed background - 

re inforcement .  And, wi th  r e s p e c t  t o  t h e  groups i n  which t h e  t a r g e t  

response was r e in fo rced  on a FR-16 schedule,  t h e  presence  of background 

re inforcement  r e s u l t s  i n  a 27% (VI-451 and a 49% (VI-22.51 r educ t ion  i n  

r e s i s t a n c e  t o  e x t i n c t i o n  r e l a t i v e  t o  t h e  corresponding group r ece iv ing  



no p rog ramed  background reinforcement  ( s e e  t a b l e  1 ) .  On t h e  whole, 

r e s i s t a n c e  t o  e x t i n c t i o n  was reduced a n  average of 30.8% i n  t h e  VI-45 

groups and 51.7% i n  t h e  VI-22.5 groups r e l a t i v e  t o  t h e  groups r e c e i v i n g  

no programmed background reinforcement .  The e f f e c t s  of t h e  r e s p e c t i v e  

l e v e l s  of  background reinforcement  on r e s i s t a n c e  t o  e x t i n c t i o n  were 

t h e r e f o r e  approximately cons tan t  a c r o s s  t h e  t h r e e  t a r g e t  response  

t r a i n i n g  schedules .  

Given t h e  c l e a r  t r end  i n  t h e  p r e s e n t  experiment,  g r e a t e r  va lues  

of background reinforcement  than those  used he re  could,  up t o  a  po in t ,  

q u i t e  reasonably  be expected t o  produce even g r e a t e r  decrements i n  

r e s i s t a n c e  t o  e x t i n c t i o n .  But t h e  apparent  l i m i t  o f  t h i s  t r e n d ,  i .e . ,  

v i r t u a l l y  i n s t an t aneous  e x t i n c t i o n ,  would no t  be expected i f  response  

r e - a l l o c a t i o n  theory  (and indeed, t h e  matching p r i n c i p l e  i t s e l f )  a r e  

e s s e n t i a l l y  c o r r e c t .  The reason has  t o  do w i t h  t h e  environmental condi- 

t i o n s  necessary  f o r  t h e  a c q u i s i t i o n  and maintenance of an  in s t rumen ta l  

response an teceden t  t o  a n  e x t i n c t i o n  procedure. A s  po in ted  o u t  pre- 

v ious ly ,  a n  environment r i c h  i n  v i a b l e  a l t e r n a t i v e s  would n o t ,  according 

t o  t h e  matching p r i n c i p l e ,  be  expected t o  engender and r o b u s t l y  main ta in  

an i n f r e q u e n t l y  r e in fo rced  response.  I n  such a  s e t t i n g ,  t h e  r e l a t i v e  

va lue  of such  a  response  would o r d i n a r i l y  be t r i v i a l .  Thus, a  formal  

upshot of t h e  matching p r i n c i p l e  (and, of course,  response r e - a l l o c a t i o n  

theory)  is t h a t  t h e  so-cal led pa r t i a l - r e in fo rcemen t  e f f e c t  i s  confined 

t o  s e t t i n g s  which engender and s u s t a i n  i n t e r m i t t e n t l y  r e i n f o r c e d  behavior  

i n  t h e  f i r s t  p l a c e  due t o  t h e  pauc i ty  of v i a b l e  a l t e r n a t i v e s .  Although 

such s e t t i n g s  s u r e l y  e x i s t ,  they  may n o t  be  t y p i c a l  of t h e  e c o l o g i e s  

i n  which an imals  ( inc luding  human be ings)  normally o r  r o u t i n e l y  f i n d  
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T a b l e  1: I n d i v i d u a l  s c o r e s  ( r e s p o n s e s  t o  e x t i n c t i o n )  by group,  
and group means, exper iment  I. 
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themselves (zoos, p r i s o n s  and mental i n s t i t u t i o n s  notwithstanding) .  

When background reinforcement  i s  g r e a t e r  than  zero,  response 

r e -a l loca t ion  theory  p r e d i c t s  a decrement i n  t h e  frequency of t h e  t a r g e t  

response over  t h e  course  of i t s  e x t i n c t i o n  and a corresponding increment 

i n  t h e  f requencies  of t h e  v a r i o u s  non ta rge t  responses.  With t h e  except- 

i o n  of t h e  so-cal led a l t e r n a t i v e  response,  no nontarge t  responses were 

monitored i n  t h e  p re sen t  experiment. It i s  t h e r e f o r e  not  c l e a r  t h a t  

t h e  changes i n  t h e  f requencies  of t h e  non ta rge t  responses commensurately 

counterbalance those  observed i n  t h e  t a r g e t  response during i ts  

e x t i n c t i o n .  However, a s  shown c l e a r l y  i n  f i g s .  3-5, t h e  frequency of 

t h e  a l t e r n a t i v e  response g e n e r a l l y  increased  a s  t h e  t a r g e t  response  

underwent d e c l i n e  i n  e x t i n c t  ion.  

The r e s u l t s  of t h e  p re sen t  s tudy  a r e  g e n e r a l l y  c o n s i s t e n t  w i th  

t h e  r e s u l t s  of an  experiment r epo r t ed  by Lei tenberg ,  Rawson and Bath 

(1970). They t r a i n e d  r a t s  t o  p r e s s  a l e v e r  f o r  v a r i a b l e - i n t e r v a l  

re inforcement  during a l t e r n a t i n g  pe r iods  of "house l i g h t  on" and "house 

l i g h t  o f f . "  Af te r  f i v e  days t r a i n i n g ,  a second l e v e l  was added t o  t h e  

appara tus  and reinforcement  was no longer  provided f o r  t h e  o r i g i n a l  

response when t h e  house l i g h t  was o f f .  Reinforcement continued t o  be 

provided f o r  t h e  o r i g i n a l  response when t h e  house l i g h t  was on. For 

h a l f  t h e  s u b j e c t s ,  p r e s s e s  on t h e  second l e v e r  dur ing  l i g h t  o f f  pe r iods  

produced f ixed - ra t io  reinforcement  whi le  f o r  t h e  o the r  h a l f ,  p r e s s e s  . 

on t h i s  l e v e r  had no programmed consequences. Rate of e x t i n c t i o n  dur ing  

l i g h t  o f f  per iods  was monitored i n  t h e  o r i g i n a l  response f o r  a l l  s u b j e c t s .  

Le i tenberg  e t  a l .  found t h a t  e x t i n c t i o n  c r i t e r i a  was achieved more 

r a p i d l y  i n  s u b j e c t s  r ece iv ing  second-lever reinforcement  than  i n  t hose  



r ece iv ing  no such reinforcement .  However, when second-lever re inforce-  

ment was subsequent ly d iscont inued  i n  t h e  former group, emission of 

f i r s t - l e v e r  responses resumed and, o v e r a l l ,  t h e r e  were no savings i n  

t o t a l  responses  t o  ex t inc t ion .  

While Lei tenberg e t  a l .  made no e f f o r t  t o  provide  a  t h e o r e t i c a l  

explana t ion  of t h e  foregoing e f f e c t s ,  bo th  a r e  c o n s i s t e n t  wi th  the  l o g i c  

of response  r e -a l loca t ion  theory.  According t o  t h a t  theory  ( a s  t h e  

reader  w i l l  r e c a l l ) ,  responses undergo a  d e c l i n e  i n  e x t i n c t i o n  because 

t h e  e x t i n c t i o n  opera t ion  a f f e c t s  a  change i n  t h e  r e l a t i v e  reinforcement 

va lues  a s s o c i a t e d  wi th  t h e  v a r i o u s  t a r g e t  and non ta rge t  responses.  A s  

t h e  a b s o l u t e  va lue  of t h e  t a r g e t  response d e t e r i o r a t e s  i n  e x t i n c t i o n ,  

t h e  r e l a t i v e  v a l u e s  of t h e  nontarge t  responses  r i s e  due t o  t h e i r  

a s s o c i a t i o n  wi th  t h e  elements which make up R t h e  only  source of on- 
e , 

going reinforcement .  C lea r ly ,  t h e  l a r g e r  t h e  va lue  of R t h e  sooner e  ' 
t h e  d e t e r i o r a t i n g  va lue  of t h e  t a r g e t  response  w i l l  s i n k  t o  t h e  l e v e l  

a t  which almost  a l l  a v a i l a b l e  reinforcement  (condi t ioned  o r  unconditioned) 

i s  y i e lded  by t h e  va r ious  nontarge t  responses  and e x t i n c t i o n  c r i t e r i a  

is, a s  a  r e s u l t ,  achieved. However, i f  a t  t h i s  p o i n t ,  t h e  va lue  of 

R is a b r u p t l y  and s u b s t a n t i a l l y  reduced, t h e  t a r g e t  response may be 
e 

expected t o  aga in  manifest  i t s e l f ,  f o r  i t s  d e t e r i o r a t i n g  abso lu t e  va lue ,  

no m a t t e r  how small ,  would then  c o n s t i t u t e  a l a r g e r  p ropor t ion  of t o t a l  

a v a i l a b l e  reinforcement .  Hence, t h e  e f f e c t s  of Le i tenberg  et  a l . ' s  

second-lever reinforcement ,  and t h e  e f f e c t s  of i t s  subsequent omission, 

a r e  n e i t h e r  s u r p r i s i n g  nor  puzz l ing  from t h e  pe r spec t ive  of t h e  view of 

e x t i n c t i o n  advanced here in .  

I n  i t s  p u r e s t  d i s t i l l a t i o n ,  response r e - a l l o c a t i o n  theory i s  a 



mot iva t iona l  account  of t h e  response decrements normally observed i n  

ex t inc t ion .  A s  such,  i t  accounts  f o r  t hose  decrements by showing why 

t h e  s u b j e c t  becomes p rog res s ive ly  l e s s  i n t e r e s t e d  i n  the t a r g e t  response 

a s  a r e s u l t  of t h e  e x t i n c t i o n  opera t ion .  Another i n t e r p r e t a t i o n  of t h e  

r e s u l t s  of experiment I is  poss ib l e ,  however. One could argue t h a t  

compet i t ion  from t h e  a l t e r n a t i v e  response i n t e r f e r e d  wi th  and even tua l ly  

prevented t h e  emission o f ,  t h e  t a r g e t  response. According t o  t h i s  argu- 

ment, t h e  re inforcement  y i e lded  by t h e  a l t e r n a t i v e  response  is  important  

on ly  i n s o f a r  a s  i t  f u e l s  t h e  response which competes wi th  and d i s p l a c e s  

t h e  t a r g e t  response.  This ,  of course,  i s  t h e  kind of account i n t e r f e r e n c e  

t h e o r i s t s  would l i k e l y  advance ( c f .  Mackintosh, 1974, pp. 410-413). To 

be sure ,  b o t h  of t h e  foregoing  accounts  p r e d i c t  an i n c r e a s e  i n  t h e  f r e -  

quency of a l t e r n a t i v e  responses ,  but  i t  i s  only  i n  t h e  l a t t e r  account  

t h a t  t h e  appearance of a l t e r n a t i v e  responses ( f o r  whatever reason)  causes 

t h e  decrements i n  t h e  t a r g e t  response r o u t i n e l y  observed i n  e x t i n c t i o n .  

According t o  response r e - a l l o c a t i o n  theory ,  t h e  decrements observed i n  

t h e  t a r g e t  response and t h e  corresponding increments  observed i n  t h e  

va r ious  a l t e r n a t i v e  responses  a r e  consequences of t h e  s h i f t  i n  t h e  

r e l a t i v e  v a l u e  of t hose  responses  c o i n c i d e n t a l  w i th  t h e  e x t i n c t i o n  

opera t ion .  Hence, accord ing  t o  t h a t  theory,  whether o r  not  a l t e r n a t i v e  

responses compete w i th  t h e  t a r g e t  response i s  immaterial .  

I n  experiment I, t h e  reinforcement  schedule a s s o c i a t e d  wi th  t h e  

a l t e r n a t i v e  response was cont inuously c o r r e l a t e d  wi th  a "red" d i s -  

c r i m i n a t i v e  s t imulus .  The s u b j e c t s  of t h a t  experiment could n o t  there-  

f o r e  know when reinforcement  had been arranged by t h a t  schedule and 

when i t  had no t .  A f a i r l y  robus t  frequency of response i s  normally 



requi red  (and u s u a l l y  evidenced) i n  such procedures  i n  order  t o  c o l l e c t  

each programmed r e i n f o r c e r  a s  i t  becomes a v a i l a b l e  f o r  t h e  tak ing .  A s  

regards  a t a r g e t  response undergoing e x t i n c t i o n ,  such a frequency of 

response i s  c l e a r l y  a p l a u s i b l e  sou rce  of competing of i n t e r f e r i n g  

responses.  It fo l lows  t h a t  any experimental  procedure which reduced 

the  frequency of t h e  a l t e r n a t i v e  response  t o  an  i n s u b s t a n t i a l  l e v e l  

while ,  a t  t h e  same t i m e ,  main ta in ing  t h e  l e v e l s  of reinforcement  a l l o t t e d  

t o  i t  i n  experiment I would c o n s t i t u t e  a n  exceedingly r igo rous  t e s t  of 

response r e - a l l o c a t i o n  theory ,  f o r  t h e  decrements undergone by t h e  

t a r g e t  response  i n  e x t i n c t i o n  could n o t  be a t t r i b u t e d  t o  t h e  i n t e r f e r i n g  

e f f e c t s  of t h e  a l t e r n a t i v e  response.  

The s e p a r a t i o n  of response  and reinforcement  r a t e s  envisaged 

above is r e a d i l y  accomplished by a so-cal led s i g n a l l e d  reinforcement  

procedure (Catania ,  1963).  I n  such a procedure, one d i s c r i m i n a t i v e  

s t imulus  i s  i n  e f f e c t  when - no reinforcement  has  been s e t  up by t h e  

schedule programming, and a second i s  i n  e f f e c t  when reinforcement  has  

been s e t  up by t h a t  programming t o  be taken by t h e  s u b j e c t ' s  next  response.  

I n  a s i g n a l l e d  reinforcement  procedure,  s u b j e c t s  "know" when r e in fo rce -  

ment i s  and i s  no t  a v a i l a b l e  and consequent ly conf ine  t h e i r  responses  t o  

per iods  when reinforcement  i s  a v a i l a b l e  ( i . e . ,  s i g n a l l e d ) .  A s  one 

might expec t ,  t h e  r e s u l t  i s  an  exceedingly low frequency of response.  

The p l a n  of t h e  experiment below was t o  r e p l i c a t e  experiment I i n  

a context  i n  which t h e  re inforcements  a s soc i a t ed  wi th  t h e  a l t e r n a t i v e  

response were s i g n a l l e d  both  du r ing  t r a i n i n g  and e x t i n c t i o n  of t h e  t a r g e t  

response. S ince  t h e  r a t e s  of re inforcement  y ie lded  by t h e  a l t e r n a t i v e  

response i n  t h i s  procedure would be  l a r g e l y  t h e  same a s  t hose  i n  



experiment I, response re -a l loca t ion  theory would, f o r  reasons given 

e a r l i e r ,  p r e d i c t  e s s e n t i a l l y  t h e  same r e s u l t .  However, i f  t h e  occurrence 

of the  a l t e r n a t i v e  response played a s u b s t a n t i a l  r o l e  i n  suppressing 

o r  d isplac ing t h e  t a r g e t  response i n  t h e  e x t i n c t i o n  phase of experiment 

I, the  sharp reduction i n  i t s  frequency expected i n  the  present  experi- 

ment should, i n  con t ras t  t o  the  r e s u l t s  of experiment I, r e s u l t  i n  a 

marked enhancement of r e s i s t a n c e  t o  e x t i n c t i o n  i n  the  t a r g e t  response. 
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EXPERIMENT I1 

METHOD 

Subjects :  

The s u b j e c t s  were t h e  same male and female White King pigeons 

used i n  experiment I assigned t o  groups corresponding t o  t h o s e  t o  which 

they  had been assigned i n  t h a t  experiment. The pigeons '  body weights 

were main ta ined  a t  80% of t h e i r  f ree- feeding  weights  throughout t h e  

experiment by s e s s i o n a l  and pos t - se s s iona l  feedings .  

Apparatus : 

The appa ra tus  was t h e  same a s  t h a t  used i n  experiment I. 

Procedure: 

Following t h e  e x t i n c t i o n  s e s s i o n  i n  Experiment I, s u b j e c t s  were 

r e tu rned  t o  t h e i r  home cages and f e d .  The fo l lowing  day, t a r g e t  

response re inforcement  was r e s t o r e d  and s u b j e c t s  were r e tu rned  t o  t h e  

exper imenta l  appara tus  f o r  s e s s i o n  "0". During t h i s  s e s s i o n ,  scheduled 

t a r g e t  r e sponse  reinforcement  was supplemented, when r e q u i r e d ,  wi th  

experimenter-del ivered r e i n f o r c e r s  i n  o r d e r  t o  exped i t e  r e - a c q u i s i t i o n  

of t h e  t a r g e t  response. A s  i n  experiment I, t h e  t a r g e t  response  key 

was lit "white" throughout t h e  experiment.  However, u n l i k e  experiment 

I, t h e  a l t e r n a t i v e  response key was lit "red" only  when t h e  schedule 

programmer had s e t  up a  r e i n f o r c e r  f o r  t h e  next  response.  It was o ther -  

d s e  l i t  "green." The schedule of reinforcement  a s s o c i a t e d  wi th  t h e  

a l t e r n a t i v e  response was e i t h e r  no re inforcement  whatsoever,  a  va r i ab l e -  

i n t e r v a l  45 seconds, o r  a  v a r i a b l e - i n t e r v a l  22.5 seconds. The schedule 



associated with the  t a rge t  response was e i t h e r  a f ixed-ra t io  4,  8 o r  16. 

The reinforcement magnitudes associated with the  two responses were 

t he  same as i n  experiment I. The conditions of t a rge t  and a l t e r n a t i v e  

response reinforcement were experimentally juxtaposed i n  a 3 x 3 f a c t o r i a l  

format. I n  the  groups i n  which no a l t e rna t i ve  reinforcement was avail-  

able,  pecks on the  a l t e rna t i ve  response key had no programed conse- 

quences. A changeover delay (COD) imposed a minimum duration (.5 seconds) 

between a switch from one t o  the  other  a l t e rna t i ve  and reinforcement 

forthcoming from t h a t  l a t t e r  a l t e rna t ive .  Subjects were run f o r  s i x  

consecutive sess ions  i n  t h e i r  respect ive  conditions and sess ions  auto- 

matically terminated following delivery of the 60th t a rge t  response 

reinforcer.  On the  day following completion of the  s i x t h  sess ion a l l  

reinforcement associated with t h e  t a rge t  response was omitted and, upon 

re tu rn  of t h e  subject  t o  t he  apparatus,  t ha t  response was allowed t o  

undergo ext inct ion.  Extinction c r i t e r i a  was s e t  a t  no more than th ree  

responses over a s i x  minute block of time. The conditions of reinforce- 

ment associated with the a l t e r n a t i v e  response were maintained without 

in te r rup t ion  throughout t he  ex t inc t ion  session and a l t e rna t i ve  and 

ta rge t  response counts were t a l l i e d  over the  course of t ha t  session.  



7 6 

RESULTS AND DISCUSSION 

The r e s u l t s  a r e  shown i n  f i g .  6 and t a b l e  2. A two-way a n a l y s i s  

of va r i ance  revea led  t h a t  t h e  e f f e c t  of l e v e l  of background re inforce-  

ment was s t a t i s t i c a l l y  s i g n i f i c a n t  (F(2/36) = 10.92, p < .001). So t o o  

was t h e  e f f e c t  of percentage of t a r g e t  response  reinforcement  (F(2/36) = 

20.81, p c .001) .  The background re inforcement  x percentage of 

reinforcement  i n t e r a c t i o n  was a l s o  s t a t i s t i c a l l y  s i g n i f i c a n t  (F(4/36) = 

4.492, p < .005). According t o  a m u l t i p l e  c l a s s i f i c a t i o n  a n a l y s i s ,  

t h e  main e f f e c t s  accounted f o r  18% (background reinforcement)  and 36% 

(percentage of t a r g e t  response re inforcement )  of t h e  d a t a  va r i ance ,  

wi th  t h e  two j o i n t l y  accounting f o r  54% of  t h a t  var iance .  

The r e s u l t s  of experiment I1 a r e  i n c o n s i s t e n t  wi th  response re-  

a l l o c a t i o n  theory  a s  developed i n  c h a p t e r  t h r e e  of t h i s  t e x t  and 

g e n e r a l l y  c o n s i s t e n t  w i t h  an  i n t e r f e r e n c e  o r  competing response i n t e r -  

p r e t a t i o n  of e x t i n c t i o n .  Unlike t h e  r e s u l t s  of experiment I, t h e  

presence of a source  of a l t e r n a t i v e  re inforcement ,  when e x p l i c i t l y  

s i g n a l l e d ,  markedly enhanced r e s i s t a n c e  t o  e x t i n c t i o n  i n  t h e  p re sen t  

study. 

With r e s p e c t  t o  t h e  groups i n  which t h e  t a r g e t  response was 

r e in fo rced  on a n  FR-4 schedule,  t h e  presence  of s i g n a l l e d  background 

reinforcement  r e s u l t e d  i n  a 3.5% decrement (VI-45) and a 28% increment 

(VI-22.5) i n  r e s i s t a n c e  t o  e x t i n c t i o n  r e l a t i v e  t o  t h e  corresponding 

group rece iv ing  no programmed background reinforcement (which was 

e s s e n t i a l l y  a c o n t r o l  group).  With r e s p e c t  t o  t he  groups i n  which t h e  

t a r g e t  response was r e in fo rced  on a FR-8 schedule,  t h e  presence of 

s igna l l ed  background re inforcement  r e s u l t e d  i n  a 430% (VI-45) and a 



649% (VI-22.5) increment i n  r e s i s t a n c e  t o  e x t i n c t i o n  r e l a t i v e  t o  t h e  

corresponding group rece iv ing  no programmed background reinforcement.  

And, w i t h  r e s p e c t  t o  t h e  groups i n  which t h e  t a r g e t  response was r e in -  

forced  on a FR-16 schedule,  t h e  presence  of s i g n a l l e d  background 

reinforcement  r e su l t ed  i n  a 320% (VI-45) and a 214% (VI-22.5) increment 

i n  r e s i s t a n c e  t o  ex t inc t ion  r e l a t i v e  t o  t h e  corresponding group r ece iv ing  

no programmed background reinforcement  ( s e e  f i g s .  7-9). 

A s  shown by t h e  robus t  background re inforcement  x percentage of 

reinforcement  i n t e r a c t i o n ,  t h e  response  enhancing e f f e c t s  of s i g n a l l e d  

background reinforcement was n o t  uniform a c r o s s  a l l  experimental  condi- 

t i o n s .  The presence of s i g n a l l e d  background reinforcement  r e s u l t e d  i n  a 

decrement i n  r e s i s t a n c e  t o  e x t i n c t i o n  i n  one of t h e  FR-4 groups 0'1-45) 

and produced only  a modest increment (28%) i n  t h e  o t h e r  (VI-22.5) r e l a t i v e  

t o  t h e  corresponding group r ece iv ing  no programmed background r e in fo rce -  

ment. The most robust  e f f e c t s  were observed i n  t h e  FR-8 and FR-16 

groups wherein r e s i s t a n c e  t o  e x t i n c t i o n  was e l e v a t e d  a n  average of 539.9% 

and 267% r e s p e c t i v e l y  r e l a t i v e  t o  corresponding groups r ece iv ing  no 

programmed background reinforcement  ( s e e  f i g .  6 ) .  The presence of an 

i n t e r a c t i o n  i n  experiment I1 i n  t h e  con tex t  of no such  i n t e r a c t i o n  i n  

experiment I may prove t o  be  of some t h e o r e t i c a l  s i g n i f i c a n c e .  However, 

t he  account  of e x t i n c t i o n  advanced i n  t h e s e  pages makes no formal pre- 

d i c t i o n  regard ing  the  foregoing i n t e r a c t i o n  (or  i t s  absence i n  experiment 

I) and l i t t l e  i n  way of a t e n t a t i v e  account  of it  w i l l  be o f f e red  here .  

I n  a sense ,  t he  p re sen t  r e s u l t s  r e p l i c a t e  t h o s e  of Rescorla  and 

Skucy (1969) and Boakes (1973). These r e s e a r c h e r s  showed t h a t  response- 

independent d e l i v e r y  of reinforcement  du r ing  e x t i n c t i o n  r e t a rded  t h e  





Table 2: Indiv  i d u a l  scores  (responses t o  ex t inc t ion)  by group, 
and group means, experiment 11. 
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r a t e  a t  which t h e  t a r g e t  response  underwent d e c l i n e  compared t o  a n  

e x t i n c t i o n  group t h a t  rece ived  no such reinforcements .  Uhl and Garcia 

have obta ined  s i m i l a r  r e s u l t s  even, paradoxica l ly ,  when t h e  p r e s e n t a t i o n  

of reinforcement  was e x p l i c i t l y  dependent upon not emi t t i ng  t h e  t a r g e t  

response f o r  a  per iod  of t i m e .  They went on t o  show, according t o  

Mackintosh (1974, p. 409),  " t h a t  t h e  b a s i s  f o r  t h i s  e f f e c t  was t h e  

maintenance of c e r t a i n  a s p e c t s  of t h e  cond i t i on  p r e v a i l i n g  dur ing  i n i t i a l  

re inforcement  of l e v e r  press ing ."  Hence, response-independent d e l i v e r y  

of reinforcement  precluded t h e  g e n e r a l i z a t i o n  decrement t h a t  would 

o r d i n a r i l y  b e  expected when an  important  f e a t u r e  of an  a c q u i s i t i o n  

procedure is  e l imina ted .  Uhl and Garcia went on t o  demonstrate t h a t  

prevent ion  of t h e  t a r g e t  response  f o r  30 seconds fol lowing d e l i v e r y  of 

each response-independent r e i n f o r c e r  e l imina ted  t h e  e f f e c t  of such 

d e l i v e r i e s  on r e s i s t a n c e  t o  e x t i n c t i o n .  

S ince  both  t h e  foregoing  procedures  and t h e  one employed i n  

experiment I1 involved p r e s e n t a t i o n  of r e i n f o r c e r s  during t h e  e x t i n c t i o n  

of some pre-es tab l i shed  response,  i t  is c l e a r l y  p o s s i b l e  t h a t  occurrence 

of t hose  r e i n f o r c e r s  played some r o l e  i n  enhancing r e s i s t a n c e  t o  ex t inc -  

t i o n  i n  t h e  t a r g e t  response  i n  t h e  s tudy  undertaken here in .  However, i t  

is  n o t  abundant ly c l e a r  why t h e  p r e s e n t a t i o n  of such r e i n f o r c e r s  had 

no such e f f e c t  i n  experiment I, where they  were not  s igna l l ed .  

A r e l a t e d  exp lana t ion  of t h e  r e s u l t s  of experiment I1 i s  suggested 

by a  s tudy  conducted by Catania  and Cu t t s  (1963). They t r a i n e d  a  pigeon 

t o  peck a t  two concur ren t ly  a v a i l a b l e  response-keys f o r  v a r i a b l e - i n t e r v a l  

re inforcement .  Reinforcement was then  omitted f o r  pecks on one of t h e  

two keys and responses  t o  t h a t  key were allowed t o  undergo e x t i n c t i o n .  



Catania  and C u t t s  found that, d e s p i t e  t h e  absence of t h e  

d e c l i n e s  undergone by t h a t  response  were remarkably superficial. On 

t h e  assumption t h a t  t h e s e  responses  were somehow being maintained by 

t h e  r e i n f o r c e r s  y ie lded  by t h e  o t h e r  a l t e r n a t i v e ,  C a t a n i a  and Cutts 

imposed a  changeover de l ay  (COD, s e e  chap te r  two) contingency of 1 . 5  

seconds. The r e s u l t s  were s t r i k i n g :  t h e  unre inforced  response under- 

went r ap id  d e c l i n e  and u l t i m a t e l y  ex t inguished .  

The p o s s i b l e  imp l i ca t ions  of t h e  Catania  and C u t t s  s tudy  f o r  t h e  

r e s u l t s  of experiment I1 a r e  s t r a igh t fo rward :  t h e  COD used i n  experiment 

I1 was .5 r a t h e r  than  1 . 5  seconds and a  . 5  second COD may no t  have 

s u f f i c i e n t l y  promoted a  c l e a r  and s t a b l e  d i sc r imina t ion  of t h e  two pro- 

grammed a l t e r n a t i v e s .  I f  t r u e ,  t h e  occurrence  of a l t e r n a t i v e  r e in fo rce -  

ment during e x t i n c t i o n  of t h e  t a r g e t  response  may have p a r t i a l l y  main- 

t a ined  t h e  t a r g e t  response,  t h u s  enhancing i t s  r e s i s t a n c e  t o  e x t i n c t i o n .  

Again, however, i t  i s  not  c l e a r  why a .5 second COD was e f f e c t i v e  i n  

experiment I and n o t  uniformly e f f e c t i v e  i n  experiment 11. 

A f i n a l  cons ide ra t ion  has  t o  do w i t h  t h e  con t r a s t ed  cond i t i ons  

of responding inhe ren t  i n  experiment 11. The reader  w i l l  r e c a l l  t h a t  

t h e  s u b j e c t s  of experiment I1 were confronted wi th  two s e t s  of choices  

dur ing  e x t i n c t i o n  of t h e  t a r g e t  response.  During most of t h e  e x t i n c t i o n  

se s s ion ,  t hey  were permi t ted  t o  choose between a  "white" response-key, 

which was p rev ious ly  a s s o c i a t e d  wi th  a  f i x e d - r a t i o  schedule of r e in -  

forcement, and a  "green" key, which was nega t ive ly  c o r r e l a t e d  wi th  

a l t e r n a t i v e  reinforcement .  However, t hey  were sometimes confronted 

w i t h  a  choice  between t h e  "white" key and a "red" key, which was 

p o s i t i v e l y  c o r r e l a t e d  w i t h  a l t e r n a t i v e  reinforcement .  While ca sua l  



obse rva t ion  ind ica t ed  t h a t  t h e  "red" key was h i g h l y  p re fe r r ed  by t h e  

s u b j e c t s  ( i . e . ,  responded t o  whenever p r e s e n t ) ,  t h e  "green" key c l e a r l y  

was no t .  I f  con jec tu re  is not  ou t  of p l a c e  he re ,  i t  may we l l  be  t h a t  

t h e  r o u t i n e  presence of a  s t imu lus  n e g a t i v e l y  c o r r e l a t e d  wi th  r e in -  

forcement du r ing  t h e  e x t i n c t i o n  of t h e  t a r g e t  response  enhanced, by 

c o n t r a s t ,  t h e  r e l a t i v e  va lue  of t h e  "whitef1-signal led a l t e r n a t i v e ,  

thereby  augmenting r e s i s t a n c e  t o  e x t i n c t i o n .  Th i s  may make adap t ive  

good sense:  when confronted w i t h  a  choice  between a n  a l t e r n a t i v e  which 

has been c o r r e l a t e d  p o s i t i v e l y  w i t h  reinforcement  and a  second a l t e r -  

n a t i v e  which i s  co r re l a t ed  n e g a t i v e l y  w i t h  re inforcement ,  t h e  b e s t  

s t r a t e g y  may be t o  i n t e r a c t  w i t h  t h e  former a l t e r n a t i v e .  

However explained,  t h e  r e s u l t s  of experiment I1 may be l imi t ed  

t o  what might be ca l l ed  "ext inct ion-naive" s u b j e c t s .  That i s  t o  say ,  

s u b j e c t s  which a r e  unfami l ia r  w i th  t h e  exper imenta l  p a r t i c u l a r s  of t h e  

e x t i n c t i o n  opera t ion .  Since much of what h a s  been proposed above i n  

way of p o s s i b l e  explana t ions  of  t h e  r e s u l t s  of experiment I1 stem i n  

p a r t  from a "confusion" on t h e  p a r t  of t h e  s u b j e c t s  w i t h  r e spec t  t o  

t h e  c a u s a l  d e t a i l s  of t h e  procedure used i n  experiment 11, a more 

i n t i m a t e  knowledge of t h a t  procedure may produce a  r e s u l t  more consis-  

t e n t  w i t h  response r e -a l loca t ion  theory .  

A pre l iminary  i n v e s t i g a t i o n  of t h i s  p o s s i b i l i t y  was r e c e n t l y  

conducted by t h e  author .  Two groups of  t h r e e  pigeons each were t r a i n e d  

on t h e  same concurrent  ope ran t s  procedure used i n  experiments I and 11. 

  he t a r g e t  responses were r e i n f o r c e d  on a  f i x e d - r a t i o  8 schedule of 

re inforcement  while  t h e  a l t e r n a t i v e  response was r e in fo rced  on a  

VI-22.5 schedule.  A l t e r n a t i v e  reinforcement  was s i g n a l l e d  i n  group "A" 



and uns igna l l ed  i n  group "B". Sub jec t s  were run through f i v e  cyc l e s  

of cond i t i on ing  and e x t i n c t i o n  s e s s i o n s  c o n s i s t i n g  of f o u r  s e s s i o n s  of 

cond i t i on ing  followed by an  e x t i n c t i o n  s e s s i o n  and then ,  aga in ,  fou r  

s e s s i o n s  of  cond i t i on ing  and s o  on. The reinforcement  magnitudes used 

were 3.0 seconds ( t a r g e t  response) and 3.5 seconds ( a l t e r n a t i v e  response) 

acces s  t o  food. Deprivat ion l e v e l s  were t h e  same a s  those  used i n  

experiments  I and 11. Training s e s s i o n s  ended fo l lowing  d e l i v e r y  of 

t h e  60th t a r g e t  response r e i n f o r c e r  and e x t i n c t i o n  s e s s i o n s  ended 

fo l lowing  emission of no more than  t h r e e  t a r g e t  responses dur ing  a  s i x  

minute b lock  of t i m e .  

The r e s u l t s  of t h e  foregoing experiment were provocat ive:  a l -  

though t h e  group i n  which a l t e r n a t i v e  reinforcement  was uns igna l l ed  

i n i t i a l l y  y i e lded  fewer responses i n  e x t i n c t i o n ,  t h e  number of t a r g e t  

responses emi t ted  i n  e x t i n c t i o n  i n  t h e  "s igna l led"  group plummeted over 

repea ted  cond i t i on ing -ex t inc t ion  s e s s i o n s  t o  a  po in t  s l i g h t l y  beneath 

t h a t  of t h e  uns igna l l ed  group i n  t h e  f i f t h  e x t i n c t i o n  s e s s i o n  ( t h e  

d i f f e r e n c e s  were n o t  s i g n i f i c a n t ,  however). Should t h i s  prove t o  be  

a robus t ,  r e p l i c a b l e  f i nd ing ,  i t  seems t o  suggest  t h a t ,  whi le  t h e r e  

seems t o  b e  a  response competi t ion component i n  e x t i n c t i o n  i n  ex t inc t ion -  

naive s u b j e c t s ,  t h e  mo t iva t iona l  i n t e r p r e t a t i o n  of e x t i n c t i o n  inhe ren t  

i n  response  r e - a l l o c a t i o n  theory  may be s u f f i c i e n t  t o  account f o r  

e x t i n c t i o n  i n  ext inct ion-experienced s u b j e c t s .  
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CHAPTER V 

GENERAL DISCUSSION 

Chapter one of t he  present work opened with an introductory 

quotation by N. J. Mackintosh (1974) i n  which t ha t  w r i t e r  boldly ca l led  

i n t o  question the  explanatory effacacy of the  p r inc ip le  of reinforce- 

ment i n  formally accounting f o r  the  f ac t s  of experimental ext inct ion.  

The point  of the present exercise  was t o  show tha t  there  a r e  l og i ca l  

and empirical  reasons fo r  questioning the cogency of Mackintosh's posi- 

t ion.  The point  of departure of the  present undertaking was the  so- 

ca l l ed  matching pr inc ip le  f o r  asymptotic operant behavior according t o  

which organisms may be expected t o  d i s t r i bu t e  t h e i r  responses across 

avai lable  a l t e rna t i ve s  i n  proportion t o  the  f r ac t i on  of ava i lab le  

reinforcement yielded therefrom. Moreover, when t ha t  f r ac t i on  of rein- 

forcement is  discriminably changed, organisms may be expected t o  

r ed i s t r i bu t e  t h e i r  responses so  a s  t o  preserve o r  rees tab l i sh  the  

matching r e l a t i o n  (cf .  Herrnstein,  1979). We have re fe r red  t o  t h i s  pro- 

cess i n  the  present t e x t  a s  "response re-allocation.' '  Based on the  log ic  

of the matching pr inciple ,  we have advanced a response re-al location 

account of free-operant ex t inc t ion  according t o  which the  changes i n  

response frequencies observed i n  ex t inc t ion  a r e  posited t o  be manifesta- 

t ions  of t he  fundamental tendency t o  preserve the re la t ionsh ip  between 

response output and reinforcement spec i f ied  by the matching pr inciple .  

Although t h e  present focus is experimental ext inct ion,  the  l og i ca l  

purview of the  present account extends without modification t o  acquis i t ion.  

Indeed, as  with ext inct ion,  the  changes i n  t a rge t  and nontarget  response 

frequencies observed i n  acquis i t ion  a re ,  according t o  the  present account, 



a t t r i b u t a b l e  t o  the  fundamental tendency t o  maintain t h e  matching 

r e l a t i o n .  Hence, i n  a sense, a c q u i s i t i o n  and ex t inc t ion  do not  e x i s t  

except insofa r  a s  they a r e  use fu l  components of the  behavioral  taxono- 

mies psychologists  b r ing  t o  b e a r  on t h e i r  labora tory  experiences. As 

noted i n  chapter  three ,  i t  is  only a f t e r  an experimenter def ines  a 

t a r g e t  response ( e x p l i c i t l y  o r  i m p l i c i t l y )  t h a t  a  behavioral  procedure 

may, f o r  t h e  b e n e f i t  of the  experimenter, b e  i d e n t i f i e d  a s  e i t h e r  

I1 11 acquis i t ion"  o r  ext inct ion.  While such taxonomies a r e  su re ly  use fu l  - 
and i n  some sense, appropr ia te  i n  t h e  l ea rn ing  laboratory - t h e i r  

u t i l i t y  and s ign i f i cance  i n  n a t u r a l  s e t t i n g s  may v i r t u a l l y  p a l l  i n  

comparison. 

It was noted e a r l i e r  t h a t  an environment r i ch  i n  v iab le  a l terna-  

t i v e s  would not ,  according t o  t h e  p resen t  view, be expected t o  engender 

and robustly maintain an infrequent ly  re inforced response. The f r a c t i o n  

of t o t a l  reinforcement y ie lded by such a response would simply be too 

small. By the  same token, however, no s i n g l e  a l t e r n a t i v e  i n  such a 

s e t t i n g  would be expected t o  occur a t  t h e  single-minded, sometimes 

f r e n e t i c  frequencies s o  o f t en  observed i n  t h e  condit ioning laboratory.  

To the  ex ten t  t h a t  such animated performances a r e  regarded a s  v i r t u a l l y  

synonomous wi th  operant condit ioning o r ,  more general ly,  a s  the  s i n e  

qua non of what is en ta i l ed  by "conditioning", one might be  tempted t o  

conclude t h a t  operant  condit ioning i s  confined so le ly  t o  the  l ea rn ing  

labora tory ,  which i s  su re ly  no t  t h e  case. However, it  i s  c l e a r l y  poss ib le  

t h a t  many behavioral  phenomena under sc ru t iny  i n  the  laboratory (and t h e  

part ial-reinforcement e f f e c t  i n  p a r t i c u l a r )  have few s p e c i f i c  analogues 

i n  the  s e t t i n g s  i n  which human and infrahuman organisms rout inely  conduct 



t h e i r  a f f a i r s .  

Returning f o r  a moment t o  the  pos i t ion  a r t i c u l a t e d  by Mackintosh 

i n  the  quota t ion opening chapter one, I submit t h a t  the  p r inc ip le  of 

r e l a t i v e  reinforcement inherent  i n  the  matching p r i n c i p l e  has c l e a r  and 

conspicuous formal implications f o r  the  na tu re  of ex t inc t ion  and the  

robustness of r es i s t ance  t o  ex t inc t ion  e f f e c t s ,  a s  shown i n  d e t a i l  here in .  

Apart from formal implicat ions,  t h e  r e s u l t s  of experiment I lend con- 

s i d e r a b l e  empirical  credence t o  t h i s  pos i t ion .  The r e s u l t s  of experiment 

I1 do no t ,  however, and much of what must be  done i n  way of fu tu re  

research involves determining t h e  g e n e r a l i t y  of the  e f f e c t s  observed i n  

t h i s  experiment. A s  noted previously, t h e r e  a r e  cogent reasons f o r  

guardedly presuming t h a t  those e f f e c t s  a r e  not  p a r t i c u l a r l y  general.  

Indeed, they may be  pa r t ly  o r  wholly abolished i n  a procedure using 

longer CODs than those used here in ,  which w e r e ,  i t  should be noted, 

s h o r t e r  than those ordinar i ly  used i n  concurrent operants  research i n  

o rder  t o  preserve  the  r a t i o  of responses t o  reinforcements e s tab l i shed  

by the  va r ious  f ixed-rat io schedules f o r  t h e i r  r e spec t ive  t a r g e t  responses. 

The response-enhancing e f f e c t s  of s i g n a l l e d  a l t e r n a t i v e  rein- 

forcement observed i n  experiment I1 may a l s o  be p a r t l y  o r  wholly abolished 

by assoc ia t ing  discriminably d i f f e r e n t  r e i n f o r c e r s  with the t a r g e t  and 

nontarget  responses. Rescorla and Skucy (1969) have shown t h a t  the  

del ivery  of response-independent r e i n f o r c e r s  over the  course of extinc- - 

t i o n  enhances res i s t ance  t o  e x t i n c t i o n  by maintaining an aspect  of the 

condit ions p reva i l ing  during p r i o r  a c q u i s i t i o n  t r a in ing .  Using an 

a l t e r n a t i v e  re in fo rce r  which is discriminably d i f f e r e n t  from t h a t  yielded 

by the  t a r g e t  response may, i n  the  experimental s e t t i n g  employed here in ,  



preclude t h i s  e f f e c t  by promoting a c l e a r e r  d iscr iminat ion of t h e  a l t e r -  

na t ives .  

The p o i n t  of procedures such a s  t h e  one above is  t o  reasonably 

assure  t h a t  t h e  sub jec t s  of behavioral experiments "perceive" t h e  re le-  

vant f e a t u r e s  of an experimental procedure i n  the  way i n  which t h e  

experimenter presumes they do. Thus, f o r  example, tones and c o l o r s  a r e  

no t  used i n  experiments on subjects  t h a t  cannot d e t e c t  such s t i m u l i .  A 

presumption made i n  concurrent operants research,  and i n  p a r t i c u l a r ,  

the  research undertaken herein,  is  t h a t  t h e  programmed manipulanda con- 

s t i t u t e  s e p a r a t e  and separa te ly  reinforced a l t e r n a t i v e s .  Changeover- 

delays a r e  sometimes used i n  such research t o  underl ine t h i s  f a c t .  

Clearly,  i f  i t  cannot be presumed t h a t  the  experimenter and s u b j e c t s  a t  

l e a s t  roughly "agree" on what the  p a r t i c u l a r s  of the  experimental pro- 

cedure and s e t t i n g  a r e ,  the  conclusions drawn from the  data  subsequently 

y ie lded may be  puzzling and misleading. It i s  appropr ia te  t o  make t h i s  

po in t  a t  t h i s  time simply because i t  may b e  premature t o  conclude with 

any f i n a l i t y  t h a t  t h e  r e s u l t s  of experiment I1 f a l s i f y  response re- 

a l l o c a t i o n  theory. The subjects  of t h a t  experiment may o r  may n o t  have 

perceived t h e  re levan t  fea tures  of t h a t  experimental procedure i n  the  

way i n  which t h e  experimenter presumed i t  did, Clear ly  more research 

i s  needed h e r e  be fore  t h i s  i ssue  can be  decis ively  resolved. 

I n  any event ,  t h e  author 's  prel iminary inves t iga t ion  of t h e  

e f f e c t s  of s i g n a l l e d  and unsignalled a l t e r n a t i v e  reinforcement on re- 

s i s t a n c e  t o  e x t i n c t i o n  i n  extinction-experienced sub jec t s  would seem t o  

i n d i c a t e  t h a t  the response-enhancing e f f e c t s  of s igna l l ed  a l t e r n a t i v e  

reinforcement is t rans i to ry .  As the  reader  w i l l  r e c a l l ,  a f t e r  repeated 

cycles of condi t ioning and ext inct ion,  the re  were no s t a t i s t i c a l l y  s ig-  



n i f i c a n t  d i f fe rences  i n  res i s t ance  t o  ex t inc t ion  between "signalledw 

and "unsignalled" groups i n  t h a t  study. An upshot of t h i s  f ind ing  is  

t h a t ,  i n s o f a r  a s  ex t inc t ion  i n  n a t u r a l  s e t t i n g s  o r d i n a r i l y  t ake  p lace  

i n  organisms which a r e ,  i n  some sense, extinction-experienced, response 

re-a l locat ion theory is  probably a considerably more general  account 

of ex t inc t ion  than those theor ies  s t r e s s i n g  response competition o r  

in ter ference .  

This, however, i s  not  t o  say t h a t  in te r fe rence  can play no r o l e  

i n  t h e  present  account of experimental ext inct ion.  Future research may 

show t h a t  t h e  present  account must degenerate, a t  l e a s t  i n  p a r t ,  i n t o  

a reinforcement-based in te r fe rence  theory of ext inct ion.  As noted 

e a r l i e r  on response re-a l locat ion theory bears  some i n t e r e s t i n g  s imi lar -  

i t ies t o  i n t e r f e r e n c e  theory and indeed, i n  some cases,  improves upon 

t h a t  theory. For example, a s  Mackintosh (1974, p. 412) has noted, 

I1 in te r fe rence  theory must not  only show t h a t  competing responses a r e  t h e  

cause of t h e  suppression of the  o r i g i n a l l y  reinforced response, it  must 

a l s o  show why any new response should ever become s u f f i c i e n t l y  s t rength-  

ened during e x t i n c t i o n  t o  compete with the  o r i g i n a l  response." As 

Mackintosh (1974, p. 412) subsequently points  out ,  i t  is  not c l e a r  t h a t  

in te r fe rence  theory succeeds i n  doing t h i s .  The present  model of 

ex t inc t ion ,  however, does. A s  pointed out  previously,  response re- 

a l l o c a t i o n  theory explains why the  t a r g e t  response must dec l ine  i n  

ex t inc t ion  and why t h e  various nontarget  responses must r i s e  i n  f re -  

quency over the  course of ext inct ion.  I n  i t s  present  form, response 

re-a l locat ion theory does not  invoke competing responses, bu t  i t  does 

presume t h a t  responses compete f o r  ava i l ab le  reinforcement. However, 

should i t  become necessary t o  invoke competing responses, t h e  p resen t  
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model would have no d i f f i c u l t y  explaining why they " . . . become suf f i- 

c i e n t l y  strengthened during ex t inc t ion  t o  compete with the  o r i g i n a l  

response. 1 I 

A f i n a l  comment is i n  order regarding t h e  re la t ionsh ip  of response 

re-a l locat ion theory t o  genera l iza t ion decrement theory ( i n  i t s  gener ic  

sense) and, i n  p a r t i c u l a r ,  t o  ~ a ~ a l d i ' s  (1971) sequen t ia l -a f t e re f fec t s  

theory of ext inct ion.  According t o  genera l i za t ion  decrement theory, 

responses p e r s i s t  i n  ex t inc t ion  because t h e  st imulus conditions pre- 

v a i l i n g  the re in  a r e  s i m i l a r  t o  those which prevailed during acqu i s i t ion .  

The more s i m i l a r  t h e  former condit ions a r e  t o  t h e  l a t t e r ,  the  g rea te r  

t h e  res i s t ance  t o  ex t inc t ion  expected. However, the repeated emission 

of unreinforced responses i n  ex t inc t ion  guarantees t h a t  s t imulus condi- 

t i o n s  w i l l  eventually change enough t o  become discriminably d i f f e r e n t  

from acquis i t ion ,  a t  which point  responses undergo progressive decline.  

From the perspect ive  of genera l iza t ion decrement theory, r e s i s t a n c e  t o  

e x t i n c t i o n  may be enhanced by e i t h e r  making ex t inc t ion  more s i m i l a r  t o  

a c q u i s i t i o n  (as  Rescorla and Skucy (1969) d id  by presenting response- 

independent r e in fo rce r s  during ex t inc t ion)  o r  by making acqu i s i t ion  

more s i m i l a r  t o  ex t inc t ion  (by, e.g., introducing a l a r g e  number of 

unreinforced t r i a l s  i n  acqu i s i t ion) .  ~ a p a l d i ' s  sequen t ia l -a f t e re f fec t s  

theory,  which i s  now the most widely accepted theory of ex t inc t ion  

(Tarpy and Mayer, 1978), is aimed a t  explaining why and how d i f f e r e n t  

p a t t e r n s  of unreinforced t r i a l s  during acqu i s i t ion  subsequently enhance 

r e s i s t a n c e  t o  ex t inc t ion .  

There can be l i t t l e  doubt t h a t  genera l iza t ion decrement, i n  one 

o r  another form, plays some r o l e  i n  ext inct ion.  Certainly,  t h e  w e l l -  



documented empi r i ca l  v i a b i l i t y  of Capald i ' s  s e q u e n t i a l - a f t e r e f f e c t s  

theory  i s  n o t  ques t ionable .  However, from the  pe r spec t ive  on response 

r e - a l l o c a t i o n  theory,  its g e n e r a l i t y  ( a s  noted  p rev ious ly )  s u r e l y  is. 

A s  no ted  i n  s e v e r a l  p laces  above, h i g h l y  i n t e r m i t t e n t l y  re inforced  re- 

sponses are a p t  n o t  t o  become very i n t e r e s t i n g  t o  s u b j e c t s  i n  s e t t i n g s  

r i c h  i n  v i a b l e  a l t e r n a t i v e s  according t o  t h e  account  of e x t i n c t i o n  ad- 

vanced h e r e i n .  Hence, a s  po in ted  o u t  p rev ious ly ,  t h e  robus t  r e s i s t a n c e  

t o  e x t i n c t i o n  e f f e c t s  a s soc i a t ed  w i t h  p r i o r  t r a i n i n g  on schedules  of 

i n t e r m i t t e n t  re inforcement  a r e ,  according t o  t h e  p r e s e n t  account,  l i m i t e d  

t o  t hose  s e t t i n g s  wherein, f o r  an i d e n t i f i a b l e  t a r g e t  response, the  

l e v e l  o f  background reinforcement  is  r e l a t i v e l y  meager. Environments 

r i c h  i n  v i a b l e  a l t e r n a t i v e s  would o r d i n a r i l y  n o t  b e  expected t o  robus t ly  

g ive  r i s e  t o  i n t e r m i t t e n t l y  r e in fo rced  responses i n  t h e  f i r s t  place.  

It fo l lows  t h a t  t he  v a r i a b l e s  most emphasized by Capaldi ,  dea l ing ,  a s  

they  do, w i t h  t h e  e f f e c t s  of p a t t e r n s  o f  i n t e r m i t t e n t  reinforcement on 

subsequent  r e s i s t a n c e  t o  e x t i n c t i o n ,  a r e  f o r  t h e  most p a r t  l imi t ed  i n  

t h e i r  more marked e f f e c t s  t o  s e t t i n g s  i n  which background reinforcement 

is ,  and remains,  meager. The g e n e r a l i t y  of  Capald i ' s  theory is  there-  

f o r e  dependent on the  t y p i c a l i t y  of  such environments.  According t o  

some w r i t e r s  (e.  g. , Burs te in ,  l976) ,  such environments a r e  notab ly  

a t y p i c a l .  
, 

Conclusion 

The subs tance  of t h e  p r e s e n t  work is ,  i n  comparison t o  t h e  con- 

s i d e r a b l e  e m p i r i c a l  work t h a t  remains t o  b e  done, l a r g e l y  t h e o r e t i c a l  

and methodological.  The p r e s e n t  work has ,  however, succeeded i n  l a y i n g  



the  foundation for t h a t  remaining work and has taken the  i n i t i a l  empiri- 

c a l  s t e p s  i n  an experimental program t h a t  w i l l  e i t h e r  s u b s t a n t i a t e  o r  

u l t imate ly  f a l s i f y  the  matching-based account of ex t inc t ion  a r t i c u l a t e d  

wi th in  these  pages. It i s  upon the  r e s u l t s  of t h a t  program t h a t  the  

t h e o r e t i c a l  f u t u r e  of t h a t  account i n  l a r g e  p a r t  r e s t s .  
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