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ABSTRACT 
- 

. -  - 
. - - < 

The primary objectives of the thesis are threefold: k to 
d * 

present a descriptive analysis of computer-related crime which 

will facilitate a genera1 appreciation .of this form of 
.%. - 

criminality; 2)'to pro~ose an exploratory reseacch- dcslgn-,whieh .. 
"+ < -  

. a- 

will provide a framework for the collection' a n d  "&anlz . l t . ion  of 
% * 

4 

data; ' and 3 )  to identify avenuMfor future research i n  the ~rrra  

of computer-related crime.- 

Proceeding from a general examination of the t-oplc, t h r ~ ~  
t 

variables are identified for indepth a n a l y s i s .  A maj6r  ,it-ca 

selected for research, cOncerF level of technird 1 ski l 1 ~ r r d  

P knowledge required for the ommission of cornput-er-related c r f r n e u .  

This variable is disiussed as it r e l a t e e s  to f l v r  crimr . 

classifications, each neceski'sitating dif t e r e n t  levels of t erhn ira l 

proficiency. The thesis then progresses to a coneidcration of t h t b  :-I 

motivational a.nd opportunity factors which cian i . n f  1uenc:e ,in 

individual's dec sion to engage in computer-related cr imp.  H o t h  L vari-ables are cribed in terms of the psychological and 

environmental conditions which may facilitate the c r i m i n , 3 1 i t - y .  

The combination of these variables forms the basisr fc)r the 

conceptualization of an, exploratory research deslgn that iu 

intended to provide an organized methodology for data c o l i e k t i o n .  
t;is 

Contained throughout the thesis are numerous case examples of 

computer-related crime which are used to document and clarify the 

analysis of the major descriptive variables. As a x o u r r c  o f  "rdw 



" 
'G 

data", the caseB serve to illuserate the utility of the- research 
d 

t C . - 
design for d'ata organization. The'resultant quantitative analysis 

s ,a; 

% 

2 1 8  u ~ e d  to present one possible measurement strategy for :future 
- * .- xu  - t  . 

% 

research e f for t s .  
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9 

a n d  f o r  h i s  c o m p a n i o n s h i p  a n d  t e c h n i z a l  a s s i s t a n c e  I w i l l  
i 

% - 
a l w a y s  b e  g r a t e f u l .  - 

L a s t l y ,  t o  C l a y  M o s h e r ,  who  e n d u r e d  e n d l e s s  h o u r s  of  
iT 

- - - r a m b l i n g  o n  c o m p u t e r - r e l a t e d  c r ime - v i t h o u t  c o r n p l ~ ~ i n t  o r  
- I 

- - p a r e n t  . ,  . d i s c o m f o r t .  O u r  o c c a s i o n a l  f o r a y s  i n t o  t h e  H a r t  
% & .  

H o u s e  P u b  t o  c o n s u m e  a c o u p l e  o f  " c o l d  o n e s "  was a n  i d e a l i c  
i 

s e t t i n g  f o r  a c a d e m i c  d i s c u s s i o n  a n d  p r o v i f d e d  many i d e a s  w h i c h  

were e v e n t u a l l y  i n c o r p o r a t e d  w i t h i n  t h e  t h e s i s .  11 i s 

c o n t r i b u t i o n s  b o t h  d i r e c t l y  a n d  i n d i r e c t l y  a r e  g r e a t l y  

a p p r e c i a t e d  a n d  a c k n o w l e d g e d .  

v i i  
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I. Introduction 

The flrst computer-related crime to be federally prosecuted 

in t h e  United States occurred in Minneapolis in 1966 (Parker, 

1976 : x . An employee .of the National City Bank prpgrammed the 

computerized checking system to ignore $1,357 in overdrafts to 

his account. The crime was discovered 4hen the bank was forced to 

revert back to its manual processing system due to a computer 
4 

failure (Taher, 1980: 298). The following day the Minneapolis 

Tribune printeqthe story on the front page with the intrig-ping ---- -. 

headline: "Computer Expert' Accused of Fixing His Bank Balance" 

(Parker, 1976: x . '  Subsequent media reporting of the case 

stimulated heightened interest in the area of computer-related 
1 

crime which eventually gave rise to a host of conkradictory 

research studies. 

Tn 1973, the Stanford Research Wstitute (SRI) initiated a 

series of studies oh' "computer abuse" which resulted in three 

influential reports to the U.S. National Science Foundation. As 

noted by Taber (1980; 288), the primary objective of all the SRI 

studies was to illustrate the potential threat to society,of "the 

sophisticated comp er crime: one committed by an unscrupulous 

but highly ski 1 led technologistw. This orientation provoked an 

alarmjst trend which characterized future studies, leading the 
is 

United State2 Department of Justice (1980: 11) to conclude: "the 
e 

problem [computer-related crime1 has reached serious proportions 

and is growing worsew. Based upon a sample of 375 cases, the SRI 



published, what were to become, the three most widely sited 

statistics concerning computer-related crime: 1) a total ann~al 

worldwide loss of $300 million; 2 )  an average loss per incldent 

of $450,000; and 3 )  only 15% of known cases are ever reported 

(Parker, - 1976: 29-30). The enormous loss projections madc by the 

SRI were uncritically accepted and reaffirmed by o t h e r  , juthc>rx 

(e.g., Bequaid (l978), Dentay ' (l98O), and Swansnn .-rnd Tet-rite 

(1980)),- 'who further advanced mlsconceptlons conr8crnzng the 

incidence of computer-related crime. 

In an attempt to compile a more accurate statistical p r o f i l ~  or1 

the extent of computer-related crime in IJ .S. governnrcnt tsrogt-iinrr-1, 
S 

the General Accounting Off ice ( G A O )  conducted a ma j o t -  s t u d y  i n  
, r 

1 

1976. With the assistance of ten Federal . i r ~ v e s t i g a t : i v e  ayeric- it*^, 

an extensive file search was performed, which rer;ul t ~ c 3  i n  6 0  

veerif ied cases. Total losses were estimated at $2.2 mi L I i o r i ,  

with an average loss per incident of $44,000, one-tenth w h d t  had 

been reported previously (Taber, 1980: - 282). Ac:c!ortl i ng t . o  

Sokolik ( 1980: 314 : "The GAO characterized most o f  t 1 1 t h  c.t.~n~t~s 

studied as relatively unsophisticated requlrlny on ly 1 i r r i r  t f a d  

technical knowledge", dlrect ly contradict 1 ncj whcd t t hc* Sli 1 

portrayed. 

With similar objectives to that of the GAO study, t . h ~  Orrl~rrlc~ 

Provincial Police (OPP 1 completed an extensive "Computer C r  i n w  

and Security Survey" in 1981 which was directed tow~rd O n t a r i o ' $  

business sector. The study surveyed 648 corpopttionu and rt.=r:c?ived 

321 responses, only 13 of which reported a l r j ~ %  t h r o u q h  
0 

some $arm of computer-related crime (Webber, 1 9 8 3 :  222). 



. 
N Further analysis of the 13-cases revealed that five had been 
1 t 

reportPd to the police, and only three had been recommended for 

prosecution (Canada. House of Commons, 1983: 18: 13). Commenting 

on the \results of the OPP survey,. the House of Commons sub- 

Committee on Computer Crime notes: "There is very little 

empirical data which clearly demonstrate that computer crime 

poses a serious problem" (Canada. House of Commons, 1983: 18:13). 

The-controversy concerning the nature and extent of - - computer- - 

related crime is only one area of contention which has confounded 

research efforts. The "computer criminal" has likewise, been the 

subject of konflicting analysis. Parker (1976; 1976b; 1980; 1983) 

has had the most influence on the way other authors have come to 

v ~ e w  the computer-related crime offender. Krauss and MacGahan 
c 

(1979: 39) state that: "developed findings from his work... tie 

in quite well with the characteristics of the modern day 
* 

embezzler", and include the following attributes: 

- Perpetrators are young (average age is 29, 
median age - is 25, ra-nge is 18 - 4 6 )  ; 

- managemeht and professional skills are 
predominant (70% were managers or highly. 
experienced technical professionals; and 

- violation of occupational trust was 
evident I n  65% of the cases (Krauss & 
MacGahan, 1979: 39). _ 

These statistics were c o m ~ l e d  from a rather limited population 
, 

of 17 known computer-related crime offenders (Parker, 1976b: 13). 

As Sokolik (1980) notes, the application of such general 

characteristics to the entire population of computer-related 

crime offenders can be questionable: 



Where some authorities speak of the -.!computer 
criminal' in a manner which implies a uniform- 
ity of personal characteristics and background, 

--.. most contend that there is only a broad outline 
' which serves principally to distinguish the 

users of comput&rs in crime frorh more tradition- 
al criminals (Sokolik, l9*80: 365-366). 

Even though little consensus exists concerning the - s t d t  i st  i-cn 1 - 
profile of "computex crime" or the attributes *which best % 

. - .  

characterize the "computer crimimal", most rrsearchcr~ would 

agree that, it is an area of criminology which deservcs great -er  

I 

academic attention. 

Research Objectives: 

The primary objective of this thesis is t o  descr~t)c? r.ompute*r- 

related crime In relatlon to variables which wl 1 l f , 2 ( - l l  I t d t  e ,t 

general appreciation of this form of criminal ity ( C h a p t  r b r s  

1 1 - I V ) .  The three descriptive variables s r l r c t f d  for s t u d y :  

1 )  technical ski11 and knowledge; 2 )  motivation; ar~d  3 )  

opportunity; are examined according to researc.h i n c i j  r-Lit-or~ 

whlch take into consideration basic computer-relat,wl c r ' r l n r c ~  

concepts. Initial observations derived from t h i s  d e s c r  i pt. i v e  

analysis provide a foundation for the conc.eptua I i zat..ion of iirl 
-. 

exploratory research design whihh incorporates whit c-c:o1 lar 

crime theory (Chapter V ) .  

The purpose of proposing an exploratory r e s e a r c h  design 1~ t o  

enhance the scope of future research by providing a f ranlework for 

the collection and organization of cases for ~tdtistical 

.observation. The need for such a design is clearly 

stated by the incongruous conclusions drawn by thc House o f  



Commons Sub-Committee on Computer Crime (1983) concerning the 

necessity for legislative action to combat ttie form of 

criminality: 

A comprehensive study has never been undertaken 
-. in Canada to estimate the occurrance rate and we 

do not feel that one is necessary at this time. 
In our opinion, the fact that relatively little 
is known about the incidence and seriousness of 

, computer crime is not a justification for 
legislative complacency. We must still have 
rhgard for the potential harm to society. 
Legislative action is needed to proscribe 
crimes and deter offenders (Canada. House of 
Commons, 1983: 18, 14). P- 

This reactionist orientation is puzzling in light of the 

relatively few actual cases of computer-related crime reported in 

Canada. The Sub-committee's observations are, however, an accu- 

rate reflection of. the 4.' present state of computer-related crime 

research, and provide little insight into the nature or extent of 

this form of criminality. commenting on the Sub-Committee's 

findings, Webber (1983) notes the absence of reliable statistics 

to support the opinion that'computer-related crime constitutes a 

"potential harm" to society: 

To paraphrase the subcommittee's views would 
result as follows: 'We do not know how much 
computer crime there is nor how serious it is; 
none the less, we intend to create criminal 
sanctions to deter it1. One might query that, 
if the incidence rate and seriousness of the 
subject-matter are not known, then how might 
the legislators detetmine the 'potential harm' 
so to tailor the Criminal Code to protect 
society?... we must assume that law reform in 
Canada is not based solely on views and opin- 
ions but, rather, is founded on in-depth study 
and analysis of the most appropriate approach 
to reconcile the problem. Unfortunately, the . , 
subcommittee makes no mention of the analytic 



tobls used to reach the conclusion that even 
harmless 'trespasserst. who penetrate aameone 
else's system without the intention of 
altering or destroying data should be subject 
to criminal sanctions (Webber, 1983: 244-2461, 

Such dissenting views indicate that computer-related crime 

has not yet been adequately addressed in relation 

to a research design which can provide a mechaniem for 
s 

statistical observation. As the second objective of this thesis, 

the development of an "appropriate approach" to meaHure the 

nature of computer-related crime is an important first ~ t e p  in 

the appraisal of this form of criminality. 

The last objective of'this thesis is to identify possiblp 

avenues for future research, based upon the app.lj.cation of t h r  
-. 

proposed design (Chapter V). A number of different  area^ of 

interest (e.g.,. computer system vulnerabilities, victimizat.jon, 

etc.) may be examined in relation tozthe four research indicators 

providing enhanced capabilities to determine the quality of t h i n  

form of crime. The perspective taken in this t~hesi~ i u  

directed toward a "field" orientation which will enable 

practioners to collect and examine cases according to a numbfar of 

different research questions; while still retaining a measure o f  

proportion to the totality of cases collected for analysis. 

The Research Design: 

Based upon the observations of Quinney (1964) concerning 

the nature of white-collar crime, a basis for content analyeita - 



is identified. Expanding upon his concepts of crime and deviatiqn 

occurring within the occupational environment, the enhanced 

deaign includes situational violations. Such types of - 
crime and deviation originate "outside" of the, occupational 

setting and are often committed without the application of 

occupational knowledge. Because computer-related crime, is not - 

pecesaarily restricted to, or a function of occupational 
1 

activity, the inclusion of situational violations within the 

.. research design greatly increases the researchers ability to 

examine the general nature of this form of criminality. 

The basic, structure of the design is comprised of two 

conceptual variables which have been extrapolated from the 
ri , 

descriptive analysis of motivation and opportunity presented in 

Chapter IV. Combining the two variables results in four research 

indicators which are used to organize cases accordsing to major 

categories. The progression from conceptualization to operation- 

alization principally concerns the selection of indicators which 

best characterize the var~iables under study, and stating them in 

t e r ~ s  which permit observation. In respect to conten& analysis, 

such indicators represent the operational defin-itions by whiah a 
7 

coding scheme is devised. Based upon this research design a 

number of qther variables may be kxamined in relation to the 

original data- base. 
s 

To illustrate the utility of the design for data 
c.=- 

collection and organization a content analysis is performed on a a 
limited sample of cases. As a basis for case selection the three 

criminological definitions which will be described in Chapter I1 



are used as a criteria for defining the unit8 of 

analysis. A simple sampli-g strategy is,employed in the selection 

of the 40 examples of computer-related crime contained -in the 

case study; Based upon the definition of "computer-rtlated 

crime", each case presented within this thesis is asabssrd 

according to a demonstration of technical skill and knowledge. 

Cases which fulfill this definitional requirement are selected 

for analysis. Such a strategy is often called "purposive" or 

"judgmental" sampling, and the selection of cases for study is 

counded upon the researcher's knowledge of the population under 

study (Babbie, 1979: 195). Since the case'examples are described 
* 

throughout the, thesis a technique was identified which could be 

used to organize them for the content analysis. Each of the 40 

examples of computer-related crime included in the case study-. 

presented in Chapter V are footnoted and assigned a case number 

(e.g., CRC-Ol), which are referenced for clear identification. - 

This method of case organization not only enables the reader to 
1 

appreciate the quality of the case in the context in which it i u  

presented, but it also provides an effective cross-reference 

technique for the content analysis. The following three sectionw 

of this Chapter will detail the strategy taken in the literature 

review, the analysis of documents, and possible future 

theoretical considerations of the research. 

A.  The Research Approach: Literature Review 

As noted by Cooper (1984: 12-14) the research review contains 

five basic stages of social scientific inquiry: 1 )  the problem 



formulakion stage; 2 )  the data collection stage; 3 )  the data 
L 

evaluation stage; 4) the analysis and interpretation stage; and 
1 

5 )  the public presentation stage. In association with these 

stages of inqulry, the ryesearcher must identify the research 

channels which will assist in the review of the relevant 

literature. Cooper (1984) presents three possible research 

. 
channels which may $e used in the revlew: 1) informal research 

channels; 2 )  primary research channels; and 3 )  secondary research 

channels. 

................................. 
1 
Cooper (1984) describes the processes directing these research 

stages as follows: 
the problem formulation stage. During problem formulation, the 
variables involved in the inquiry are given both abstract and 
concrete definitions. At~this stage the researcher asks: 'What 
operations are relevant to the concepts that concern the review?' 
More broadly, the researcher must decide what distinguishes 
relevant from irrelevant material (Cooper 1984: 12). 
the data collection etage. The data collection stage of research 
involves making a choice about the population of elements that 
will be the focus of the study. Identifying populations for 
research reviews is complicated by the fact, that the reviewer 
wants to make inferences about two taigets. First, the reviewer 
wants the cumulative result of the review to be based on all 
previous reaearch on the problem. Second, the reviewer hopes that 
the included studies will allow generalizations to the population 
of individuals (or other units) that are the focus of the topic 
area (Cooper, 1984: 14). 
the data evaluation stage. After data are collected, the inquirer 
makes critical judgments about the-quality of individual data 
points. Each data point is examined in light of. surrounding 
evidence to determine whether it is contaminated by factors 
irrelevant to the problem under consideration (Cooper, 1984: 1 4 ) .  . 
the analysis and interpretation stage.+ During analysis and ' 
interpretation, the separate data points collected by the 
inquirer are synthesized into a unified statement about the 
research problem.. Interpretption demands that the inquirer 
distinguish ayatematic data patterns from 'noise' or chance 
fluctuation (Cooper, 1984: 14). 
the public presentation atage. Creating a public document that 
describes the review is the task that completes a research 
endeavor (Cooper, 1984: 14). 



Informal Research Channels 

I _ 
Informal research channels are often used in literature 

-T 

reviews because of their ease of location and accessibility to ' .  
the researcher. One source of informal comrnunicationa has been 

termed the "invisible co1lege"and includes the researdher 's 

association with others who are engaged in similar research - 
I 

(Cooper, 1 9 8 4 :  3 9 ) .  Through correspondence and the exchange of - 

revelant literature the researcher is kept informed of the state 

of current studies. Such colleges are based upon a mall group of 
-"1. 

influential members with less prominent members contr#&&ing from 
+% 

the outside of the close group. Cooper (1984: 3 9 )  boten the 

obvious' bias which may result from .such as so cia ti an^: 

"information from an invisible college is probably more uniformly 

supportive of the findings of the central researchers than 

- .  
evidence based on more diverse sources". Another xnformad 

research channel includes the researcher's participation in - 

professional societies and interest groups which provides access 

to information relevant to specific areas of study (Cooper, 1984: 

3 9 - 4 0 ) .  Once Qgain the bias is that such information may be 

selectively incorporated into the researcher's own study. 

Primary Research Channels 

Primary research channels will usua lly include the 

researcher's own personal libraries of a particular subject and 

may be comprised of a wide array of different information sources 
r 



such as, scholarly books, journals, and other forms of academic 
- 

publication. Using these sources of information as a primary 

channel, the researcher can then retrieve previously cited 

informatidn which may be relevant to the area of study. This 

reference-tracking technique . has been termed the ancestry 

-, approach, which essentially entails the search of citations and 4 -  

bibliographies (Cooper, 1984: 41). As' Cooper (1984: 42) points 

out, a major problem facing researcher; who employ this approach 

, 
is that" it often "introduces bias by overrepresenting the 

paradigms and results that are contained in the reviewer's chosen' 

journal rfetwork reference group". 

Secondary Research Channels 

.Secondary research channels probably yesent the least amount 

of bias .when conducting a literature review, since the 
- 

information is obtained from all publicly a9ailable research 
2 

-- (Cooper, 1984: 42). Sources include, published bibliwaphies 
3 

and indexing and abstracting services yhich provide the 

'researcher with little restriction as to the types of studies 

under review. Cooper (1984: 42) maintains that such channels 

................................ 
2 

The Natural Research Council Research Information Service 
publishes a bibliography of bibliographies in psychology which 
lists over 2,000 bibliographies (Cooper, 1984: 43). 
3 

An index or abstracting service will focus on a certain 
discipline or topic area and define its scope to be'an explicit 
number of primary publication outlets. Each article that appears 
in the primary outlets will then be referenced in the system 
(Cooper, 1984: 4 3 ) .  



"should form the' backbone of any systematic, comprehensive 

literature search". While biases may exist in the researcher's 

selection of material from the bibliographies and abstracting 

services, the biases contained within informal and primary 

research channels are greatly reduced. 

The method employed to conduct the literature review for the 

thesis comprised a combination of secondary and primary research 

channels. First, a computerized abstracting service (secondary 
--" 

channel) was used to determine the extent of information 

available on computer-related crime. Criminological abstracts 

were queried on key terms such as, computer crime, computer- 
/ 

related crime, computer abuse, and technological crime. 

listing of the relevant literature was obtained it was reviewed 

and a further listing of literature'was derived from a search of 

citations and bibliographies (p'rimary channel). Because computer- 
w 

related crime has only been recently addressed in the related 
- 1 

literature the sample of articles, books and journals w a R  

relatively limited in scope, yielding a possibly biased 

representation of research stimdfated by the original studies - 

conducted by the Stanford Research Institute (this problem i e  

typically associated with the ancestry approach). The rev iew of 

the available literature not only provided the foundation for the 

examination of the three descriptive varables of analysis, hut 

also a sample of cases which were used for the content analysis. 



8. Content Analysis of Documents 

Applying the methods mentioned above the literature 

ecanned for ;all cases involving eomputer-related crime 

indexed for the case study. As noted earlier cases meeting 

2 

was 

and 

the 

definitional requirements for the content.analysis were selected, 

while the others were excluded from the analysis. The cases 

included within the thesis were primarily used to clarify and 
I 

document the descriptive variables of analysis, however, their 

utility was also demonstrated for the content analysis of 

documents. 1 ,  

It should be acknowledged at this point that many of the 

cases cited throughout the thesis represent "images" within 

documents and may only be reflections of reality. How such ,images 
,-- 

are portrayed in the related literature can greatly. impact our 

of crime and deviance and should be viewed with a 

measure of caution. As noted by Sutherland (1950: 143) in his 

examination of sexual psychopath laws, such images are often 
. 

maintained "after a state of fear has been aroused in a 

community"; which may lead to the enactment of "dangerous and 

futile laws". In his analysis of the diffusion of sexual 

psychopath laws, Sutherland states: 

B 
Implicit in these laws is a series of propositions 
which have been made explicit in an extensive 
popular literature, namely, that the present danger 
to women and children from serious sex crimes is 
very great, for the number of sex crimes is large 



and is increasing more rapidly than any other 
crime; that most sex crimes are committed by 
'sexual degenerates', -sex fiends', or 'aexual 
psychopaths' and that these persona peraist in 
their sexual crimes throughout life; that they 
always give warning that they are dangerous by 
first committing minor offences; that any paychia- 

- trist can diagnoae them with a high degree of 
precision at an early age, before they have commit- 
ted serious sex crimes; and that sexual psychopathe 
who are diagnosed and-identified should be confined 
as iresponsible persons until they are pronounced 
by psychiatrists to be completely and permanently 
cured of their malady (Sutherland,*,l950: 142). 

Similar types of propositions have been made concerning other 
d 

forms of criminality. For example, in her book - The Black Candle, 
b " 

Emily Murphy (1922) describes in lurid detail the evila which 

. will befall men who partake in the pleasures of opium. As noted 

by Solomon who wrote the introductioncto her book: 

Her research was irrevocably tainted by her strict 
personal morality and was specifically writen in a 
biased, sensationalist fashion to arouse an apathetic 
Canadian populace... Of equal importance was Mru. - 
Murphy's impact on the public's perception of drug 
use and users. She created -a series o f  women- 
seductive villains, primarily non-white and non- 
Christan, who threatened the Anglo-Saxon way of life. 

- Driven to insanity and crime by hopeless addicition, 
these cunning 'dregs of humanity' more than deeerved 
the harshest penalties. All prohibited drugs were 
addicitive poisons which destroyed the body and the 
inhibitions of a good Christan upbringing. Although 
her more outrageous claims have been dismisaed, many 
of her erroneous assumptibns are still accepted by 
segments of the Canadian public (Murphy, 1922: 2 - 3 1 .  

.- 
consideking the historical context by which perception~ of 

criminality may be shaped, it is important to recognize the 
n .  

impact such studies can have on future research efforts. lThe 



.portrayal of criminal cases in a sensationalist or dramatic 

manner is sure to arouse public interest, often at the expense of 
' L 

academic creditability The pioneering studies conducted by-, the 

Stanford Research Institute have greatly influenced the manner in 
.,, 

which other authors v i , ~  computer-related crime and have provided 

many of the cases presented within thG thesis. In this respect, 

the !'images" (cases) presented in the thesis may not neccessarily 

reflect an accurate picture of reality. While their utility as 

descr-ptive examples of computer-related crime have assisted in 

the examination of the three major variables of analysis, they 

cannot be deemed representative of all computer-related crimes. 

The content analysis of documents was expressly used to 

demonstrate the applicability of the research design for future 

studies, not to provide generalizations concerning computer- 

related crime. 

C .  Theoretical Considerations 

When examinidg any aspect of criminal ' activity, two 

poasibil ities exist for theoretical speculation. First, the 

r&ea cher may wish to gather facts then generalize to theory 
t;. /? 

(inductive reasoning); or may wish to apply a theory to a 

particular set of facts <(deductive reasoning). Each mode of 

reasoning provides .the researcher with a mechanism by which to 

incorporate theoretical considerations ikto a study. For the 

stated objectives of'the thesis an inductive reasoning approach 

was applied, where facts and observations were complied which 



could then be generalized to theory. While a number of 

theoretical aspects of computer-related crime are discussexk 

throughtout the thesis, no one distinctive theory was adopted aa 

a foundation for the following analysis, although a number of 

possibilities are considered in the concl;si.on,to the thesis. 

Before the basic objectives of the thesis can be addressed. it is 

first necessary to acquire an initial appreciation of the topic 

under study. 

examination 

analysis of . 

The next Chapter will be directed toward a general 
'k . . 

of computer-related crime concepts including:' 1 )  an 

criminological definitions; and 2 )  an overview of 

crime characteristics. 
4 



XI. Computer-Related Crime Concepts 

A. Computer Crime Defined 

Computer crime, computer-related crime, computer abuse, and 

computer .fraud are commonly used terms which are used 

to describe a form of technological crime. In order to 

intelligibly distinguish the many different concepts expressed 

by the term 'computer d'ime', it is necessary to organize them 

into clearly identifiable categories. In many instances, 

researchers have used these concepts interchangeably, which has 

led to inconsistency not only in interpretation but also - 

application. 
4 :"--- 

Determining what constitutes 'computer crime' as opposed.to 

'computer-related crime' or 'computer abuse' has until recently 

been based upon criminological concepts, rather than on 

criminal statute. McNiff (1982) comments dn the difficulties 

involved when a t t e m p t i n g h e  'computer crime' in legal 

terms; he states: 

There are two important distinctions here, the 
first being the distinction between crime and 
abuse. In a generic sense the words are, and 
can be, used interchangeably unless precision 
in respect to criminal illegality is, as it is 
here, in issue. When the primary orientation 
is the proscriptive definition of a particular 
criminal system, computer 'crime' becomes a 
highly technical term. On the other hand, 
other , discussions can utilize the terms 
loosely or, in preference, the word 'abuse' 
can be equated with the sociologists' use -of 
the term 'deviance' to avoid the definitional 
problems of 'crime'. The second important dis- 
tinction Iconcernsl the difference between 



crime against the computer (a target) and 
crime by computer (a tool). The dichotomy of 
computer targeted and facilitated offencea ia 
not mutually exclusive. By way of example: 
manipulation of software may be done in order 
to obtain control of an extergal asset - crimq 
by computer - but may also be an offence in 
itself, despite the intention that the abuse 
be incidental to, or simply a means to, the 
gain of the ultimate asset (McNiff, 1982: 5 ) .  

~cNiff'-s comments are valuable in pointing out the problems which 

can result when attempting to apply legal conditions to a form of 

activity that is still relatively  obscure^. More importdntly, 

McNiff notes the distinction between 'crime by the computer' and 

'crime agai~st the computer'; this aspect is a primary element in 

the process of identifying'those conditions which can be used in 

the assessment of criminological d&fini$ions.~ 

Because 'computer crime' has only &st been add.rnssed by 

legislation, criminologists are still relying upon crimino- 

logical characteristics for analysis. These characteristic% have 

become the conceptual bases by which crime and abuse have been 
\ 

distinguished, and effectively lend themselves to criminoloyical 
- 

research. 

Criminological Definitions 

In describing computer crime in criminological terms, every 

effort should be made at variable specification, which would 

greatly increase the research utility of the concept.. In this 

respect, a number of authors have proposed different definitions 



, of computer crime,, all of whi'ch have revolved around similar 

terms, but have not adequately addressed its fundamental 

elements. 

For instance, Penrose (1979) proposes definition of 

computer-related crime in which he indicates what =activities 

computer-related crimes should incorporate,,,butv goes no further. 

x His definition reads: 

d Computer-related crime can be said to cat r* . 
for any unlawful act in which a computer is, 
used. Perhaps the definition should be con- 
tained to those allegations involving either 
some falsification of input and/or un- 
authorized program change or other manipu- 
lation by electronic data personnel rather 
than the falsification of source documentation 
by persons unconnected with the computer, 
which, because of the system of operation, in 
turn gives rise to computer input documents 
(Penrose, 1979: 13). I 

A similar type of definition, although aimed at a ' different . 

concept, was proposed by Carroll (1977): 

[computer crime can be defined]... As all 
threats directed against electronic data 
processing (EDP) equipment and its sup- 
porting facilities (hardware), programs 
and operating systems (software), supplies, 
information handled by the EDP system, 
negotiable instruments stored or created at 
the facility, and critical resources 
required by the EDP system to render 
service (Carroll, 1977: 15). 

A s  illustrated in both of these definitions, there appears to 

be an abundance of extraneous information, such as the 



delineation of types oP computer crimes and types of. loases. 

These aspects tend to obstruct the basis upon which definition8 

should be formulated, that is, the identification of features 

which would characterize the hierarchical nature of computer- 

related crimes with respect to the computer's involvement in the 

commission of crime. 

The three definitions proposed by ~akker (1980 1 have pruvrbn 

to be effective in covering the range of criminological concepts. 

Distinctions between these definitions are~based upon: the 

extent of involvement of the computer in the commission of the 

crime; and the level of technical skill ,and knowledge 

demonstrated by the of fender. Each definition will ' be examined in 

relation to a specific form of computer-related crime 

clasification: physical acts. This class of violation generally 

involves the physical destruction of computer-related resoudces. 

i. Computer Crime 
J 

True computer crime implies direct involvement 
of computers in committing a crime (United 
States Department of Justice, 

This definition assumes the highest level of restriction 

regarding the types of offences which may be included under the 

concept. It requires that the computer be used directly as the 

primary tool in the commission of the offence. Such crimes often 

involve sophisticated techniques not witnessed under other 

definitions. 



Dentay (1980) describes a case of true computer crime which 

he considers "poetically just". It concerned a promise made 

to a programmer that, if he developed a successful personnel- 

function program for a large corporation, he would be hired for a-- 

permanent position after his one-year contract expired. The cor- 

. poration received the program, but denied making such a promise 

to the programmer. After his contract ended, he was released from 

his occupational duties (Dentay, 1980: 44). 

Unknown to corporate officials, the programmer had 

anticipated such an action and inserted a 'logic bomb' into the 

program he had developed which would destroy the program at the 

issue of his final pay cheque. At the bottom of the programmer's 
\ 

cheque appeared an eloquent, yet simple statement of fact: Final 

Pay: Program Terminated (Dentay, 1980: 4 4 ) .  This particular case 

illustrates a true computer crime in the strictest sense of the 
.. 

concept. Not only did the programmer use the computer as the 
B 

primary tool for the destruction of the program, but he also used 

extensive technical skill and knowledge in inserting the 

logic bomb which is one of the more 'advanced computer-related P I  

1 7 

crime techniques. 

ii. Computer-Related Crime 

Computer-related crime is any illegal act for 
which knowledge of computer technology is 
essential for successful prosecution 
(Parker, 1980: 334-335). 



.< 
Computer-related crime can be distinguished from: .true 

computer crime by the fact that the computer does not 

necessarily have to be used directly in the cornmiasion of the 

offence. This definition is probably the most adaptable for 

criminological research purposes, since it does not limit- 

( investigation to those offenees which involve the comp"ter as the 

primary tool. Yet it excludes crimes which are questionable or 
2 

only superficially computer-related. 

An example of a computer-related crime which alse involved 

a destructive attack is described by Carroll (1977). The offence 
+ 

occurred in Denver in 1972 where a computer operator was arrested 

1 for repeatedly short-circuiting a computer disk drive with a 

screwdriver. His actions caused extensive downtime of t h e  

computer system, which subsequently cost his employer about. 

$500,000 over a two-year period trying to locate the recurring 

trouble. When+asked the purpose of his activitiee, the opeyakor 

claimed he had an overpowering urge to shut down the computer 
3 

(Carroll, 1977: 18-19). This offence may not be classified a s  a 

true computer crime, since the computer was 'not used as the 

instrumeht of the crime. However, it may be conaidPred a 

computer-related crime since the perpetrator demonstrated 

adequate technical skill by attackiiig a specific component of the 

computer system which allowed him to escape detection for a two- 

................................. 
2 

The term computer-related crime will be used throughout t h i e  
i 

: thesis to denote all forma of criminal conduct involving 
computers. 
3 
Case number CRC-02: see Chapter V. 
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A" year period. The computer eerved as the 

than the instrument of attack, and thus 

object of attack rather 

played a passive role in 

the commission ,.of the crime. It is this aspect of computer 
t 

involvement which distinguishes computer-related crime from'true 

computer crime. 

iii. Computer Abuse 

Computer abuse is any intentional act 
involving a computer where one or more 
perpetrators made or could have made 
gain and one or more victims suffered 
or . could have suffered a loss ' 
(Parker, 1980: 333). 

The parameter$lof this- definition are the least restrictive 
1 

for the types of offences which may be included under the 

concept. The defini.tion specifies that the offence must involve a' 

computer and that it must be intentional, but no mention is made 

of the fundamental elements witnessed under the other two 

definitions. Comput-er abuses can, therefore, span the complete 

range of offences involving computers, incorporating all true 
!B 

computer crimes as well as all computer-related crimes. Since 

the variables of this definition are not specific, 

1 ittle concrete analysis is required in determining 

the computer's role in the commission of the crime. 

Parker (1980) maintains that this particular definition is 

the most applicable for research purposes since it "relates to 

computers in the most general way possible", which he feels best 

serves in the "exploratory selection and collection of 



4 
unanticipated types of casesn (Parker, 1980: 333). Bequai 

(1978) considers such definitional problems: 

If a computer is stplen in a simple theft where 
based on all circumstances it could have been a 
washing machine or a milking machine and made 
no difference, then a knowledge of computer 
technology is not necessary, and it would not 
be a computer-related crime (Bequai, 1978: 
2 - 3 ) .  

Bequai's comments are valid in light of the fundamental elements 

identified in the other two definitions.' However, they still 

leave much room for speculation regarding the fine line which 

distinguishes computer-related crimes from computer abuses. For 
I 

example, a Canadian case illustrates the problems which may arise 

when attempting to classify offences according to theue 

definitional categories. 

Sir George Williams University in Montreal was the scene of 

a large student riot. The students occupied the university's EDP 
** 

computer center for two weeks before setting fire to a $1.G 

million computer (Carroll, 1977: 16). The offence was 

obviously intentional and it involved a computer, quite clearly a ..................................... 
4 

As noted by Parker (19801, the objective of using thia 
definition is to encompass as many different types of cases as 
possible for analysis. Parker (1980: 333) maintains that thia 
particular definition is the most applicable for research 
purposes since it "relates to computers in the most general way 
possible". What Parker may have failed to consider when making 
this statement is that along with the collection of 
unanticipated typea of cases, many irrelevant cases may alno be 
included, further clouding the issue of variable identification. 
While "computer abuse" cases assist in the descriptive analysis 
of violations which may encompass the exploitation of computer 
technology, they do not demonstrate a sufficient application of 
technical skill and knowledge to be considered for analysie. For 
this reason, cases involving simple formskf physical des truct ion  
or theft are excluded from the case study presented in 
Chapter V. 



computer abuse. Butk depending upon the circuhstances,- it 

may be considered a-computer-related - crime if a number of 

assumptions can be made: first, that the students appreciated the 

possible losses the university might accrue with the - f 
destruction of the computer; second, that the students used the 

B 

threat" of destruction as a tool to achieve their objectives; and 

last and most important, that the students selectively 

discriminated between valuable property and property which was 

only incidental to the proper functioning of the computer system. 

Baaed upon these assumptions, this particular offence may be 

considered computer-related, if technical knowledge was 

necessary for the students to appreciate the nature of their 

actions with respect to their original objectives. By reviewing 

the facts of the case, it seems that the students were 

intent upon disrupting the normal functioning of the university 

by physically . destroying the facilities. It is not, evident 

that the ,students possessed the necessary technical capability to . , 

do so in a selective manner, which would have greatly increased 
- - 

1 - - their relative power over the system while, at the same- time, 

still presenting their 'cause' to the university authorities 

(Reid & Reid, 1969: 4 2 ) .  Similar to the methods employed by the 

students, terrorists also rely upon physical acts to demonstrate 

their cause. However, unlike the students they generally control - 
the system through technical knowledge (e.g., seldctive 

demtruction which inflicts maximum disruption to computer 

service). Thus, the 'action' taken by the students- must be 

considered's computer abuse even though it involved a traditional 

form of crime. 



B. Characteristics of ComputeraRelated Crime 

Computers possess numerous elements which allow them to ful- 

fill a myriad of different functions, including-criminal a c t i y -  
4 

ities. Because of the diversity of criminality possible 

through themanipulation of computer technology, computers have 

been used far a nurnbir of different criminal  role^. such 

t roles are, to a, large extent, dependent upon the specific 
8 k. 

criminal application for which the computer will be used and, in 

this respect, often revolve around two unique character- 

istics which distinguish this form of criminality from other 

types of white-collar crime. 

i. Four Roles Computers Play in the Commission of Crime 

I I 

/ 

Fomputers can serve as the object, the instrument, the 
.. 

subjsct or the symbol of crimjnal activities. Each role is 

distinguished from the other 'by specific environmental condi t  ion^ 

which determine the computer's involvement in the commisnion of a 

crime. s 

Computer as Object 

The computer may be considered the object of crime i f  
P 

physical destruction of the computer, or any hardware or software, 

utilities associated with the proper functroning uf  the'computer, 

are the goals of the perpetrator (Parker, 1976: 1 7 ) .  T h e w  



I a 0 

types of crimes are easily prosecuted under traditional statutes, - 
9 since physical destruction is blatantly apparent. Computer- 

related'crime techniques used in such offences include: phys~cal 

damage, storage media damage, logical damage, and communication 
5 

damage. The majority of these crimes concern some form of 

destructive activity directed against corporations by disgruntled 

and fired employees, or terrorist groups wishing to demonstrate 

their grievance (Carroll, 1977: 29). However, the more interest- 

ing types of cases involve the destruction or theft of computer 

facilities by competing corporations. For example, in 1975, a 

computer parts manufacturer in Santa Monica charged a competitor 

with hiring an arsonist to set fire to his facilities, disrupting 

production and destroying complete inventories (Carroll, 1977: 

1 6 ) .  Such crimes apt 1 Y illustrate the extensive 

pressure which can result in criminal activity when corporations 

bid for contracts in a lucrative market. 

" Computerized data stored on magnetic tapes and disks or 

printouts of valuable trade information can also serve as the 

objects of crime when they are stolen and held for ransom for 

their market value. In such cases, other computer-related crime 

techniques may be used in the appropriation of the data, such 

as: scavenging, piggybacking, impersonation, data leakage, and 

wiretapping. In one case, a computer operations supervisor who 

5 f 
The computer-related crime techniques which are mentioned 

throughout this chapter (e.g.,* scavenging, piggybacking, 
imperrnonation, data leakage, wiretapping, trojan horse, salami 
techniques, aaynchronoua attacks, simulation methods, and syatem 
hacking), will be more fully described in Chapter 111. 



\ 
LC 1) 

was employed in a large data processing facility in Razenburg, 

NBtherlands, stole and held 594'tapes and 48 diaks fcy a ransop 
r 

of 275,000 pounds sterling, after he was fired from his job 

(Carroll, 1977: 19). The scope of technical skill and 

used in such offences can range from relatively simple schemes 

to highly complicated hardware and software manipulatian~, 

depending upon the nature of the information and the extent, 

of security maintained by the computer facility. 

. Computer as Instrument 

This category requires that the computer be used directly in , 

the commission of the crime so that the offence could not. ; 

-.- 
occur without the assistance of a computer. Many researcher~ 

/ 
(Macintosh, 1983;  Taber, 1 9 8 0 )  consider this aspect of computer 

involvement the only true form f 'computer crime', since such 7 
offences involve. complex software manipulations whiclh require 

extensive specialized knowledge and s k i 1 1 8  ([Jnited States 

Department of Justice, 1979: 4 ) .  Crime techniques used in this 

type of offence include: the trojan horse, salami tcchniques, 

asynchronous attacks, simulation methods and hacking techniques. 

The majority of these techniques will be used in so histicated + 
financial schemes which may include the embezzlement, of -businee~ 

4 
assets through program manipulation. For example, deliberate 

rnisMsting with lapping is an effective program manipulation 

technique which can be initiated in any accounmg program that 

controls the recurrent.payment of funds (Krauas & MacGahan, 1979: 



The accounting program must be modidied to cause a misposting " -A 

which either fails to apply a charge to the programinel's accoudt 

(the charge %is applied to another account), or credits the 
\ 

programmer's account with a payment (the account which should 

have been credited is not posted). This prpcess of deliberate 

mispostipg is accomplished with a technique called 'lapping', 

which requires precise time management. The program is altered to 

modify only those accounts specified by the programmer, and are 

% -  misposted at regular intervals to demonstrate identical modifica- 

tion. If the programmer fails to lap the accounts (make sure 
1' f 

, - , they sustain continual modification) he/she is at risk of audit 
i )  

detection, since the discrepancy in the original account and that 

of the h e ' x t  misposting will appear in the next legitimate 
,f 

transaction (Krauss & MacGahan, 1979: 81-82). 

The computer can also be used as the instrument of crime when 

program code $s modified which will execute a series of 

unauthorized instrpctions tat a specific time (time bombs), or 

when certain conditions are established in the target file 

(logic bombs). The level of technical skill and knowledge used in 

such offences can be very.sophisticated, and as a result, few 

\ actual cases of computers; being used as the instrument of crime 
-9 t 

have been reported, although there is , much speculation 

about the extent of such activities (MacIntosfi, 1983). 

Computer as Subject 

In this category, a computer can serve as the site or 
I 

environment where unique forms of assets can be created which are 



subject to illicit gain (Parker, 1980: 3 3 3 ) .  The rapid pwocess- 

ing capabilities afforded by computer technology can lead t-o 

the development of schemes which would 

possible under manual manipulation techniques 

methods are the prevalent techniques used 
4 

although some program modification schemes 

not normally be 

. Input manipulation 
in such  schemes, 

have been reported 

(Parker, 1976: 19). To illustrate the computer's role n s  the 
I 

subject of crime, two schemes will be described. 

The first case occurred in 1975, where a group of students at 

the California Institute of Technology programmed t h e  

university's IBM mainframe computer to create 1.2 rnlllion entry 

blanks in a sweepstakes sponsored by the McDonald's 

(Carroll, 1977: 35). The students eventually possessed 33% of L h e  

total entries and won &lmost every major prize and the m a j o t - l t y  

of the smaller prizes (Ball, 1982: 25). The computer's rapid 

power of creation enabled the students to .acquire  asset^ 

which normally would have been impossible to obtain through 

manual manipulation methods. The only questionable a c t 1 v l t . y  

the students engaged in was the fraudulent UHF! of the  

university's computer system, for which they were subsequerttly 
6 

disciplined. + 

The second case also involved the creation of a unique forro 

of asset which could be provided only in a computer environment. 

It conc rhed a computer operator who registered winning tickets f at a Flor da greyhound racetrack (Taber, 1980:. 2 9 8 ) .  The operator 



capitalized on the ,time delay between when the tickets were 

recorded and when the winning payoff was made public (Ball, 1982: . 

25). His primary target was the "trifecta" races which required 

bettora to pick the exact order of the top 'three dogs. The payoff 

was usually high, with thousands of dollars at stake in each 

race4. At the beginning of each day, the operator would calculate 

which race would provide the greatest rewards; he would wait for 

the race to be run, then fraudulently record in the track's 

computer that several more winning tickets had been sold. Since 

the computerized selling machines were not inspected until the 

end,oE the day, the operator could punch in the winning sequences 

and obtain the ticket stubs which he gave to an accomplice to 

cash (Ball, 1 9 8 2 :  2 5 ) .  The case demonstrates the capabilities of 

computers being used as the site or environment of crime' .-. 
7 

where unique forms of assets can be created. 

Computer as Symbol 

In this category, the computer is used to create records and 

transactions which, at face value, appear legitimate, but are, in 

fact, fraudulently created (United States Department of Justice, 

1 9 8 0 :  7). This category utilizes many of the same crime 

techniques noted under "computer as subject", but can be 

theoretically separated from the latter by the fact that the 



manipulated records themselves do not necessarily represent 

immediately exploitable assets. When these records are 

to potential victims, they serve to intimidate or deceive them 

into parting with something of value (Parber, 1980: 3 3 4 ) .  

One' of the greatest corporate frauds in American history 

involved the use of computer-generated print.-outs to defraud the 

public . of- an estimated $2 billion (Bequai, 1978: 6 4 ) .  The 

Equity Funding Corporation of America was one of the largest- 

insurance firms in the- U.S. until it ran i nto 

serious financial difficulties and had to fraudulently create 

60,000 of the 90,000 policies which it held. Gleeson Payne, the 

California State Insurance Commissioner, notes: 

ThiS massive fraud was particularly a crime of 
the computer. The computer was the key ta t-he 
fraud... The insurance industry assumed 
computers were always accurate; computer 
fraud wasn't expected (Canada, 1976: 16) 

Because the print-outs of policy holders* were" handed over o r )  

demand to the coinsurers and, in most instances, were in o r d e r ,  

little was made of the discrepancies that ..were found. The 

symbolic nature of computerized data combined wth the plausible 

excuse of computer error reinforced the integrity of 

the .Equity Funding caper and the fraud continued to run smoothly 
8 

for about a decade (Comer 1977: 187). Other examples of 



computer-generated. information being used to deceive people into 

parting with something of value could involve the false 

advertising of nonexistent services, such as dating bureaus or 

other consulting agencies. (Parker, X976: 21). 

ii. Temporal and Spatial Aspects of Computer-Related Crime 

Regarding the four roles computers can play in the 

commission of crime, two technological aspects of the computer 

environment provide offenders with the opportunity to develop 

schemes that are extremely difficult to detect. 

Temporal Aapect 

Ever since the business community realized the potential for 

computers to enhance financial transactions, it has exerted 

extensive pressurg on the computer industry to develop faster and 

more efficient machines. Such pressure has resulted in an upward 
-> 

spiral effect, where the industry creates more intricate 

machines, only to become obsolete the next year by continuing 

demands for improvements in technology. Intense competition with- 

in the computer industry has led to heightened expectations from 

szientific, business, and educational institutions for the 

development of machines that are capable of processincj data at 

rates of speed which are becoming more difficult to comprehend. 

As the components within computers get smaller, so does the 



time it takes for electronic .pulses to t.rave1 within the 

complex circuitry, establishing astonishing rates of speed. 

New terms -have been created to desbribe the time 

dimensions which are used to transmit data from one circuit to 
9 

another. Microaecond, nanosecond, and picosecond a r e  

representative of such new time dimensions, and are contingent 

upon the sophistication of data processing. capabilities of 

specific computer systems. Secondary storage devices, such as 

disk drives and disk drums, were designed to handle as much of 
10 

this internal processing speed as possible but, in moat 

instances, fell short of maintaining the same rate of 

transmission (Stabley, 1982: 5). 

Such internal processing capabilities not only enhanced 
? 

scientific and business applications, but also provided extensive 

opportunities for criminal activity. In traditional forms, of L 

criminality, the perpetrator usually had to anticipate t h e  

length of time he would have to remain at the H c e n e ,  in 

order to rkduce the possibility of detection or arrest. The time 

dimension is, therefore, an important factor in the decision to 

commit a crime. 

............................. 
9 

A Microsecond represents one millionth of a second. A 
nanosecond represents one billionth of a second. One nanosecond 
is to 1 second as 1 second is to 32 years. A pico~econd 
represents one trillionth of a second<, or lo** -12 seconds 
(Sippl, 1976: 302, 317, 356). 
10 

For the IBM System/360, disk storage device% were developed 
that could provide data transmission speeds of 312,000 charac,ters 
per second, with drum storage speeds of 1,200,000 characters per 
second. The IBM System/370 possesses transmission speeds ranging 
from 1,198,000 to 3,000,000 characters per second depending uppn 
the type of secondary storage device utihized (Stabley, 1982: 5 ) .  



However, in computer-related crimes, the temporal aspect 
2 

takes on a vastly different perspective, revolving around the 

actual duration of criminal activity. The high processing speeds 
q '  

previously discussed are usually applicable only to 

examples involving sophisticated program manipulation schemes, 

such as the trojan horse, simulation and asynchronous attack. 

Such techniques rely upon the speed of computers to 

process the unauthorized instructions in a manner which 

effectively renders detection impossible.. As noted by Perry 

(1986: 185), "... whereas the fastest traditional criminal acts 
are measured in minutes, some computer crimes are being 

perpetrated in less than 3 milliseconds. The mere speed of its 
11 

execution makes computer crime different from others". The 

United States Department of Justice (1980) also addresses 

this aspect of computer-related crime: 

Establishing the timing of a computer related 
crime is often impossible. Computers can be 
instructed by electronic impulses to add, 
transfer or, as in case of detection, destroy 
key bits of information within a matter of 
milliseconds (United States Department of 
Justice, 1980: 9 ) .  

Even if the crime is detected, the programmer can greatly hinder 

................................... 
11 

This particular aspect of computer-related crime has tended to 
be overstated in the literature, since the same point can be 
simiarly argued for other forms of crime. For instance, it has 
been noted that a shooting takes only milliseconds~ once the 
trigger has been pulled. 



investigation-and prosecution by inserting a 'logic bomb' at the 
- -- L .  

----_ 
end of the string of u n a u t h o r i z - - m t  . . ions. Such a strategy 

\ 

\ 

will erase all traces of illegal entry, thereby undermining. any ------ 
,- , -.- .. 

investigative attempts. In traditional forms of criminality, thc 
I 

determination of the timing of a criminal offence is often 
'2 

/ 

straightforward process. The 'reactive' nature of police 

response calls, the interviewing of witnesses, and the analysis 

of physical evidence all help in specifying the timing of 

the event. However, in computer-related crimes, there are u s u a l l y  

no complaints (unless they are made after the fact), there are no 

witnesses and, in cases of program manipulaton schemes, the 

programmer will take care to erase any electronic evidence. Thus, 

the timing of a computer-related crime can often be difficult 

for investigators and prosecutors to determine. 

Spatial Aspect 

Another distinctive technological aspect o f  comput.rbr- 

related crime concerns the interactive relationship between t . h e  

offender and the victim. In traditional forms of crirnf2, 

(including other types of white-collar crime) the criminal w i l l  

inevitably enter into contact with the victim. Such contact8 

often revolve around a differential power relationship, where t.he 

- offender possesses some form of domination over t h e  

victim. Letkemann (1973) discusses this type of victim/offender 

interaction: 
6 



The skills. required for.crimes involving the 
avoidance of the victim are significantly 
different from the skilhs required for crimes 

-- --  
- ~ -  

- ~ -  - 
--- --- involving victim confrontation. Surreptitious 

- ~ - - ~ - -  -erJmes tend to revolve around mechanical 
-- -- 

----- ---------- ---- 

competence~, whe~eas crimes involving victim 
confrontation revolve around ~idi~t-management. 
The bank robber relies on surprise to  bring^-- 
about momentary mental and physical paralysis 
of bank employees (Letkemann, 1973: 274-275). 

, .o  

Victim management is, therefore, an important skill in street 

crime confrontations. However, in the majority of computer- 

related crime cases, such interactions are virtually non- 

existent. This spatial aspect also tends to hamper investigative 
-, , 

attempts. The United States Department of Justice (1980) 

states : 

Computer crimes are generally of low visibility 
and, consequently, are difficult to detect. As 
a former U.S. Attorney General noted with 
regard to such offences, '[tlhere are no 
smoking pistols, no blood-stained victims; 
often' the crime is detected by sheer accident' 
(United States Department of Justice, 1980: 8). 

Geographical distance from the scene of the crime eliminates 

victim/offender confrontations, which may provide investigators 

with valuable evidence. It also tends to isolate the offender 

from the criminal nature of the violation, since the immediate 

consequences of crime are not readily observable. 

Computer telecommunications have enabled criminals to develop 



8 

and implement highly complex strategies from unlimited 

distances, often crossing international boundaries. This factor 

also distinguishes computer-related crime from other forms of 

criminality. The United States Department of Justice (1 '980)  

notes : 

Computer related crimes can be committed over 
vast distances and across many intranational 
and international jurisdictional lines. 
Through the use of a remote computer terminal 
and telephone hook-up, a knowledgeable 
computer felon can, provided-he knows how to 
access the system, give illicit instructions 
to a computer literally anywhere in the 
world (United States Department of Justice, 
1980: 8). 

The House of Commons Subcommittee on Computer Crirnc? 

(1983) maintains that. it is extremely difficult t:c~ 

prosecute offenders who have accessed data bases 

in other countries. Jurisdictional authority is often 

problematic, especially in light of the recently amended federal 

statutes to combat this form of unauthorized access: 

If in fact you were dealing with a trans-border 
situation, the real question would be, pre- 
sumably, was it an offence to do what you did 
in the United Statee that was an offence to do 
in Canada? If the critical action took place in 
the United States, the data base- wae in the U.S 
and if the computer that was accessed, if t h e  
services that were diverted, were in the United 
States, presumably you would want to look at 
proaecution under American law pe~-  oppoeed to 
Canadian law (Canada. House of Cohons, 1983: 
16: 20-21). 



Thie spatial aspect, combined with the temporal attributes of 

computer-related crime: present researchers with numerous 
6 

areas for criminological investigation. + 
3 

Although the temporal and spatial aspects of computer-related 

crime demonstrate unique technological characteristics in 

relation to other forms of criminality, they are only applicable 

to a small percentage of actual cages. The convergence of 

research on such cases has resulted in a disparate analysis 

which ignores vast areas of criminal activity. 
-.. 

To the layman, the concept of "computer crime" represents a 

highly sophisticated form of criminal activity requiring advanced 

technical skills and knowledge. While some types of computer 

crime do illustrate such characteristics, the majority are - 
relatively simple, necessitating only a basic understanding of 

computer technology. The term is, in itself, a misnomer which was 

undoubtedly coined for lack of a better descriptive label. In. * 

reality, few activities involving the manipulation of computers 

can be ascribed the status of computer crime. A concept better 

suited for criminological research is "computer-related crime", 

which enables resc ~ x h e r s  to distinguish between the different 

types of criminality associated with computer technology without 

extensive definitional restriction. 1n addition, the concept 

introduces a 'measure of proportion, when assessing the nature 

of crime characteristics. For example, the statistics derived 

from the Stanford Research Institute (SRI) studies were 

criticized because they included cases which were not considered i 
appropriate for analysis: 



SRI defines computer abuse to mean an 'intentional 
act in which one or more victims suffered, or 
could have. suffered, a loss and one or more, per- 
petrators made, or could have made a gain'. The 
definition is impressive, but many of SRI'a 
cases simply do not fit. The SRI collection 

, ,  . includes cases that do not even invlove computers. 
The most glaring of these is 7248N, were tele- , 

phone equipment was falsely wired to allow o u t a i d e  
calls to be placed from certain phone$. The reason 
this case was included was because SRI was toying 
with the idea of classifying telephone systems as 
computers. Part of SRI's difficulties are no doubt. 
definitional, namely: what is crime (or abuse); 
what is a computer; and finally, what is a 
computer crime (Taber, 1980: 288-289, 292, 295). 

On the other hand, the U.S. General Accounting Office (GAO)  only 

considered cases for analysis which had been "offlclally" 

verified as computer-related crime by government agencies which 

used rigidly defined parameters as a basis for aample selection. 

Regardless of what form of criteria are used to specify the units 

of analysis, it is vital to retain a high level ~f definitional 

consistency in application. In this respect, the def i.nj t. I on o f  

"computer-related crime" described earlier will be employed as 
l? 

the basic criteria for case selection; and when combined with the 

four research indicators will provide the mechanism to perform 

a content analysis. The next two chapters will* be directed 

toward examining the nature of the three major descriptive 

variables 1) technical skill and knowledge; 2 )  motivation; and 0 )  

opportunity, the last two of which will facilitate the 

conceptualization of the research design, and the former 

providing a secondary variable of analysi's. 



a 

111. Technical Skill and Knpwledge 
> d  

The objective of this chapter is to provide a brief 

introduction to the basidtechniques employed in computer-related ' 

crimes. Many of the techniques described here are highly 

sophis%icated, and 

computer specialist 

is thus admittedly 

technical competence 

would require the techhical expert$e of a 

to be thoroughly addressed. The Chapter. 
!" 

limited in scope, since it lacks the strict 
d ,  i 

which is necessary for such an analysis. The 

purpose of presenting these techniques is not to develop a 'step- 

by-step.resource manual on crime strategies, II but to acquaint the 

reader with the diversity of criminal activities afforded by an 

expanding technology. 

This Chapter will illustrate some of the different types of- - 
vulnerabi 1 ities contained within computer . '  systems, and 

possible techniques which can be utilized to exploit them,. The 

majority of information used in the preparation of this Chapter 
.7 9 

was drawn from studies conducted by the Stanford Research 

Institute, which has received international recognition for its 
4 

efforts in computer-related -crime research. The 13 computer- 

related crime techniques described here are, by no mealss 

exhaustive, and should be viewed only as a representative subset 

of methods that may be used ,for criminal activities. 

Many of the "casesn that will be cited to illustrate these crime 

techniques cannot be substantiated by actual case law and, in 

this respect, may contain as much fiction as fact. Because of the 



apocrypha1 nature of many of these case@, a number of5 authors 

(Macintosh, 1983; Rhodes, 1979; Taber, 1980) have rejected 

their 'authenticity outright. However, although some ofcthe caraea 
r3 - 

may be questionable, they do provide descriptive examples of the 
- 

possible,methods of computer-related crime. 

,. Computer-Related Crime .Techniques 

. . 
* 

Computer-related crimes generally fall into five major types 

of classifications, each requiring different 1eve.l~ of technical 

skill and knowledge. These include: 
-. 

1 )  physical acts; 2 )  
-- 

transactional act&; 3 )  programming acts; 4 )  electronic a r t s ;  and - 

5 )  system i hacking. ~ach~blassification contains a number of sub-  

'techniques which enabl offenders to exploit differenkltype~ hE f ' 
computer system vulne&bi?ities. 

A. qhysical w t s  
\ z" 

* z'' 

i. ~estructive Attacks 

\. 
\ . 

k* 

Destructive attacks include a1J acts which render comput-er 

systems inop.erative by physical means. Theee act '5v i ties can be 

categorized according to the type of attack, and include Tour 

areas of concentration: physical damage, storage media damage, 

logical damage, and communication damage. Of the four different , 

areas, physical damage is the least specific, ,and can include 
6 

variations of the other typea ofbhyaical acts, (which tend to 

require a greater application of technical skill and knowledge). 



Physical Damage 

Physical damage can be accomplished by anyone remotely 

involved in the operation of a computer center. Such acts are 

dlrected toward all forms of computer-related equipment and 
1  2 3 

materials, including hardware, software, and data. The 

/ perpetrators of such acts usually do not discriminate between 

different objects of attack; their sole purpose is to deprive 

users of the continued use of the computer facility. Their 

objective is not the covert alteration or modification of 

equipment which would lead' to eventual destruction, but.simply to 

destroy as much computer-related material a ~ o s s i b l e  to render 

6- 

the center inoperative. 

Few if any, computer-reiatec? skills are needed in 

......................... 
Z 

The term hardware is often used to denote physical equipment, 
such as the mechanical, magnetic, electronic, or 'electrical 
devices or components from which assemblies are made, or the 
assemblies . themselves; for example, the assembly of material 
that forms a computer, as distinct from data, routines, or 
programs (Weik, 1970: T52). 

, , 
Q 
L 

  of ti are is comprised of the various programming aids that a;e 
frequently supplied by the manufacturers to facilitate the 

, purchaser's efficient operatinn of t h w i p m e n t .  Such software 
items include various assemblers, generators, subroukine 
libraries, compilers, operating systems, and industry-application 
programs (Sippl, 1976: 4 4 6 ) .  
3 

A general term used to denote any or all facts, numbers, 
letters, and symbols, or facts that refer to or describe B n  
object, idea, condition, situation or other factors (Spencer, 
1 9 6 8 :  19). Data is not synonymous with information although it is - 
used interchangeably in many instances. Information isahat which 
the data conveys or tells a person. Data may be called selective 
information, while in the ordinary sense of information we mean 
semantic information; that is, information is tAe meaning derived 
from data (Weik, 1970, 9 6 ) .  , 



physical attacks; the only significant technical requirement is 

access to the center itself. In this respect, physical damage can 

not be considered a true-computer crime, unless the application 
< 

of 'high-level' programming knowledge is used in the commission 

of the act (i.e., CRC-01, p.13). 

Examples include attacks initiated by protesting xtudent-e, 
Q 

terrorist groups, laid-off or fired employees, and a wide 

- range of individuals with a grievance against the 'syst.em1 

for one reason or another (Carroll,' 1977: 16,17,29). O ~ P  

notable case, however, concerned a computer operator who worked 
a 9 

the night shift at a larg'e computer facility in a high crime r a t e  

area. As insurance against mugging, the operator was in t.hp habit 

of carrying a gun to work. One night, while performing his 

assigned tasks, the compuier encountered numerous errors wtricrh 
I 

frustrated the operator to the.point where he shot the c*ijmputc.!r' 

to eradicate the recurring trouble (Parker, 1976: 3 8 ) .  

While this case was not intentionally dl rected toward c s r ~ r n i  na 1 
f", 

activity, it does illustrate the often inane rea~orrs s w r n c 4  

individuals offer as justification for their destrurtivf?  attack^ 

against computers. 

Because of the sensatlonql nature of destructive dttdck~, nnd 

the resultant media coverage, more ~nternational terror] ~t 

groups may become involved in physlcal acts agal net cornput-~r 

centers. One of the most alarming trends in terrorist attacks 

against computer centers is the recruitment of 'insiderw' of the 

target organization as an intell igence s f ~ u r c e .  -It ban, b e e n  



e 
estimated that, of the 27 facilities attacked in Italy between 

1974-1983, the majority involved assistance f rorn inside 

sympathizers (Bruschweiler, 1985: 169). 

Storage Media Damage 

These destructive acts . are directed toward alJr forms 
4 5 

of storage media, including punched cards , computer hardcopy , 
6 7 

and magnetic tapes and disks . T-he objective of such 

pa 
damage is not the physical destruction.of the medium per se, but 

rather the removal or erasure of the information contained within 

.the medium. Before the development of magnetic storagea devices, ,/ 

the punched card was the primary means of documenting and 

recording data and, in some circumstances, is still used by , 

certain computer centers for speclfic applications. 

Punched cards are susceptible to a large range of destructive 

acts,; but the most effective is selective damage (Carroll, 1977: 

.......................... 
4 

The preparati.on of input data by transcribing data into 
machine-readable form. (Davis, 1965: 14) The punched holes are 
sensed electrically by wire brushes, mechanically by metal 
 finger.^, or photoelectrically by photocells (Sippl, 1976: 253). 
5 

Hardcopy represents a printed copy of machine output in 
readable form, for example, reports, listings, documents, 
summaries (Spencer, 1979: 88). 
6 

A storage device consisting of metal or pla'stic tape coated 
with magnetic material. Binary data are stored as small, 
magnetized spots arranged in column form across the width of the 
tape (Sippl, 1976: 282). 
7 

A storage device on which information is recorded on the 
magnetizable surface of a rotating disk. Data are stored oh the 
surface of each disk as small, magnetized spots arranged in 
circular tracks around the disk (Sippl, 1976: 137, Zd1). 



29). Such attacks can be more detrimental to an organizat.ian 

than the outright destruction of a complete card inventory. In 

one such case, a computer programmer removed and dkstrayed every 

fifth card from a master program deck. The subsequent confusion 

caused by the improperly processed daka resulted in extensive 
8 

down-time of the facility and lost resources in attempking t o  

locate the processing error (Carroll, 1977: 29). Even the 

destruction of only one or two cards could have brought about I he 

same effect, - since the removal of speclfic cards would have 

caused a 'ripple-change' throughout the p t ' o c e x s l  ng o f  

data which required the information provlded by the t- moved 

- cards. 

The most sensitive forms of storage media are maynet i < -  tapes 

and disks. These storage devices are suscept I b le t o  contaml ndt ion 

by adverse conditions or the application of almost ~ i n y  ~ u b s t a n c ~  - 
(Parker, 1983: 42). For instance, strong magnet-ic fields c7 i j rk  bc  

used to erase data if the electrical current is applied over t ht: 

complete surface of the tape or disk (Beardsley, 1973: 47). Orkt~ 

example of magnetic damage occurred in 1969 when an anti-wi3r 

group protesting Dow Chemical ' s manufacture of napalm penet-ratrtd 

the company's computer center. The group destroyed a number ~ l f  

valuable tapes by using powerful electrically charged rnagrletu 
9 

(Carroll, 1977: 29). The application of such hand-held magnets 

is often unreliable in obtaining total erasure of data ~ i n c e  t h e  

........................ 
8 

The period during which a system is inoperative d u e  to a 
hardware malfunct-ion (Maynard, 1975: 6 2 ) .  
9 

Case number CRC-05: see Chapter V. 



electrical field is not consistent, but can be an effective 

means of causing sporadic error (Beardsley, 1973: 47-48). 
10 U 

The development of degaussers has made the use of magnets 

obsolete for destroying data. Degaussers are not usually used by 

outside perpetrators since their bulk could be easily detected by 

physical security procedures (e.g, closed-circuit monitors, etc). 

However, with the increased miniaturization of computer 

components, they may be used more ~ f t e n  in the future by 
- 

individuals or groups who wish to destroy corporate assets. 

At present, such devices are limited to employees of large 

computer centers who use degaussers as an efficient means of neu- 

tralizing voluminous amounts of unwanted data (Beardsley, 1 9 7 3 :  

48). I-•’ a disgruntled employee can gain access to the on-line. 
11  

tapes, as well as the tape storage library, he/she can 

effectively render the company completely inoperative by erasing 

all data with a degausser (Beardsley, 1 9 7 3 :  4 8 ) .  Such a strategy 

can be even more damaging if duplicates of the %. 

tapes are made before destruction. The illicit sale and ransom 

of duplicated information has always been a profitable venture; 

it  becomes even more so when the massive storage capabilities of 

computer tapes are taken into consideration. 

In one such case, an employee of Encyclopedia Britannica 

......................... 
10  

A coil that has been momentarily energized by an alternating 
electrical current that disarranges the impulses on a magnetic 
tape or disk when it i s  placed close to the coil (Sippl, 1 9 7 6 :  
124). 
1 1  

Pertaining to equipment directly controlled by the central 
processor. An on-line system usually involves the use of data 
transmission facilities to remote terminals (Maynard, 1975: 1 3 4 ) .  



stole the master-file list of 800,000 cusgomers and sold the 

information to Business Mailers Inc., who then rented the list'.fo 
t 

Curtis Books Inc., a competitor of Encyclopedia Britannica. The 

list was used to advertise the cheaper subscription rates Curtis 

Books offered. The total loss sustained by Encyclopedia 

Britannica from the sale of the list has been est~mated at $3 

million (Carroll, 1977: 2 1 ) .  

Logical Damage 

Logical damage concerns a1 1 destruct ive acts d i r e c t  tyl toward 

the internal and external labels identifying t h c   content.^ of 

magnetic disks and tapes (Parker, 1983: 4 2 ) .  This type o f  d'rmaye 

differs from storage media damage in t-hat the informntii)n 

contained within the tapes is not destroyed, but t h e  Labt-1% . i r ~  

removed, rendering the tapes ineffective if specific dntd arc 

requested (Beardsley, 1 9 7 3 :  4 8 ) .  
i 

External labels are Gsed to describe the contents of t d p e ~  

and disks by visual examination. The labels are attached to t h c  
. . 

exterior of the tape reel or disk cover allowing for 

identification without the necessity of ~ e a d i n y  the  file^ 

(Parker, 1 9 8 3 :  4 2 ) .  External labels .can be e d n i  I y  darnaged 

by anyone involved in the handllng or tran~port of - 
tapes and disks. In one case, which occurred in 1971 ,it a larye 

New York computer center, an employee,who had just received his 



two-week lay-off notice, remo?ed the external labels from 1 , 5 0 0  

tape reels. The company was forced to run many of the tapes to 
u r ,  
re-identify the data, since some of the tapes did not contain 

back-up labels. The removal of the external labels effectively 

tied up the system, and the loss in wasted man hours and computer 
1 2  

time cost the company thousands of dollars (Carroll, 1 9 7 7 :  3 0 ) .  
1 3  

Internal labels are data file names, stored magnetically, 

which identify the contents of tapes and disks to the computer. 

Internal labels can be damaged in two different ways. 

The first involves the complete erasure of all file names 

thac identify specific blocks of information. This type of 

logical damage can be accomplished by destroying the file 
14 

directory which lists all the files within a disk or tape.,Such 

damage can be extremely disruptive to computer operations which 

do not back-up their internal file directory with external 

labels. 

The second type of attack is much more insidious. It involves 

the covert destruction and modification of file names which would 

............................. 
1 2  

Case number CRC-06: see Chapter V. 
1 3  

A named set of records and, often, access-related information. 
Though the term may be applied to a set consisting of source 
documents, punched cards,, or other media, it is usually 
understood to be a magnetic disk or tape. By.this definition, a 
file is a basic unit for storing and accessing user data; ('a 
master file'; 'the NSFX file'; 'a payroll file'). fthe term also 
refers to1 individually accessible units of storage (code: data, 
or empty locations). It is this definition that is implicit in 
such terms as 'file access', 'file transfer', and 'file 
protectiori'. (Galland, 1 9 8 2 :  1 0 0 ) .  
14 

A list of the files and their locations on a particular' 
storage device or volume is kept in a reserved area (sometimes a 
system control area) on the device or volume (Galland, 1 9 8 2 : l O l ) .  



eventually affect the results of computer output and the 

subsequent activities based upon the results (Parker, 1983: 4 3 ) .  

A potentially dangerous si-tuation occurred in New Jersey in 1970 

when a fired employee of a pharmaceutical manufacturer scrambled 

all the compaoy's files, which could have led to dlvtributors 

receiving improper prescriptions if the damage had not h e r n  
4" 1 5  

discovered (Carroll, 1977:'30). 

Communication Damage 

Many large computer centers are we1 1 protected, f rcpm direr-t  

physical attack from outside sources. Electron~c d o o r s ,  rhevk-in 

procedures and visual identification precaut-ions prr?vr*nt 

unauthorized personnel from enterlny r e s t  rict-ed ac-cees drr-*.in ( T h t *  

Ombudsman Committee on Privacy, 1976: 14-15). Evthn though 

techniques exist which can be used to breach suc*h security 

procedures, most perpetrators intent on destruct lvi. r i c - t ~  d o  not  

possess the skill necessary to use them. However, if tht! 

organization under consideration re1  ies (.I n C+ 

telecommunlcat Ion network, other avenues are open for  dc-st- rurat lvc* 

acts. 

A s  more corporations are using the rapid c:ummun i c a t  I on 

power afforded by telecommunication networks, t.he 11otent1,i 1 for 

destructive acts is increasing dramatically. The t d r g e t ~  of 

communication damage are tele~hone iines and ~ w l ~ i + h ~ n y  o f f r ( : e n  

which usually possess llttle or no protection from ~ x t e r n d T  



attack, ~ e l e ~ h o n e  lines can be easily destroyed by anyone with a 

rudimentary knowledge of the local system and the specific lines 

to be sabotaged. The traditional method used in such 

attacks is fire bombing, which produces immediate disruption of 

uervices, but, because such lines are quickly repaired, more 

effective strategies can be directed toward telephone switching 

offices (Parker, 1 9 8 3 :  4 3 ) .  

Although the destruction of a switching office would cause 
4 

' great inconvenience for regular users of the facility, the 

resultant long-term communicati0.n damage sustained by- the target . 

computer center could be irrevocable. If the potential for 

destructive attacks is ever realized by terrorist groups, many 

more corporations and institutions may become victims of 

communication damage. In a report conducted by the Stanford - 
Research Institute for the American Telephone and Telegraph ' 

Corporation, it was found that determined terrorists could. 

effectively shut down the entire U.S. telephone long lines syst& 

by destroying only twenty trunk lines (Parker, 1 9 8 3 :  4 3 ) .  

'% 

ii. Input Manipulation 

Input manipulation or "data diddling" is unquestionably the 

most common technique employed in the commission of computer- 

related crimes (Taber, 1 9 8 0 :  2 8 2 ) .  Many researchers regard this 

form of crime as no different from other forms of crime, since 

the majority of preparation takes place without the aid of the 

computer (Myers, 1 9 7 9 :  71). They maintain that the only 

significant difference lies in the fact that the fraudulent 



- 
scheme is processed by the computer rather than by manual 

manipulation (Macintosh, 1983: 8 ) .  

However, another significant difference which distinguiahea 

input manipulation from other types of fraud revolves around the 
* 

implicit trust the victims place in the integ.rity of computer 

output (Business Electronics: 1 9 8 0 :  9 4 ) .  Many people tend t.c) 

consider information generated by the computer as infallible. 

The criminal relies upon this victim confidence and 

simply changes previously verified data b e f o r e  or during .- 
their input into the computer to make it appear legitimate 

0 

(United States Department of Justice, 1979:  9 ) .  The acceptance of 
1 

such fraudulent information is further reinforced by t h ~  othcr 

skills used in the commiss~on of the crime, such a ~ ,  

balance accounting procedures, inventory control, and .hanklng 

knowledge. Input manipulation may be considered dn 'nccupat  ion,^ 1 

crime', since the fraudulent scheme would not posses8 d n y  

credibility without the authority of specific job-related 

knowledge (Tassel, 1 9 7 2 :  2 9 ) .  

The Equity Funding Case illustrates this specific type of 

knowledge application in input manipulation schemes. Equity 

Funding was a major insurance' firm that ran into L j e r i o u ~  

financial difficulties in the early 1960's (Bequai, 1 9 7 8 :  64). 

The exact reasons for the .firm's dismal financial situation d r e  

not lclear, but some analysts speculate t h a t  it may br* 

attributed to a 'special class insurance policy' that was+ offered 

to employees (Bequai, (978:  6 4  1 . The program e n t  i t led rrnpl oyurs 

to free life insurance policies for the firet year, which t h e y  



could 'cash in' if they desired. Many did, and the firm found 

itself struggling to survive. 
b 

In order to overcome these financial problems and present an 

aura of well being to its stockholders and the public, upper 

management officials embarked on an unprecedented input 

manipulation scheme that eventually cost the public $2 billion. 

Equity Funding posaessed approximately 90,000 insurance 

policies, of which 60,000 were fraudulently created. The 

objective of the scheme was to inflate the firm's assets, then 

sell large blocks of the- insurance policies,to other firms. The 

coinsurer would then collect the majority of the premiums, and 

Equity Funding would collect a consignment fee (Bequai, 1978:65). 

The massive fraud could never have succeeded without the 

rapid crceation power afforded by the computer. Every year new 

fictitious insurance policies had to be created to cover the 

normal attrition of premiums on the previous year's policies. If 

manual methods had been used to develop the data files on 

60,000 frd&udulent policies, the possibility of detection would 

have been much greater due to the vast number of people 

involved in the fraud. By using the computer, the 

number of individuals involved was kept to a manageable 

limit. 

The credibility the coinsurers placed in the computer print- 

outs also ensured the continual success of the fraud. Equity 

Funding was often asked for a listing of its policies, which 

they handed over for examination. When discrepancies were found 

in the policies, Equity Funding responded with the believable 



excuse of 'computer errok' , which  w a s  a c c e p t e d  'as the t r u t h  by 

the coinsurers, once again reinforcing the symbolic nature of .. a 

-I 

comeuterized data. Equity Funding is only one example of the 
I 

potential for input manipulation to subvert businesses that rely 
1 6  

upon the integrity of computerized information. 

Krauss and MacGahan ( 1 9 7 9 )  identify a number of input 

manipulation techniques: 

- Extraneous Transactions . . 

This technique involves the insertion of additional 

extraneous monetary transactions whlch reyulre the speciflr 

modification of fraudulently created files. Typlcdlly, these 

manipulations require the substitution or alteration o f -  t h ~  

indicative data about a person ( i e .  , name, adc lrcas ,  S O C  i c j  1 

security number, etc.), ,or the alteration of an entity (e.cj. ,  

1 

customer,, shareholder, temployee, department, et P .  , ( Krau~u & 

MacGahan, 1 9 7 9 :  264). 

One example of an extraneous transaction scheme entails t h ~  
. . 

addition of an entirely new master-file record which involves 

recurring payments. By developing the indicative dat-4 f 1 l e  of an 

imaginary employee or shareholder and inserting the rnformat- i o n  
- ' .  

into the payroll file, the perpetrator can collect r e g u l a r  

cheques for extended periods (Brandt, 1975: 8 5 ) .  B o t h  buwinesse~ 

1 6  
Case number CRC-08: see Chapter V. 

For further detail on the Equlty Funding caee, see: 
Sobel and Dallos ( 1 9 7 5 ) ;  Smith ( 1 9 7 4 ) ;  and Woofe ( 1 9 7 7 ) .  



and government agencies,,are susceptible to losses by extraneous 

payments . 
Failure to Enter Transaction8 

By failing to enter authorized transactions, a number of 

different schemes can be developed which are based upon a method 

known as interception. one" noted -. case involved a cheque 

processing clerk who intercepted his own canceled cheques, and 

-3 
failed to enter them before they were debited to hls account 

17  
(Krauss & MacGahan, 1 9 7 9 :  267). A more sophisticated variation 

& 
on this scheme involves interception with status change 

alteration. - 
To illustrate this method of input manipulation, Krauss and 

~ a k ~ a h a n  use a pension system as an example. Normally, when a 

pensioner dies, the information is recorded and the cheques are 

terminated. However, if a perpetrator is in a position to 

intercept the pensioner's status-change file before the death is 

permanently documented, he/she can fail to enter the death, while 

substituting a fictitious name and address for that of the 

deceased. Cashing the deceased's cheques could be accomplished 

easily b,y assuming the identity of the fictitious pensioner 

(Krauss & MacGahan, 1979: 267-268). In one case that occurred in 

West Germany, a data processing clerk, who was responsible for 
.- 

updating a large pension system, discovered a number of 

weaknesses in the way in which deaths were recorded. The 



information enabled him to collect pension cheques fop an 
4 

extended period of time, then systematically "kill off" deceaaed 
18 

recipients at appropriate intervals (Brandt, 1975: 86)., A '  

similar case occurred in Canada in 2975 when an employee o v 
insurance company updated "deceased" files to active status, 

\ 
changing account numbers and addresses in order to collect 

\ 19 
the pension cheiues (Leibholz & Wilson, 1974: 38). 

Government services, such as unemplayment insurantle, social 

security, and medical programmes, are often the victims of this 

type of fraud (Guncheon, 1 9 8 2 :  1 0 4 ) .  

Modification of Transactions 

This technique incorporates many of the methods t-.mployed i n  

extraneous transact lons, but it also requires the modif icatic~n of 

existing data which have been properly authorized. Such schemes 

are most effective when file-maintenance transactions are bein(] 

recorded, such as changes in credit limits, new a(:count~, or 

account renewals (Krauss & MacGahan, 1 9 7 9 :  2 6 9 - 2 7 0 1 ,  

For example, one modification transaction scheme may involve 

the alteration of the name and address on a credit card account. 

renewal application. By ~nserting a fictitious name dnd d d d r e n ~  

for that of a customer, and leavlng the original account number 

unchanged, the perpetrator could purchase goods t.o the credit- , 



account limit, while the original customeAis charged for the 
\ 

. purchase (Krauss & MacGahan, 1979: 
\ 

270). A y  company or 

a h corporation offering such credit services may be subje t o  such 
.._ , \ 

fraudulent schemes. 

Misuse of Adjuscment Transactions 

Adjustments are usually made to t .errors in * .  

monetary transactions which have resulted f physical loss or 

exchange. Department stores and other ret and wholesale 

vendors are often victims .of such adjustment frauds. This 

technique requires that adjustments are made to accounts when no 

real transaction has taken place. 

For example, a perpetrator working in collusign with an 
i 

accomplice may make adjustments to a department s t ~ r e  charge 

account indicating that goods charged to the accomplidet s account 
I I 

have been returned, when in fact they have not.  nodh her scheme 

involves th& physical theft of inventories and sup lies, then Ip 
entering adjustments indicating that the goods or re- 

directed to another location (Krauss & ~ a c ~ a h a n ,  197ki 271). In 

one case that occurred in 1971, an employee of'a catering service 

entered false account numbers and invoices for $120,000 worth 

of goods. Using a grocery store,owner as an ac~omplice, the 

goods were delivered, but recorded to the false accounts which 

were maintained and effectively hidden by the clerk (Leibholz & 
20 

Wilson, 1974: 37-38). 



Misuse of Error-Correction Procedures 

. 
In some instances when corporations or other inst.itutions 

* .  / 

undertake error-corrections, they do not necessarily include them - 

in the permanent records of an account. As a result, many 

effective strategies have been developed which exploll this 

system weakness. Lack of internal controls over the authorlxatlon 

of error-corrections can lead to extraneous f l l e  rnaintcbnnnce ' 

transactions which may include: entering extra error-cort-wl. ions 

when no error actually exists, failure to enter n e c c u H a r y  

corrections, and modification of proper 1y author i"z~ttl cbr r . o t . -  

corrections. One of the simplest schemes used by ~ n d i v i d u a l s  w h o  

possess access to error-correction input involves creat i r ~ g  d r ~  

error that will. reject a legitimate transact iorl (Kt-ii~~ss h 
.' 

MacGahan, 1379: 274-275). 

File Alteration Schemes 

Such schemes usually reyulre t h e  perpetrat-or t o  p o n n e s u  

complete access to a live master file f o r  an extrnded pc-rlod o f  
r 

time. The file must then be copied either i n - t i o u ~ c .  or <at.  , i r ~ ~ t . h c * r  

location. Using a specially written program as '1 r r ~ c d r f ~ t ~ r ,  

changes can be made to the file so that a11 t h e  indicativf- 

data demonstrate identical alteration (Krauss 6 Mdc:Gahan, 1979: 

278). The newly modified file is then substituted for t h ~  

original and runs the fraudulent scheme the n e x t  time the program 



is used. In one case, a computer programrnef altered all the 

indicative data files in an accounts payable program with a 
21 

The scheme added ten cents to every I 
balance patch program. 

.+- 
service charge less than ten dollars, and one dollar to those 

larger than ten dpllars. The excess service charges were directed 

to the programmer's account, which was drawn down once a month to - 
keep the accumulating funds at a reasonable level (Brandt, 1975: 

2 2  
87). In another case which occurred in 1973, a computer update 

clerk modified a dividend calculation program to generate cheques 

to all former shareholders, then erase the records of payment at 
I 23' 

the end of each monthly cycle7hzdholz & Wilson, 1974: 39). 

iii. Scavenging 

.Scavenging is basically a technique. of obtaining privileged 

information which has been discarded by other computer users as 

useless material, or through carelessness. Scavenging techniques 

can be categorized into three fundamental methods: visual, 

physical, and residue. 

Viaual Scavenging 

Vis,ual scax.enging is probably the most elementary, since it . 

c simply requires 'over-the-shoulder eavesdropping', while someone 

...................... 
21 

A temporary correction added to a routine or program. Usually 
supplied in the form of 'object coding' and sometimes entered 
from the operator's console (Maynard, 1975: 142). 
22 

Case number CRC-13: see Chapter V. 
2 3  
p a s e  number CRC-14: see Chapter V. 



is signing-on to the computer (Walker b Blake/ 1977: 7 ) .  I f  

conducted careful 1 y , visual scavenging can pro$de the account 
24 2 5  

numbers and passwords of several different privileged user 
2 6 ,  

groups when users are working in an interactive environment.. 

Such environments are designed to allow different user8 to 

I 

discuss computing projects , productive programming and nt h ~ r  

aspects of their jobs in an open ~ n d  creat-~ve .atmosphcrr. R t ~ t  , 
I 

they also lend themselves to abuse through scavenging techniqucb~, 

since the very nature of such environments L S  intendr-tl fat- 

~ncreased,employee collaboration (Miller, 1984: 1 0 7 ) .  More rcjvert 

visual scavenging involves the scavenger enterlrlq the c)pt-r;itc~r.'n 

console, or other restricted at-ea , t < I  I nqul rth 3 son\fb 

Imaginary problem and uisucllly scdn t l  for-  , a n y  

valuable Information which may be on-lln~. 

Physical Scavenging 

Physlcal scavenging is the process of c:o 1 I f-.c.t I rlg ' l n y t  t l  I ncj ,rnrf 

everything that may be discarded in or  around con~p~lt r r  room, 

....................... 
2 4  

A one-to-eight-character symbol ident i f y i  ny ~3 syxt.cm uner, 
abbreviated U S E R I D  (Sippl, 1976: 516). 
25 

A unique string of characters that a pragrdrrr, c;omput,r!r- 
operator, or user must supply to meet security requl  rement: H 
before gaining access to data. In systems with time shdring, d 

one-to-eight-character symbol that the user may bfr r e q u i r e d  t o  
supply at the time he logs on the system. The pantrworrl in 
con•’ idential, as opposed to the user ident i f i . c : a t - i o n  ( S i p ~ ~ l ,  
1 9 7 6 :  351). 
2 6  

An indication of the access rights of a user or uncr proqrdm 
to the data of a computer system. I f  given a numeric v d l u e ,  1 1 .  
may be termed an 'access control system' (Galland,' 1982:  2 2 0 ) .  



printing office, or company trash cans (Walker & Blake, 1977: 7). 

Items which can usually be found in these areas include old 

print-outs, carbon paper -from mu1ti;part forms, used carbon 
1 

ribbons from printers, and outdated computer manuals and 

operating guides (United States Department of Justice, 1979: 2 3 ) .  

The -majority of the waste material will, in fact, prove useless 

hu't, with diligence, the scavenger may obtain enough valuable 

information to initiate a computer-related crime. 

Such was the case in Los Angeles in 1971, when Jerry Neal 

Schneider discovered a method of stealing lar.ge quantities of 

equipment from the Pacific Telephone and Telegraph Company supply 

offlce (Parker, 1976: 5 9 ) .  One day, while walking to school, he 

observed that the trash cans outside of the supply office 

contained bundles of interesting documents which he collected 

f o r  further examination. After a couple of years of scavenging, 

Schneider had in his possession a complete library of Pacific 
r 

Telpphone and Telegraph Company operating -guides, including, 

g;~des to ordering parts, computer program listings to 

distributing offices, and instructions describing how Pacific. 

Telephone and Telegraph Company orders supplies from Western 

Electric Company. However, the most important document Schneider 

obtained was the access code guide which enabled him to gain on- 

line terminal entry for inventory control and parts distribution. 

- By studying the operating manuals and other documentation, 

it was easy for Schneider to start ordering equipment to be 

delivered to different parts of the city where they would be 
, 

later picked up and brought to his own company warehouse. The 



equipment was then sold to smal ler independent parts 

distributors. The estimates of loss to Pacific Telephone and 

Telegraph Company range between $ 1 2 5 , 0 0 0  and $ 8 0 0 , 0 0 0 .  The rea l  

loss will probably never be known since the It-,lud was so 

ingenious (Parker, 1976: 60-64). , 

Residue Scavenging ' 

Residue scavenging requires more prepara t ton dnd 1 H nrt,rct  

risky than other forms of scavenging, slnce thls type o f  

eavesdropping can be detected by an alert systems optrr'lt o r  whc,  

m a y  be monitoring the system ,lt the t imp o f  scnnrlirlrj.  

~s'sentlal ly, resldue scavenging 1s the rcadlny of dnot hrbr IIHPI.'.Y 

job after he/she has signed-off t h e  computer ( W a l k e r  & t I l ~ r k r ~ ,  

Many computer systems possess buffer art.a,s ,  w h l c . h  wtordqr  
sZ 

devlces where data are asse rnh led  ternpnrar t-ly hrlnrJ d,,i 
2 7  

transfers. Computer users adopt buffer & r e d s  as Fsn e f f  l r . i r * n t  

i 

means to temporarily store input while they are o n - 1   in^. When t h f *  

user signs-of f , the buffer should be aut-orn'lt i (-'a 1 1 y er'ikctc-i., 

However, some computer systems a r e  n o t  d e ~ i y r r e d  t o  tar,rsct t.ht. 

buffer storage areas, but simply write over t hcrt~ wit 11 t h ~  

execution of the next job. With sufficient tet-hn~cdl ~ k i  1 1  <tnd 

........................... 
*2 7 

An area of st0rag.e where data 1s held temporar11y t.o 
facilitate transfer between devices operat- rng at different npeede  
or on different time cycles; for example, an area of m a 1 1 1  ~ t o r a y r  
that holds incoming messages and outcjoiny replierr rn ;i 

transaction processing system or a  memory in a line printer t - h d t  
holds one line of characters to be printed ( G a l l a n d ,  1 9 8 2 :  2 9 ) .  



knowledge, i t  is possible to read the residue data left in the 
i 

buffer storage before it is replaced by a new job (United States 

Department of Justice, 1979: 2 3 ) .  Perry (1986) describes a case 

of residue scavenging involving a covert acquisitiorf" scheme, 
28 

whlch le generally associated with system hacking techniques: 
, * I., 
, .r 

.e - 

In one case, a time-sharing service had several 
oil companies as customers. The computer 
operator noticed that every time one particular 
customer used the service, his j;ob always rey- 
uested that a scratch tape be mounted on a tape 
drive. When the operator mounted the tape, he 
noticed that? the read-tape light always came on 
before the write-tape light came on, indicating 
that the user was reading data from a temporary 
storage tape before he had written anything ,on 
it. Simple investigation revealed that the 
customer was engaged in industrial espionage, 
obtaining seismic data stored by various oil 
companies on the temporary tapes and selling 
this highly proprietary, valuable data to 
other oil companies (Perry, 1986: 2 2 3 ) .  

This type of activity can be a highly .lucrative past-time, 

especially in competitive markets where secrecy of information is 

imperative. Organizations possessing trade secretsi,. industrial 

designs, patents and other classified data are all susceptible to 

scavenging techniques. 

................................ 
2 8  

Case number CRC-15: see Chapter V. 



B e  Transactional A c t s  

'i. Data Leakage 

Data leakage is a technique speclflcally used to rernovr c)r 

leak sensitive data from a secure computer ( * e n t e r .  ~ h t *  e x t  t.r*n\C* 

methods used in some data leakage schemes are only ntbc . -cewry  1 1 1  

centers whlch maintain a hlgh degree cjf physic.,+ 1 ,rnd t.1et.t t - o t l  i t v  

security to protect classlf led ~nformat Ion ~t or t4  o n  111.agnt~t 

tapes and disks.- Data leakage methods can b e  used r m,ariy 

,+ different circumstances, but are most effect I vc 1 n c > p r 3 r . t t  ~ o r r ~  

lnvolvlng classlf led data, such as n l ~  1 1 t a r y  1 f a t  o r  ( t i r r  i t r h ( 1  

States Department of J u s t l c e ,  1 9 7 9 :  244, 2 5 ) .  

A- Many scphisticated so•’ twa re man ~pulat- I on sc*l~ernr~ ( i r r  h o  wr 1 I 

hidden wlthln computer programs that they necf*su~t,rtr. d,*t'i i t ~ ~ r k -  

age methods to convert the I 1 lega 1 a r t  to f 1 nanr. I A 1 g,, 1 n . f{r*c.,iuncb 
computer 'output is of ten screened by operatorR or  o t  h r  t- c .  1 f . r . i  c . n  l 

d 

staff , specific inforrnat ion must be removed hy us i n g  ' 3  ~ I I J I I I ~ H . ~  

of dl•’ ferent techniques, many involving commun1c.a t l o r 1  t r ~ i f  f I (- 

2 9  
analysis. Data leakage is accomplished by the pattc:rrr in whic :h  

information is conveyed, rather t-han the a l t e r n t  i o n  o f  k h r .  

information itself (Parker, 1983: 9 7 ) .  

These techniques can range from relatively slhple ~ c . h ~ r n e 8  t o  

extremely complex software manipulations, all dependi nq upon t hr 

29 
The obtaining of informat ion from a study of rctntmurt icaC i i ~ n ~  

traffic. Includes statistical study of meseayct h c n d i n y n ,  
receipts, acknowledgments, routinq, and so on, plurr a t a b u l a t i o n  
of volumes and types of messages wlth repect to time ( S i p p l ,  
1 9 7 6 :  502). 



extent of security procedures maintained by the computer 

facility. The most rudimentary form of data leakage concerns 

'masking schemes', which require the displacement of the target 

information within ot-herwiee innocuous data (United States 

Department of Justice, 1979: 2 6 ) .  For . example, , one masking scheme 

would require the programmer to merge the user file catalogue 

into reports which are commonly removed from computer centers. 

Every fifth or tenth paragraph in the report will contain the 

clas~lfied data. When the programmer leaves the b l i t y ,  

secur~ty personnel may be satisfied to check only the print-out 

cover sheets which would not reveal the contents of the document. 

Other data leakage schemes involve 'encoding strategies', 
30 

which use more extensive computer programming skills. These 

techn~qucs require modifications in the pattern in which blocks 
- 

of data are transmitted. The leakage of classified data is 

,ic_.c-ompl iuhed ' by formattmg computer output, so that the 

ufier file catalogue can be deduced from the different lengths of 

prlnter lines, number of words per line, locations of 

punctuation, or the use of code words in specific line locations. - 
O n c e  the programmer has removed the file cataloyue from the 

computer center, it can then be retrieved by the use of specified 

code sequences that are used in the transformation analysis 

(United - States Department of Justice, 1979: 24-25). 

........................... 
3 0  

Cryptography is the science or practice of changing the 
representation of data for security purposes; it consists of 
placing data in a form (code) that prevents its correct 
interpretation without special knowledge or equipment (Galland, 
1982: 55). 



The above examples of data leakage pertain to situations 

whlch allow for the removal of hardcopy from computer centere. 
I 

However, more exotic schemes can be used in circumstances which 

restrict the removal of any documentation, such as in classified 

government instal lat ions. These schemes involve the acwust ic 

recording of the movement of equipment p r t s  whit-h r a n  t-hen b e  

converted lnto meaningful data. Tape rtxe 1s a r t b  esprcsra l l y  

susceptible to such recording, slnce they movc c.lcrkw~so ~ n d  

counterclockw~se in a pattern representing hlnary d ~ g l t  H O ,+nd 1 ,  

which are then revised in t-he t ransformat ion , i n , 3 l y x i  n ( U n i  t-cd 

States Department of Just~ce, 1979: 24-16). Ac.c,ust I ( -  t - w ; ~ r d t r ~ g  

schemes are extremely r lsky and t 1me-consum t rl(q and .i rtA 

warranted on-ly ~f the computer center- is highly sc(:u.rc, c~ - Cht. 

conventional methods. 

ii. Impersonation 

the identity of another individual l n  n rd r - r  t c ,  ys t n  .rcreee t r ,  

restricted areas or privileged lnformat Lon. T h r  prht-prtt-,jtor n l t l ~ t  
8 

possess some sort of knowledye w h l r h  (.an b~ v ~ r l  f t c c l  A S  
8 

legltlrnate ~n order to successful l y  lrnpereondt e p r  tv I 1 c - . c 3 r d  

user. Usual l y  such knowledge 1s gained through xc-dveny ~ n y  

techniques, then converted to 1 1  1 i c ~ t  yairr b y  U H ~  of 

impersonation (Cooper, 1984: 37 1 .  

I n  the majority of lmpersonat ion C ~ H P H ,  vtAr I f l d b l ~  knowlrdgr. 

6 5 
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repreeents computer identification numbers, passwords, and'access 
- ~~ 

code sequences (United States Department CLE Justice, 1979: 26). 
r . 

However, a simple understanding of the computer system which is 

being considered for penetration may be enough for a 

successful impersonation. 

A H  well as scavenging, Jerry Neal Schneider also used 

lmpereonatlon in the Pacific Telephone and Telegraph Company 

fraud. He approached Western Electric Company officials posing as 

a journalist and indicated that. he would be interested in writing 

an article on its computerized equipment ordering system for a 

well known local magazine. He was so convincing in his 

impersonatlon that company officials went out of their way to 

describe how the system operated, and gave him as much 

documentatlon on the system as he needed to write the "article" 

(Pdrker, 1 4 7 6 :  60-61). The manuals gained from the &avenging 

, provlded Schneider with the technical background to initiate the 

f rdud. Hawever, it was his second impersonation of an 

authorized 'parts order clerk' (using the scavenged access codes) 
3 1 

whlch enabled hlm to successully circumvent security controls. 

Recker ( 1 9 8 0 )  deacrlbes a noted case of ilnpersonatlon which 

involved the theft of $10.2 mlllion from the Security Pacific 

Netiondl Bank in 1978. Stanley M e  Rifkin planned one of 
1 - 

the greatest bank thefts in history around a single code access 

sequence which he used in his impersonation. Rifkin was an 

employee of the National Semi-conductor Company which was 



i n v o l v e d  i n  the d e v e l o p m e n t  of p 'back-up' ayatdm for &curlty 

P a c i f i c ' s  ~ c o r n m u n i c a t l o n  software. R i f k i n ' s  target was t h e  wirc-  

room w h l c h  t r a n s f e r r e d  b i l l i o n s  of d ~ l i a r s  a day i n  electronic 

asse t s .  S i n c e  h e  w a s  a p r i n c i p a l  d e s i g n e r  of the back-up eystem, 

h e  w a s  a l l o w e d  access t o  t h e  w i r e - r o o m  t-o c h e c k  t h e  f u n c t l u n i n y  

of t h e  s o f t w a r e .  On o n e  of t h e s e  o c c a s i o n s ,  R l f k i n  s r a n n p d  
\ 

( v i s u a l  s c a v e n g i n g )  t h e  access code w h l c h  a l l o w e d  a u t h o r i z e d  per- 

s o n n e l  t o  m a k e  e l e c t r o n i c  f u n d  t r a n s f e r s  ( R e c k e r ,  1980 :  4 7 1 - 4 7 4 ) .  

T h e  code s e q u e n c e  w a s  o p e n l y  displayed o n  the* w a l l  o f  t h c  

w l r e - r o o m ,  and h e  copled i t  w l t h o u t  b e l n g  d e t e c t e d .  R ~ f k i n  t h r a r ~  

w a l k e d  t o  t h e  n e a r e s t  p a y  p h o n e ,  c - d l  l e d  t h t .  w l r c - r o u m  

a n d  i m p e r s o n a t e d  a r e p r e s e n t a t  i v e  c l f  t h e  I n t e r n , i t   ion^ I 

D e p a r t m e n t  of t h e  S e c u r i t y  N a t  l o n a l  B a n k .  T h e  ~ m p e t - s c j n d t  i o n  

w a s  s u c c e s s f u l  a n d  permitted R l  t k ~ n  t ~ ,  t r d r r x f c r  $ 1  0 .2 '  m i  1 ! l t , r l  

t o  an  a c c o u n t  i n  t h e  I r v ~ n g  T r u s t  C o r n p i n y  I r l  N e w  Yor-k  ( ' 1  t y .  1 1 t h  

t h e n  ca 1 l e d  t h e  Wozchod H a n d r l s  Hank 1 n S w ~ t d e r - l d n d .  I t ~ f k ~ * r i  

r e a l l z e d  . t h a t  lt w o u l d  be l m p o s v l b l ~  t o  w l t h d r c i w  t h r .  f u n d s  

w l t  h o u t  c r e a t  l n g  s u s p i c  I o n ,  s i ~  h e  d e v  1 s e d  ,3 ~ i - t l r r n e *  of ( + c  , r i v t ' r t  1 r l q  

t h e  f u n d s  i n t o  a n o t h e r  f o r m  of ~ H S E * ~  b y  p u r r h d s l r ~ ~ j  d I i t t I P  c j v r r  

8 m i l l i o n  d o l l a r s  w o r t h  o f  R u v s l d n  d l d m o n d u  t  h o u y h  , I  f , lkr .  N P W  

Y o r k  C l t y  d ~ a m o n d  b r o k e r a g e  ( B e c k e r ,  1980:  4 7 4 ) .  , 

R i f k l n  w a s  a s  surprised a t  t h e  surcess  o f  h l ~  c - r ~ m r  , i n  w r r P  

provisions f o r  m a s k i n g  h l s  escape,  s u c h  ae deueloylrty f d l s r  
a 

l d e n t i f  i c a t l o n ,  transportation o u t  o f  t h e  clount  r y ,  o r  r n f b a n ~  of  

s e l l i n g  t h e  d i a m o n d s .  R i f k ~ n  wae a r r e s t e d  I ~ I  Sdl  i f t r r n i a ,  nc)t 

b e c a u s e  o f  a n y  f a u l t s  i n  t h e  p l a n n l n g  or  e x e c u t . l r > n  of t h r  c r i m e ,  

b u t  b e c a u s e  h e  l a c k e d  t h e  c o n f i d e n c e  I n  h ~ s  own . a b l l l t . y  t-r, 



actually succeed. A t  his trlal, Rifkin confessed that h e  never 

thought that h e  would get the diamonds, illustrating the 

~nadequate  planning and preparation which often precedes amateur 
32 

criminality IBecker, 1980: 4 8 4 ) .  

iii. Piggybacking: 

Most  computer centers maintain a certain degree of physical 

securlty in order t? restrict individuals from entering confrol- 

led access areas where privileged clearance is required. Such 

Rafeguarda can range from electronically operated doors and 

complex check-in procedures to simple visual identification of 

legit~mate users (United States Department of Justice, 1979: 2 6 ) .  

The objective of the piggybacker is to breach physical 

s e c u r i t 9  through staging credible scenarios which will grant 

access wlthout presenting. documentation. Most piggybackers 

w l l l  try to keep the scenarios simple because the more complex 

khey become, the higher the chance of discovery. A proven 

piggybacking strategy is' for the perpetrator to stand in or 

artiund a,restr~cted access area where electronically locked doors 

dre used. With arms full of computer paraphernalia, such as 

computer print-outs, tape reels, o~ other computer-related mater- 

~ a l ,  t h e  piggybacker waits for an authorized individual to use 

the door while fumbling for a key1 or access card and 
* 

apologizing for t h e  delay. The authorized user, noticing 



t h e  pe rpe t ra to r ' s  d i s t r e s s ,  o p e n s  t h e  door, a l l o w i , n g  the piqgy- 

b a c k e r  t o  s i m p l y  f o l l o w  i n t o  t h e  r e s t r i c t e d  area ( U n i t e d  

S t a t e s  D e p a r t m e n t  of Justice, 1 9 7 9 :  2 5 ) .  

E l e c t r o n i c  p i g g y b a c k i n g  is a c c o m p l i s h e d  i n  much the same 

f a s h i o n  a s  p h y s i c a l  p i g g y b a c k i n g ,  i n  t h a t  t h e  p e r p e t r a t o r  muet 

w a i t  for t h e  v i c t i m  t o  do s o m e t h i n g  w h i c h  will a l l o w  f o r  

u n a u t h o r i z e d  access. T h e r e  a r e  basically t h r e e  d i f f e r e n t  t y p e s  of  

e l e c t r o n i c  p i g g y b a c k i n g :  t r a d i t i o n a l  plygyback  e n t r y ,  between- 

t h e - l i n e s  e n t r y ,  a n d  s p o o f l n q  (Carroll & M c L e l l e n ,  1 9 7 7 :  1 4 0 ) .  

I n  t r a d l t i o n a l  p i g g y b a c k  e n t r y ,  t h e  p e r p e t r a t o r  will u s u ~ j l l y  

select  a number  of t a r g e t  terminals w h i c h  a r e  o f t e n  u s e d  by  

privileged u s e r s .  T h e  p e r p e t r a t o r  w l l l  t h e n  m o d i f y  o n e  of t h e m  t o  

r e a d  t h e  c o r n r n u n l c a t l o n s  of t h e  o t h e r s .  S u c h  nrodl f ~ c d t  Lens may 

o n l y  r e q u i r e  d l r e c t  c-onnect I o n s  t o  t h e  o t h e r  t e r n i ~ n d  1s t hrou!jtr 

c o m m u n i c a t  I o n  1 i n e s ,  b u t ,  nmre of t e n ,  t h e y  r p q u l r e  hd rc1w.i re  

a1 t e r a t  l o n u  t o  CPU c o m p o n e n t s  a n d  o t h e r  c o m p u t e r  rclulpurchnt  tie 

Ombudsman C o m m i t t e e  o n  P r i v a r y ,  1976 :  1 0 ) .  O n c r  t h e  l e q ~ t l r n n t r  

u s e r  a c t ~ v d t e s  t h e  t a r y e t  t e r m r n a l ,  t h e  p ~ q g y b d c k e r  c d n  t h e n  re ' id 

everything d ~ s p l a y e d  on t h e  ~ c r e e n  t h r o u g h  their own m r d l f l e d  

t e r m l n a l  , i n c l u d ~ n g  p a s s w o r d s ,  c o d e  acc*eaa n u m b e r s ,  and d n y  ot  hear 

i n f o r m a t i o n  the v i c t i m  may be i n s e r t i n g  a t  t h e  t l m e .  T h e  v ~ c : ~ i m ' x  

f i l e s  c a n  t h e n  be accessed a t  a l a t e r  d a t e ,  u s ~ n g  thc* p a u ~ w o r - d ~  

and  c o d e  n u m b e r s  o b t a i n e d  t h r o u g h  t.he p l y g y b a c k ~ n y .  

B e t w e e n - t h e - l i n e s  e n t r y  1 s  ciccompl r s h e d  l n  the* s d m c  rndnrter a s  

t r a d l t i o n a l  p iggyback  e n t r y ,  e x c e p t  t h a t ,  when t h e  u s e r  w l n h e e  to 

s i g n - o f f ,  t h e  p i g g y b a c k e r  c a n c e l s  t h e  command and c:ontlnueH to 

opera te  i n  t h e  u s e r ' s  name (The ombudsman C o r n r n i t t c e  o n  P r l v a c y ,  



1976: 10). The piggybacker inserts the commands between-the-lines , 

given by the legitimate user. Since the central processor only - 
detects one terminal on-line rsther than two, it will process 

both the authorized - instructions of the legitimate user, and 

the unauthorized instructions of tbe piggybacker (United 

States Department of Justice, 1979: 26). Once again, the victim's' 

files can be selectively modified, or copied 

using the passwords and codes obtained through 

entry. 

Spoofing, also known as pseudo sign-on, 

at a later date, 

between-the-lines 

is a method 'in 

whlch the legitimate user is tricked believing that he/she 

is conversing with the central proc ssor when, in fact, he/she 

1s communicating with the piggybac er (The Ombud~man Committee 

on Pr~vacy, 1976: 10). This metho involves software modification ' 

ak opposed do hardware alteration witnessed under the other two 

techni ues. Spoofing is only effective in cohputer systems which 3 
requi-re the user to activate the terminal by hitting a carriage 

3 3  
return key that will display the sign-on procedures (Walker 

& Blake, 1977: 1 5 ) .  A program must be written that imitates 
v 

the system's' sign-on procedures which is then inserted into 

the computer's file directory. 
3 4  

The terminal is left in an active mode and, when a'user hits 
t 

............................ 
3 3  

The process of establishing communication with and verifying 
the authority to use the computer during conversational 
programming (Spencer, 1979: 108). 
34 

A condition of real-time communication between one or more 
remote terminals and a time-sharing computer, in which each entry 
from a terminal elicits an immediate response from the computer 
(Sippl, 1976: 305). 



the carriage return, the simulation program is called from the 

directory and displays the pseudo sign-on procedures which the 

user performs, giving an identif,icat-ion numbet, priority code 

number, and password. After this information is obtaintxd 

recorded in another file, the simulation program then indicates 
35 

that the system has undergone a 'crash' and that the user- 

should sign-off and try again. In the process of signlng-off, t h c  

user deactivates-he simulation program, and succenaful 1 y s i q c a -  

on to the real system on the second try without any p r t ~ b l e & .  
5. 

- 4 

C. Programming Acts 

n 

i.   rap Doors 

Trap doors are not actual crime technigucs but, rather, 

are opportune tools by which other techniques can be employed ~n 

software alteration schemes. If discovered or : t b y  

proc,rammers, they allow for the implementatjon of other m c ~ t h o d ~  

an& strategies that do facilitate crime. A trap door i~ 

............................. 
3 5  

A failure which is total or nearly so, such as: breakdown of 
power supply, making all circuits inoperative. t y p e  o f -  
failure which renders the useful performance of the computer to 
zero (Sippl, 1976.: 174-1751. The term 'crash' may be a p p l i e d - t o  a 
system, as well as to software; .when applikd to a ~ystem it can 
lndicate either a hardware or a software failure. A s y ~ t c t r n  or 
functional unit in which a fault or failure prevents continued 
operation is said to be 'down' and when it is corrected it is 
'up' or 'back on line' (Gallgnd, 1'982: 97). 
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legitimate debugging device which is included in the normal 
4 .  

development of computer application and dperating system programs 
4 

e 

(Uniked States Department of Justice, 1979: 1 9  Debugging 

routines are Co$ed breaks which allow programmers to access the 

software to ensure that corrections or additional codes can be 

I r~~ert-ed if the application -of the program sustains specifi 

modifications (Stark, 1975: 229). Large computer programs 

generally undergo a number of editing checks before the trap 

door is removed in the final edit, which, theoretically, should 

make the program secure from software manipulation (United States 

Department of Justice, 1979: 19). However, if the trap door is 

purposely left in the program after the final edit it may- be 

exploited to gain access at a later time. This strategy 

dllows the programmer to penetrate and subvert other protective 

devices implemented to defend the proper functioning of the 

computer system (Petersen & Turn, 1973: 7 8 ) .  

If a programmer is in a position to access an operating 

system program through a trap door, rather'than just through an 

applicatian program, the potential damage can be much more 

extensive. Operating system programs are designed to run the 

computer by establishing the parameters of control over other 

programs and data bases being used (Spencer, 1968: 4 0 ) .  They can 

36 
The operating statements provide a wide and flexible variety 

of methods for manipulati~g the program itself. The user may: (a) 
insert or delete statements; (b) execute selectively; (c) print 
changes of values as the change occurs and transfer control as 
the transfer occurs; (dl obtain a static printout of all cross- 
reference relationships among names and labels, and dynamic 
exposure of impartial or imperfect execution (Sippl, 1976: 121). 

i , > 



also be designed to limit access only to those individual8 who 

are authorized to use the syst.em by defining sign-on procedures, 

priority access codes, and identification numbers. By using a 

trap door, a systems programmer can compromise these requrrement~ 

by removlng a1 1 limitat~ons to hls/her ac-clount , wh1c.h w a u  Id 

permit access to every priority group ,and gdln wldtar ,*c.c.txsu to 

restricted data bases (The Ombudsman C o m m ~  t t eta o n  P I - I  v , i c . y ,  107b: 

1 

ii. Trojan Horse Techniques: 

The covert input of Bnauthori zed inst ruc.1 l o r r s  ~ n t  c j  ,r prcqr;rm 

that will perform fraudulent. prsc:cdurrrs 1s known '1% t hr* ' t r c r j a n  
37 

horse' technique. . T h e  trojan horse wi 1 1  c a r r y  out. t ht. 

unauthorized instructions wlthout inhihitlr~c~ the* func-t IoriH o f  - 

the program's purpose ( Unlted , St at es I)c.lwrt nrc~rlt c ) f  

Justice, 1979 :  1 1 - 1 2 ) .  Trap doors drc2 oft err i c ~ r d  1 11 

I 
implementing trojan horses, since space m u s t  be found ~ r r  t hf- 

target program to insert the unduthorized 1 nwtruct ior~s. 'I'rd11 

doors wi 11 a 1 low entry into the program without c 4 0 r n p r o m  I el I ncj t tit. 

structured code which, if tampered with, may d e f a u l t  t h e *  e r l t  I rth 

program. 

The complexity of the trojan horse techn~que i s  1 ~mil.t?d only 
, 

................................ 
37  

The term 'trojan h rse' derives its meaning from t h e  c : l a m i c  
attack method used by he Greeks in their war against T r o y  t o  
rescue Heien from Pari . The method involved the placement of a 
large, hollow wooden h i rse filled with Greek soldiers and left at 
the gates of Troy; it was brought inside the gaten, thus lqadiny 
to the destruction of the city. 



by the imagination of the programmer. For instance, if a program 

has been accessed through a trap door, a programmer can develop a 

trojan hosae which will create another trap door elsewhere in the 

program. When the original trap door has been removed in the 
r 

final edit, the programmer will still possess access while others 

helleve the program to be secure. 

a5t 
Both application and operating system programs are 

sueceptible to trojan horse attacks. The trojan horse can be 

hidden amongst the 100,000 computer instructions contained in d n  

dpplication program, or the possible 5 million instructions for 

operating system programs (United States Department of Justice, 

1979: 1 1 ) .  Of the many variants on the trojan horse technique, 

two are most notable. 

Logic bombs are specific trojan horse instructions which are 

executed when particular conditions in the computer are 

established. Such conditions are determined by the parameters of 

programming logic which are inherent in the design of compute 

38 b 

iz 
programs. Logic bombs rely upon the strict rules that govern 

program routines, since their effectiveness depends upon the 

predictability of %ontrolled events (United States Department of 
s ,  

Justlce, 1979: 2 1 ) .  For example, a programmer can instruct a 

logic bomb to search for particular data symbols and, once found, 

alter the data to the specifications of the fraudulent scheme. 

Another variant on the trojan horse technique is known as the 

time bomb. This method is similar to the logic bomb, but it 

........................... 
38 

A series of computer instructions which performs a specific, 
limited task (Sippl, 1976: 418). 



differs in one major rdspect. The time bomb will run o n . l y  when 

c 39 
synchronized with, ihe internal clock ,*of the cornpqter. Only 

computer systems which possess this capability are susceptible to 

, this form of trojan horse attack. The Instruct ions arta c - ~ ' L c . u l a t  r d  

to be set of-f at a previously specif led tlme wh1c.h 1s ~nsr-rtt4 

in the target program. The computer oper-atlng system will c w ~ i n t -  

down the tlme from seconds t o  years, dnd  when thtb s ~ w r l  f 14 ddt P 

is reached, the'time bomb will be a c t ~ v a t e d  and t h e  ~ n s t  t - 1 1 r . t  I O ~ H  

executed (United States Department of .Just ~ c e ,  7 I . Tlnrt8 

bombs are usually employed to place t h e  p e r p ~ t r a t t ~ t -  ,at ,a 

geographica 1 dl s t a n c e  from the s r p n t *  r ~ f  t he r i n  o r  whrn 

immediate execution of logic bombs 1s imprnc-t i c a l  S o ,  I C ) O l  : 

Superzapping 1 s  another means o f  1ns~r-t. l n g  t r o  j ,an ~ ~ , I I . H I *  
8 ' 

into a secure program. This method lnvolves the rnanlpul ,~t  I I J I I  o f  

the 'superzap' program which 1.31 used b y  mdny proyramnw>r-9 a n  . i  

' fall-safe' device to bypass a1 1 controls ~n computer optarcit  1 r l c j  

systems. The program is usua 1 ly appl i.ed i n  s i t u a t .  i r ~ n x  whr~rrh t h r .  

computer malfunctions, a n d  can n o t  b e  rest.art ed by norma 1 

recovery procedures. . This universal accesg proyr,jm W I  l 1 hr 

................................ 
3 9  

This built-in clock is used for a wide variety of proyrnm- 
timing purposes. It can be used to log the receipt times o f  
periodic real-time input data. Each input message and its receipt 
time may be recorded together. This clock is also uaed in 
connection with the preparation of statistical and analyticdl 
reports dealing with the frequency of certain t r a n ~ a c t  ionH 
(Sippl, 1 9 7 6 :  6 4 ) .  
40 

The term derives its name from superzap, a macro/utility 
program used in most IBM computer centers as a ~ y n t e r n s  tool 
(United States Department of Justice, 1 9 7 9 :  17). 



uued to open the system to inspection and, if necessary, 

mod~fy the error which precipitated the malfunction. 

However, if ueed for criminal objectives, the superzap 

program can be applied as an effective tool in the penetration 

and control of secure operating systems. By entering a system 

through the superzap utility program, it is possible to insert a' 

numler of trojan horses, making changes to application, 

production, and operating system programs (United States 

Department of Justice, 1979: 1 7 ) .  Perry (1986) describes one of 
41  

t h e &  few documented cases of superzapping: 

A classic example! of auperzapping occurred in _i 
batik and resulted iwa $128,000 loss. The computer 
operations manager was using a superzap program 
legitimately to make changes to account balances 
to correct errors as directed by management. The 
regular error-correction process was not working 
currectly because the demand"deposit accounting 
system .had become obsolete and error ridden as a 
result of inattention during a conversion. The 
operations manager discovered how easy it was to 
make changes without the usual controls or 
journal recctrds and transferred money to three 
friends' accounts. They engaged 

l:J 

he fraud 
long enough for a customer to find hortage: 
quick action in response to the ustomer's 
compla.int resulted in the perpetrators' indict- 
ment and conviction. Because the superzap pro- 
gram l.eft no evidence of changes to the data 
files, it was highly unlikely that someone would 
discover the fraud through technical means 
(Perry, 1 9 8 6 :  2 1 8 1 . -  



i i i . . S a l a m i  Techniques 

4 2  
S a l a m i  t e c h n i q u w  a r e  d l r e c t e d  toward t h e '  approprlat lon of 

s m a l l  f r a c t i o n s  0 5  s u m s  f r o m  n u m e r o u s  a c c n u n t . s  ( K e l l y , .  1 9 8 4 :  

2 5 1  1 .  T h e  e f f e c t i v e n e s s  of t h r s  t e c h n r q u e  i s  a s s u r t v j  by t h e *  

i n s i g n i f i c a n t  l o s s  e a c h  a c c o u n t  s u s t . d * i n s  , ( On I t . 4  . St.,tt es 

D e p a r t m e n t  of J u s t  I c e ,  1 9 7 9 :  1 3  ) , Berausc*  I nd I V  ic lu,~ l losses ,i I-t*  

s o  s m a l l ,  u s u a l  l y  f r a c t i o n s  of a c e n t  , v l c t  i n r s  'are r c i t . e l l  y , l w L + r r *  

t h e y  h a v e  b e e n  c h e a t e d .  Sa l a m i  t e c h n  ~ q u e u  a t-t* riot ovt61- 1 \i 

compl l c a t e d ;  h o w e v e r ,  l n  m o s t  l n s t  a n c e s  t h e y  n r r  r ~ s t  r 1c.t t v l  t o . 
i n d l v ~ d u a l s  w i t h  s o m e  accounting e x p r r l e n c 4 & .  

m a n i p u l a t  I o n  m e t h o d s ,  w h e r e  t h e  dc-rouht* wou i d  4l t ( . I -  rb.rr-h f 1 I t *  

by h a n d ,  t h e n  c d r r y  o v & r  t h e  d i s c r c p a n c . y  t o t he. n r h x t  , ~ r * c . c , , i n t  . 
T h l s  g r a d u d l  m e t h o d  w o u l d  c o n t ~ n u e  u n t  I 1 t h e  bdl , lnr+t*  xhet.1 w,iw I I )  

c h e c k .  Many man h o u r s  were d e v o t e d  to rnanu'il mcir r lpnlc i t  ion f o r  

1  l m i t e d  g a l n u ,  b u t  w i  t h  t h c  s p e e d  of: au tomdt .  r o r r  t he E I I - O ( ' ~ ~ H H  II,IH 

become infinitely more s i m p l * e .  

I f  a t r a p  d o o r  1s d i s c o v e r ' e d  o r  c r e a t e d  i n  i n  a( : ( -ount  ~ n c j  

p r o g r a m ,  t h e  s t r u c t u r e d  c o d e  c a n  be m o d ~ f i e d  by  t h ~  u ~ c *  o f  t h e  

t r o j a n  h o r s e  t e c h n i q u e  t o  i n i t i a t e  t h e  r e c u r r e n t  t h e f t  o f  R n r d I I  

a m o u n t s .  O n l y  a f e w  l i n e s  o f  c o d e  a r e  r e q u i r e d  t o  b r i n q  

............................ 
4 2  

A l s o  known a s  ' r o u n d i n g ' :  t o  delete t h e  l eas t  s i g n i f i c a n t  
d i g i t ( s )  of a n u m e r a l  a n d  t o  a d j u s t  t h e  p a r t  r e t a i n e d  in 
a c c o r d a n c e  w i t h  s o m e  r u l e .  T h e  l a s t  d i g i t  d i s p l a y e d  i n  a n  anHw,er 
i s  i n c r e a s e d  by o n e  i f  t h e  f o l l o w i n g  d i g i t  w o u l d  have  b e e n  a 5 o r  
g r e a t e r  ( S i p p l ,  1 9 7 6 :  418). T h e  t e r m  ' s a lami '  d e n o t e s  t a k i n g  
s m a l l  s l ices  w i t h o u t  n o t i c e a b l y  r e d u c i n g  t h e  w h o l e  ( I lnj  ted 
S t a t e s  D e p a r t m e n t  o f ' J u s t i c e ,  1 9 7 9 :  1 3 ) .  



about the necessary changes in the program (The Ombudsman 

Committee on Prlvacy, 1976: 2 2 ) .  The salami technique can be used 

~n a number of different accounting applications, including: the 

c:omputation of applicable service charges, commissions on sales, 

rvtlrement benefits, and interest on savings (Krauss & MacGahan, 

Salami techniques do not seem to be worth the risk of 

d~tection, but considering that a few lines of code can be easily 
I c" 

written and hldden in a program some programmers may be willing 

t c ,  take a chance (United States Department of J u 3 t i c e ,  1979: 1 5 ) .  

T h e  only recorded example of a salami fraud is based 

u p o n  an actual case which occurred in France in 1971, when a 

p a y r o l l  clerk was authorized to round salaries down to two 

decmal places. However. lnstead of distributing the accumulating 

remdirlers to various othc:r accounts, he collected them in his 

own; the total loss s~stained by the corporation is unknown 
43 

(Lelbholz & Wilson, 1974: 37). 

iv. Simulation 

Most complex program alteration schemes require extensive 

plannlng and meticulous implementation. Simulation is the process 

of testing crime strategies prior to actual execution. Each stage 

of the scheme is defined and operationalized to determine the 

posslble disruptive effects on the system. The number o f f  



influencing variables which must be taken lnto conslderatlan In . 
program frauds often exceeds the capablllty of manual 

preparation. B y .  testing the scheme during development, a l l  1 

consequences of €he event may b e  analyzed and c .orrer tcd  hy the 

computer before the crime is ~nitlated. 

Slmulatlon 1s generally employed whc-n the c-c~mplrxlty o f  t h e *  

fraud may cause the system t o  ' c - r a s h ' .  In t h l s  c . , r s t a ,  the.  mod~flcvl 

shut down due to unrecoqn l z , i b l e  error. Thcx d i sCi~vr - . ry  c b f  t h t a  

strategies. 

Slmulatlorl can be used in t w o  dlffcrrnt t y p t ~ s  o f  i - r ~ r n ~ r ~ ~ t l  

appl lcat lons . In the first ~nstancc., t-bray c . , r  n b t *  I I r t  i 1 I n 

the analysis of sophisticated frduds w h ~ ( - h  requ1r.c t 3 x d c * t  lnq 

accounting procedures or other specific knowledcjt? yud 1 ~f I C * ~  t I C ~ I I H .  

For example, one computer programmer of a lnrgc.  nrPrchcrnd 1 HP 

shipping f lrm simulated the company's account lng s y s t e m  f or -  t h e  
86 

purpose o!E a million dollar embezzlement whlch took p1ac.e over ,i 

six-year period (~rahdt, - 1975: 8 2 ) .  He caopled t h e  oriqinal 
. - 

program, then inserted the modified transact ions w I t h  the corrwt 

transactions and ran the program in reverse to determrne if tho 

............................ 
4 4  

An analyst responsible for refining systems plans and diagrams 
into completely detailed steps necessary to give a digital 
computer unequivocal instryctions for each minute s t e p  in a data 
processing operation (Sippl, 1976: 375). 



modified entries in account8 payable and accounts receivable 

would match those of the original balance sheet (United States 

Department of Justice, 1979: 28). Once he had determined which L "  

accounts could be manipulated without audit detection, he then 

changed these accounts with programmed purchase orders and 

receipts which controlled the recorded differences on the 

orlginai accounting sheet. All the funds were filtered into an 

associated 'dummy' company which h e  had established for the 
G 

purpoee of the embezzlement (Brandt, 1975: 8 2 ) .  The objective of 

the simu.1ation was to test the viability of t h e  scheme prior t o  
4 5  

actual execution. 

In the second instance, airnulation techniques are often used 

to augment manual manipulation schemes which may be so intricate 

that they would not succeed without the direct assistance of t h e  

computer. In these cases, the simulation is not only used in the 

development and testing of crime strategies, but also in their 

implementation. Illustrative of this type of simulation 

application is a form of fraud known aF. "check kiting". 

Parker ( 1 9 8 3 )  explains the dynamics of this type of fraud, 

, with a simple two-bank example: 

Check kiting in a two-bank fraud requires opening 
a checking account in each bank with small 
amounts df money. A check is then written for a 
large amount on one account and deposited in the 
other where it is immediately credited. Before 
the check' is processed back to the first bank and 
it is discovered that there are insufficient 
funds to cover it, a check is written on the 
second bank and deposited in the first bank to 

1 

45  
Case number CRC-20: see Chapter V. 



Another 

cover the firs$ check when it arrives. Thin 
process is repeated several times with 
increasingly larger checks (kites flying higher 
and higher), relying on the f l u t  time wm&d tct 
process the checks. When the account balances are 
large enough, the money is quickly withdrawn from 
both accounts in cash,, the fraudsman disappears, 
and the fraud is completed (Parker, 1983: 99). 

such check kiting scheme described by Parkt.r, occurred 

in London, England and was much more exteneivc. The twelve 

individuals involved opened multiple accounts in a number of 

different banks. The perpetrators realized the organizational 

problems would be substantial, so they recruited a computer 

specialist to .direct their activities. With the a i d  of a 

microcomputer and a modif led inventory cont rul s linulat ~ c ~ n  

prorgam, the fraud was planned and executed (Parker, 1983: 9 9 ) .  

The computer specialist altered the standdrd simulat~on 

program by substituting banks for warehouse y n d  a s ~ e t ~  for 

stored commodities. The computer served as a central 

communication base where transactions could be monitored and 

recorded in the simulation program. A s  the other membere of the 

croup opened accounts all over Londoq, the computer specialist. 

documented each transaction and directed ,their a2tivities for 

withdrawing the funds. The timing of withdrawals was extremf3ly 

important, since a miscalculation would reault in immediate 
I 

detection. The simulation'program functioned perfect1.y and t h e  

check kite was operating ~moothly~until the comppter encountered 

- an erro? and sustained a crash. In the resulting confueion, some 

members of the4group were apprehended attempting to withdraw 



funds that had 'not yet been processed. Subsequent-ly, the kite 
t 

collapsed and the computer specialist was arrested while still 
46 

trylng to discover what went wrong (Parker, 1983: 99-100). 

Even though the processing time of cheques has been greatly 

reduced, (it can take as little as two hours in some 

circumatances), there is still the potential for such schemes. 
C 

v .  The Asynchronous Attack 

The last and, possibly, most sophisticated form of software 

manipulation is the asynchronous attack. This technique requires 

extensive knowledge of computer operating systems and programming 

skilla. In order to fully appreciate the quality of =the 

asynchronous attack, a rudimentary understanding of computer 

operating systems is necessary. 

- A computer is designed to perform sequences of internally 

stored instructions synchronbusly, in a fixed order, according to 

an internal clock (Parker, 1983: 94). Such instructions are based 

upon stored 

that specify 

These coded 

instructions 

essence, an' 

C 

program arithmetic which establishes the parameters 

the operations to be performed (Sippl, 1976: 80). 

instructions can be distinguished from the logical 

performed by the computer's operating system. In 

operating system is "an integrated collection of 

service routines. for supervising the sequencing and -processing of 

programs by a computer" (Sippl, 1976: 335). It controls all 

resources, including: storage management, peripheral devices, and 

46 
Case number CRC-21: see Chapter V. 



language translation (Maynard, 1975: 135). 

The operating system manages these resources asynchronously, 

"in which each operation starts as a r e s t t f t  of a signal gdenerated 

by the completion of the previous operation or by t h e  

availability of the equipment required for the next operation" 

(Spencer, 1979: 2 9 ) .  A s  each new job requests resources. to 

perform specific instructions, , the operating system clest?aReo 

current demands on the system, then ,either deliver8 them 

immediately or causes the job to hold until the resclurceB/ become 
i 

available (Parker, 1983: 94 1 .  Therefore, even though the ccmputtsr 

must function according to established internal irlst I-urt tons '^ 

(synchronously), the operating system possesses the c3pabilzty 

to assess current resources and distribute them accordiny t.a 
1 

demand or availability (asynchronously). 

The asynchronous attack i; directed toward the inhere'nt 

weaknesses contained in the asynchronous functioning of computer 

operating systems,. 'in that established conditions can b& altered 

so that the changes are not recorded by the  

operating system. When these changes occur, the operatiny 

system performs instructions under false conditions and 

completely or partially loses control (Parker, 1983: 95). 

Parker ( 1 9 8 3 )  describes one type of aaynchrormus attdck 

which utilizes the checkpoint reqtart capabilities commonly 
t 

provided in large production programs. A checkpoint is a specif ic  

location in a routine where a check, or a recording of data, i x  

made to provide a back-up copy of the proceseed datd in case of . 
-%. 

system failure or error (Sippl, 1976: 5 7 ) .  {Such chw:kpo~pt 



. - 
recordings can take place every ten or fift& rnirhtc.,. or can be 

$pecified by the systems operator." This fecility provide. a copy 
L -- - 

of the production run up to the point of the last breakpoint 
A 7  " \i - .  

dump. Should a failure ycuh, - the job- e. resumed from the 
n 

! -1 . & -.' 
last checkp&int tathe4 than from tfe very beginning. 

f 
- - - 

Checkpoint restart capabi ities can save onsiderable time and 

money if an error in the system does occur, but they can also be 

exploited to obtain unauthorized 'qccess within the eyetem 
0 

-(Parker, 1983: ' 9 5 ) ~  
U 

Such attacks are often prepared far in advance of the actual 

execution. The perpetrator knows when the target program will 

be run and has already created a modified back-up copy which will 
, . 

be :installed at a specific checkpoint restart. If thia infor- 

mation can not be obtained, then a reason must be created to 

ciash the computer at the time of production that allows for the 
\ * 

insert;& of the modified back-up copy. Once the Qack-up copy ha% 
h - 

been installed, it will run the unauthorized instruction8 without 

obskruction , from the operating system. The asynchronous 
& 

functioning of the'operating system has now been'breached, since 

-- 
the original program parameters can 'no longer ~ircunwent the 

unauthorized instructions of the modified back-up copy (The 
I 

Ombudsman codittee on Privacy, 1976: 2 3 ) .  
i 

Unauthorized instructions can include: changes to .storage 
t 

I 
locatipns, which' enables the perpetrator to access other areas 

Also called 'dynamic dump', which is performed under the 
control of an application program during it8 execution. Such' 
breakpoints are specified by 'dump routines' contained within the. 
production or application program (Galland, 1982: 7 9 ) .  



previously classified; changes to the mode of operation, 
3 

will allow accees to privileged user fettefsr; arr& c k a m  

which . 

rto* 

production program, which will permit access to protected data 

files 'used only by the operating system (parkeri 1983: 95). 

D. Electronic Act8 

- 

i'. Wiretapping 

-4 * 
Wiretapping was once considered too risky and tim& consuming 

to be effective as a means of obtaining classified information, 
K 

when other more conventional methods are avaiGble (Carroll, 
&- 4 

1969: 155-1561. It places th<e perpet-ator at a distinct strategic 

disadvantage since he/she must remain at the scene while the 

interception of the desired data is in progress. However, with 

the expansion of computer tele~ommunications in the area of 

electronic funds transfer systems (EFTS), wiretapping is becoming 

more appealing as the potentis1 gains outweigh the risks. 

The quality of information being transmitted over 

such systems is taking on more serious dimensions as banks, 
Y 

brokerage houses, and stock exchanges are tranbferring billions 

of dollars each day in electronically stored assets over 
0 

communication lines (Parker, 1979: 654). Wiretapping comprises 

two different methods of interception. Active wir,etapping,V 

involves direct connection to a communication line to obtain 

i 
unauthorized access, and passive wiretapping involves the 

detection of electromagnetic signals emanating from a computer 



- - 
through rahiation. (Petersen ' C , Turn, 1973 : 7 1 .  what 

distinguishes the two t ~ e s  .of 
@ 

'L. - i- \ 

taps, the perpetrator only li 

active taps the perpetrator 
t 

transmission, either at the end 

in 'its place (Whiteside, 1978: 1 

\ t\ 
a - -- - 

interception is that, in passive 
., 

1- 
sten~ta-.tranam~~1si~er .___ + &ifL,- ;XK - 

- . \.-_ 
actually intesferga---with the 

i - 
of the legitimate procesping "or 

'. 
In active wiretapping, the 'interception.? - of the 

- 
information is, in itself, a straight-forward proceati 

but it can also create serious .problems i f t 

equipment being - used is not capable of subverting the 
< 

electronic security maintained by the computer facility. ~inck- 
1 e  

the interception and recording of data will inhibit the flow of 
C 

transmission to the receiver, the pick-up device must possess - - 

buffer storage area~~which will back up the information, then re- 

send it at the original speed (Walker & Blake, 1977: 9 ) .  
Z 

Without such capability, the wiretap may be electronically 
- 

detecked through the differential staggering of transmiasion 

flow. -Another method o-f avoiding detection may be to> intercept 

the transmission, then send an eri-or message indicating that the 

system is undergoing modifications and that 'the user ahould 

sign-off and kry again. 

If the target information has been successfully intercepted 

and recorded, the last stage of the process is the encoding of 
- 

the data which may have been transformed by encryption techniques 

(Hoffman, 1977: 69-70). The procedures used in active 
L 

wiretapping are uniform throughout a number of different 

interception applications. , % However, they will be exceedingly 



I C 

' more complicated and expensive if the wiretapper is attemp6in.g to 
rl 

- i n t . ~ ? ~ c e p t  microwave or satellite communicatioris (United -- States - 

Department of ~uotice, 1979: 27). 

Passive wiretapping is much more restricted in its capibility 

than active wiretappinq, but what it lacks in potential i t  makes 
* %  

up in safety and iimpl&+$y. 1 1  Such techniques are more common as a 
*i 

*threat to non-time-sbarlhg computer systems, since the isolation 
r b  

.and subversion of communication lines is not necessary. Passive 
I 

wiretapping involves a method called,electrom~gnetic emanation 

pick-up, which works on an entirely different principle than 

active wiretapping (Walker L$ Blake, 1977: 9). 
/-- 

4 

Y 

The interception unit functions" on 'the electromagnetic 
9 

emanations of lowrpbwered, shortwave radio transmissions, 
< < 

resulting from changingd magneticG fields within the target 

component. (Walker & Blake, 1977: 9 ) .  The wiretapper installs the 

unit to his terminal, gains legitimate acces-s tq the .syst'em 

and directs the unit to intercept the transmission fromPother 

terminals without direct connedtion. 

Such units ar'e capable of*detecting emanation's from as far 

away- as 75 yards (Walker  lake, 1977:9), but are most effective 
- 

in situations within 20 feet (Hsiao et g,  1979: 99). If the 

wiretapper is strategically located, he/she can possibly pick up - i 
transmissions originating from the system operator's console, 

which often involves sensitive oq classified data ( ~ i l  ler, 1971: 

241). The only possible meansof protectinge terminals from 

emanation interception is by the use of circuit supressors and 

filters. Because such safeguards are often expensive and 



+ cumbersome tq- install, most co rations are un&illing to inve+t_ 
i in this kind of protecthon, although it ~oul& greatly 

/ 
a - - - -- - 

3 s - 
reduce the possibility of sy tem penetration*, 

/ 
/ 

E. - System Backing 

System hacking cannot be conthined' in any one type of 

computer-related rime technique previously discuseed. - * 
Essentially, a form of electronic window-shopping, whgre 

u 

the hacker , to discover methods to penetrate 

te~ecommunicat "n networks by subverting security pasewogd 

procedures. nauthorized entry is accomplished through remote 0.'" - 
terminals (which are usuallly small microconputera) that are 

" 

physically separa'ted from the mainframe, but can be conn&t&d by 

communication facilities (Marbach, 1983. 4 3 ) .  The strategies for 

subverting computer systems can p a n  the complete range of 'crime 
I 

techniques dep&ding upon the ingenuity of the hacker. However, 

the vast majority of -hackers cannot' af ford elaborate techn!.cal 

equipment to breach secure systems, so they are often restricted 
J 

to an educated form of ' trial-and-error' scanning. The 

+ identification of specific hacking techniques would require an 

extensive understanding of computer principles; for this 

discussipn, some general characteristics are noted which are 

common to- suckan activity. 

.............................. 
48 1 

Webster's Dictionary defines "hackn as: to cut or chop 
irregularly, in a bungling or aimless manner. 



$n most-instances,-:individual hackers do not possess the - . , 
tecbhical skill or knowledge to penetrate a secure system, - 

/ 
/ 

although, by  omb bin in^ their limited4 talents with others of - * 
similar objectives, they can effectively develop enough 

information to initiate a successful penetration. The hacker's 
4 ,. 

primary asources of direction for breaking in$o different 

computer telecommunication systems are electronic bulletin boards 
1 

(Cheney, 1 9 8 4 f .  Hackers generally work alone in the actual 

svbversioh of d computec system,' but they kely heavily upon the 

pooled knowledge stmed in specially created electronic bulletin 

boards. These boards are computerized mail drops, where userSf~calr 

communicate with one another on,a wide range of topics (~r~right, 

1983: 5 2 ) .  Electr.onic bulletin 'boards can serve as 

both the object Bnd the instrument of crime, bu& in either 

case, they provide the ' hacker with an invaluable 

intelligence source for developing - strategies.,. to -penetrate 

computer syste&. These il Jegal boar& are often christened with 

1 names which clearly demonstrate their intended design, such as, 

"The Band'it Boardn, "Pirate's Cove", and "Teledungeonsw (Marbach, 

1983: 4 3 ) .  
* 

\ 
t- 

Once ..an illegal bulletin board has beeh created and has 

become functional, it instantly becomes the exclusive domain of a 

select group of individuals. Not only can hackers post pd&words 

and code access numbers of previously penetrate4 systems, but 

they can also develop comp'lete strategies to penetrate unexplored 

ayetems with the aid of the application and utility programs 

supplied by the hoet computer (Cheney,, 1984). 



. . 
G 

An ironic aspect of illegal bulletin boarde in  tha t - th%arc  

often penetrated . by other hackere. - ~ecau& o f  $hi. && 
threat, hackers must protwt their own aystema by developing' 

4 " 
security programs to mask their illegal activities. A hacker who 

attempts to subvert afiother udderground syatem is known &s a 
49 

TWIT, ,an individuafwho is completely deyoid of any ethica, 
I 0 I 

even for fellow hackers (Sanders, 1983: 6 6 ) .  Their primary 
- \ F- 

t 
objective is to deJtroy or tie-up systems so othera can not gain 

access'. As a against such penetrations, all 

files will specially developed security 

programs. The protection of illegal files can, at times, reach 
3 

ridiculous proportions yet, in s p m e  cases, for good reaebn. One 
i 

of the most highly prized and guarded files in the hacker's 
/ 5 

inventory' is that which contains informatio~utlining the 

procedures employed in password subversion stmtegies. - 

The majority of password subversion strategies revolve $round 

two basic methods: trial-and-error techniques, 

acquisition schemes, each of which possess countless variatione. 

i. Trial-and-Error Techniques 

Passwords are. the most..widely used procedures in access 

control security. They can compriae any combination of' 
7 

numbers, characters, or words, and ake aipkd at estabiishing the 
- - 

accountabi'lity of the user. Passwords are usually preceded by-an 



identification number which allows -the computer to determine the 
-- - . L 

priority acce-es level the user has bgen asgigned; and the privi- w - - - 

- leges to which he/she is entitled, (Cooper, 1984: 38). Trial-and- . - 

\error techniques consist-of a number of different methods used in 

t& actual breaking of ID numbers and paeiawords. The procedures 

urted in such ~~bversions.are basedupon simple forms of logical 
&h 

i * 
PP exieination and probability analysis. The hacker' is aware that 

I 

~t com3ter networks require users to sign-on to the system by 

providing an ID number and password comprised of no more than 
, I - 

'"-- 
f - . - 

eight digits (Walker & ~lal?e, 1977: 5 4 ) .  For a hacker $a 

euCcesafully penetrate a qomputer netwokk or time-sharing system, 
4 

\ 

he/she must break both codes in sequence, usually using different 
- -  X 

techniques. The most conkonly used password structures are fixed, 

functional, changeable, and random codes, which are used in 

relation to the extent of electronic security maintained by the 
i 

computer network (Beardsley, 1973: 51). 
8 8 
Trial-and-error techniques always begin with the logical 

el imination of commonly used sign-on phrases, such as, SYSTI$M\ 

USER, SECRET, SIGN., PROG, et , which are often quite effective in r' producing passwords (Parke~, 1983:' 60). If the hacker knows, or 
t \  i ; 

can obtain. information on the vl'ctirn. the elimination procedure 

can also include personal data, such as: names of friends, pet 

names, favorite sports teams, telephone numbers, etc.. By testing 

the ifif f erent combinations of fetters, - w i t k i n  key, words, a - 

subversion is almost inevitable. sinee 'pe& seers can &- =be 
L \ 

bothered to memorize the long and often cod,fusing code sequences 
i 

they were originally assigned, changing them to simple, 



A- 

straightforward -- passwords which are easily recalled (Beardalsy, 

1973: 5l'-S21.  Only after the hacker has exKplu4ted a L 1 7 t l G p  

possibilities afforded by f ogicaf - e f i m h a k i w r - - ~ ~  
+ 

Ancentrate on the eight digit formula as a random entity. 
.il- - 

Q 

.Even in thisrreapect, the hacker ;'s not working completely 
*. 1 

bli*. Many studies have been conducted which examine the 
h 

frequency of alphabetic and nhneric ch$racters, the length of 

codes, and the 6qe of differeet letter combinatidnki in pkssword 
$ .  * 

1. 

construction (Kahn, 1967: 7 2 6 ) .  In one study that investigated 

password integrity, - it was found,that, of the 2339  password^ sur- 
I ff 

veyed, 15 used only one character, 72 used only two characters, . 

464 used only three characters, 477 used only sour characters, 

and 1,311 only five or six characters.% If thie study i~ 
1 

typical of the length of pasdwords, it indicates that 44% of 

all passkordsxare composed of four digits or less (Parker, 1983: 

59-60). If such probability analysis is used in combination with 

logical elimination, h e  chances of successf ul passtword 

subversion are-greatly increased. 

ii. Covert Acquisition Schemes 

Covert acquisition schemes use a host of different crims 

techniques which are all directed toward obtaining passwords by 

guile and deception, rather' than by enciphering code. Such 
- - --- 

B 
schemes include, impgsonation, *Favenging. -fiUasive wiretapping, 

C 

and piggybacking techniques. An example, using a variation on 

the pseudo sign-on attack, illustrates covert acquisition 



schemes. 

This seeibly apocryphal case involved a group of computer 
- - - - - 

students at a large American University who developed an 
t 

effective scheme to obtain the ID numbers and passwords of all 

remote terminal users. The students sent notices to all remote 

c l ~ u t e k  users ii ' the University indicating that' the 

MODEM dial-up number used to access the computer system had been 

changed. The new dial-up number directed callers to the students 
Y 

own .microcomputer, which displayed a simulation of the 

University's sign-on procedure. The simulation sign-on would 
% 4 

+ .a 
initiate .every time a user requested service. Afker the ID 

b 

number and password of the user here recorded, the simulation 
4- % 

program would indicate that the original dial-up number was, in 

fact, operational, and that the user sihould sign-off and try' 
50 

again, using the other number (Parker, 1983: 59). 

Students are notorious for their password subversion schemes. 
51 

During the initial implementation of the Multics system at, the 
- 

~Massachusetts Institute of ~echnology, it was estimated that 
- - 

90% of the password subversion schemes were the work of students 

under the age of 25. The Multics system also hasl the 

'dubious diatinction' of being,the maat penetrated time-sharing 

system in,the United Sgateq, courtesy of the inquisitive sttudents 

at M.1.T (Beardsley; 1973: 63). 

............................ 
so 

Case number CRC-22: see Chapter V. 
51 

A general-purpose, multiple-user, interactive computer system 
developed by M.I.T. Project MAC (Beardsley, 1973: 63). 



~ o t h  trial-and-error techniques Lnd covert acquiaitian achemea 
a .- . - L - - - -  ---- - 

can be used in combination in the penetration of any conrpu 
- - -  - 7 - - 

networking system. Many large corpor'ations - and government 

installations realize the potential of these methoda to acceas 
c 

classified data bases, and have taken extreme meaeures to ensure 

that their systems are secure from such aubvereion attempt;. , 

One such method is the development of "tiger*teamsw which are 

granted official approval to penetrate secure aystema and 

dis~ove~~rogramming flaws whichJallow for unauthorized access. 

Gillard And Sqith (1983) comment on the objectives of tiger team 

security methods, and state: 

After observing how vulnerable those systems are 
firmsre now forming 'tiger teams' to find holee 
in their computer security sys'tems. These teams ' 
ape composed of computer experts in systems, 
operating systems, applications programminy,-and 
physical security.  h hey take a 'no holds barred' 
approach and attack the integrity and eecukity of 
an entire computer system in order to find 
exposures and vulnerabilities (Gillard & Smith, 
1983: 400). c 

- 

G 

One of the best documented cases involving the subversion of a . 
-F 

secure operating system by a tiger team ,is the penetration of 

the Univac 1108 Exec VIII, conducted by the United States Naval 
Y 5 2  

Research Laboratory. The tiger team was granted unclaasifipcd 

.............................. 
5 2  ., 

The Univac 1108 Exec VIII used a " ~ t i 1 e ~ g - L  
Systemw MLS i e ,  unclassified, ciassified, secret) which 
restricted access to specified privileged 'ysrer~. ~~e the 
Univac's operating system contained over 500,000, lines of 
ahsembler code, it was inevitable that the tiger team would 
eventually discover a flaw and strip all limitations to the MLS 
(Whiteside, 1978: 157-158). 



and unprivileged access to #uscomputer system waugh r e m t c  

terminah, and u a  directed to penetrate the sy_st~rn without - -  aid 

from 'inside' intelligence sources (Whiteside, 1978: 124-125). 

The tiiger tearn'rr first objective was to discover weaknesses' - 
I .  

\ 
contained within the Univac's operating syste Once fsund, they 

', 
-were exploited to modify the executive program, which 

i 

controlled - 'user< access' to shared programs. The team then. 
4 

* . 
inserted trap d&oreeL into the sha d programs which enabled them - 
to read the identification numbers ""4 passwords of .classified 

, 53  
users. Once this breach had occu red, the team possessed 
\ 

complete' access to any user files that were on-line at the time 

of the subversion attempt, regardless ok privileges control led by 

the MLS (Whiteside, 1978: 158). This successful penetration of a 

military computer installation clearly demonstrates the potential 
+ 

for hacker subversion schemes. Any csmputer system using remote 

accea~t, time-sharing facilities, or multiple-access terminals 

is susceptible to hacker penet~qtion. 

A difficult task for the researcher who endeavours to examine 

the nature of technical skill and knowledge is to retain a 

sense af @rspect.ive on the types of violations which may be 
5 

committed through the manipulation of Computer technology. A t  one 

....................................... 
5 3  

~ h , e  -'team\ used d y  thirteen aecanda -of r a m p u _ t e r _ t i m e _ i n I & c  
actual subversion of the Univac computer; however, it took eight 
h ~ ~ a  LQ print-out the target data intercepted durinq the 
penetration. The team eventually copied over two 
million words of text, and possessed the capability to: steal all 
assigned user filea; destroy all assigned user files; selectively 
rewrite uaer files; terminate the user run; control any device 
assigned the user; and use all the machine time allocated to the 
user (Whiteside, 1978: 125, 161). 



end of. the spectrtim, 

as the trojan horse, 

attack make full use 

instrument of kr=me. 

sophisticated programmin$%echniquea, auch 
1 

the salami technique ,' and t h e  aaynchronoua 

of the computer's potential to Serve as the 
* 

At the other end o& the spectrum, -crime - 
techniques, such 'as scavenging, impersonation, and inputa .' 
marrjrpulation tend to require less technical s,kill and knowledge, 

but seem to be much more prevalent, and in the.long-term possibly 

more dgmaginq. The question arises: what is the extent of &ch 

form of crime in relation to tb.totality of cases? The question 
h 

may in part, be answered by categorizing computer-related crimes 

according to major indicators and organizing them in relation to 
1 

a research design. The five crime classifications described 

1 . .  physical acts, transactional acts, programming acts, 

electronic acts, and system hacking) represent a general scheme 

which may be utilized for content analysis. 

While technical skill and knowledge will not employed as a 

primary variable in the construction of the research design, 

it will serve as a secondary varkable of analysis for 

the case. study. The following Chapter describe8 ,the 

motivational and opportunity. factors which also affect n n  

individual's decision to engage in computer-related crime. The 

combination of these two variables will provide the basis upon 
* - 

which a research design may be developed. 



IV. Motivation and Opportunity 

A .  Motivation 

The c~ncept of motivation is undoubtedly the single most 

difficult v9riable to examine .in respect to criminal behavior. It 

possesses countless subjective attributes, and is susceptible to 
D 

extreme psychological(interna1) and environmental(externa1) fluc- 
C- 

tuations which can directly influence an individual's decision 
-- 

to commit a computer-related crime ' (Silverman,' 1971: 315). As 

Moroszowski (1981) notes, the term motivation comprises, 

different elements which -are all ins'trumental in the decision- 

making process: 
Q 

The word chosen for the intellectual antecedent 
of the decision to act is motive, and the name 
for the emotionak component is impulsion. 
Motive can be defined as an idea or thought of 
a given state of facts - in the past, 
present, or future - under the influence of 
which we make our decision to act in a certain , 
way. Impulsion is the emotion that accompanies 
the motive in the process of making a decision. 
Motivation can be reserved for the much wider 
area of all of the psychological aspects of any 
causative factors (Horoszowski, 1981: 51). 

7 
Motive and . impulsion are theorized to be the two 

, 

fundamental components that direct an individualMs behavior in 
1 

relation to any desired objective.   ow ever, motives can also 

-----------------------------__________________________________________________________________________________________________________________________________________________________________________________________________________________ 

1 
Other authors use different terms to describe similar pro- 

cesses; for example, .Silverman (1971: 315) uses the terms needs 
arid drives to isolate the two components in motivation. 



include "hundreds of different factors, most a•’ them of a 

psychic nature" (Horoszowski, 1981: 51). Concentration on 

these factors has dominated criminological theory and, to a 

large extent, shaped the way we have come to view &he criminal In 
2 

relation to specific forps of crime. A (1"~nfuslng axpert in 

the analysis of criminal motives is the relationship between 

motivation and intention. 

The arousal of a motive and impulsion heforr 
making a decision (which is reflected in the 
intent to' act in thoughts concerning methods 
for the performing of the action) is a com- 
plex psychic process (Horoszowski, 1981: 
52). 

Although the specification of motives is invaluable I n 

examining criminal behavior patterns, they are of less 

concern to the legal community, who only wish to s p e c i f y  the 
3 

intention to act. Motives are only indirectly addressed in thc* 

application of statute, since they are not instrumental in 

the determination of criminal responsibility. A s  Sutherland and 

Cressey (1978) note, "in'most instances, however, motlvat~on in 

.............................. 
2 

For example, the motives directing the mass murderer are vastly 
different and more difficult to analyze than thpae directing a 
common thief. The latter is principally motivated by financial 
gain; the former may be motivated by a nhmber of psychological 
and even biological factors that can not be e x a m i n e d  in l i g h t  o f  
any single criminological theory. 
3 B 

The legal definition of crime comprises two el en lent.^: 
mens rea '(mental elementl'and actua reua (physical element). T h e  
coincidence of these two elements ,is fundamental to the 
study of criminal law. However-, motivation per se is irrelevant 
to the definition of criminal responsibility (Parker, 1977: 124, 
134). 



ideally taken into account only in- the a&ninistration of the 

criminal law, that i., in making a decision as to the severity of 

the punishment which should be accorded a criminal". ~aiker 

(1977) quotes the observations of Hall (1960) which effectively 
4 

describe the distinction between motivation and 

... when we ask questions about a person's 
motives, we are asking for data relevant to 
evaluation of his character or at least of 
the morality of a particularOact. Given a' 
motive, a relevant intention can be 
inferred. But the converse does not apply, 
i.e. one may be positive that certain con- 
duct was intentional without knowing any 
motive for it (Parker, 1977: 133). 

Although such distinctions. are necessary in- the determination 

of criminal liability, they ,are not overly relevant. to the 
& 

study of criminal motivations. As Hall (1960) noted, the study of 

motives is principally suited to-the analysis of the character 

of the criminal, rather than the culpability which' pan be 

associated with-a specific activity. 

The following discussion 0.n motivational concepts provides 

only a brief glance into those processes which influence 

individuals to engage in computer-related crime.. In order to 

organize the numerous characteristics which may be applicable to 

such an examination, the Motivational-Control Taxonomy proposed 

by Straub and Widom (1984) will be used as a descriptive 



The ~otivational-Control Taxonomy. 

- 4  

Straub and Widom (1984) propose in their Motivational-Control 

Taxonomy that the majority of computer-related crime o f f e n d s x  
* 

can be classified into one of four motivational types, : each , o f  
J 

which can be distinguished by the different circumstances that 

precipitated the commissioh of the crime. They maint-aln that t he 

structure of their taxonomy provides a suitable framework i r r  

which existing sociological and criminologica 1 theor i t - s  

can be demonstrated in relation to -indivldual/environment 
5 

fits. 

The primary focus of their taxonomy specif ica 1 l y  concerns I. h~ 

identification of the different types of offenders who 

participate in computer-related crimes based upc~n m o t  i vd 1. iona 1 

factors. Their M0tivationa.l-Control Taxonomy dew:r-ilws 

'ideal types' (which they admit are gross rnedsut-r?~ of 

actual offender models), that are not completely mutually 

'b 
+ 

exclusive, since specific forms of computer-relate cr Lmes mlay h e  

committed by a number of: different types o f  of fr*ndcr~. 

Nonetheless, their taxonomy does contain the neceunary ~t-ructure 

which will , permit the inclusion of socioIocj ir :~1 .3nd 

criminological theory as a descriptive basis in examining 

the motivational factors which influence individual8 to engage 

.................................. 
5 

Straub and Widom use the term 'individual/environment f i t w '  to 
refer to specific offender models they have identified in their 
taxonomy, and the likely environments for criminality. 



in computer-related crime. Table 1 presents the relationship 

between motivation an$ offender groups. 

Table 1 

Motivation-Security Response Taxonomy 

Motivation Groups Type I 
I 

I 
I I 

I I 
, Ethical I Professional 8 I 

I 

I 
, T : Ignorance I abusers I , 
I I 

I 
I 
I 

I 
I 

I 
I I 

I , I Amateur criminalsl 
I I 
I I Personal I White-collar I 

t 

I I I 8 Gain I criminals I 

I , 
I 

I Embezzlers I 

, 
I 

I 
I 

I I 

I 

I , I Career criminals I 
I11 : Anti-Social t System hackers I 

I I 
, , Motives I Deranged indivi- I 

I 
I I duals I 

I 

I 
8 

I I 

I 

, : Corrupt high I 
I 

IV : Corrupticm I officials I 
I 

I Corrupt experts I 

Table 1 Reprinted from Straub and Widom (1984) NOTE: Table 1 
with modifications. p. 93 



The basic characteristics of each motivational type will be first 

briefly described, then discussed in relation-to those aspecta 

which best clarify the p.rocesses preceding individual forays into 

the realm of criminality. 

i. Type I q~thical ~ ~ n b r a n c e )  

Straub and Widom (1984) suggest that this gro p of o f f e n d e r s  k. 
are characterized by their inability to assess the ethical  

responsibilities of their occupational positions, and are thus 

termed professional abusers. The majority of these individuals do 

not possess a sense of wr,ongdoing, and therefore lack the 

criminal intent to deprive the asset owner of anything of value. 

The primary motivational factor directing such ind ividua 1 s i r ~ t - o  

the realm of criminality is ethical ignorance. This ignorarhc~ 

stems from a lack of understanding concerning t h e  ' xtxur  i t y 

procedures and safeguards establ ished by corporate pol i c y .  

Professional abusers do not view their unethical conduct a s  

criminal, and rationalize their activities as simple garne~)litying 

or folly. 

Since professional abusers usually occupy highly technical 

positions, they maintain an "elitist attitude" concerning t:hei.r 

capabilities and their rights to use the computer for challenging 

intellectual exercises (United States Department of Ju~tice, 

1979: 56-57). Such ethical violations have resulted in  million^ 

of dollars a year in lost man hours and wasted computer Lime and 
\ 

resources, and have led to debates regarding tho utility of -"- 



criminal sanctions lo control these activities. Sokolik (1980) . 

states: - 

In considering these motivations, one needs to ' 

remember that many persons in the electronic 
data processing field currently give effect to 
these motivations in what are commonly accepted 
today as playful, 'innocent incidents'. Such 
'harmless' activities as making a Snoopy 
calendar or entering one's bowling scores into 
the computer can obscure what is correct, proper 
and legal. At the same time, these acts can, 
and have,- spilled over into uses which provide 
a source of remuneration for the unauthorized 
user. They have also been a ready excuse for 
what is more surely a criminal act (Sokolik, 
1980: 368). 

Although Sokolik's views may demonstrate the general attitude of 

corporate managers, they are not necessarily illustrative of 

those in the legal community, who maintain that legislative 

restraint is a more prudent policy. Webber (1983) comments on the 

changes to . the Canadian Criminal Code, and the 

resultant legal ramifications of criminalizing the activities of 

professional abusers:. 

Do we need to make criminals of those who, 
without permission, programme chess -games or 
create graphical displays of the 'Mona Lisa'? 
Present practices in the EDP community include 
such unauthorized computer antics as program- 
ming games, designing 'Snoopy' calendars, 
creating graphical 'pin-up' girls and so 
forth. Proposed changes to the Criminal Code 

s . 'Mischief' section would make criminals of 
these playful programmers. Such a criminaliza- 
tion regime would result in tyranny - the 
integrity of the criminal law would suffer 
(Webber, 1983: 226, 249). 



The ethical-violations of the professional abuser have becbme 

the focal point in the debate regarding legislative revision, and 

have directed considerable attehtion toward the lack of 

consistency in c-orporate policy concehing occupational behavior. 

Not all ethical violations revolve around simple gameplaying; 

they can also include more'destructive activities that can 
I 

escalate into professional 'one-upmanship' competitions wh.ich may 

result in substantial losses (United States Department of 

Justice, 1 9 7 9 :  56). 

In one such case <n California, programmers from competing 

firms were accessing each other's accounts through '3 

time-sharing service. The innocent 'prank' soon intensified i n l o  . 
4 

a civil suit, when one programmer was charged with.theft of t r a d e  

secrets (Straub & Widom, 1 9 8 4 :  9 4 ) .  At the trial, it was 

discovered that such unauthorized accesses were comman p r a c t i c r  
. . 

among the programmers from the two firms, and that, ketween the 

time of the programmer's arrest and trial, another 16 violations 
6 ' 

were reported (United States Department of Justice, 1979: 5 6 ) .  

The Canadian case'of R, - v. Marine Resource Analysts Limited 41 

N.S.R. (2d) 1979 is another good example of how the unethigal 

conduct of professional abusers can lead to criminal charyes. The 

case concerned a group of researchers who were employed by the 

Department of Fisheries to develop a number of programR for the 



Marine Fish Division. After their contract 'expired, the 

researchers formed their own consulting company, specializing in 

marine analysis. In order to establish their position in the 

field, they required the programs that were de;elqped for the 

government. Using thei5 previous access codes they gained remote 
8 

entry to the computer' center and copied the programs withbut 

formal approval. The unauthorized access was detected by 

2epartment officials and the."researchers were charged with theft. 
A 

During the .tr,ial, it was noted that, although they received 

verbal approval to copy the programs, no offi-cia1 confirmation 

was granted, resulting in the violation of their contract. Even 

though such violations may result in civil or even criminil 

charges, it is often difficult to prove that the offender(s1 

intended to deprive the asset owner of something of 
7 %. 

value. 

Other ethical violations, such as making Snoopy calenders 

or playing chess on the computer during company time, can be 

attributed to a disrespect for corporate policy or an indifferent 

attitude concerning occupational reaponsibilit'fes. In more 

serious cases, the professional abuser may enter into criminality 

by association with other individuals who regularly participate 
- ,  - 

in such activities for personal gain or through criminogenic 

pressure. In these cases, the offender will then be classified as 

a Type I1 or Type IV violator, since the occupational 



circumstances leading to the commission of the crime have been 

altered by a different set of motivational factors. 

ii; Type I1 (Personal Gain) 

\ 

This group of offendersjs characterized ky a-wide array of 

different self -serving motivations which are a'll directed toward- 

some form of personal gain. Both tangibl benefits ' (monetary - 
Q 

b * 
rewards) and intangible benefits (power, prestige, e t c . )  are the 

P 

objectives of Type I1 offenders. Straub axd Widom ( 1 9 0 4 )  have 

separated these offenders into three categories: amateur 

criminals, embezzlers, and white'collar criminals. 

Amateur criminals comprise a group of individuals who are 

motivated to commit computer-related crimes for economic reasons 

which are often'beyond normal means of redress. In the majorit-y 

d 
of cases, amateur criminals resort to criminality as d means zof 

alleviating personal problems which have been stimulated by 

financial difficulties. ' Krauss and MacGahan ( 1 9 7 9 )  tdefitify d 

number of different motivational factors which can l e a d  to 
6 

amateur criminality. These are presented in Table 2. Such 

individuals engage in criminality only when they perceive 

their personal circumstances reaching intolerable  level^, and 

turn to crime in a sporadic fashion when no other possibilities 

exist for the resolution of their problems. As illustrated in 

Table 2, there is a preponderance of motivations directed toward 

the solution of personal problems created by financial 
0 

difficulties. Although amateur criminals realize their 



Table 2 

Causative Factors for Employee Fraud 
* &  

I 
I 

I 
I 

24.8% I I Living beyond one's means 
I Criminal character 13.5% 1 
: Gambling 13.0% I r 
I Alcoholism related 1k1% , I 
: Influenced by women who benefited 

< 6.6% 1 
1 ,Irresponsible 4.0% 1 
1 ~xtravagance of spouse or children 3.9% I 
: Bad business management 2.9% 1 
I Family illness,.-" 2.8% I 
I Accumulation of! debts 2.8% I 
I Bad associates (being a dupe) 2.8% I 
I Grudge against employer 2.7% ' 1 
: Other causes 10.1% I 
I I ------ 
I I 

I 
I Total 100.0% 1 

I 
I I - 
I 
I W O M E N  I 

I 

I 
I 

I 
I 

Living beyond one's means 19.8% I 
Family expenses 11.5% f 
Extravagance of spouse or children 10.3% I 
criminal character 10.3% ! 
Influenced by men who benefited 
Desire for new start elsewhere 
Family illness 
Alcoholism related 
Own illness 
Bad associates (being a dupe) 
Mental problems 
Grudge against employer 
Other causes . 

* 

Total 

Table 2 reprinted from Krauss and MacGahan (1979) NOTE: The 
above statistics were based on a study conducted by the U.S. 
Fidelity and Guaranty Company, which included a sample of 845 
men and 156 women (Krauss & MacGahan, 1979: 36) The authors 
failed to include' the total number of cases in the above 
table. 

I 



abuses constitute criminal behavior, they will often aeize 

available opportuhities until their problems have been solved. 

For example, in 1973, a teller at New York's Union Dime Savinge 
> 

Bank, used input manipulation techniques to embezzle $1.5 -.. 

million. The crime was uncovered only when police raided a 

bookmaking house and discovered that the teller was an habitual 

gambler who bet up to $30,000 a day on sporting events (Carroll, 
8 

1 9 7 7 :  24). 

Embezzlers comprise a greater threat to corporatians and 

other financial institutions, since their activities are usually 

well planned and executed. Unlike amateur criminals, embezzlers 

are not generally 'opportunists', and will initiate crlrninal 

activities rather than wait for avai ,able opportunit ies. 

~mbezzlers may be motivated by many of the same c+oncerna as f h c  

amateur criminal (see Table 2), but are usually not directed 

into criminality by pressing financial need. A key motivating 

factor in most embezzlement schemes is the offender's confidence 

in his/her ability to execute the scheme without being det,ected. 

Such an attitude results from the 'monopoly of knowledg~' many 
b 

technicians possess over d specific form of asset, often with no .. 
9 

internal checks (Tassel, 1 9 7 2 :  32). The criminal activitiek of 

embezzlers are more likely to be better planned and executed than 
4 

those of amateur criminals since they are not solely motivated 

........................................ 
8 
Case number CRC-25: see Chapter V. 

9 - 
Most-'embezzlement schemes involve the exploitation of asaetrc by 

input manipulation techniques. \ 



C 

by pressures resulting from financial difficulties which can lead 

to hastily prepared schemes. For example, a group of employees of 

the Human Rights Administration in New York City created a 

fictitiou; labour force of 40,000 wo~kers through input 

manipulation gechniques. *Over a nine-month period, $2.7 million 

was embezzl-ed in fraudulent pay cheques. It has been estimated 

that as many as 30 employees may have been involved in creating 
& 

the records and cashing the cheques. The scheme was discovered 

only when a police officer found a bundle of un-cashed pay 
i 
1 

cheques in one employee's illegally parked car (Van Tassel, 
10 * 

1970: 10). The extent of collusion and the depth of 

planning enabled the embezzlers to hide their activities from 
* \  

administration officials and avoid detection for over 9 

months. 

White-collar Criminals can include both amateur criminals . 
and embezzlers. However, a primary distinguishing element 

in this group of offenders is the extent of collusion in the 

commission of the crime. White-collar criminals are more likely 

to be involved in computer-related crimes .which necessitate 

a wide range of knowledge and skills, requiring the expertise of 
11 

a. number of individuals. Because white-collar criminals are 
.\ 

more likely to require assistance, there is a higher degree of 

...................................... 
10 

Case number CRC-26: see Chapter V. 
11 

Offenders have been found to require assistance in one-half of 
all known computer-related crimes, whereas ofdinary white-collar 
crime, embezzlement for example, involves a low degree of 
collugion according to a study of 271 bank frauds and 
embezzlements (United States Department of Justice, 1979: 56). 



association between those individuals involved in ti& 

commission of the crime, than if the individual acted 

alone as in amateur criminality. For example, in 1971, the 

vice president of computer systems, the senior computer operator 
. - 

and three data ent-ry clerks embezzled over $120,000 by input 

manipulation techniques in the transfer of dormant. computerized . 

accounts from t h e  Nationala Bank of ~rgnton in New 

Jersey (~arroll, 1977: 3 3 ) .  Motivations for white-collar 

criminals do not differ greatiy from those of amateur 

criminals and embezzlers. However, they alsa tend to include in- 
. * 

tangible benefits such as the acquisition of power, prestige, and. 
12 

status throuqkthe manipulation of specific types of  asset^. 

Straub and Widom's distinction between the three different 

offender groups in the Type I1 classification, is not based upon 

white-collar crime principles, but rather on the motivatiaqal 
- 1  

factors that influence individuals to commit computer-related 
1 3  

crimes. Each offender group is motivated -"by different 

situational eircurnstances in environments that can be as d i v e r ~ e  

as their occupations. In attempting to apply theory to ~ u c h  

1 2 %  
Such intangible benefits are those obtained in t h e  

. Equity Funding fraud, in, which public and stockholder 
confidence was maintained when poligy making officials 
fraudulently created 60,000 insurance policies to cover the 
firm's dwindling assets (Bequai, 1978: 64). , 
1 3  

The distinction between the four offender groups identified by 
Straub and Widom are not based upon any particular white-collar 
crime study. However, for the purpose of this examination, they 
will be used to clarify the motivational processes leading to 
criminality . 



subjective indicators, it should be noted that any examination 
J 

will be only a general reflection of the actual processes that- 

lead to specific instances of criminality. 

~, 

iii. Type 111: (Anti-Social Motives) ' 

Unlike the motivations witnessed under Type 'I and, Type I1 

classifications, the anti-social offender is led into 
B 

criminality by a wide array of different motivational stimuli, 

many of which do not revolve around ethical ignorance or 
-? 

fivancial gain. Straub and Widom have identified three types of 

T\ 

- \. 
anti-social offenders: career criminals, system hackers, and 

' deranged i.ndividuals. 

Career criminals are, in many respects, similar to white-collar 

criminals in that their criminality is directed toward some 

form of personal gain. HoweveP, unlike white-collar criminals, 

this group of offenders may not occupy a position of tryst within 
1 

an organization that provides available opportunities for 
4 

computer-related crime. The motivations .directing career 

criminals (professional criminals) specifically revolve around 

a value system which solely concentrates on crime as a way of 
1 

l l f e .  This 'profession~l' aspect of career criminality provides 

the offender with a value system that defines motivations, 

rationalizations and attitudes concerning the nature 06 the 

occupation. In this respect, the motivations directing career 

,1 
criminality are not overly different from those of other 

'professional' occupations, since the behavior pattern becomes 



homogeneous to a specific Sroup. Sutherland Lnd Cressey ( 1978 ) 
14 

note: / - 

The t&m professional when applied to a criminal 
refers to the following thi~gs: the pursuit~of 
crime as a regular, day-by-day occupation; the 
development of skilled techniques and careful 
planning in that occupation; and status, among 
criminals. The rationality of a professional 
criminal extends beyond acquisition of t h e  
manual and social skills necessary for executing 
the crime itself. It includes planntng, prior 
location of spots and victims, and prior prepar- 
ation for avoiding punishment in case of 
detection. It is the rational system for making 
these arrangements., as well as the use of tech- 
nical skills, which distinguishes professional 
thieves from ordlnary thieves ( Suther land & 
Cressey, 1978: 277-278). 

The extent and nature of career criminality in relation to - 

computer-related crime has not yet been determined, s I r i (*cX 

available statistics on this offender populatlor? are incon- 

clusive. However, some authors have speculated about t h e  

future potential for career criminals in computer-reldt~d cr~rnc!. 

Sokolik (1980) states: 

The mere fact that increasingly large sums are 
being stored in computers, and that they a r e  . 
exposed to relatively undetectable t h e f t n ,  
leads some to predict greater interest and 
involvement by career criminals. Certainly, 
the capability ta commit these cri.mes i~ 
readily available to them. Amassing t.hc 
speclalized talents, such as those of pro- 
grammers, accountants, wiretappers and burg- 
lars, would also not be new to them (~okolik, 
1980: 367). 

.............................. 
14 

See : Sutherland (1937). Sutherland'u analysis of the 
professional thief i'ncludes a descriptive discu~sian of the value 
system which directs this form of criminality. 



. f 

~lthough there- is no evidence.indicating that caqeer criminals 

have attempted to enter into the area of computer-related crime, 

they may soon represent a growing threat to financial 

institutions which are unprepared to deal w i t h  the problem of 

professional crime. 

Syetem hackers are often characterized as ybung, middle-class 

rnal~s, who participate in computer-related crime as a means of 

expanding- their knowledge and skills in computer technology. The 

initial motivating stimulus directing this offender population 

is the subversion sf computer telecommunication netw6rks for the 
- 

purpose of academic or intellectual challenge (Gillard & Smith, 

1983: 403). The motivational characteristic of subverting. 

computer systems for 'challenge' tends to be unique to this group 

of offenders, and although their behavior is often viewed as 

delinquent, there is some question as to whether the activities 
15 

of system hackers can be considered criminal. Beeler (1983) 

comments on the benign motives of system hackers:< 
- - 

Most hackers . are a reasonably responsible, 
admirable bunch whose actions are motivated 
mainly by curiosity and seldom pose a serious 
threat to the objects of their scrutiny 
(Beeler, 1983: 8). 

The majority of system hackers are not motivated by direct 

financial gain; however, in some instances they have caused 

...................................... 
15 

See: Webber (1983). Specifically his discussion on the 
utility of deterrent legislation regarding unauthorized access 
attempts. 

* 



9 16 
some damage to valuable data atld information. A s  a resul.t. ,  ' 

much medig attention has been directed toward t h e  'playful 

antics' of system hackers, particularly when computers have 

been used to subvert classified data bases or used as a means 
17 

of intimidation. Although many system hackers  re motivated 

by the 'challenge' of subverting computer systems to demonatrate 

their skills and capabilities, .they also require the recognition 

that accompanies a successful penetration. The continuation of 

the initial motivation (challenge) is provided by the 

reinforcement and approval given the individual hacker by his/her 

immediate reference group. The sociological process is ~ i n r i l n r  to 

that of white-collar criminality. However, the primary motivating 

impetus is not directed toward personal financial gain. 

~ e r a n ~ e d  individuals comprise the most unpredictable of fnnd~r 

++v popuJation, since their activities often rcvo 1 v e  

.................................... 
1 6  

Illustrative of such unint.entiona1 destruction is the Dalton 
School case which occurred at a private New York City school in 
1980. Twenty-one Canadian data bases were accessed via modem by a 
group of students resulting in extensive damage to the d a t a  hawe 
of Canada Cement Lafarge (Canada. House of Commone, 1983: 7: 31 1 .  
Case number CRC-27: see Chapter V. 
17 

The notoriety of a young group of  individual^ calling 
themselves the 414s has prompted the ,greatest media attention. 
The group has been suspected of accessing at-least 60 b u u i n e ~ ~ f ? ~  
and govecrnment installations, including; the Lou Alamos National 
Laboratory, Security Pacific National Bank, and New York'8 
Memorial Sloan-Kettering Cancer Center (Martach, 198.3: 42). 
Case number CRC-28: see Chapter V. 
Also of note is the 'technological revenge' taken against Richard 
Sandza, a Newsweek reporter, who wrote an article concerning 
a number of hacker groups which found his story inaccurate and 
highly insulting. The hackers accessed a number of different data 
bases, changing Sandza's credit file history and other personal 
information (Sandza,. 1984: 81). One of the few "hacker cauen". 
that clearly demonstrates criminal fntent. 
Case number CRC-29: see Chapter V. 



around motivations that do not directly benefit the 
18 

individual offender. Such individuals engage in computer- - 
related crime for the purpose of' upholding a moral or 

- .  

social position, which they feel can be best demonstrated by : 
19 

destructiLe attacks directed toward computer installations. 

Carroll (1977) notes a number of such cases which have all 

concerned some sort of 'revolutionary cause'. Once again, the 

continuation of the initial motivating stimulus is a group 

process, which involves the recruitment of specific types of 

individuals who possess similar concerns and aspirations as the 

immediate reference group, and are willing to participate in 

computer-related crime as a means of acceptance. 

Deranged individuals can also comprise a ,wide group 

of offenders, including protesting students, laid-off or fired 

employees, and those engaging in computer-related crime as a 

- - - - - - - - - & - - - - - - - - - - - - - - - - - - - - - - - - - - - -  

18 
Straub and Widom use the term deranged individuals to refer 

to offenders who are "unsocialized in their motivations... 
Expressive crimes, exemplified by psychopathic computer 
criminals, cannot be deterred inasmuch as it is the criminal act 
itself which is the motivating factor, not any financial gain 
that accrues from the act" (Straub & Widom, 1984: 95-98). 
19 

In 1971 the ~evblutionar~ Force attempted to destroy IBM's 
computer center in New York City by a bomb attack which caused 
extensive physical damage (Carroll, 1977: 16-17) 
Case number CRC-30: see Chapter V. 

Similarly, in 1976, the Red Guerrilla Family bombed the 
~ntegrated. circuit laboratory of the Hewlett-Packard Co. in 
California, causing $75,000 worth of damage (Carroll, 
Case number CRC-31: see Chapter V. 

1977: 17\ 

Also in 1976, the People's Forces detonated fire bombs in 
close proximity to the data processing center of the Central 
Maine Power Co. The group was protesting the role of computers 
in the expansion of nuclear power (Carroll, 1977: 17). 
Case number CRC-32: see Chapter V. 



means of -obtaining personal satisfaction by undermining the 
- -. 
-- 

organizational policies of the corporation or institution. These 

offenders possess motivatioris which are uniquely distinct from 

those involved in revolutionary or terrorist activity, and often 

computer-related crime as a sole agent without the 

provided by the group. Chalmera and Edwards 

. (1982) note the distinction between the mot-ivationa of 

disgruntled employees and those of terrorists: 

Ideological goals - ~otives in this categoryqmay 
range from a nihilistic desire to dest-roy "the 
system" to highly sophisticated terrorist efforts 
in support of foreign ideologies. Tndividunlv 

. with this type of motive can be .extremely danger- 
=% ous, si ce their motivation may be difficult for 

others 8 o understand or predict. 
Revenge - An individual may have a vendet.ta 
against a former employer or an organization if 
the individual feels he or she has been wrongly 
treated. Like those who seek to do damage for 
ideological reasons, these individuals can be 
very dangerous because their act.-ions are 

- -  governed by malicious emotions (Chalmer~ & 
Edwardsr1982: 9). 

Even though the motivations for this group of offenders may be 

vastly divergent, they are often expressed hy some form of 
20 

physical destruction. .- 

iv. Type IV: (Corruption) 

This group of of fenders cornpr ises indivi.dualu who 

possess extensive occupational power, and are capable of inducing 

..................................... 
2 0  

The use of physical destruction as a means to disrupt computer 
operations is the least sophisticated form of computer-related 
crime in terms of technical skill and knowledge, although it i w  
the most visually expressive. 



criminality in others by providing the rewards for compliance or 

the sanctions for noncompliance. Straub and Widom have 

identified two different types of offenders under this 
21 

classification: corrupt high officials and corrupt experts. 

Both types of offenhers engage in criminality in a relatively 

'closed' organizational environment, which is conducive to the 

application of criminogenic pressure to advance corporate 

policies. The nature and scope of co~lusion associated with Type 

-2 IV offenders is also of importance in the analysis of 

criminogenic motivations. These are, to a large extent, shaped by 

a normative structure which stresses the benefits of conformity 

to the 'common good' of the corporation. 

Corrupt high officials are especially capable of stimulating 98 

the environmental conditions nee"ded for occupational 

criminality by promoting the rewards which accompany the 
.. . 

fulfillment of corporate objectives. The fundamental distinction 

between the motivations that direct corrupt high officials and 

white-collar criminals is the organizational setting in which the 

criminality occurs. Unlike the motivations associated with white- 

collar criminals (e.g., personal financial gain), the criminality 

of corrupt high officials is directed toward corporate, rather 

than individual, objectives (although personal financial gain 

.............................. 
21 7 

\ 

The distinction between these two offender groups is not 
entirely clear. For the purpose of this analysis, they>will be 
examined in relation to the differences in their spheres of 
influence. Whereas corrupt officials possess the occupational 
power to formulate policy concerning organizational deviance, 
corrupt experts' possess the necessary skills and knowledge to 
influence others to initiate the policy. 



often results from such cooperation in organizational deviance). 

The U.S Department of Justice (1979b) notes the manner in which 

corporations can influence individuals into participating in 

criminal behavior: 

By emphasizing its own goals, the corporation 
attempts to provide its members with a set of 
guidelines within which they act for the 
benefit of the corporation. A variety of 
justifications are available for those who 
are confronted with doubts or guilt feelings, 
and these justifications allow them to neut- 
ralize the negative connotations of their 
behavior (U.S. Depatment of Justice, 1979b: 
8 ) .  

Ermann and Lundmann (1982: 7 0 )  maintain that corrupt high 

officials are provided the avenues for criminogenic.influencc? hy 

the internal social structure of the corporation, which (1)  

rewards executives for short-term suc:cesses, ( 2 )  does not 
\ 

penalize executives for long-term failures, and ( 3 )  shields 

executives from responsibility. Each condition provides the 

executive with incentives to pressure employees i n t o  d c t - i n g  in 

accordance with corporate objectives whet-her i 1 leyi41 o r  

otherwise. 

The primary motivating factor inducing corporate cr inrinal .i.t..y 

is the emphasis placed upon short-term profits as an indicator of 

productivity. The, resultant pressure within the corporation to 

meet such objectives can create the conditions w h i c h  

contribute to organizational deviance. Clinard (1983: 17) n o t c ~  

that it is "the diffusion of responsibility, and the.hierarr:hical 

structure of large corporations", which enable executives to 



avoid direct involvement in the 

at the same time, receiving the 

/ 

commission of the crime, while, 

benefits that accrue from such 

activities, Decentralization within the corporation is an 

important aspect of the executive's ability to disassociate 

himself from criminogenic policies which may result in illegal 

behavior: 

Decentralization is, almost by definition, 
accompanied by the establishment of elaborate 
hierarchies, based on authority position and 
functional duties. This allows the abdication 
of personal responsibility for' almost every 
type of decision, from the most inconsequen- 
tial to those that may have a great impact on 
the lives of thousands. der these con- 
ditions almost any type of, porate crimin- 
ality. ..is possible. ~xecu s at the higher 
levels can absolve themselves of responsibil- 
ity by rationalizing that the operational- 
ization of their broadly stated goals has 
been carried out without their knowledge. No 
single individual at the highest levels may 
make a decision to market a faulty product or 
take short cuts on product testing; instead, 
such decisions are made in small steps at 
each level (U.S. Department of Justice, 
1979b: 7). 

t 

By aligning corporate objectives with those of individual 

=-Lee- members, executives can also provide employees with the 

motivations which enable them to rationalize their involvement in 

criminal activities. Clinard (1983) states: 

Individual members in a large organization 
generally becnme linked to the organization's 
successes and future goals. Since the inter- 
ests of the members and the organization 
coincide, employees may engage in behavior 
that is unethical or unlawful, 'using the 
skills, knowledge and resources associated 
witn their position to do so' (Clinard, 
1983: 14). 



Although rarely engaging in the illegal behavior as 

participants, corrupt high officials nonetheleaa provide 

operational mandates for action. Instrumental to the auccess 

any policy requiring the illegal manipulation o f  assets 

key 

the 

of 

are 

corrupt experts, who possess the technical skill and knowledge to 

implement sophisticated computer-related crime techniques. 

Corrupt experts occupy strategic positions wlthin the 

corporation which give them considerable authority over tech- 

nical personnel, support staff, and other individuals involved 

in the operation of a computer center. Their 'positions of trust' 

provide ample opportunities to recrbit personnel who may be 

required in the illegal activity, either in an dctive role 

(participating as a key actor in the activity) or n a p a s H i v ~  

role (omitting to take action to alter the cc rse of t h e  B 
activity). The dgcision to commit a computer-related crimc origi- 

nates at &he management level, which eventually filters dawn the 

*corporate hierarchy to those experts,who actually implement, t h e  

policy. Like the employees they themselves influence, corrupt 

experts are similarly manipulated by policy-making  official^ for 

the well-being of the corporation. The interrelationships which 
T 

result from such widespread ,collusion often a s s i s t  in 

perpetuating theP criminal activity, which may include the 
2 2  

entire spectrum of employee involvement. The motivations 

associated with corrupt experts are likewise directed toward 

................................ 
2 2  

A good example of the collusion necessary in large scale, 
computer-related frauds is the Equity Funding Case. 



furthering corporate obTectives, however, they may also include 

many self-serving goals. The association between corkupt high 

officials and corrupt experts is illustrated by a case which 

occurred in 1.971 in Dallas, Texas. The case involved an intense 

inter-industry rivalry between two software development firms 

competing in the same market. One of the firms, Information 

Systems Design Incorporated (ISD), developed a sophisticated 

plotting program which was far superior to that of its 
- 

next major competibor, University Computing Company (UCC). In 

order to retain it.s position in the market, officials at UCC 

deemed it necessary to obtain the code contained in ISD's 

program. 

Working under direction from senior management, a UCC 
.- 

programmer gained remote access to ISD's files via a time-sharing 

service that was used by the firm for program design. The 

programmer's technical skill enabled him to copy, then transmit, 

the program to his terminal, were it was printed-out for 

analysis. The unauthorized access was detected, and the UCC 
23 

programmer was eventually convicted of theft of a trade secret. 

Without direction from upper management, the programmer would 

probably never have attempted the remote access; similarily, 

without an awareness of the programmer's technical ability, 

management may not have considered such a course of actitxn 
c 3 

(Carroll, 1977: 3 ~ ) .  
# 

2 3  
Case number CRC-33: see Chapter V. 
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B. Opportunity 

A large amount of data have been collccted'cancerning the . 

nature of opportunity factors and how they can affect an 

, individual's decision to commit a crime. The majority of studies 

conducted in this area have specif ica 1 ly addressed 

the- environmental conditions conducive to criminality, and 

how they can be altered to deter, or at least contain, c:rimi.nal 
24 

behavior. Such research objectives have provkded valuable 

insights into the manner in which offenders ident .  i f y  

criminal opportunities. 

i. Environmental Vulnerabilities 

A s  noted in Chapter 111, numerous vu lnerabi 1 it i e u  

within the technological environment provide opportunities , 

for criminal activity. Such environmental vulnerabilities 

of ten enhance other types of opportunities which 

are available to a number of different offender groups. Beavon 

( 1 9 8 4 :  3 2 )  lists three important elements which may 

influence how individuals perceive criminal -opport.ur~it.ies: 

2 4  
For further reading in the area of environmental 

oppo.rtunities, see: Rengert ( 1 9 8 1 )  and Brantinyham & Brantinyharn 
( 1 9 7 8 ) .  



L. 

' 1 )  objective site selection; 2 )  spatial attractiveness; and 

3 1 target attrgctiveness. A1 1 three elements are relevant when 

considering how opportunities are identified and exploited. 

Expanding upon Beavon's (1984) examination cf criminal 

opportunity factors, the following-observations can be made 

concerning the computerized environment. 

Ojective site Selection 

@ 

The objective selection of a site which will provide access 

to a susceptible asset is the first process in the identification 

of criminal opportunities. This can be examined in relation to 

two factors: 1)  familiarity with the technological environment; 

and 2 )  confidence to manipulate that environment. 
- 

An individual's familiarity with the technological 

environment is largely based upon the level of technical 
- 

expertise acquired through practical experience. Therefore, 

an individual with little or no technical expertise , 

will not resort to computer-related crime, if comparable rewards 

can be more safely obtained in manual systems. However, even if 
f 

individuals are familiar with the technological environments in 

which they operate, they may not possess the confidence to take 

advantage of available vulnerabilities. For example, a data entry 

clerk in marketing and sales who wishes to engage in criminality 

is 'unlikely to embezzle funds from 'an accounts payable file, 
. . 

whether he/she possesses the required access or not. 

objectivity in site selection (manual or computerized) is thus a 



combination of familiarity with, and codidence in 

% the technological environment. 

Spatial Attractiveness 

Spatial attractiveness is determined by dn 

manipulating, 

% - -- 
-. 

individual's 

relative proximity to exploitable vulnerabilitiqs. An opportunity 

to engage in criminality will demonstrate little spatBal 

attractiveness if the individual must manoeuver into a position 

that creates suspicion or mistrust. In this respect, there are 

two possibilities of enhancing the spatial attractiveness o f  a 

vulnerability: 1) ascribed proximity; and 2 )  acquired proximity.' 

Ascribed proximity can be obtained only through such , 

mechanisms as promotion, occupational relocation, or transfers to 

different operational departments. Little effort is required to 

develop criminal opportunities if they are presented to 

individuals as a result of ascribed proximity. For example, if 

the'same data entry clerk was transferred to the accounts payable 

department and received sufficient instruction in a~countsru~dat~t 

procedures, not only would the spatial attractiveness of the vul- 

nerability increase, but so would the clerk's confidence in hie/ 

her ability to manipulate the asset. Ascribed proxinli.ty i~ 

generally restricted to the occupational setting, since outside 

perpetrators are not in a position to receive such environmental 

leverage. 
8 

Acquired proximity, on the other hand, necessitatex t h e  deve- 

lopment of conditions which, in themselves, lead either to the 



attainment of ascribed proximity or directly to the environmental 

vulnerability. The mechanisms which may fLcilitate such proximity 

include increased technical expertise through education, collus- 

ion with 

Acquired . 

externally 

excel lent 

'outside' 

others who possess ascribed proximity, or, coercion. 
.*A 

proximity @an; be obtained either internally of 

to the occupational setting. System hackers provide 
t 

examples of how acquired proximity can be achieved by -. 
sources t-hrough the exploitation of tele- 

communication ~ulnerabilitie&.,~ 

Target Attractiveness L 
*L 

WL. 

Target attractiveness encompasses three factors which 
. .\- 

enable individuals to determine the relative worth of- exploiting 

. an environmental vulnerability: 1 )  assessment of the' lucra- 

tlveness of an asset; 2) assessment of a successful subversion; 
- 

and 3 )  assessment of the possible co2sequences of the crime. 

The lucrativeness of an asset can be considered in terms of 

the tangible or intangible benefits which an individual will3 

receive from acquisition. Tangible benefits which represent 

monetary value may include: the disclosure o•’ confidential 

information for profit; the theft. of physical assets and 

resources; or the embezzlement of electronic funds. Intangible 
i 

benefits which represent non-monetary value may include: revenge 

(disgruntled employees); ideological causes (terrorist/radical 

groups); and challenge (system hackers). The desirability of 

either type of benefit is, to a large degree, dependent upon an 



individual's assessment of a successful subversion, and the 

possible con~e~uenc'es~which may result from failure. 

A successful subversion of an environmental vulnerability 

will be assessed in terms of an individual's perception of 

its ease of access. The initial decision to attempt a c c e s R c  

and acquisition of, susceptible assets (given that the si t-t? 

been identified and proximity achieved) will he based upon 

extent and quality of computer security maintained by 

organization. Obviously, an individual, wishing to e n g a g e  

criminal it;,^ will be more likely to attempt a subversion - 

h a s  

t h e  
-- 

/ 

the 

in 

I f 

controls are patently inadequate. For example, if an organization 

does not possess proper password procedures to validnt6b the 

authority of legitimate users, it may be more prone to ernplnyc~c 

abuse/crime, as well as system hacking ( i f  the organlzat~orl 

possesses telecommunication capahillties). T h e  possi bJ f-. 

consequences of failure can be considered in terms of a w ~ d e  

array of different occupational repercussions, pub 1 3 c and 

professional stigma, and legal sanctions. 

Each element contributes to the decision-making proccsfi when 

one assesses the opportunities contained within computer systems. 

Beavon ( 1 9 8 4  malntains, that, if an individual p e r c e i v e s  any 

one of the variables to be nonexistent, the probability of 

criminality diminishes dramatically. ~e:'staterj: 

In a locational sense an inaccessible opportunity 
is no opportunity at all. Likewise, if an oppor- 
tunity exhibits no target attractiveness t o  t h q  
potential offender then it cannot be considered 
as an opportunity (Beavon, 1984: 3 2 ) .  



By synthesizing the concepts identified by Beavon (1984) a simple 

opportunity relationship emerges which may better explain the 

dynamics of criminal opportunities. As illustrated in Figure 1, 

the model possesses two opportunity components which are 

t $qesented in relation to environmental vulnerabilities and 

perceived risk of detection. 

Figure 1 

Opportunity Relationships 

Environmental Vulnerabilities 
, 
I * (common Component) I I 

Occupational Opportunities 
(Inside Access) 

Situational Opportunities 
(Outside Access)' 

. . 

.. . 

.. .. > Perceived Risk of Detection < .. .#. 



ii. ~ccu~ational Opportunities 

In many cases, the occupational position of the offender 

provides opportunities which would not norm%lly be available to 

those outside of the organizational setting. The technical 

skill's which accompanies certain occupational positions enable 

some offenders to control .particular aspects of the computer 

environment which may provide access to isolated assets, 

Such assets are usually exploited through abuses of 

trust, which are of ten we1 1 hidden w i t h i n  the 

occupational hierarchy. The capacity of the offerudcr t-o 

perpetrate computer-related crimes is not limited by the nakuro 

of the occupational hierarchy (that is, those in t o p  management 

positions do not necessarily possess the greatest potentin1 for 

crime), but rather, by the identification of specific 

environmental vulnerabilities which may lead to the discovery of 

internal or external opportunities. In' this rctspect: , t h 8 1 . e  

are three possibilities for criminality: 1 )  Tnside acr:c ! s~ /  

organizational opportunities; 2 Inside access/  nc~rl- 

organizational opportunities; and 3 )  Inside access/ crimi noyenic :  

opportunities. 

Inside access/ organizational 

Crimlnal activities involving inside ac:ccus/organizat-ional 

opportunities are directed toward the identification and exploit- 



ation of environmental- vulnerabilities through the application 

of spec-ific job-related skills.> When examining cases concerning 
i. r 

organizational oppo-rtunities, 'two observations arise: 1) the 

criminal activity frequently includes a breach of professional 

trust, in which the offender's organization suffers a qirect 

financial loss; and 2 )  the type of crime committed (e.g., input 

manipulation, program alteration, etc. can usually be 

associated with an offender's occupational position and level of 

technical skill and knowledge. 

In his pioneering work, White-collar Criminality, ~utherland 

(1940) describes the manner in which 'economically' powerful 

individuals can abuse their positions of trust within 

organizations in the pursuit of criminal objectives (Sutherland, 

1940: 3 ) .  He observed that many of the crimes committed by the 

'respected' classes in society involve a violation of delegated 

or implied trust. A fundamental ingredient in such crimes is the 

'monopoly of power' which results from the acquisition of 
3- 

extensive socio-economic and occupational status. Many computer- 

related crimes also inyolve a violation of trust; however, khe 

primary ingredient in such crimes is the 'monopoly of knowledge' 

which often accompanies occupations of a technical nature. The 

technical skill and knowledge which is necessary to operate ' 

within complex computer. systems presents individuals with the 

opportunity to commit crimes without the knowledge of their 

erhplcyers, thereby violating the trust granted them. 

Computer-related crimes involving abuses of 'professional 

trust' are often facilitated by a high degree of occupational- 

collusion, which enables offenders to exploit numerous environ- 



mental vulnerabilities.  or example, in 1971, the Oshawa plant 

of General Motors.of Canada was defrauded by a group of employees 

who implemented an elaborate input manipulation scheme. The 

employees, all occupying strategic positions ~n d i f f e r e n t  

sectlons of the firm's accounting department, lnput false 

documents into the computerized accounting system to ~ n d ~ v n t c - .  

requests for payment af products from a fictlt~ous company. T h e  

scheme involved the creation of false purchase r f q u l  sl t lons, 

purchase orders, merchandise receipts and invoices, each of which 

required a different level of access to the accounting s y s t e m .  

The depth of collusion enabled the employees, to off-sC!t t h ~  

accounting entries which effectively 'masked' t h e i r  activities 
2 5  

from internal auditors (Carroll, 1 9 7 7 :  2 4 ) .  The above cane 

demonstrates the manner in which employees may abuse the 

professional trust granted them; it also illustrates how 

the application of specific job-related ski1 1s c~in bc! u x r d  to 

perpetrate computer-related crimes. 

Swanson and Territo ( 1 9 8 0  identify four basic occ.:upat.i o n i d  I 

functions which are performed within a computer system ( t e c n t ~ n i c a l  

capabilities) and compares them to the various types r ~ f  opera- 

tions susceptible to computer-related crime. Of the tour basic- 

occupational roles presented in Table 3, the systems a r i ; A l y ~ ~  
26  

position requires the most extensive background in t-erms of an 

2 5  
Case number CRC-34: see Chapter V. 

26  
A person who designs information-handling procedure8 which 

incorporate computer processing. The systems analyst is  UHUally 
highly skilled in defining problems and developing algorithms for 

I -  s o 1 o t . l o n  ( Sippl, 1976:) 8 ) .  



Table 3 

Numbrt- crf 
P e r s o n n ~  l 
Capable 

LOW 

Correlation of Technical Capabilities and Types 
of Operations Relating to Computer Crime 

H I G H  

Techni ca 1 
Skill 

Technical 
Capabi 1 it-ies 

Operations HIGH 

systems analysis and communications and I 
I 

programming penetration of the I 
operating system I 

I 

I 
I 

appl ication of manipulation of I 
I 

programming auxiliary storage I 
l 

and programs I 
I 

I 
I 

machine operation operation of I I 

computer I 
I 

I .............................................. 
I 

data entry input/output 
alteration 

Table 3 reprinted from Swanson and Territo 41980) pp.304-311 



indepth understanding of computer operations. The skills required 
27 28 

by computer programmers and programmer analysts are also 

extensive, but are generally restricted to the design, 

construction and analysis of computer programs. Computer 
29  3 0  

operators and data entry personnel require only a tudimentary 

uderstanding of complex systems operations, since their 

positions are highly specialized and do not rcquirc a high 

level of diversified skills (Davis, 1965: 15). A s  indicated in 

Table' 3, the number of personnel possessing t.krc! technical 

capabilities to perform systems analysis and programminy is 

extremely low, yet the technical sophistication requir~d to 

commit such crimes (e.g. , penetrat Lon of the oprhr-at..~ ng s y ~ t  ~ r ,  

manipulation of programs) is relatively high. A t  t h f *  other cand c ) f  

the spectrum, the number of personnel capable of data cnrrtry is 

high, while the technical sophistication requi red t o  (*ommi t sllc-h 

crimes (i.e., input manipulation) is relatively low. Thc*r.e is ;in 

inverse relationship between the level ofitechnical skill <jnc.l 

An analyst responsible for refining systems plans dnci dldgrdm~ 
into completely detailed steps necessary to give a digital 
computer unequivocal instructions for each minute st  p y ~  i rr d a t a  
processing operation (Sippl, 1 9 7 6 :  3 7 5 ) .  
2 9  

Usual ly operates the central console. May give? soirtc: d-i  rw.: t ion 
to lower level classifications. Studies run sheets. R P r u n ~  job 
steps to recover from machine error or program error, c o n s u l t i n g  
with technical staff where necessary. Maintains machine - 
performance and production records (Sippl, 1 9 7 6 :  0 2 ) .  
30 

d- 

Data entry operators prepare and record a wide- drray of 
dif f m e n t  data bases which are esaent ial for c o r p o r d t ~  
productivity. Their ,primary function is to ensure that all dat is  
have been correctly entered which will result in error-free 
processing. 



knowledge required to - commit sophisticated computer-related 

crimes, and the number of personnel capable of such manipula- 

tions. Table 3 would indicate that systems analysts may be 

capable o•’ committing crimes at their own skill level, but also 

of levels below their position. However, personnel with only data 

entry skills would be unlikely to commit crimes involving high 

level program manipulations or the penetration of an operating 

system (Swanson & Territo, 1980: 310). 

The English case of - R. - v. ~hompson [I9841 3 all 

E.R. 565 ( C . A .  illustrates how the application of 

specific job-related skills and knowledge allows some offenders 

to seize opportunities which are usually unavailable to others 
C 

outside of the occupational setting. Thompson embezzled 

approximately $95,000 from the Bank of. Kuwait by using high 

level 'programming techniques to manipulate computerized accounts. 

Employed in the Bank's computer department, Thompson used 

his access privileges to review dormant customer accounts which 

could be manipulated without immediate detection. After selecting 

five dormant accounts with substantial balances, he opened five 

.corresponding accounts that would be used in the transfer of 

funds (Finlay, 1985:'117). 

In order to ensure that he would not be associated with the 
r 

illegal transfer, he programmed the computer to credit his 

accounts while he was on a trip to England (logic bomb). Once 

the transfer was complete, the program was coded to self-destruct 

leaving no evidence of his activity (time bomb). Cashing the , 

funds was a simple matter of opening a number of English accounts 



in various banks and requesting another transfer (Finlay, 1985: 

117). Without an indepth knowledge of banking procedures and a 

high level of technical skill, the fraud could never have been 

accomplished. Fundamental to its success was the offender's 

familiarity with the banking environment and his strategic 

occupational position in the computer department, which emahled 
3 1 

him to develop and implement a highly sophisticated fraud. 

Inside access/non-organizational 

Criminal activitie-s involving inside access/non-organizat- 

ional opportunities are identified, planned, and Implemented 

within an occupational setting, but are 2irected toward t aryct s 

outside of the offender's organization. Although occupational 

resources such as computer time and equipment may b c  used in 

the development and execution of the crime, no d ~ r e c t  f~ndnr*ial 

loss is suffered by the organization. The majority of crime8 

involving non-organizational targets are often h e n ]  gn i rl nature 

and generally concern the activities of professional abusere. For = 

example, in 19d1, a number of Sperry Unlvac p r n p l c ~ y r * r * ~  wf*rcb 

convicted of fraud for using the firm's computer faclJ~ttcs dnci 

resources to create a music pub1 ishing program, wh i c:h t-hey 

intended to market through their own company (Thac:keray, 1984 :  
3 2  

6 ) .  The activities of the Sperry Univac employees, while nut 

intentionally criminal, were certainly unethical v i c ~ l ~ i t i o n w .  

3 1  
Case number CRC-35: see Chapter V. 

3 2  
Case number CRC-36: see Chapter V. 



Other computer-related crime schemes invglving inside access/non- 

, organizational-targets are not so benign in nature. For instance, 

one case'that occurred in Dallas in 1971 involved an innovative 

programmer who developed a fraudulent billing program which 

charged companies for services re dered. The programmer imitated 1 
Ips own firm's billing procedure while on company time, but 

substituted the name of an in cuous sounding company, including %f 
the return address of a post office box that he had previously 

opened in order to retrieve the cheques. The programmer mailed 

the bills to a host of different companies and corporations in 

the Dallas area. Because the bills were printed-out by the 

computer and appeared to look official, many companies payed for 

the nonexistant services without question. Those companies which 
a4 

did complain that they had not received any such- services were 

told by the programmer that the computer had made an error and 

' the bill should be ignored. The scheme was finally uncovered 

when the programmer unknowingly sent a bill to an office of the 

Dallas Police Department which not only questionned the bill but 

started an investigation which eventually led to the arrest 
3 3  

of t-he prpgrammer (Canada, 1976: 20). 
3 

F 

Inside access/criminogenic 

Criminal activities ,involving inside access/criminogenic oppor- 

tunities can be expressed in two forms: 1)  where management 



officials influence individuals within the organization to engage , . , 

in criminality by providing the rewards for compliance or the 

sanctions for non-compliance; and 2 )  where'management officials 
r. 

apply coercive economic market power to curtail competition 

through illegal business practices. In this respect, crirnin~g~nic, 

- opportunities can be applied either internally or exkernally, 

depending upon the nature of organizational goals. 

In the first type of criminogenic influence, employees arc 

directed into criminality by management offirlals for the 

purpose of furthering corporate objectives which can he t - e a l i z r d  

only through illegal activity. Leonard and Weber (1970: 419-420) 

maintain that, where there is concentrat-ed market power in any 

competitive industry, the conditions for coerced crime <+bound:  

Coerced occupational crime, whether performed by 
white- or blue-collar personnel, c a n  he bet. t:er . 

understood when the conditions affect i ng the 
performance of occupational duties are known, In 
many industries and trades, criminal behavior in 
.an occupation is conditioned by the concentrdted 
market power of producers capable of eatablish- 
ing terms of employment and rewards for t ~ h r  
occupation (Leonard & Weber, 1970: 419-4201, 

'? 

In one case which occurred in California in 1975, A newly 

hired employee of T & id Tool and Manufacturing Company (TWTM) was 

charged with theft and fraud for stealing cqrnputer time and 

programs from his former employer, Manufacturing Data Systems 
'C9, 

Incorporated (MDSI). Management officials at TWTM instructed the 

DP technician to gain remote access to the MDSI data base and 

copy a number of programs which were to be used in t h e i r  



34 
operations and accounting departments (Carroll, 1977: 31). It 

ix not uncommon for organizations to exert criminogenic pressure 

to obtain information or other proprietary assets from the 

former employees of competitors.. Although the pr?mary objective 

in the application of criminogenic pressure is to further 

organizational goals, individual participants may also obtain 

personal advantage through such incentives as promotion or 

increased benefits. 

The acond form of criminogenic influence concerns the ' 

exploitation of targets outside of the organization. criminal' 

activities are most often directed toward monopolizing 

specific markets through the application of illegal business 
- 

practices. The threat of legal redress for instances of corporate 

criminality is often minimal, with little deterrent effect on the 

organization. As Goff and Reasons (1976: 492) have noted, the 

majority of investigative efforts concerning corporate crime have 

concentrated on small to medium range companies, leaving larger 
9 

corporations free to engage in any practice without the retraint 
3 5  

of enforcement. Nowhere have such patterns of differential 

I treatment been more evident ,than in the computer industry, which 

--is saturated with a growing number of corporations competing in 

--------- ................................ 
3 4  

Case number CRC-38: see Chapter V .  
3 5  

~ l t h b u ~ h  Gof f and ~easons ( 1 9 7 6 )  admit that some of the larger 
Canadian corporations have been investigated, they maintain that 
there is "an inverse correlation between the effectiveness of 
this government branch [Combines] and the size of the firms - 
investigated, prosecuted and successfully convicted,,finding that , 

the largest corporations enjoyed a criminal-free record even , 

though they engaged in much criminal activity" (Goff & Reasons, 
1976: 492). 



a 'highly centralized market. The largest computeor carporations 

are often willing to undergo Combines, of Antitrust investigation 

ossible conviction in order to corner a lucrative market. 
and 5 
McCaghy (1976: 213) describes one example in which "the bigger . 

. strives to become even bigger without regard to legality or 

' Few industries in the contemporary United Sta te s  
are quite as cut-throat as the computer industry. 
One of the tricks IBM has used to kill, or at 
least maim, competition was played on Control 
Data Corporation (CDC) : In 1965 CDC entered t h c  
market with the world's largest computer. This 
announcement set CDC stock from 32 to 162 in i l  

few months. But the stock was set tumbling and 
\ potential customers backed off when IBM announced 

it was coming out with an improved version 0.f the 
CDC equipment.. After the damage was done, the IRM 
machine never saw the light of day iMcCagy, 1976: 
212). * 

Although the above example did not involve any Antitrust . 

violations, it does demonstrate the possibilities For 

criminogeni-c opportunities. 

The case of ~igidyne Corp. v. Data General Corp. 734 F .  2d. 

1336 (1984) is a good example of how large corporations can exert  

coercive market power to curtail competition. The case r e v o l v e d  

around an illegal industry technique known as "software lock-in", 
36 

in which original equipment manufacturer's (OEM's) are bound hy 

contract to purchase products through tying  agreement^. Under 

The term is used to refer to the intermediate manufacturers 
and distributors who purchase componer~t hardware and software 
elements and then assemble them into complete computer ~ y ~ t e m a  , 
(Smeltzer, 1986: 102). 



8 
such agreements, ny OEM wishing to purc6ase one product 3 
%oftware), must, under the licensing terms, purchase 

product (usual ly hardware that has--been specified 

(usually 
1 

another 

by the 

developer. In this particular case, the Digidyne Corporation 

accused management officials of the Data General Corporation of 

uslng illegal tying agreements to prevent competitors from 

gaining access to the central processi~g unit (CPU) market 

(Smeltzer, 1986: 1 0 2 - 1 0 3 ) .  

The Data General Corporation ensured its prominence in the 

CPU market by licensing its powerful RDOS operating system soft- 

ware only to OEM's'which also agreed to purchase its NOVA CPU. 
6- 

Because many OEM's required Data ~eneral's RDOS operating system 
\ 

to run their own application programs, they were "locked-in" to 

purchase the NOVA CPU as well. rlther competitors in the CPU \ 
market could not develop similar RDOi operating systems to break 

Data General's hold on the parket because of the prohibitive 

cost. Likewise, the OEM's which assembled' their application' 

programs with RDOS could not switch to another operating system 

without extensive and costly modifications to their - programs 

(Smeltzer, 1986: 102-1031. As Smeltzer (1986) notes: 

~ h u s ,  the power of the RDOS software copyrights 
ultimately restrained an appreciable degree of 
the competition in the CPU market. The evidence 
showed that 93 percent of Data General's NOVA 
CPU sales in 1979 were made to locked-in custo- 
mers. Other CPU manufacturers could not compete 
for these OEM customers because the RDOS 
system was the only operating system that 
allowed the locked-in OEM's to use their own 
application software (Smeltzer, 1986: 103). 



~t was noted at trial that management officials at Data 

General devised the' tying agreement scheme to recover the 
.?, 

development costs of the RDOS operating system while, at the'same 

time, generate a greater demand for its harcjware product line. 

This case demonstrates how management off irials can ,*pply 

coercive economic market power to gain control o f  d- s p w i  f i r  
37  

aspect of the computer market. 
v 

iii. Situational Opportunities 

The term 'situational opportunity' is u s r d  to d e s c r 1 b t ~  

computer-related crimes that have not bren faci 1 i t,it-ed by 

advantageoub occupational posltlons. Suc-h oppurl ~ r r l  ~t L ~ H  
I 

specif icall concern crimes t h a t  have b e e n  plann~d ~ind excv:ut  cd 

'outside' f the occupational sett lng, without the I c ~ v r r c i y c  a 
1 ' 3 8  

afforded - by organlzational.protection~sm. Thc~ pot)111.it10r1 o f  

offenders. engaging in situational crimes is v a s t l y  d l  ffcat-c?r~t. from 

those identified as participating in occupational crjmcs, drrd 

possess a greater range of motivational st lmu1 1 . SI t u a t  ionn 1 

............................................ 
37 

Case qumber CRC-39: see Chapter V. 
3 8  

'Organizational protectionism can take a number o f  d i  f f erent .  
forms. In the case of corrupt high officials, the organization 
will ensure the individual i,s not prosecuted, since cr iminoyenic 
policies will come to light (as was the situation in the Equity 
Funding case). Likewise, white-collar criminal8 arc- > r a r e l y  
detected since they are afforded the protection of t .hr  
occ,upational hierarchy, in which they - ;:an displace ' t . h e i r  
criminality. Such forms of protectionism cannot -he exploited by 
'outside' offenders, unless they possess some t y p c  of knowlcdyr 
which can be used to coerce 'inside' sources. 



crrmes are often unpredictable in nature, and are usually 

developed wlthout the benefit of occupational skills or - 
knowledge. Such opportunlties can be separated into three tiypes - .  

of 'outside' access: 1 )  independent outside access; 2 )  outside 

access through inside enlistment; and 3 )  outside access through 

inside infiltration. 

Each type of outside access describes a different 

situational opportunity. Combined, they comprise the spectrum of 

possibilities permitted individuals without the aid of 

occupational leverage. However, situational opportunities do 

not preclude the exploitation- of organizational weaknesses, , 

such as enlisting inside employees or infiltrating an 

oryanization by outside sources for the purpose of criminal 
4 

cjdin. The distinguishing factor concerning situational crimes is 

that. t he oftence originated outside of the occupational setting, 

o f t c n  taking advanJage of available environmental 

Independent 0uts.ide Access 

Tndependent outside access involves crimes which originate 

from sources that are completely divorced from the occupational 

setting. System hackers are good examples of this type of 

access-. They rely only upon their knowledge of tele- 

communications and password subversion strategies to penetrate 

secure computer networks. In the majority of password subversion 

at-tempts, little, if any, inside knowled-ge is gained through 



enlistment or infiltration techniques. More likely, the hacker 

will attempt to gather intelligence through such computer-related 

crime methods as impersonation, scavenging, and ot hcr covert 

acquisition schemes. 

System-hacking can be considered independent outside access ,  

in that the anonymity afforded by remote entry shields the* o f f e n -  

der from the victim, as wel,l as from poss~ble d e t  tv*t Ion t ht.o~~c_ltl 
,K 

col luslon. System hackers seldom seek t h e  e n 1  I stmtant o f  ~ n s  I(-lr 
4 

personnel In penetration attempts, slnce suc-h co 1 1 u s i o n  p1 , r ( . ( * s  

thq hacker at grea,ter risk. Although hackers actively ericjdcjtl 1 r 1  

schemes that may cause the physical destruct ion or disc l o s u r - c t  of  

valuable data, they consider the subvers l o r )  ,and s u c c ~ r ~ s ~ f u  l t . w B t ~ c * -  

tratlon of a computer network an acade~nlc. c h d l  l c -ncjc*  t-,ithclt- t h.~ri 

an exploitable commodity. In thls respect, h,*c.ker..r arex W I  l 1 I nrj I c j  

forfeit the Inherent dangers of col l u s l o r i  f o r  t t i r s  ~ r 3 f t " t  y o f  

anonymity . Instances of lndeper~dent c ~ u t  s I d e  d ( - ( - i > s s  re fJ  I I H U , - ~  I 1 y 

restricted to remote entry schemcs, w h  1c.h d t  t P R I F J ~  t o t , ~ k r -  

advantage of the envlronmenta 1 vu lnerabll L I 1 ~ s  cqont ,I I nf+rJ I rl wc*<ik  

telecomrnun~cat~on sign-on procedures. 

Outside Access through Inside Enlistment 

Thls form of outslde access 1s d3 r 6 v : t e d  t o w a r d  rrbcr-111 t 1rtCj  

'~nslders' who may be capable of provld~ny valuablr* 1 n f r ) r r n . i t 1 o n  
39  

or ~ntell lgence on the computer f a c l  1 I ty undr-r r.0n.s idrnrab I O ~ I  

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
3 9  

The term '~ntelllgence' 1s used to refer to lr~formdt~on t h # s t  
wlll provlde an outslde perpetrator w i t h  v a l u s h l r  knowledyr on 
posslble methods of entry into the t a r g c a t  orgnrli z d t  I on (<*.(j. , 
patrol guard schedules, remote termlnal ,3c:cfAsn codrs, c t  (.. ) . 



for attack. Outside access through inside enlistment can be used 

effectively in three different types of situations: 

1 )  In the acquisition of computer-generated information that* ' can be sold for* its illicit value: As illustrated in the case of 

R. v. Stewart [I9831 5 C.C.C (3rd.) 484, the accused was charged - -- 

with counselling an employze of a large hotel to commit theft and 

fraud, by copying a computerized_ master-list of all hotel 

employees. The list was to be used in an attempt to- organize 

hotel employees into a union to establish a bargaining unit. The 

11ut consisted of the names, addresses, and telephone numbers of 

600 employees. The accused was willing to pay $6 per item, since 

this "type of outside accegs is often accomplished through the 
0 

bribery of inside sources. 

2 )  In the acquisition of intelligence from inside sources 

which can be used to develop computer-related crime strategies: 

A s  noted by Parker (1983: 1 1 5 )  the majority of destructive acts 

directed toward computer facilities by terrorists involve some 

sort o f  assistance from inside sympathizers. Intelligence, in the 

form of access codes and passwords, can also be sold for its 

ill i c i t  value. 

3 )  In the recruitment of inside personnel which will actively 

participate i,n the subversion of the computer facility: Inside 

personnel are usually recruited on the basis of their 

occupational skills and knowledge which can be used in the 

execution of computer-related crime techniques that would not 

normally be available to outside sources. In the case of United 



J 

States 5 Jones 553 F.2d 351 [4th cir.1 1977, the accused 

recruited a data processing clerk who possessed the knowledge to 
a? 

alter data before they "were entered into the computer. The 

objective of the scheme was to modify the accounts payable data  

to issue cheques to the accused's fictitious dcc.ount. A s  the 
40 

prosecutor in the case noted: 

The defendent's accomplice in Jones directed 
an accounts payable clerk to set up computer 
documents under the name A.L.E. Jones that 
included a vendor #98844. He then a l t e r 4  
Whirlpool Corp's vendor #99900 to #98844 t o  
correspond to the spurious A .  L. E .  Jr)nc*s 
account. Ultimately, the computer ~ssuc:c l  
checks payable to the A . L , . E  Jones account 
that should have been paid to Whirlpool. The 
five checks thus issued authorized the  my- 
ment of over $130,000 to the . . . Jon i*s  
Account (United States y.- Jdnes 553 F . 2 d  
[4th Cir.1 1977 3 5 3 ) .  

Because collusion is neccessary in frauds involving j n x i d t *  

enlistment, the perpetrator is often at risk of det,cction. 

- 7 

Although the outside source may be fully dwdre of t . h ~  

ramifications of his activities, the i n s i d e  nccompl i c e  i 8  I l H U r l l  l y  

naive about legal consequences, and may inadvertently pla(:c t h c  

scheme in jeopardy. More effect~ve dre schemes lnvo lvlny o u t  H r d r a  

access through inside infiltration which do n o t  r c q u l l - c .  ,3 

high degree of collusion. 



Outeide Access through Inside Infiltration 

Outside access through inside infiiltration is the process by 
'a. 

which the perpetrator enters into an occupational setting for the 

sole purpose of obtaining intelligence on the computer facility. 

By impersonating an employee or another individual who possesses 

access to the facility, the perpetrator can scavenge for valuable 

information that may be accessible to authorized personnel. The 

exploitation of physical vulnerabilities is the key to inside 

infiltratiion attempts. Physical security procedures are usually 

circumvented by bluff or intimidation. A classic example of 

lnside infiltration occurred in 1 9 7 2  when the president of a 

French software company impersonated a university professor while 

on tour in the United States. Visiting over 200 computer centers, 

the 'professor' of computer science collected numerous ' valuable 

programs, which he sold when he returned to France (Parker, 1 9 7 6 :  

2 0 ) .  

Thc three types of outside access pre&ehted above are only 
c 

examples of the possible schemes afforded outside perpetrators. 

Criminal activities involving situational opportunities are 

much more difficult to detect than occupational opport.unities, 

since the ~erpetrator' is often unknown to the ,target 

organization. Both occupational opportunities and- situational 

opportunities are- dependent upon weaknesses within the computer 

environment which provide the offender with the hecessary tools 

to dcvelop and implement computer-related crime techniques. 



Organizations can dramatically limit such weaknesses by 

increasing the risks .to potential offenders. 

Perceived Risk of Detection 

Krauss and MacGahan ( 1 9 7 9  maintain t.hcik an l n c l  i vidu,i 1 ' s 

perceived risk of detection 1s greatly inf lurncc>d by t h c  
8 

institutional policies advanced wlthln t h e  organ~zdt lnn. Such 

pol ~ c l e s  dlrect occupationa 1  behavlor , dthf ~ n p  prc~fess 1  on,^ 1 

ethics 'and attitudes, and clearly art lc-ulat~ interndl c o n t  rolti  

and security measures (Krauss & ~ac~aharl, 1979: 3 0 )  . Alt holtqh t ht. 

en•’ orcement 

occupationa 

situational 

of organizational p o l  ic ~ e s  may 1 imi t thr .  r - X I  t ' n t  o f  

1 crlminallty, ~t does lit-tle t o  c l e t p r  ~ r l s t , i n c . c ~ s  o f  

crlme. Outside of fenders are il~~i,-i l 1 y ~ltl~*w,ir-tt o f  

organizational pol icies and act accord I ncj t o (1 I f f t ~ r r ~ n t  

perceptions of rlsk. These percept lons may lnc 1 udc2 , r r l  ~ 1 ~ ~ f ' ~ ~ r l l c ~ l l t  

of the technical skills invo 1 v t d  i n  committ~nq t h e .  

crime, and the legal ramifications that may result t r - c ~ m  f d l  l ~ r r r b .  

As noted by Comer ( 1 9 7 7 ) :  

Stimulus conditions - irlc luding upport-1411 it. i c i s  f o r  
action - presented by the immediate environment 
are seen (by criminals) to p r o v i d e  - in a var-i6.t-y 
of ways - an inducement for criminality. T h e ~  
are modified by. the perceived risks i r ~ v o l v c d  in 
committing a crimina 1 act; the ant i(!1pat.cd .(:on- 
sequences of doing so; and - in a c:r~rnplf:x <ind 
interrelated way - the i n d i v i d u a l ' s  past cxppr-  
ience of stimulus conditions and of t - h e  rt.w,lrdx 
and costs involved (Comer, 1977: 13). 



Environmental vulnerabilities can provide ' . attractive 

inducements to 'criminality. However, more fpndamental to 

situational forms of computer-related crime is the offender's 

assessment of the costs involved in the subversion of a computer 

facility, which will usually include a perception of risk based 

upon legal sanctions. 

A s  noted at the beginning of this chapter, criminal motivations 

can encompass countless psychological and environmental 

influences (which can affect an individual's decision to 

participate in computer-related crime. It would prove difficult 

to assess each motivational influence in relation to its relative 

degree of importance in a highly specified classification scheme 

( e . g . ,  each motivational influence treated as a separate class). 

The Motivational-Control Taxonomy Proposed by Straub and Widom 

(198 .4 )  has provided an organizational framework in which to 
0 

examine major areas of influence. In this respect, the four 

motivational types described (i.e., ethical ignorance, personal 
41 

gain, anti-social motives and corruption) provide the necessaqy 

structure to account for the most general criminal motivations. 

More fundamentally, theFr taxonomy provides a mechanism to 

further synthesize motivational concepts based upon the expressed 

intent associated with different motivations. For example, the 

motivations of professional abusers (ethical ignorance) and 
a 

system hackers (?hallengel tend to illustrate benign or 
-----------------L----------------- 

41  
The terms : used by Straub and Widom ( i. e. , deranged 

individuals) to describe offender populations does pot 
necessarily reflect those of the researcher. Their terminology is 
based upon their own notions of criminality. 



unintentional criminal activity. While the motivatigns of amateur 

criminals, white-collar criminals and embezzlers represent 

intentional violations which are directed-toward financial gain. 

This basic distinction between the expressed intent -associated 

with the different offender populations yields the first building 

block in the development of the research design. 

Similarily, criminal opportunities can also present the 

researcher with numerous difficulties in designing research 

studies without a clearly defined area of invest igat ion. 'The 

resultant interaction between the two major o p p o r t u n  i ty 

components stems from the underlying . vulnerabilities 

that enable individuals to control a particular aspect, of the 

computer environment. Both occupational . and situational 
4 

opportunities address the nature of the type of acceas, which 

permit computer system subversion. A s  the second building. block, 

" opportunity cgncepta may be incdiporated into the researrh d e s  ign 

through the introduction of white-collar crime theory. 

Combining the two major components of motivation (expressed 

intent) and opportunity (type of access) r e s u l t s  in a 

classification scheme which accounts for four areas of concern. 

While general in scope, the scheme neverthelegs posMesse8 the 

necessary research flexibility to examine computer-re1,ated c * r l m e  
< 

J 

through a number of different levels of analysis. Based upon the  

variables described in this Chapter, the following d ' i a r u ~ x i o n  i~ 

directed toward the development of an exploratory research d ~ n i y n  

which will prOviT a framework for'the c:cillctc:tion and 

organization of data concerning computer-related crime. 



V. The Research Design 

The first step in the process of examining any aspect of 

criminal behavior is to acknowledge the nature of the research 

undertaken in terms of the primary objectives of the study. . 

The explorato~y quality of this thesis is most clearly expressed 

in the conceptualization of a research design which can be used 

to organize ddta concerning computer-related crime. A s  Kidd~r 

(1976) notes: 
5 

Many exploratory studies have the purpose of 
formulating a problem for more precise 
investigation or for developing hypothesesZ 
An exploratory study, may however, have 
other functions: increasing investigators' 
familiarity with the phenomenon they wish to 
investigate in a subsequent, more highly . 
structured study, or with the setting in 
which they plan to carry out such a study; 
clarifying concepts; establishing priorities 
for further research; gathering information 
about practical possibi ities for carrying 
out research in real-li k e settings; provid- 

a census of problems regarded as urgent 
by people working in a given field of social 
relations (Kidder, 1976: 911. 

a 

Exploratory studies are directed toward a formulative process 

in which research is i<itiated to gain 'insights into a 

particular area of analysis for the purpose of furthering 

academic speculation. This process proceeds from an in depth 

descriptive analysis of the related literature, which in turn, 



provides the impetus for the conceptualization of reaearch 

techniques that may be utilized in future studies. .Intrinsic to 

this objective is the development of a research design which can 

provide a method for the organization and collection of raw 

data. Kidder (1976) states: 

Once the research problem has been formulated 
clearly enoiigh to'specify the types of infor- 
mation needed, investigators must work out 
their research design. A research design is 
the arrangement of conditions for collection 
and analysis of data in a manner that aims to 
combine relevance to the research purpose 
with economy in procedure (Kidder, 1976: 
90). 

- -- 
The two variables described - in the preceeding Chnpter :  I )  

motivation; and 2 )  opportunity are fundamental conditions 

in the formulative process. However, be•’ ore they can 

be employed . for quantitative analysis, a research 

design must first be constructed. In this respect, the haair* 

framework for a suitable design may be derived from the 
d -  . 

theoretical concepts associated with the study of white-collnr 

crime; Specifically, the observations pf Quinney (19641, who 

-noted the distinction between occupational crime and oc:cupatiorial 

deviation. 

A .  Conceptualization 

In his article, The Study - of White-collar Crime: Toward 2 
-. 

Reorientation - in Theory & Research, Quinney -.(1964) dincu~scs 
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many of the theoretical problems inherent in the concept of 

white-collar crime, and propgses possible changes that may aid in 

conceptual clarity. Quinney maintains that the study of white- 
- 

collar crime should be restricted to include . only those 

violations of the criminal law that occur in the course of .., 

occupational activity, regardless of the social or economic " 

1 
status of the offender (Quinney, 1964: 285) His reexamination 

& 

of the conceptual variables used in research led him to develop 
2 

his own model based upon the nature of occupational - activity. 

Qui-nney suggests, that, in ordoer to study the full spectrum 
*~ 

of offences which occur within the occupational setting, a 
- 

theoretical distinction should be made between occupational crime 

and occupational deviation. Although only of fences in violation 
1 

of the criminal law would be included under the headinq of 

"white-collar crime", the study of occupational deviation may 

provide meaningful data regarding those abuses that have not yet 

been formulized into law, or that have become institutionalized 

............................... 
1 

The majority of Quinney's criticisms concerning the concept of 
white-collar crime are directed toward the definition proposed by 
Edwin Sutherland in his 1939 Presidential address to the American 

V Sociological Society, which reads: [a white-collar crime is ... 1 
" A  crime committed by'a person of respectability and high social 
status in the course of his occupation, [which often involves1 a 
violation of delegated or iplied trust (Sutherland, 1940: 1, 3 ) .  . 
2 

Quinney's observations concerning the nature of white-collar 
crime can be compared to those of Newman (1958) who states: "The 
chief criterion for a crime to be 'white-collar' is that it 
occurs as a part of, or a deviation from, the violator's 
occupationaJ role...farmers, repairmen, and others in essentually , 
nonwhite-collar occupations could, through such illegalities as 
watering milk for public consumption, making unnecessary repairs 
on television sets, and so forth, be classified as white-collar 
violators" (Newman, 1958: 102). 



- -. C 

B 

within a - specific occupational context (Quinney:, 1964: 287). 

Figure 2 presents the assaciation between occupational crime and 

C? 

deviation in relation to occupational behavior. 

. 

Figure 2 . 

-Relationship Between ~ccu~ational Behavior, Occupational 
Crime, and Occupational Deviation .' 

Occupational 
Crime I 

0ccupat ionz 
Deviation 



The variable indicators contained in this representation are 
I 

* ~llust~ative of trhe different orders of behaviors that may be 

applicable to the-study of white-collar crime, in which: Circle A 

designates all forms o•’ activity which violate, legal statutes 

(crime) ; Circle B designates acti As : viilating 
- occupational norms (deviation); and the intersection between 

Circle A and B designates activities which may be' both a 
b 

violcttian of . legal statutes and occupational norms (Quinney, 

s 1964: 2 8 8 ) .  

The relationship between crime and deviation would allow for 

greater flexibility in research design and would .permit the 

researcher to hypothesize; about the nature of occupational 

violations, thus expanding the research mandate beyond the limits 

. designated by the criminal law (Quinney, 1964: 2 8 6 ) .  Quinney 

states: 

It is known that certain occupational behaviors 
which are usually regarded as deviant are 
legitimate in certain situations. There is, in 
addition, the fact that occupations are in a 
constant process of change, and occupational 
deviation (and sometimes crime) is a necessary 
concomitant of occupational change. The deviant 
or criminal is often an innovator. Occupational 
deviation and crime can be an indication of the 
development of riew - occupational norms 
(Quinney, 1964: 2 8 9 ) .  

.: 

Within this research design, the determination of what types 

of behaviors constitute white-collar crime are based upon legal 

definitions which have been specified by the Crintinal Code, and 
\ 

are thus easily identified. However, the determination of 

.. occupational deviations (activities .violating occupational 

norms) may prove more. problematic to identify, since they are 
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often tied to the process of change. In this respect, dl1 

behaviors not defined as illegal, but nevertheless vidlate 

occupational standards of conduct, may b~ categorized as 

occupational deviations. 

Conceptual limitations within the parameter of occupatlonnl 

activity, may prove effective in the analysis of such crimes as, 

embezzlement or price fixing, (which take p l a c c  st.rictly 

within an occupational context, and i 1 lust rate changl ng 

normative &terns); but would be of margindl ut i 1 l t  y 

in the examination of crimes that are not solely r e s t r i r - t c j d  t o  d n  
. . 

occupational setting. Ignoring violations which occ -ur  c ~ u t s i d c *  o f  
,- 

the occupational environment would contaln ,ins lysi s t on 1y 

one form of behavior, disregarding ocher  ~ r i  1 ~ ~ t h  l ta ,J s 

of interest. The first step in developing a H L I I  t a G I e  t - t ~ ~ f A ~ i ~ ~ ~ . + h  

design is to iccount for the situational forms o f  r-rinw drid 
Q 

deviance not contained within Qulnney ' s  mode 1 .  Ry reformu 1 d t  1 ng\ 

his original design to include violations which occur o u t ~ ~ d e  of 

the occupational setting, and only distinguishing betw~cn 

intentional ana tlnintentional violat ions the baslc: ~t r u c t  urtA of 

the research design emerges. The design a d d r e s s  two t w  j o r  

conceptual variables. 

1)  Type of access; and 

2 Expressed intent. 

As illustrated in ~ i g u r e  3, the combination of t_he two cvnc:c!ptuc3 1 

variables,results in four research indicators. 
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Figure 3 

Relationship Between Research Indicators 
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i. Conceptual Variables of Analysis 

~ o t h  conceptual. variables have been derived from the 
1 

descriptive analysis of mot-ivation and opportunity presented in 

Chapter 111. The first, type of access, is comprised. of t ~ w i >  

indicators (situati.ona1 and occupational access) which w i l l  

provide a basis for the identif lcat ion of princ91p;i 1 r>ppo~-t i ~ n l  t y 

concepts. The second variable, expressed intent, i s  ,r s y n t  htax I x 

of fundamental motivation concepts, and is 1 ~ k e w  1 st* r o m p t . 1  H C ~ - I  t)f 

two indicators ( intentional and unintent iorlal v i o l a t  i c b n s ) .  ~ t l c -  

following discussion will describe the n a t u r t .  of t h c ~ s r  v , i t . i , i t ~ l t ~ x  

and their associated indicators in re lat i or1 t o  t ht* t h - t . o r - ( * t  i ( . , r  1 

def iciencles contained within Quinn~y 's o r  1 n I m o t  ; , r r ~ ( l  

demonstrate how they may better serve i n  t h e  ( -01  lrct ton , i r~t i  

organization of data concerniny computer-reldt f:d c:r l n w .  

Type of Access 

Quinney's observations concerning the r la turc  of w h r  t r * - ( - o l  1 4 r -  

, crime provide the er with a suitable € r a m f a w o r k  w r  t h  w h i c , h  

to examine crime within t -he  p d r r 4 n ~ r 1 t r ~ t -  o f  

occupational activity. However, in order to derive? ~ r ~ ~ a x ~ r n u ~ r ~  
. , 

utility from the concepts expressed in his model, they r n u ~ t  t w  

expanded to include violations which o c c u r  uutsldc o f  t h e  

occupational setting. Because computer-related c r  irr~e i H n o t  

necessarily limited to, or a function of occupational dctivlty, 

it cannot be examined under Quinney 's original resenrc.h c j f ~ n l y r ) .  



. A s  described in the previous chapter, opportunities for conputer- 

related crime are available to a number of different offender 

groupe, both internal and external to the occupational 
$ 

environment. By extending the level of analysis tdrinclude both 

types of opportunity (situational and occupational), the new 

design encorporates the complete range of violations without 

restriction to the environment in which they occur. 

Expressed Intent 

In his model, Quinney uses the parameters of crime and 

deviance to identify the different orders of behaviors which may 

ogcur in an occupational setting. The distinguishing element 

between the two concepts is based upon legal definitions which 
,- 

drc specified by the criminal code. In determining the legal 

status of any occupational violation for the Burpose of analysis, 

Qulnney suggests "that researchers must always make clear what - 
order  of behavior they are trying to describe and explain" 

(Quinney, 1964: 288). However, in relation to the intersection 

between occupational crime and occupational deviation, he notes: 

It should be kept in mind, however, that the 
circles representing occupational deviation 
and occupational crime could assume varying 
positions in the diagram and are likely to do 
so in reality. There is the possibility, for 
example, that the circ-les could be either 
mut ally exclusive or equivalent, as well as 

y in the deqree of overlap. Also, either 
- / ircle could contain the other, or one or 
both circles could b,e nonexistent (Quinney, 
1964: 288). 



-- 

The fact that one or both circles could ?vary in the d e g r e ~  

of overlap" presents the researcher with a distinct conceptual 

difficulty when attempting to code cases which may fall within 

the area of inte~section. Although such a research des~qn' c*aulc$ 

yield valuable data concerning t h e  changing nature of 

occupational norms, it is not particularily well suit-ed f o r  the 

study of computer-related crime. Moreover, because many of  t-he 

cases presented throughout t h i s  thesis have not bepn j u d i r i a l l y  

considered, the strict designation of "crime" as defined by 

legal statute cannot be applied as dn ind~cator for the p u r p o s e  

of coding. 
-L 

A s  noted in the prevlous chapter,. the d l s t  1nc-t lor1 bct wccn 

motive and intention 1s based upon the crlmlnal I i a b 1 1 1 t y  t h , i t  
i' + 

can be ascrjbed to a particular violatibn. Wt1t . r - (1  mot ~vc? I S  i r s r x l  

to describe the character of the oTferrcc:, intention is r~sc!d to 

designate culpability. Recalling Ha1 1's ( 1 9 6 0 )  obsc~rulr.1- 1on: 

"Given a motive, a relevant intention car) he ~nferred", a n  

alternative to Quinney's classification scheme c.'drl t w  pro~~c ) s t* i l  

according to the expressed intenf imp1 ied from - a n ~ j t  i v , i t  I o n .  

Under such a scheme, cases demonstrating mot, ~ v e n  w h i r h  

are directed toward personal gain, physica 1 de~truc:t ion, or 

criminogenic influence, clearky express criminal ubjectlvrn and , 

are termed intentional. However, caves which dttnrostrat P mot i vrH 

which tend to be more benlgn In nature, such as, ethlc~l Ignor- 

ance, or intellectual challenge, may be t e r m c 4  ur~~nt+r*rrt  L O ~ I , ~  I . 
The term "unintentional" is used to denote case8 whl(:h i l  lun- 

trate a lack of specific criminal intent to obt-nirl or d e ~ ~ r i v e  



.by means of destruction, disclosure or conversion anything 

.. which can be exploited fox some form 06 gain, 

ii . Research Indicatprs 
~I 

A s  presented in Figure 3, the research design is comprised 

of four indicators, each of which addresses dfferent aspects of 
2 

computer-related crime. Using the offender groups identified in 

the previous chapter as a descriptive basis for analysis, the 

method for case organization will be discussed. 

Intentional/situational access ( A )  

The most dramatic and destructive forms of intentional 
A 

violations committed through situational access are acts of 

terrorism. Although Canadian computer installations have not yet 

fully experienced the disruptive impact,of systematic terrorism, 

t h e  European scene is much more explosive. Because of the 

diversity of terrorist organizations operating in Europe almost 

any computer facility, large or small, is a potential candidate 

f o r  attack. Representative of the groupSn which specifically 

target computer installations for sabotage are: The Comite 

Liquidant ou Detournant les Ordinateurs' (The Computer Liquidation 

and Hijack Committee: CLODO).; The eel lules Communistes 

~ombattants (The Fighting Communist Cells ; and The Action 

Directe (Lamb & Etheridge, 1986: 44-45). 



The intentions of such groups becomes evident when 

consihering the underlying philosophy directing their actiona. 
- 

In a formal statement to the French press, CLOD0 expres~ed their 

views on. computer technology: 

We are workers ~n the field of dp [ d a t a  
processing] and consequently well placed' tu 
know the dangers of dp and telecommunications. 
The computer is the favorlte tool c)f t h ~  
dominant. It is used to exploit, 'to put k>n 
file, to control, and to repress (T,amb & 
Etheridge., 1986: 4 4 ) .  

The perception that computers are used as tools  < ) f  

repression and control has enabled terror 1st s to rt8c.rrc I t I r r r - r  I d e  . 
sympathizers who feel disadvant*ag~d t the o r q , i r ~  i ~ , * t   on. 

Undoutedly, a contributpry factor in t he1 r (jbi  1 1 t y t ( 1  i s  I t-c.iln~vr~nt 

computer security controls 1 s  the man ~ p u  lat l o r 1  of su[ .h  ai~u~-rcs ,as 

a means of obtaining information or as act- ivt-, p'r rt ic: 111~ant. s. Mort. 

than any other offender group attempting intent icrna l / s ~  1 1 1 , j I  ions 1 

access, terrorists have been the most suc-ceswfu l . o t  t 1 c . r -  t y p e n  o f  

violations included under this indicator i nvol vrb ,ict i v i t  i r * x  

which are focused on acquiring personal financ-1d1 gd ln .  T h e  

"Schneider" case (CRC-16) is a good e x a r n p l ~  r)f how 

individuals can imp,lement computer-related crime s r : h e n l t ~ ~  wh 1c.h 

.have been developed outside of the occupat iona I , ~ e t  t. in9 . 

~nintentional/situatiorkl accesa ( B f  

& 

Illustrative of unintentional violations , invc~lv i ny 

SI-tuational access is system hacking.. The origin of thix form o f  

deviant activity can be traced back' to t h e  early 1 9 7 O V a ,  whek. .  



"phone phreaking" became a po ular recreation for technologically . 
3 P 4 

adventureous students. box" phone 

-phreaks would networks by 

~ i m u l a t i n ~  toll-switching signals \to avoid payment of long- 
\---. 

d l a t a n c e  charges (Parker, 1983: 173). With the development of 
8 

more effective detection methods, telephone companies soon, 

inhibited the activities of phone phreaks, who responded by 

turning' their attention toward subverting inadequately protected 

computer systems. ' However, unlike their predecessors, system 

hackers, are not intent on obtaining personal financial rewards 

from their activities. Their primary objective is to subvert 

computer telecommunication networks for the challenge of 'beating 

the machine'. A s  Marbach (1983) observes: 

Hackers look on breaking and entering computers 
merely as an intellectual exercise - a challenge 
to their ingenuity. The hackers' mischievous 
intent. is a far cry from criminal intent 
(Marbach, 1983: 46). 

For the present, system hacking is still regarded by most . 

authorities as a deviant, -rather than, criminal form of 

3 
Parker (1983: 130). notes the inception of the term phone 

phreak: "Slang use of the word freak means aficionado, maven, 
connoisseur, enthusiast. The alternative spelling phone phreaks 
became.. common when it was used in the news media about the time 
of an 02tober 1971 Esquire magazine article". 
4 

"The tone-generating devices became known as blue boxes because 
the first one captured was that color, and the term black box was 
already being used to denote any electronic device. Technically, 
they are rather simple multifrequency oscillators that produce 
audible toll-ewitching tones" (Parker, 1983: 172-173). 



behavior. However, should this type of activitiy escalate to the 

point where it seriously impairs the proper functioning of 

computer networks, prosecutors may be more inclined to seek 
!\ 

'k crimj nal convictions. Other of fences contained und'er thls - 
indicator include schemes which are aimed at exploiting 

the possibilities for financial gain without violatsing 'any 

criminal statute. For example, the case of the California 
L 

Institute of Technology students who programmed the University's 

, computer to generate 1.2 million entry blanks in a sw~epstakt=s 

- contest (CRC-03 1 ,  may be considered unethical, hut i s  n o t  

Intentional/occupational access ( C )  
C 

Intentional violations committed t-hrough occupational ,3cceee 

probably contains the largest offender population whose 

activities are directed toward personal f inancia 1 y 'a in .  

Representative of the type of offenders included under t-hin 

indicator are amateur criminals, who usual ly .t?rnbczz le funds v i a  

input man3pulation. Although only limited technical skill% are 

required for such schemes, the offender must P O H R ~ H R  extensive 
rt 

familiarity with the particular computerized appl icat~on to h e *  

manipulated (e.g., payroll, accounts receivable e t c r . ) .  N w : e n ~ a r y  

in the development and implementation of computer-relatled i:rime~ 

within the occupational setting is the utilization o f  speclflc 

job-related knowledge. A s  noted by Becler ( 1 9 8 3 )  ~ u c h  k n o w l t 4 y r  

is generally unavailable to outside perpetratorx with similar 

objectives: 



Corporate insiders can gain access to sensitive 
data much more readily and wreak .far more 
systems havoc than a typical outside invader 
for one simple reason: They are privy to all 
the necessary passwords and intimately familiar 
with the workings of their employers' computing 
environment (Beeler, 1983: 11). 

The occupational environment not only provides enhanced 

opportunities for criminality, but it, also enables the 

development of more complex forms of computer-related crime. 

Of the four research indicators, intentional violations committed 

through occupat"iona1 access have been the most closely associated 

with the "sophisticated" computer-related crime. In thel:majority 

of cases, complex programming techniques, such as1 the Trojan 
I 

Horse and the Asynchronous Attack can only be executed within an - 
occupational setting. The case of & ~hompson (CRC-35) is a \ 

good example of how the application of specific job-related 
9 

knowledge facilitated by, advanced tech-ical skills can enable 

offenders to exploit occupational opportunities. 

~nintentional/occu~ational access (D) 

Unintentional violations committed through occupational 

access can be often attributed to instances of ethical ignorance. 

Straub and Widom t1984)'use fhe' term "professional abusers" to 
.. , 

described individuals who tinknowlnglx and without criminal 
1 

intent abuse their positions of trust. Many of these types of 



violations concern such activities as, game-playing and one- 

upmanship competitions which can waste a considerable amount 
t 

< 

of computer time and resources, but do not demonstrate malice 

against the organization (e.g., the "California Programmer" case: 

CRC-23). Webber (1983) comments on the innocusus nature uf the 

violations committed by the profeasiona 1 abuser: 

While it may be conceded that some behaviour, 
within the broad range of computer abuses, I S  
criminal, in nature, it does not follow that 
all behaviour in that spectrum is criminal... 
playing computer games, programming "Mona 
Lisas" or typing personal letters on t h e  
employer ' s word processor, a 11 - without per- 
missio~~, are not and should not be crimes. 
( webberJ, 1983: 2 4 5 ,  242 ) ' .  

Although ~ e b b e r  ' s  comments reflect the general (1 i r w t ~  ion of 

unintentional violations, some may result in financical gain. 

These types of cases involve the use of organizationdl 

resources to further business interests outside of the 

occupational setting (e.g., the "Marine Resourcex" c a s e :  C R C - 2 4 ) .  

Although such violations do not result in direct f inanc~ial 
4 

loss* to the organization through criminal activity, they do 

represent ethical offences which can interfere w j  t h  

organizational productivity. Even though leglslat-ion has been 

recently enacted in Canada regarding the act i v i t .  i es of  

professional abusers and system hackers there   till remains 

significant disagreement concerning the criminal nature of such 

violations. Webber (1983) remarks: 



The nature of the machine itself lures both 
professionals and students in computer science 
to explore its capabilities; not to mention 
the challenge to their ,technical prowess... 
Unauthorized computer accessing or use should 
not be included in the "Mi~chief" section, 
Part IX of the Criminal Code. Such incidents 
of minor interference or mere annoyances do 
not pass the test of criminality formulated by 
the Law Reform Commission of Canada. (Webber, 
1983: 226, 250). 

'In the majority of cases, the activities of professional 

abusers are not motivat'ed by personal financial gain, and 
i 

similar to system hackers, denote "deviance" rather than "crime". 

Thus, the basic criteria for coding and subsecguent analysis 

1s based upon the researcher's assessment of whether the 

violation 'is intentional or unintentional, and,if it originated 

through situational or occupational access. The aggregation of 

cases under such a research design will enable the researcher to 

examine specific forms of computer-related crime, while still 

retaining a sense of perspective on the totality of cases. 

In this respect, the ingroduction of statistics derived from 

the exploratory case study, will serve to illustrate the 

applicability of the research design for data analysis. It must" 

be emphasized that the case study does not attempt to provide an 
8 

indepth examination of the procedures involved when conducting a 

content analysis. Nor does it attempt to fully review the'many 

methodological concerns which accompany such an analysis. It 

aspires .only to provi.de the reader with an appreciation of the 

applicability of the research design for data collection and 



Case Study 

$ 

B. Content Analysis 
* 

Content analysis is highly adaptable to the investigation of 

criminal activity for which few data exist, since it 

provides the researcher with the flexibility to develop original 

sources of information. Content analysis also end les t h c  4 
quantification of information into a form which may be used for 

empirical analysis. As Sanders and Pinhey i 1 3 8 3 )  Goint out : 
3 

Content analysis is a coding process and not 
any kind of statistical test. In other words, 
content analysis is a methodology for* trans- 
forming various kinds of documents, speeches, 
presentations, and other recorded social 
phenomena into a form that social scientists 
can analyze by means of statistical tests; The 
method, though, is the transformation process 
and not the testing process (Sanders& 
Pinhey, 1983: 1 8 5 ) .  I 

Thus, the objective o f ,  a content d n a l y s i v  is to 
4 

arrange the "raw data" into a form which enables t h e  
5 

application of statistical tests. Throughout the process of 

conducting a content analysis numerous methodological checks are 

implemented to ensure the validity and reliability of the 

research procedure. For the purpose of this e x a m i n ' i t i o n  t h r e e  

basic procedures are employed for the content analys.18: 1 )  

selection of the units of analysis; 2 )  preparation of the coding 

5 
Content analysis can be distinguished from secondary analysis, 

which "uses existing data to analyze some social science yuention 
not originally posed during the collection of the data, or using 
new techniques of analysis to reexamine a problem for which the 
data was originally collected" (Sanders & Pinhey, 1981: 198). 



ncheme; and 3 )  0r;ganization of the data for empirical - 

observation. 

i. The Units of Agalysis 
, -.A 
- - 

~ n l t s  of analysis can include any form of subject matter 
P 

w h i c h  may be coded for data collection. T h e  40 examples bf 

computer-related crime cited th~oughout the thesis comprise the 
. . 

units of analysis, which when aggregated, constitute the sample 
6 

population. In order for the units to possess utility for 

crmpirl~al observation, they .must be selected 'according to 

' predefined criteria. As Kidder (1981: 298) notes "it is us&ful to 

:distinguish among units of analysis in regard to the levels that 
.. 

- they may imply".. -In this respect, the hierarchical basis for 
\ 

distinguishing the different levels of'crirninality involving the 

manipulat lon of' computer technology revdive around three 

criminological definitions (see Chapter 11). Each successive 

definition extends the level of analysis to include a wider range 

of cases, where one definition becomes a sub-set-of another, ' 

until the entire population of cases is included in the sample. 

Far example, the definition of computer crime only 
$ 

acknowledges cases which "implies the direct involvement of 

computers in committing a crime" (United States Department of 

Just ice, 1980 : . This particular definition. assumes the highest 

level of restriction concerning the types of cases which may be 

selected for analysis. The second definition, computer-related 

................................ 
6 

"a population is the aggreggte of all of the cases that conform, 
to some designated set*of specifications" (Kidder, 1981: 419). 



crime not only incorporates all computer crimes, but also e x t e n d a  

the level of analysis to include cases "for which knowledge of 

computer technology is essential for successful prosecutinnn 

(Park-err 1980: 3 3 4 - 3 3 5 ) .  This definition discriminates betwe~n 

cases according to an indication of the technical skill dnd know- 

ledge demonstrated in the commission of crime. Tht. t h i  1-11 dr.f l n l t - -  

ion, computer ahuse incorporn@s "any ~ntent ionc* 1 a r t  1 1 1 v o I v  I rlq ,a 
* .  " 

computer" -(&rker, 1980: 3 3 3 ) .  Thls deflnitlon i s  tht* l t * . + ~ t  
'L 

. specific in relation to the types of cast.% w h ~ r h  nlny b~ nt*lr-.c-t t s t i  

for analysis; and is stated in terms t h a t .  n1-P ~nt-endd t o  

encompass the complete range of cr ~ r n 1 r ~ i l  k t  y lrrvolv i n q  t h r .  

manipulation of computer technologyb( Parker-, 1980: 3 3  3 )  

Thus, under thls hierarchlc.al f r - a m - w o r k  t l ~ r  d t h f  lrr I t ion c ~ f  

computer crlme is a sub-set of c.omputcxr--rcl,it cvl r I ,  ,irrd 

computer-related crime 1s a suh-set o f  com~~u! eAr-. * < i t ) ~ l s t . .  Tht* 

application of any one of these defln~t ions WI-1 I ( 1 1  t-t.c.1 I y  - I 

lmpact the nature of the sample population unclear stucly. 

For instance, if the def lnit lon c ~ f  conlput r*r c.r lnrr w r r - r  

used as a basis for the selection of the units of analys~s, t h r b  

"Denver computer operator" case: CRC-02  ! phys icii 1 d(&nt. r w l - ~ o n  ; 

+.he "Equity Funding" case: CRC-08 ( input manipulat Ion <rnr]; t h t a  

" ;chneiderW case: CRC-16 (impersonation) would a1 1 hdve . t.o h e  - 
excluded from the samsle. Because none of these caves directly 

involved the computer in the commission of t.he crime, they would 

have to be omitted from the case study, even though they 

demonstrate the application of technical skill and ~knowledyc?. Tn 

this'respect, unless the research study is specifically directed 
fs 

toward the examination of "high-level" computer c r i m e s ,  in which 
& 



the computer served as the instrument of crime, this deginition 
3 

P 

would be to restrictive ln scope for case selection. 
I 

At the other end of the spectrum, if the definition of 

computer abuse were used as a basis for case selection, many 

irrelevant cases would be iqcluded, in the sample. For example,, 

(:dues involving simple forms of physical destruction, such as, 

the " S l r  George Wllliams University" case, and the "night 

shift operator" case would have to be considered for case 

selection. Sirnllarly, cases involving slmple theft, such 

as the "Rozenburg" case, the "Encyclopedia Britannica" 

cdse, and the "Stewart" case would likewise have to 

be lncluded in the sample population. A s  noted 

noted in Chapter 11, while these types of cases do assist in the 

descriptive analysis of violations which may encompass the 

exploitation of computer technology, they do not demonstrate a ' 

sufficient application of technical skill and knowledge to be 

considered for analysis. A notable exception to+the exclusion 

of cases involving physical destruction are acts of terrorism 

( e . g . ,  CRC-30, CRC-31, C R C - 3 2 )  which generally require extensive 

technical planning (e.g., assessment of security controls, 

etc. ) . 
The final definition, and the one employed in the selection' 

of the units of analysis for this case study is computer-related 

crime. This definiti~n serves to limit the selection of cases 

which are only superficially related to computer technology 

(computer abuse), while still encompassing "high-level" cases 

(computer crime) which demonstrate advanced technical skills and 

knowledge. 



The research design contains two conceptual variables, which - 
ombined, are used-* organize cases- according to four 

research indicators. These indicators are represented by the 

following symbols: 

A = Intentional/situatlonal accesH 

B .= Unintentional/situational access 

C = Intentional/occupational access 

D = Unintentional /occupat ional dccesa J - 

All forms of computer-related crime, whether intentron.11 011. 

unintentional ~ $ 1 1  , either originate inside or o u t . s i d e  o f  khe 
% 

occupational setting. The basic crlteria for coding under 

framework requires the researcher to add,rens t. wo 

J 
fundamental questions: 1 )  what was the inlt la1 i n t e n t ,  l o r 1  of - - - t hr. - - - - 

offender? and 2 )  in which environment did the vinlation 

, = , -  

originate? 

Expressed Intent (Indicator Designation) 

The first question attempts to aecertain the init-~al 

motivational direction percepitating the commiasian of thr 

violation, In the majority of cases cited throughout this thesis, 
----- - - - - - 

the expressed intent of the offenders becomes obvious when the 
-- - 

objective of their violations are taken into consideration. For 

exapple, the activities of terrorists ( e . g . ,  CRC-30, 

CRC-31, CRC-32) clearly demonstrate intentional violatione 



to deprive assets by meana of physical destruction. Likewise, the 

activities of amateur criminals (e.g., CRC-09, CRC-10, CRC-11) 

engaging I n  Input manipulation schemes for financial gain are 

also distinctly 

cases the coding 

criminal nature 

case as~essment 

A 

intentional in character. For these types of 

process is greatly simplified by the pronounced * 
of the violations. However, difficulties in. 

- 

may arise when the initial intention of the 

offender is incongruous with the end result of'the violation. The 

- ~Dalton School case (CRC-27) ilhstrates how a benign intention 

such as, intellectual challenge may inadvertently result in the 

physical destruction of assets. In actuality, these types of 

cases may in fact constitute criminal offences, but under the 

parameters of this research design are designated as 
.e. 

-, 

unintentional. As noted earlier, such a designat-ion is not based 

upon the .criminal liability associated with a particular 
- 

violation, but rather on the assessment of the offender(s1 
V 

initla1 expressed intent. 
< 

Type of Access (I~dicator Designation_) 
d 

4 

. The second question seeks to establish from which environment 

the violation was initiated. The'origin of the violation, rather 

, 
than, where the violation was concluded is, the primary 

distinguishing characteristic when assessing this variable. Once 

again, the majority of cases included in the sample demonstrate a 

clear distinction between the two different types of access, 

however, some do involve environmental interactions. For example, 

the case of United States Jones (CRC-40), while entailing the 

,enlistment of an inside source to modify the accounts 



payable file, originated completely outside o f k t h e  occupational 
\ 

setting t situational access 1 .  Simifarf y, cases whlch originate 

within the occupational environment may be d i t - e e - k d  % e v e &  

objectives which are external to the organization. The  ha 
General Corporation case ( C R C - 3 9  il lust r a t e s  how corrupt  

management policies can stimulate illegal industry practices 

(e.g., software lock-in) which are  directed toward rxtrrnal 
u 

markets. This case is designated as occupational access slnce it 

originated within an organization env~runment. The .rsse~sment t ~ f  

each case according to the two conceptual variables will r r a u l F  

in the selection of a single research indicator. 
62y A 

b S" 

By designating each computer-related crlme case according 

the above coding scheme, it will be possible to d c t - l v c u  morrs 

information from the sample, than would hdve been a t  t a i n a b l c  

t through the application of Quinney's origipal model.' 

iii. Data Co 
k l u  

6 

% 
\ 

The method of data collection which will be used in t h i ~  

. case study employes the data matrix as a simple form of 

organization. A'S Sanders and Pinhey (1983) explain: 

I , 
A raw data matrix contains a l l  the data In 
our data set, and because it is in "raw" fc;rm, 
it has yet to be boiled down for presentation. 
Here is a way to present the relationships or 
associations between variables usihg a singlr 
summary number slmilar to an arithmetic mean,- 

- median, or mode. By grouping data or perform- 
ing some other statistical manipulation on 
them, we can make them more meaningful dnd 
easy to understand (Sanders & Pinhey, 1983: 
304). 



I, I 

AH illuetrated in Table 4,.The 40 computer-related crime cases 

have been 

J Table . 4  

Raw Data Matrix: 
Research Indicator Selection 

arranged within a simple raw data matrix. 

Case Research Page I 

, 
I ,Nuhber Indicator Reference I ....................................... 

C 
C 
B 
C 
A 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
A 

' c '  
C 
C 
C 
A 
D 
D 
D 
C 
C 

' B 
B 
A 
A 
A 
A 
c. 
C 
C 
'D 
C 
C 
C 
A 

P,. 21  : 
E'. 22 : 
P. 30 I 
P. \ 3 1  1 
P. 46 : 
P. 4 9  1 
P .  50  : 
P.  5 4  1 
P.  5 5  : 
P .  56 I 
P .  56 1 
P .  57 : 
P .  5 9  1 
P .  5 9  ; 
P. 63 
P. 66 : 
P. 68 1 
P .  76 : 
P .  78 I 
P.  80 I 
P'. . 8 2  f 
F% 9 3  1. 



iv. Data Analysis 

7  
The reduction of the raw data matrlx 1s accomplished 

through the creation of a summary table w h ~ c h  enab1t.s 

the presentation of the data for enlplrical observat Ion'. ' r , ~ h l t b  5 

depicts the reduction of Table 4 (Raw D n t a  M,*tr~x: H t a s ~ ~ r r c h  

Indicator Selection) In summary form. Enc-h ct.1 1 c+ontci I r~s t he 

frequency and percentage for the ~ndicator. 

h Table, 5 , - 

Summary Table: 1 

Research Indicator Analyais 

Intentional U n i n t e n t -  i o n a  1 
- -- 

I , 
Situational 8 ( 2 0 . 0 % )  3 ( 7.. 5 %  : 11 ( 2 7 . 5 % )  I 

I I 

I I 
I 

Occupational : 25 C 6 2 . . 5 % )  , 4  ( 1 0 . 0 % )  ) 29  ( 7 2 . 5 % )  

TOTAL 3 3  ( 8 2 . 5 % )  I 
a 7 ( 1 7 . 5 % )  : 40 ( 1 0 0 . 0 % )  

............................... 
7 

Data reduction concerns the development of "apppropriate 
methods for boiling data down to neat'summaries and frequency 
distributions that would give readers an understandable picture 
of a data set at a single glance" (Sanders & Pinhey, 1983: 3 0 3 ) .  



The totals by row pertain to the evaluation of the conceptual 

variable, type of access (situational/occupational access). The 

totals by column pertain to the evaluation of the conceptual 
4 

variable, expreaaed intent (intentional/unintentional). 

General Obaervatione I 

Taking+ into consideration the general concentration of 

computer technology within the occupational environment, it is 

not overly surprising to find that the majority of cases in the 
'3 - .  

sample, 29 (72.5%) would occur in this setting. More revealiug is 

the extent of situational access, 11 (27.5%) which is generally 

achieved without the advantage of occupational knowledge. The 

relatively high percentage of such cases may in part, be due to, 

d common misconception within the business community that a 

secure computer facility is- immune from outside .subversion 

attempts ( a  perception which often presents offenders with 

tempting opportunities). 

The naYure of expressed intent also offers expected 

conclusions, in which the majority of cases, 33 (82.5%) were 

directed toward intentiona.1 violations; and only, 7 (17.5%) 

involved unintentional violations. While these figures may not be 
Y 

generalized to the entire populaticsn of computer-related crimes, 

they tend to confirm the belief  hat the majority of violations 

- committed are intentional (criminal). However, because many 
I .  

finintentional violations will remain "unreported", the true 

nature of this variable may never be adequately meqsured. Future 
4 



8 
research efforts may include tri-ulation which can enhance 

the researcher's ability to colle~t data concerning the extent  of 

unintentional violations. 

Cell Analysis: Research Indicators ,A 

When examining individual cel ls, t-he most pramintxnt f igurc 

concerns the extent of intentional viol-ations committed through 

occupational access which accounts for, 25 (62.5%) of the cases 

in the sample. This indicator represents, what other a~lthot-3 have 

termed "occupational crime". such violations artk c i f  con(-ern not 

only within computerized environments, but a 1 so t 0 bus I rhtAnuegH 
9 

which rely upon manual lnformatron processrng- syst~ms. I rl 

contrast to this indicator, are intentional violations c.ommiftt?d 

through sit'uational access, which also includes a re l ,*t  ivt.1 y 
ia' 

-.-a 

8 
Johnson (1981: 1 6 )  notes how triangulation can assist in t:.he . 

research effort: "For example, survey resea'r'ch may be supported 
by participant observation and case study. All three methods may 
be used in a comparative study, thereby giving the advantage of 
crosw-comparisons. The use of more than'one method aids in the 
reddetion of research error, and the less error we have, the more 
precis$ our conclusions". 
9 

However, computerized business environmente must often 
implement a much widerJ.range of security controls, than would 
otherwise be necessarly in manual systems to prevent employee 
abuse. As noted by Beeler (1983: 10) "Large organizatjons are 
adopting a wide assortment of protective measures - Home based on 
high technology - in an effort to discourage data and systems 
misuse by their own employees. The ,measures include intensified 
physical security, encryption, software packages to control 
access to central mainframes, regular shuffling of pasewords, 
nondisclosure agreements and educational , seminarsdtimed at 
increasing upper management's awareness of potentrial data 
integrity threats". - , 



large portion of the cases in the sample,. 8 ( 2 0 . 0 % ) .  Considering 

the dxsproportionate number of .cases occurring within thew 

occupational setting, it is understandable that corporate 

managers consider "outside" subversion attempts as a minor threat 

~n relation to the intentional damage which may be inflicted by 

knowledgeable employees. Unfortunately, many EDP managers equate 

"outside" access, with system hacking, rarely considering that 

their organizations may be targetted for more serious types of 
10 

situational violations. 
E 

The small number of unintentional violations included in the 

sample, for both situational access, 3 (7.5%) and occupational 

access, 4 (10.0%) may be indicative of the hesitation of many 

businesses to "officially" report instances of professional abuse 

> o r  system hacking. Generally, such offences are viewed as 'part 

of the job' or 'acceptable within limits',' which tends to 

suppress the nature and extent of unintentional violations. 

........................... 
1 0  

A number of authors have also erroneously compared 
intentional/occupational access to unintentional/situational 
acceas, which hag lead to the misconception that the majority of 
outside offenders are comprised of inquisitive students. As 
Beeler (1983) notes: "Nearly forgotten in the current media 
hubbub over the Milwaukee episode is a data security threat that 
many large user organizations and industry observers consider far 
more serious than the inquisitive meddling of youthful 'hackers7. 
The threat comes from within the user organizations themselves L- - 

or rather, from their malicious or unscrupulous employees, who 
can cause incalculable grief by damaging, disclosing or deleting 
key mainframe files". The reference made by Beeler (1983) of the 
"Milwaukee episode" concerned a grouq of students calling 
themselves the 414s,  whose system hacking activities elicited 
considerable media attention. The case (CRC-28) has been included 
in the sample and is coded unintentional/situational access (B). 



C. Variable Analysis: Technical Skill and Knowledge 

, 
The examination of computer-related crime techniques have 

been the central focus of nunerous . contradictory research 

studies, each endeavoring to'determine the role of technical 

skill and knowledge in the commission of ckime. An enduring theme 

'in the related 1iteratur.e concerns the "sophistlcat.ed" crime, one 
1 

which requires the applicatiop of advanced technical skills. and 
4 

knowledge. Prevailing attitudes regarding this aspect of 

computer-related crime . have ranged from outright paranoia cu 

ardent denial. For example, Myers and McLe11an ( 1 9 7 9 ) '  cornmchnt  

on the 'horrible' impact of this form of crimina1it.y: 

Like an insidious disease, most crime . 

committed through the manipulation of 
computer processes or data is difficult 
to detect a'nd feared too horrible or 
embarrassing to mention if discovered 
(Myers & Mclellan, 1 9 7 9 :  72, 7 4 ) .  

In contrast to this alarmist orientation, T a h r  ( l 9 H O  

skeptically questio'ns the actuality of 'high-level' computer- 

related crimes: 

... the 'sophisticated' crime is precisely 
the one that arouses the most fear, and in 
academic computer science literature enjoys 
the most intensive interest. In other words, 
the least likely type of crime, of which 
there is no record that it ever occurred, 
receives a disproportionate amount of 
attention (Taber, 1980: 3 3 9 ) .  



Both perspectives are probably a response to the controversial 

statistics reported in the Stanford Research Institute ( S R I )  

studies conducted in 1973, which tend to portray "computer 

crime" as an up-and-coming growth industry. 

While no discussion concerning computer-related crime would 

be complete without an examination of technical skill and 

knowledge, the primary purpose for selecting this variable of 

analysia is to illustrate how the research design may be used to 

derive more information from the original case sample. 

i. Coding Scheme 

Similar to the two conceptual variables of analysis, 

technical skill and knowledge can also be designated according 

to major indicators. The five computer-related crime 

classifications described in Chapter I11 be.st illustrate the 

nature of this variable, and can be represented by the following 

symbols. 

T1 = Physical acts 

T2 = Transactional acts 

T3 = Programming acts- 

'T4 = Electronic acts 

/ - ?5 = System hacking 

The majority of computer-related crime cases contained within 

this sample will demonstrate the application of one' of the five 
--, 

major crime classifications. However, problems may arise in the 

designation of an indicator if a case demonstrates the use of 



more than one crime technique from different crime - 
classifications. 

For example. 'although scavenging techniques tphysical actei 

may bprovide the perpetrator with valuable information (e.g,, 

pass~ords,~code,access numbers, etc.) the information may not i d  

itself, be converted to gain unless another t . echn ique ,  such as 

impersonation (transactional act) is used to conclude Lhe crime. 

In this respect, it is the technique which enabled the successful 

conclusion of the violation which is considered for - coding. The 

"Rifkinl'= case (CRC-17) and the "Schneider" case (CRC-16) both 

illustrate how scavenging techniques may provide* ~ c c e k ~  to 

valuable information. The conversion of that-information, however 

can only be accomplished through the application of impt* r sona t ion  

techniques; therefore, both these cases have been coded T2 

(transactional act) indicating the predominant c: r i rnta 

classification. 
h..? 

A case demonstrating similar crime classi f icat-ion i nttaract, ions 

is the "time-sharing" case (CRC-15) which involved the reHidue  

scavenging of propri,etary data through system hacking  technique^. 

Once again, the case was coded accdrdiny to t h e  ( :r im? 

classification which enabled the sticcessful conciuuion of the 

violation. While the objective of this case was residue 

scavenging (physical act), it was coded T5 ( sys tem.  hacking 1 ,  

since the data ,was obtained through the use of a covet-t  

acquisition technique. Each of the 40 computer-related crlrne 

cases included in the sample were coded according to the above 

scheme. Table 6 presents the revised raw data matrix with the 

selection of the technical skill and knowledge indicatoru. 



Table 6 

Raw Data Matrix: 
Technical Skill and Knowledgy 

, Indicator Selection -- 

I , T e c h n i c a l  S k i l l  
I , C a s e  R e s e a r c h  & Knowledge Page  
I 
I Number I n d l c a t n r  I n d i ~ q t o r  Hefcreac:r\ : 



I L 

The five indicators for this yariable are cross- - 
d 

tabulated with the four researce ' indicators, resulting in 

a 4 x 5 summary table (Table 7) which depicts the reduction of 

 able 6' (Raw - Data Matrix: Technical . . Skill and Knowlecfge - 

Table 7 

) Summary Table: 
Relationship between 

Technical Skill and Knowledge 
and Research Indicators 

..................................... 
1 1  

Each of the five major crime classifications (indicators) is 
e comprised of numerous sub-techniques, which are summarized as 
follows: T1 - Physical acts Cdestructive attacks, input 
manipulation, scavenging); T2 - Transactional acts (data leakage, 
impersonation, piggybacking); T3 - Programming acts (trap doors, 
the trojan horse, salami techniques, the asynchronous attack2; 
T4 - Electronic acts (wiretapping); and T5 - System hacking 
(trial and error techniques, covert acquisition schemes). 



Indicator Selection). The totals by column pertain, to thc 
* 

b 

evaluation of technical ski1 1 and knowledge; while the t-ot-a LEI by 

row pertain to the evaulation of the research indicators. 

General Observations 

As illustrated in Table 7, the crime classif icat- ion r q u i  ~.ing 

the least amount of technical ski'll and knowledge (physicdl a(-t H 

was the most predominent method employed in the corumissic~n of 

computer-related crime encompassing 19 ' (  47.5% of  the c-.isca.q ~n 

the sample. Parker (1983: 71) notes a number of r e , r x o n s  why 

offenders are more likely to select physlcal a r t s  ovrr :3ny othc-r- 

crime classification: "In chooslng methods they. arc ~ n t  c a r - c ~ t &  in 

safety, success, and leverage - satisfying t.h'eir,necds f o t -  t h e  

least effort". This is probably more t r - U P  nf v i c , l a t   ion^ 

occurring within the '-occupational setting, since* o f  f e n d e r s  

possess a greater familiarity with the computerizcd environment. 

(see, Chapter IV, Section B). 

In contrast to the observations of Taber ( 1 9 8 0  1 ~lrogr~~rnrn~ n g  

acts were also prevalent, comprising 10 (25.0%) of the ('~HPH i n  

the sample. This crime classification is considerrad hy nlarly 

authors to represent the only authentic form of "computer c r  i mc!", 

since it requires the direct application oft:'the c o m p u t t 4 r  i n  t h e '  

commission of crime. Considering the controversy surro~indirrcj 

the extent of programming acts, it was not unexpect-ed t o  discovr:r  

a relatively large number of case examples in the l i t - t ~ r a t - u r e ,  

Similarly, because of the extensive media attention s y u t e m  



hacking has recently received, a high concentration of, 

cases 9 (22.5%) were included under this indicator. Both . . 

prpgramming acts.an@ system hacking are intriguing to the public, 
1 " .e 

thus authors are more inclined to seek out and report 

s u c h  cases. In this respect, the sample may b '$ reflection of 

' selective reporting' which typically results hen a particular 
- P  

1 ', 
type of crime captures public interest. 

More surprising, is the'-\mall sample of transactional acts - 

whrch only contain 2 ( 5 . 0 % f S :  of the cases. A possible 
d 

explanation for the few cases.,,pf transactjonal acts may be that 
d 

they 'require a greater degiee of victim/offender interaction 

whlqh can impact an individual's decision to engage in 

crlm~nallty. All three sub-techniques contained under this 
,d *. , 

rndicator (data leakage, impersonation, and piggybacking) 
t 

necessitiate a certain level of victim management. Whereas, 

programming' acts and even physi&l acts may be accomplished 
12 & c 

w~thout victim confrontation. 

While electronic acts (wiretapping) have been closely 

associated with computer-related crime, it is interesting to note 

that not one case could be found in the literature. The complete 

absence of any cases under this indicator suggest that either 

........................................ 
1 2  

A s  noted by Parker (1976: 46) an aspect of the computerized 
environment which tends to isolate the individual from the 
criminal nature of the offence is the inanimate and intangible 
character of the object of attack, he states: "In c,omputer abuse 
not only is the act done against an organization, but it is often 
done to the,computer which is placed in the focus of attack. It 
is not the organization the perpetrator is attacking, but the 
inanimate computer system. It can't cry, have its feelings hurt, 
get mad, or strike out". 



T, " 
such crimes have not yet!A been detected and publi-ckzed, or t h a t  

1 4  
they are simply to risky to warrant implementation. A 1 t houqh 

the potential for electronic -acts are not outside the' realm of 
1 

possibility, .at present they do not appear to be a threat to the 

security of computer installations. 

Cell Analysis: Technical Skill and Knowiedge 

When examining the most prevalent crime classi f ~ r , a t  ion f o r  

B 
each research indicator an interesting association emerges be- 

tween system hacking (T5) and H n t i o n a l  viol,~tiot~s ( H I  D ) ,  

and physical acts (TI) and intxntional acts ( A ;  C ) .  A s  n o t e d  l n  
/' 

Table 7, system hacking is (the favored crime rlass~ftcdt I o n  for 
1 

both unintentional/situation~l access 2 ( 5 . 0 8 )  and unintent-iclnal/ 
-b 

occupational access 3 (7.5%). While, phys3c:dl acts ,arc t h f ~  

preferred crime techniques for intentional/occupat-ivnal a c c e s ~ , 1 3  

( 3 2 . 5 % ) ,  and intentional/situational access 5 ( 1 2 . 5 % ) .  

.................................. 
1 3  * .  

Parker (1983: 78) observes that: "Few cases of criminal, voice 
wiretapping have been recorded. Wiretapping of cl;at.,j 
communications and computer communi'cations ci r c u i  t s  a re  
apparently even more rare. Theareason may be that i t  can be done 
so successfully that few cases are -ever discovered". It .in 
unlikely theat this is the case, a more probable reason it khat  
wiretapping is to cumbersome to implement, when o t h e r  more 
conventional techniques are avaliable. 
14 ' 

However, Parker (1983: 80) maintains that "tapping" i u  easily 
accomplished by anyone with a rudimentary knowledge of 
.telecommunications, he states: "If a telephone line used for 
data transmission (two-wire) can be found and isolated from other 
wires, inductive or passive tapping is duck soup. All it ta%s i~ 
a small cassette tape recorder and microphone, an AM/FM portahke 
radio, a borrowed modem (to convert telephone noise nignal~ to 
digital pulses), and a Texas Instruments printer". SLsted in 
these terms, wiretapping seems like 'child play', reali~tically,~ 
its a little more complex (see, Chapter 1 1 1 .  Section D l .  



. . 
- - 

One of the more unusual relationships td emerge 'from 

- Table 7 is the association between system hacking and - 
occupational access. As noted, intentional/occupational access 

and unintentional/occupational access combined, include 6 (15.0%) 

of the cases in the sample. What- is commonly viewed as a -.. c k m e  
I * 

committed by "outsiders" appears to b& becoming more. prevalent 

in the occupational setting. , A  fact, which may be of concern to 

data security administrators as computer systems progress ---. 
, \ 

toward greater telecommunication n e t w y q  . 
Also noteworthy is the association between programming acts 

( T 3 )  and intentional/occupational access (C). - As illustrated, 
8 ( 2 0 . 0 % )  of ,the cases in the sample involved this form of 

activity, which is undoubtedly a result of the enhanced 

environmental vulnerabilities present in the occupational 

setting. Physical acts involving intentional/occupational access 

included 1 3  ( 3 2 . 5 % )  of the cases in the sample, which may also 

reflect the increased opportunities avaliable within the 
-.,' 

.occupational setting. 

The case study also uncovered a number of associations which 

were not so obvious, and may provide intriguing areas of study 

for future research. For example, the association betweenesystem 

hacking and occupational access presents one avenue of inquiry 
b 

which has not yet been addressed in the related literature. 



D. Reliability 

The reliability of the coding scheme is a fundamental concern 

\ 

to the researcher engaging in content analysis. The operational 

definition of the 'variable (e.g., the delineation oT variable 

indicators) must be mutually exclusive and exhaustive in order to 

enable a clear distinction between coding classifications. The 
'7 

choice of how much, or how little to measure will also determine 
I 

the utility of the data derhyed from the study. While indicators 
.. z- 

ma;y reflect valid and accurate measures of the variable,under' 

study, the coding scheme may suffer in terms of reliability; if c- 

the researcher does not- possess an adequate understanding of the.' 

specificity required in the coding process. 
i 

In designing the coding scheme, the r e s e a r c h e r  i e  

particularly concerned with two major issues: 1 )  the validity bf 

the coding classifications (do they measure what they are 

intended to measure?) and; 2)>the reliability of the coding 
1 5  

process (can the results of the study be replicated by an 

independent coder using the same scheme and cla~sifica~iona?)~ 

1 5  
As noted by Babbie ( 1 9 7 9 :  239) "the researcher fdce~ a 

fundamental choice between epth and specificity of 
understanding. Often, this wepr nts,a choice between validity, 
and reliability, respectively. pically, f leld researchera opt 
for the.former, preferring to base their judgementa on a- broad 
range of observations and information, even at the r i ~ k  that 
another observer might reach a different judgement of the 
situation...# survey research - through the use of standardlzad 
questionnaires - rep~esents the other extreme: total specificity, 
even though the spgcific measures of variables may not hf4 f u l l y  
satisfactory as valid reflections of those variables". 



-*I 

4'he etrain between the validity % and reliability of the coding 
- % - 
scheme is often determined'by the manner in which the variables 

- 
i 

-of analysi~ yFre operationally defined. 
fi 

For example, tbe variable technical skill and knobledge was 
, . 

coded Bc'~~gding to five major crime classifications. However. 
f 

1 

an equbl l y  valid coding scheme %could be based upon each of the 
q*. 

4 

thirteen. crime techniques described in Chapter 111. Both schemes 

,may accurately r e f M 4 e  nature 'of tecRnicaf skill anQ,%. 
.- 3, A 

knowledge, but one may prove more reliable for coding purposes. 

The degree to which a variable may be operationally-defined for 

observation can greatly impact the nature of data analysis. 

To much specificity (especially in relation to a limited 
1 

sample population) can result in weak indicator (cell) 
A -  
, ', 

relationships which are too indistinct to provide any meaningful 

information. On the other hand, if--there is not sufficient 

degree of specificity then heaningful indicator relationships may 

remain unknown. 

The reliability of the coding schemes employed in the case 

study was determined by performing an "inter-rater" reliablity 
3 

check, An independent coder was provided with the.origina1 source 

material from which the cases were drawn, as well as, a 

description of the conceptual variables and their associated 

indicators. The coder was first instructed to assess each case 

according to the four research indicators (e.g., A, B. C, Dl, 
a 

then to assess them once again in relatian to the secondary 

' variable of analysis technical skill and knowledge7(e.g., T1, T2, 
#. 

T3, T4, T5). For this variable the coder was also provided with a 



description of the different computer-relatekxcrim&'&sifi- 

cations and their associated sub-techniques. Since much of the 

related 1iteraturP concerning t h e  cases comained computer- 

related 'hime jargon (e.g., trojan hbrse, data diddling, etc.) it 

Gas necessary to familiarize the coder with the ;erminology which 

would be encountered in the review of the source documentation.. 

On completion of the coding process,, the results .-of the, 

independent coder were compared to that,of the case stu*, which 

are as follows. 

Research Indicator: Reliability Score 

The independent coder scored on '36 'of 40 cases, resulting 

in a 90% reliability rate for the selection of Che 

research indicators. Disagreement was prirnari.1~ found bcstween the 

research indicators intentional/situational access ( A )  and 
, . 

intentional/dccupational access (C) . The case CRC-1.5 was scorch 
7 

( A )  indicating that the coaer :believed this case to have 

originated outside of the occupational environment , but 

nevertheless criminal (intentional) in nature. Sirnilarily, t h ~  

case CRC-40 was scored (C) rather than ( A )  as in the original 

indicator selection. Only one instance of disagreement was 

scored concerning the expressed intent of a violation. The case 

CFk-22 was scored ( A )  indicating that the coder felt the case to 

involve intentional criminal activity whicd occurred externnl to 

the occupational environment. Case CRC-39 (i.e., Dignidyne Corp 

v. Data General Corp) was scored by the coder, but disagreement 



G .  

arose concerning its applicability to the case study* and 
, 

was therefore excluded from the independent coder's reliability 
bVy7 

' check (resulting in a non-coded item). 

Secondary Variable: . ~  el iabil i'ty Score 

The independent coder scored on 37 of 40 cases, which 

resulted in a 92.5% reliability rate in the selectionr of 

indicators for this variable. The only disagreement which cwas - 
discovered c~ncerned the indicators, physical acts (TI) and . 
programming acts (T3). The case CRC-04 was coded (T3) indicating 

that the independent coder believed this a case to involve 

programming techniques; while case CRC-37 was scored (TI) 

indicating a physical act. Once again case CRC-39 was excluded 

from the sample, resulting in a non-coded item. 

The overall high scores obtained from the ihter-rater - 
reliability check may be largely attributed to the manner in 

which the cases were reported in the related literature. In most 

instances the author would not only identify the computer-related 

crime technique emdoyed, but also the environment in which it 

occurred. This left the independent coder with little doubt as to% 

the selection -of the appropriate indicator. In some instances the 

only decision the coder had to make concerned the "expressed 

intent of the violation; and as indicated in the reliability 

check only orie case was scored differently. - 
While the inciusion of the case study within this thesis was 

1 

not intended as a "definitive" quantitative analysis, it does 
/ 



serve to illustrate the possibilities for future- research using , 

the proposed research design as the primary analytica21 tool'. 
. - 

/ 
' / 

\ 

E. Recommendations for Future Research 
'23, .-- . 

Altliough+ this thesis has attempted to structure the related 

literature in a manner which provides an organized framework for 

anaqlysis, the final evaluation of the quality of research is best 

expressed in its utility for future studie~.  he proposed 

research design can be used to address a number of different 

research questions, deriving meaningful data from a wide 

selection of variables. 
/ 

a 

The case study presented in this h t  r only 

illustratn3s how one variable (technical skill and knowledge) m a y .  

pe cross-tabulated with the research indicators t<o o b t a i n  grcba t ~ c r  

information from the original case sample.   ow ever, many o t h e r  

areas e'xist for future criminological investigation, providtd 

that the researcher can obtain the necessary data for codjny. For - 

example, the researcher wishing to study the charac:tcr?rixt.ics. of 

the "computer criminal" could select such attributes a~ ayct, 

education, or vocational/occupational position as backyrdund 

variables for indepth analysis. Too often authors r r l y  u p o n  

commonly accepted generalizations when e x d m  ining the 

=nature of the "computer criminal", combining vastly differenk 

offender types under an all encompassing label. While d certain 

degree of generalization wi'll result when attempting to - 
categorize divergent of fender populations; the 1 r,d:isc:rirninatc 



\ 

acceptance of uniform characteristics does little to dispel 
h - 16 

misconceptions concerning the =okputer-related crime offender; 

For the researcher interested in computer security issues, 

the a'naiysis of environmental vulnerabilities offers -great 
- - 

potential for future research. The exploitation of computerized 

assets is largely contingent upon how offenders can manipulate 

erlvironmental vulnerabilities, through the identification of the 
\ 

operational stages whidh are mbst susceptible to criminal gain, 

The analysis of such vulnerabilities not only permits the 

identification of weaknesses within the computerized 

environment, but it also enables the developmenwof security 

planning techniques ko combat certain forms of computer-relat&d 
17 

crime. The resultant associations may provide a good indication 

of major areas,of vulnerability in relation to the different &a 

research indicators. 

Victimization may similarly provide an interesting variable 

of analysis for future research; not only in relation to the 

appl ic.ation of the proposed research design' for 

.................................... 
16 . 

For example, Dennis (1979: 2 7 )  notes the characteristics 
of the 'average embezzler' engaging in computer-related crime: 
"...h& is male, age 3 5 , 9  married with one or two children, 
living in a respectable neighborhood, probably buying his owu 
home, and has been employed by the firm for about three years. 
He has been stealing for about eight months, is in the top 
40% of the nation's income distribution, and has an average 
total take of 120% of his salary". 
17 

For example, the analysis of the vulnerabilities exploited by 
offenders engaging in unintentional/situational access may 
indicate inadequate security,over telecommunication services. The 
computer security planning response may include the implementat- 
ion of such safeguards as, callback devices, encryption devices, 

t ,or, unique identification number generators. 



empirical observation, but , also to examine '$xis 
% d n n  ' 

criminological theory concerning the v'ctims of white-collar 
F 3.f - 

crime. In contrast ,, to "street crimes", the majority of 
+ * Q 

r . 

ainst organizations rather crimes are directed 
--- S y  d 

than and &+ew& not ssess ,an immediate and 
1 

k observable pact on victims. A s  noted by Edelhertz (1977:l) "The 

more serious t& harm to the victim, the more likely it is t h a t  

prosecution will result". Which in respect to large organizations 

is much less discernible, than if an individual were victimized 

by a similar form of crime. Coupled with this notion of 

'observablq harm', public apathy also tends to cloud the 

issue of victimization in relation to crimes committed against 

organizations: 

There is an undercurrent of hublic indifference, 
if not actual resentment, toward organizations 
and their property. The commonly accept.ed ethics 
applying to relations between~dividuals simply 
are not extended to corporations and governments 
(McCaghy, 1976: 185). 3 - 

Both issues provide the researcher with numerous &estions which 

may be addressed in a more thorough analysis. 
I 

In addition to these areas of study, the researcher may 

also select variables of analysis which a,re spec~fically d i r s c t e d  
$ 

toward examining ' the nature of ' computer-related 
It 

characteristics. The most prominent of whxeh concerns, the four 

roles computers play in the commission of crime (aee 
1- , 

Chapter 11). This variable has been described by numerous 

authors including, Parker (1976); Perry ( 1 9 8 6 ) ;  and Purvie 



( 1 9 7 9 ) ;  but has not yet been subjected $0 empirical observation. 

Such an analysis would assist in the determination of the quality 

of computer-related crimes in respect to general crime 

characteristics. A major point of contention concerning computer- 

related crime revolves around th'e issue of estimated loss.. As 

described in Chapter I numerous research studies have ' 

attempted to ascertain the extent of compfiter-relaced crime 

through a measure of estimated loss, often with dubious 
18 4 \ 

results. The analysis of.this variable in relation to the four 

research indicators would not only enable the researcher to more 

realistiically as ess estimated losses within a specified sample S1 -: 
population; but would also provide a measure of the difference in 

losses associated with occupational and situational forms of 

acqess. 

Although each of the above variables may 'be studied 

without the application of the broposed research design, 
i 

1 

t h e  value of information derived from such an analysis 

would  only pos%ess marginal utility for distinguishing between 
b? 

the different types of criminality afforded by " computer 
1 

technolAogy. The delineation of research indicators in relation 

4' 4 
to specified areas of interest greatly enhances the researcher's 

abllity to discover associations which are not obvious from a 

1 A 
0 

Taber (1980: 2 8 8 )  ~ o i n t s  out the logic used by the SRI to 
calculate their widely cited statistics - concerning estimated 
loss: "Assume an average of 100 cases per year (reported). Assume 
also that only 15 percent of known cases are reported. With an 
aberage loss of $450,000, a total annual loss.., would be $300 
million". Taber is inclined to believe that such 'assumptions' 

- 

are highly questionable and are a major source of 
misconceptions concerning the extent of computer-related crime. 



simple 'frequency count' of variable characteristics. 

In relation to the application of criminological theory, 

numerous possibilities exist for future research. For example, 

"white-collar criminals" engaging in computer-related crime may 

be examined according to Sutherland's dif ferentlal association - 
theory. Similarly, "system hackers" may be examined nccc,rding to 

a number of diffierent sub-cultural theories. Whilck i t  would prcbve 

difficult to subject the entire population of computer-rcblat 4 

crime offences/offenders to an inclusive t - h e o r ~ t i c * a l  x t u d y ,  

possibilities exist for the analysis of specific groups and dress 

of interest, through the use of the proposed research dos~yn. 

L 
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