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N ABSTRACT

One éignifiﬁant development in the world growth pattern has been thé
declining sharé of the industrial sector in the industrialized economies. This has
~come to be known as 'deindustrialization’. The literature on thié subject falls into
two groups. The first group emphasizes demand as the origi_n of this problem
and includes the secular trgnd and the Cambridge views. The secular view sees
structural change as an outcome of spciety reallocating available resources in
response to changing preferences. The Cambridge view finds growing inability of
the export sector to pay 'for imports as the main cause. The secondv group
emphasizes supply‘phénomena, and includes the Bacon-Eitis and the Dutch-diseaée
views. The former points to rapid expansion of the publ;'c- sector as the mafn

cause, while the latter explains the problem in terms of resource movement and

spending effects,

. The pres vt 'study argues that in a resource-based economy the structural
adjustment prgcess follows a cyclical path. A giobal recovery leads to a
résource‘boom'. Thls triggers structural adjustfnent mainly through asymmetric
sector wage behaviour. Thus, unlike the secular view of gradual transition and the
Dutch-disease view of once-and-for-all adjustment, the cyclical adjustment

process is of recurring nature,

The main objective is to test the following two hypotheses. First that the
structural adjustment process is cyglical, and second that intersectoral asymmefry

in wage behaviour plays a crucial rele in this process. A two-sector general

eguilibrium model based on a tradeable-non-tradeable dichotomy is deveioped. -

The model uses three prices, one for the non-tradeabie and two for the

tradeable product. It is assumed that in the long run purchasing power parity

i



holds. A’distingﬂishing‘feature of the’model is that it is a synthesis of views -
emphasizing both demand and supply, as main elements of both are formally
incorporated in the model. The r'educ‘ed-form equations are obtained, and then
adapted to test the\main hypot‘l;weses. In order to trace the time profile of the
explanatory variables, Almén distributed légs are applied. The results of the
empirical tests support the ‘main hypotheses. The vmain implication is_thax the

wage structure should be made more fiexible by.eliminating institutional rigidities.

R
1



ACKNOWLEDGEM&NTS

<&

i should like to express my thanks to my senior supervisor, Professor

- 4

Herbert Grube! for his guidance throughout this dissertation. Thanks are 7also due’
to Professor Dennis Maki for his help in*econo_métric problems and estimation

works, and Professor John Chant for prdviding several helpful comments.

| .shouid also like to thank' various - faculty members a.nd- fellow graduate
students in our Department. | am particularly. grateful toﬂProféssor Zane QS'pind!er,';
.Protessér Soren Lemche' and Professor r'bl’e,renc‘e jHeaps ] whxose comments and
criticisms have been invaluable, and Mr. *Ronhit Rahi, & feHéw graduate student for

his help in developing the model.

Finally, my special thanks gd to. my .wife, Hena, for sustaining through the
occasional frustrations which are common in all research works, and for proof

reading several drafts of this thesis.

Any errors. remaining in the transcript are the sole responsibility of the

author.



.TABLE OF CONTENTS

. R

Approval .............................. R ................ ................ RO 1
ADBSFECt oeeecresernsenn, e e e aeeee et s e sassan s SRR |
ACKNOWIBGEMENTS  ...ouucreresssesssmssmssmssssesseesesssessesssssssssssssssnasssssssasessssssissssnesses e snes v
CList of Tables e R Vererssans e vili
List of Figures ................................................. x
L INTRODUCTION .ttt e e s e et sa e s e e rr e s be e R s s aeas 1

Il.  STRUCTURAL CHANGE: INTERNATIONAL EVIDENCE AND A SURVEY OF &vsx}
CURRENT THEORIES ittt snecnsnecseesanne RS 10

II-1 Scheme of Classificatiﬂon Of SECIOMS iiiiveiricicriieree et sressesssassnsaens 10

[1-2 Some International Evidencer On Structural Change ... 11

-3 Interdependence of §tructural Cr;ange and“ Economic Growth ... 16

[I-4 A Survey of" Main TheoreticaAI Devcﬁopments ......... e 18

{I-B Economic implications of Stru;;,t’ﬁral Change ..o e, 29

I,  STRUCTURAL EFFECTS OF DEMA!\;ﬁS-INDUCED EXPORT?BOOMS ..................... 33
H«’l-l Structural Composition of éanaﬁian EXDOItS ooorecvricivsressesressesissssessssensianes 33
i11=2 The Demand-induced Natu/r;ﬁe of Export éooms .......................................... 39
-3 Export Boom and Induced Capital iInflow ......... 51

|l1l=4 Resource Boom, Balanée of PaymEen~ts and the Value of the ™
DOMESIIC CUMTBNCY  trrieriviireierenriiereessisirersssierssssrrsnrssresmarssssassssssusnsseessrsmaesesasssbesnnses 56

IV. STRUCTURAL ANALYSIS OF THE CANADIAN ECONOMY, 1962-83 ....covieuee. 60
V=1 Structgral Behaviour of Ci;gas Domestic Product ... - ................. 60
lV—_?: Structural Behaviour of Aggregate Employment, 1966-83 .....cccoccvimnnen. .63
iv-é Structural Behaviour of Wages, 1962—83 eerierserreeseieerarasesraraseessnsrrtranes RO 68
Iv-4 Asymmetric Sectoral Growth-Empiricavl Evidence ...... ........... eeriveresreninees 70
V-5 Asymmetric Sectoral Growth-CaLJses and CoNsSeguences ... 78
V-6 Asymmetric Sectoral Growth and Cyclical Structural Change ............. 82

o

vi



V.
THEORETICAL FRAMEWORK .....coerererererencennseiiensesesssssesssssersssossssassssasasssssssasssssassssssans 87
V-1 A Taxonomy of Structural Changé in- a Resource-Based .Ecornofny ..... 88
V-2 Theoretical Models of Structural Change .......ceccecorrmeimonisiissesssmenens 106
VI, AN EMPIRICAL ANALYSIS OF STRUCTURAL CHANGE  ............ .............. 120
Vi-1 An Econometric Model of Structural Change:” The Tradeable Sector: -, ..
MO ceeervirerccirreceseentetrerneseissnanessasssssscrsssssassssnsssessnssrbsresssnsssseresssissssreenssssanssassensns 122
Vi-2 An Econometric QM‘odeI of Structural Change: The Resource Sector
1V 1T T U PO OISR UL SUUPURT I P2~
Vi=3 An Econometric Model of Structural Change: The Industrial Sector )
Model ... s ererereerstatea st e ee st atesaesre e esaneanereransesanbssanon 133
Vi-4 An ’Econometric Mode! of . Structural -Change: The Manufacturing -
SECLOT MOGER] i irrreie Brrreeerninecertaestiraneeresetsenesssersssossarssssoressessenssssssenasans rverreans 136
Vi-5 Resulits of Additional Tests of the Econometric Models ... _ ....... 132
VIieB SUMMArY Of REBSUMS .iiciccriiiriniieseieseesesesnsnsssssssessssssnsessssssssaensessssssesenss I 147
VIl. CONCLUSIONS AND POLICY IMPLICATIONS ..ocovviviireirerensesseesessssssassssssesaons 150
21T o TET oY 1T o s 1N P OO O PO PP 156

STRUCTURAL CHANGE IN A RESOURCE-BASED ECONOMY-A

vii



"LIST OF TABLES

Table o . : Page
“I1=1 industry as percentage of GDP in developed countries , ....... ............. 13
i1i=1 Structural and time series behaviour of "Canadian exports, 1973-83. ...... v 35
11-2 Trade ratios for major categorieé of eiports 1973-83 .......... reaseeerenes vesduns 37

1H1=3 Correlation cpe’ff:cnents between price and volume indexes ofﬂvari'ous
categories Of exXports,” 1968=83 ..o e 42

111-4 Regression results of equation (3.1) estimated over the period 1973+83 .. 46

I1l-5 Regression results of equations (3.2), (3 3) and . (3 4), estimated over the

PEFIBA 1973283 .ocvvrererersemsesssasssisessbesssssisssssssnssssesssesssssssssssssssesessessssmnsssssesssssossons 48
{1I-6 Resuits of correlation analysis between percentage shares of export of
natural resources and OECD growth rates, 1973=83 .....ccccvveriinicens R 51
I1i-7 Regression results of equations (3.5), (3.6) and (3. 7) estimated over the
per:od 1873=83 rrciirrirrereerenreenarennns eteremmevensennartrssaseienasenearie evrennrernanrsaeeanrrrseransans b4
I11-8 Regression results of equations (3.8) and (3.10), estnrnated over the _
periods 1962-83 and 1973 B3 s s e, 58
IV=1 Major sectors as percentage of gross doméé’i;ic product, 1962-83 .............. . 61
V=2 Major sectors as percentaée of total employment, 1966-83 .......covcccemrreenens 64
IV-3 Average quarterly growth rates of real. wages in major sectors,
196283 ... eeeeseaa bbb sae e 69
I[1i-4 Real wages in. major sectors as perceﬁtage of industrial composite .
wage, TOB2=83 irieieeerritereetirreeeeresertre e ara e e e s e bbb s e s e bbb e te s et arererearasesanertaareeees 71
IV-5 Growth rates of gross domestic product by sector, 1962-83 ......ceeemns s 73

V-6 Reéression results of equations (41) (42) (4.3) and (4.4), estimated -
over the period 1962-83 ........ccccimmvmiininiiininnieninnns e ieerrrer ettt e sban e 86

Vel Regressaon results of equation (5.1), estimated, over the period, 1862-83 . 93

V-2a Redression results of equations (5.2), (5.3), (6.4) and (5.5), estimated

over the Pperiod, 1962=83 ..., 101
V-2b Regression results of equations (5.2), (5.3), (5.4) an? (5.5), estimated

With the VEriables FEVErSEA e mmiorsiesesosisserssessbasissississssssssseessessossssnees 103
V-3 Asymmetric behaviour of real wages in major sectors during the _

DUSINESS CTYCIBS .cooiivirercrererireeericnanerenenanans Serernresnereroelenetraconsntererarosssssnaresrsnrissirnes 105

viii



ha ¥

i ° 7

-

- : . . <
VI{T’ RQgression rers'ultsd of éduation (6’.1),ve’stiﬁtated éver the period 1962-837a
V!-ﬁ Régre‘s;icp resuits of équ&tion (6.2), estimated 'over '.cﬁe% périod 1962-é3_‘
Vl-&f'ﬁegr_e'ssiori results of equation (B.S‘ﬂsﬁmated over the period 1962-83
Vi-4 ?egr.ession results of eqx.Jation,» (6.4), estiméted over the period. 3962-83 '

L)

Vi-A Regression resuits of equations (6.1), (6.2), (6.3) and (6.4),‘ estimateq’

over the period 1962=83 ......ciivriienDniinninecnisnefansssessaressosserssassneenns

Vi-3A - | , : _
Regression results of equation (6.3a), estimated over the period 1962-83’,

ViedA -

t

- . 17 "
Regression results of equation (6.4a), estimated over the period 1862-83 .

128

132

135

138

146



s

—— ¢

: S LIST OF FIGURES

Figure\' B, , 7 . _Page

ll=1 Major sectors as percentage of GDP in.industriahand dav}elopingd

,countries, 1962-8B1 il PR PP <
ti=1 Time series Behaviouf‘_ of exports of natural r.esomr'ceké, 1973—»8?} ...... 37
Hi-2 The procycncél béhaviojr phf major exports, 1973-83." ... - R 48
I11=3 Procyclical =~ behaviour f‘df. direct, foreign . investmént and Canadian

domestic exports, 1973-83 ... eeressesesae 54
IV-1 Major sectors as percentage of GDP in Canad_a. 196"2,-483' .................. eebvverans 64
IV-2.Maj'or éectors as percentage of total ;mploymént in Canada, 1966--83 .... 67
V=3 Cyclical‘asymm'etry in segt_éral growth patterhs in Canada, 1962.;-:;'83 77
IV—-4 Procyclical structdralhadju.strr‘\ent in the Canadian economy, 1962&83' ..... 84
V-2 Time series behaviour of OECD indﬁstrial p‘roductionv and resource

prices, 1962-83 ............. T Her s 91
V=3 Procyclical behaviour of the resource sector in Canada, 1962-53 vereeessbrarenns 95

V-8 Procyclical behaviour of wages in the Cana;jian resource sector,
1962—83 ---------------------------------------------- esncancnsrcacsacrssnns g seennss g 7



CHAPTER |

INTRODUCTION R .

Background: ' _

- ~

One of the most significant develiopments in the world growth pattern has
been the declining share of the goods-producihg sector in general, and of -thé
industrial sector in particular, in both national income and emplo‘yment of western
industrialized économies. What is more important, the manufacturing sector,
considered as. the most vital segment\/ of the economy, has declined in absolute
terms in some countries. This declining trend has come to be known ras
'dein’duétrialization'. Unlike ‘'deruralization’ which meant ,a shift ofv‘resources from
less dynamic to more dynamic sectors of the,economy during early years“ of
development, this recent trend represents a. shift of resources from the industrial

sector to the service-producing sectors -~ a phenomenon referred to as

'servicization'.

Sometimes, it is argued that servicization is simply a manifestation of
changing comparative advantage and thatvthere is nb inherent cause for concern!,
Ajit Singh in his 1977 paper dealing with the decline of the British manufactuf'ing
sector, on the other hand, strbngly disagrees with this view. He points out the
relative contriﬁution of the” manufacturing sectovrr to British exports and the
balance of payments. But more importantly, he emphasizes \t:; structural
characteristics of the _mahufacturing sector which foster technological progress

and productivity. growth?,

)

‘This line of argument has been strongly supborted by A.K. Cairncross 'in his
paper, presented at the SSRC conference on industrial economics in Oxford in
1975, ,

*This view is shared by many others. Fuchs (1968) for instance, found that the

e



A stagnating industrial sector therefore, is bound to have some serious flong
term growth consequences. But more importantly, since structural adjustment in a
resource—baéed economy is postulated to be of.a cyclical nature, it will tend to
exacerbate the problem of structural ur)embloymem. Moreover; economic
fluctuations are an integral part of ail market economies, and they are difficult
to predict, A cyclical adjustment process, superimposed upon a normal- business

cycle, will make it even more difficult.

/

A
Current viég/s:

There 'is a signvificant body of Alitérat'ur'e dealing with the issue of structural
change whichv can be. studied under four categories. Each category represents a
view emphésizing a different explanation of this process, and therefore, each
seems to Vhave a different policy implication. One c¢f the prevalent views about
tne process of structural change is that it is secular in nature. Just like during
the early vyears of development there  was a secuiar trend tow,ardsv
industrialization (deruralization), there is now a trend towards servicization
* (deindustrialization). It is argued that countries first industrialize and then develop
into post-industrial societies characterized by @& rap:diy growing demand for
services. The main implication of this secular view s tnat a structural adjustment
process of thié type is gradual and hence predictabié. Furthermore, since it 1s a
movement dictated by the postulates of efficiency, i1t amounts 1o society simpl/‘
reallocating its resources according 10 its changing preferences. And hente, there

is very littie to worry about, as long as it is consistent with the rising standars

S ———— -~

(cont’d) annual average rate of growth of productivity in industries was 2.2%
compared with only 1.1% in services. This difference, in his view, 1g toc large 14
be expilained by the usua! probiem of measurement of outpul tn the ser/sice
industries. Rather, he attributes it to the faster technological progress and greater
economies c¢f scaie in industries. See aiso Kaildor {1966 and 1875).



of living.

- : ,
Another view is found in° what is known as the Bacon-Eltis thesis. It

suggests that the rapid expansion of the public sector has retarded growth of
the manufacturing sector. This is because an expanding public sector attracts
additional labour and capital, creating a resource bottieneck for the manufacturing

sector. Thus, this view seems to emphasize supply constraints as the maint cause

of structural change,

Yet znother view is expressed in the so;calied Cambridge thesis which
ciaims that expansion of the service“sector conseguent upon the expansion. of
the public sector is not a cause, but an effect of deindustrialization. The real
causé, accprding to this view, lies in the groWing inability of the export séctgr
to pay for rising imports. This inability stems from a slow growth of demand
for manufactured goods both in domestic as well as international\ markets. A
variant of this thesis }is the product c'ycle hypothesis which suggests that the
decline of the manufacturing sector is a result of shifting of comparative

advantage from mature developed economies to newly industrialized economies.

Finally, the Duich-disease thesis, which emerged from the pioneering work

of Gregory in 1876, atrempts to show that a resource boom would generally lead
to squeezing of the manufacturing sector due ;co resource movement and spending
effects. The Dutch-disease. hypothesis doesv not contradict the secular trend view.
't simply suggests that. while there may be a secular trend ;owards
demndustriatization, the process s often accentuated due to the Dutch-disease
gffect resulti;xg from mé ecom}rhy's efforts to ad}ust' to an’exogenous shock.

~Mowever, unlike the secuiar trend view, this view may have room for active

pDoliCy,



The present study:

T

\,

Broadly speaking, the present study -faHs in the fourth category of studies,

S ,

because 'it treats an exogenous export boom in the resource sector as the
catalyst. Canada is a resource-based economy. Domestically, the resource sector
accounts for a large share of gross domestic product and national employment'.
And externally, the bulk of its exports f:onsist of natural resources. The eprrt
sector in turn{ has ’feed‘back effects on national income and employment. .The
broad thrust of the topic therefore, is to examine how Canada'snaturél résources.

which contribute so much to the national wealth and weifare, can have perverse

structural effects. e

. Lo ; ; i
" The .principal arguments in this study -can be summarized as follows:

1. An export boom is demand—induced in. the sense that whenever there is an
upturn in major western economies, the demand for exports of Canadian
natural resources increases.
2. The impact of an export boom isr felt in the resource sector with five
possible consequences.
a. An increased profit potential créates an atmosphere favourable for
higher wage demands followed by similar wage demands in the rest of

the economy.

b. The expanding resource sector draws in additional labour and capital
from other sectors - a resource movement effect.
c.. An increased profit pote;ntiai:may attract additional foreign capital

which puts upward pressure on the value of the Canadian dollar.
d. Rising exports means an improvement in the trade baiance, which

ceter/s‘ paribus would lead to further appreciation of the Canadian



doliar.
2

e. Since resourcesA constitute brasic raw materials for the industrial sector,
and since a demand-induced-export boom means higher prices"-c;?‘fh’ése
raw materials, there is a further increase in the cost of production in

- the industrial sector.

3. ' As a consequence, the industrial sector is squeezed between the rising cost

of labour and raw materials on the one hand, and appreciation of the

domestic currency, on the other.

the structurai effects of a

hges in the economy. It is

proposed that acceleration in wage rates in resource sector following a

resource boom is followed by a similar accejeration in the rest of the economy.
However, there is an intersectoral asymmry in the behaviour of wages. Since
the industrial sector is generally more unionized than the non-tradeable sector,
the acceleration of wages in the industrial sector far exceeds that in the
non-tradeable sector. This creates a factor cost disadvantage for the industrial
sector v/is & vis the non-tradeable ;ector. Such a relative wage disadvantage,
ceteris paribus, leads to asymmetric sgcto’rai growth, ;irowever, the industrial

sector may still outperform the non-tradeable sector during the expansionary

phase of the business cycle.

However, the scenario during the contractionary phase is quite different. The
industrial sector, ‘because ;f its high degree of wunionization, is likely to
experience a smaller deﬁeleration in wage increases than the non-tradeable sectdr.
This creates a significant factor cost disadvantage for the industrial sector. This,.
coupled with other contractionary forces associated with the cycle, exerts a far

stronger squeeze on the industrial sector than on the non-tradeable sector.Thus,



there is likely to be a significant asymmetry’ in the growth pattern of the

industrial sector vis & vis the non-tradeable sector.

v
7

Since the main argument in this study is that an exogenous resource boom
has perverse structural effects, it seems to imply that the Canadian economy .

would be better off without these resources. This is clearly not the case. It is

/7 -
t

not the “resogrces which are harmful per se, but having an economy so heavily
dominated by them. ‘The United States has a resource endowment similar to
Caﬁéda, but it may not suffer from the same adverse consequences because It is
a more balanced economy than Ca‘nada. Also, because -the Canadian ecohomy is

—

relatively more open, it is-more susceptible to foreign influences.

Another point worth emphasizing here is that the o'rigin.of structural change
is not always external in nature. An éccommo\dating monetary and fiscal policy
adopted at home can very rnuchybe a source of structural change. In the
post-war years, the majority of western industrialized countries followed a polic;/
of 'leaning against the wind” in 'the wake of Keynesian influence. One outcome
of this may have been a rapid expansion of the public sector with a shift of
resources away from other sectqrs of the economy. This appears to be the main

argument behind the Bacon-Eitis thesis.

The present study differs from mos? bf the previous work in this area in
several respects. Firstly, in this study, it is argued tFnat in a resource-based
economy, the structural adjustment process follows a cyclical pattern. While this
hypothesis does hot refute the current views on this issue, i; does have
different cost implications in terms of loss of output and employment. Unlike
the secular view, where the process is gradual over time and therefore

predictable, and unlike the Dutch-disease hypothesis."‘where the process is more



violent, but of once-and-for-all nature, the cyclical adjustment‘ process is of
recurring nature. It is argued that even when the proce‘ss is secular, it is not
without some serious consequences. There. is considerable evidence in the

2

literature to -suggest that the industrial sector fosters growth by generating

dynamic forces in the e’c,Oan;."

Secondly, the emphasis here is on a demand-induced boom in the resource
secto.r as opposed to a supplyF-induced boom aiscussed in most studies, except
Stoeckle (1979) who has‘conrsideredlr both types of export booms. Finally and
more importantly, a formél ‘model of _structural adjustmént has been derrived. This
model has been teéted using several specifications of stru‘ctural chahge. This is

something which has been missing in all previous studies.

Period under study:

The empirical portion of the study covers a period of 22 years, from 1962
to 1983, There is no particular reason for picking 1962 as the starting period
except for the fact that f'inding neéessary data on several key variablés for
earlier periods is extremely difficult if not impossible. It should be ‘mentioned
here that the period under study covers Canada's experience with both fixed and
flexible exchange rate Asystems. ‘Canada went to a flexiblé‘system in May of
1870. Prior to this, Canada had a fixed exchange rate regime. Since all data

series are quarterly, there are _88 observations on each series.

Methodology:

The methodology adopted in this study is both that of partial and .genera!

equilibrium. The entire analysis leading up to the theoretical models of structural



change. has .been undertaken in a partial equilibriumrframework; The theoretical
models of structural change in Chapte_r V however, have breen'dervre!c;r;)ed- \;"&h'""'a
general - equilibrium framework. It is essentially’ a two-sectér modelr wiiﬁ two
product markets, one each for the tradeable and the non-tradeable seétors. There
are three prices, one eachr for the tradeable a‘nd,the non-tradeable sector, with
the third being the fore‘ign price of tradeables. It is ﬁssumed that in the long
run, purchasing power parity holds. But in the short run, the tWo tradeable pricesv
may diverge. A distinguishing feature of the model is that it is a synthesis -of »

both views emphasizing demand and supply aspects of the problem, as m‘ain

elements of both are formally incorporated in the model.

<

The study is divided into two parts, Part one is mainly d\éscriptivei
~providing a background for part two. Part ‘two consists of development of a
theoretical framework for ™ analyzing the structural adjustment process in a
resource-pased economy, as well as a formal derivation of the theorétical
models. This is followed by econometric teétiné of. several .models of structural

change. There are seven chapters in this study. A brief outline follows.

-

Chapter 1l presents some empirical evidence on structural \change in western
industrialized countries during the past 20 vyears. It provides a review of the
current literature dealing with the issue of structural adjustment. And finally,

‘economic implications of structural change are discussed in detail.

Chapter Il discusses the nature and composition of Canadian exports. in
particular, it emphasizes their exogenous character and evaluates their effects on

the value of the Canadian dollar via an improvement in the trade balance. This

-
®
-



‘chapter also examines the induced nature of capital inflow and evaluates its

impacts on the value of the Canadian doliar.

o

Chapte} IV analyzes in detail the structure of the Canadiaﬁ 7éconorrny in
terms of output, employment and wages. An attempt is made to- QUantify
changes in sectoral composition, both in terms of major sectors as well as m
terms of well defined groups of sectors. The asyrﬁmetric nature of the sectora‘ijrrw
growth patterns is analyzed and its consequences are examined. And finally, the

nuil hypothesis of no cyclical structural adjustment process is tested.

¥ »

Chapter V develops a theoretical framew‘ork to .analyze the structural
adjustment process in a resource~-based economy. In particular, it examines. the
taxonomy of structural change and highlightg}s the role of vthe resource sector in
transmitfing structural cl';ange in the Canadian economy. |t also contain.;, formal

derivations of theoretical models of structural changé.

Chap‘ter V| estimates the bésic; mode! developed in the previous chapter.vThe
model @s tested using four different definitions of structural change. The Almon
njetho'd of distributed lags |is applied in order to establish the time profile of
each explanatory variable_. A dummy variabie has been used wherever - felt
appropriateqin order to capture the asymmetric in%pact of a given- variable during
the two phases of the business cycle. Finally, main results of the empiricaj

investigation are summarized.

Chapter VIl presents a summary of main findings followed by a brief
discussion of policy implications. in particular, a case for a fiexible wage system

is examined.



CHAPTER II -
STRUCTURAL CHANGE: INTERNATIONAL EVIDENCE AND A SURVEY OF CURRENT

THEORIES o LT

This chapter first outlines the scheme of classification of sectors and their
‘groups used ‘in this study. This is followed by an examination of - some

interhatior;,a/l‘ evidence on structural change. This includes analysis and pres{entaﬁtlon

of time series data for the period 1962-82. Section Il-3 examines the issue of "
interdependence between structural change and economic growth., in ad_ditlon.'

several studies on observed statistical relationshi'ps -explaining the process of

structural change are reviewed. In Section I[i~4 current views on this issue .as

they are found in some well-known theoretical studies of structural adjustment

are reviewed in detail. And finally, economic implications of structural change' are

discussed in Section |i=5

l=1 Scheme of Classification of Sectors

As the subject matter of this thesis is s'tructurali change, the e‘xplanatio\n of
the changivng refative si;e of various sectors and groups of sectors over time is
a central concern. It is therefore, imperative to have a clearly spelied out
scheme of classification. This study follows the United Natiohs's International
Stangard Industrial Classification (ISIC), a practice followed by Statistics Canada
and also by the majority of- other authors. Keeping wit'h this tradition, a primary
sector is defined cto include agriculture; fishing and trapping, and hforestry. The
industrial sector<.includes mining and quarrying; manufacturing; construction . and

util#ties. Utilities include water, gas and electricity. The primary and industrial

sectors consfitute the tradeable or the goods-producing sector. And finally, the

10
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non=-tradeable sector or the service-producing sector is defined to include

finance, real estate and insurance; trade; transportation and communication’;

community business and personal services; and pUblic administration. and defence.
Thus, the tradeable and non-tradeablg sectors . together exhadst the economy,
However, in order to make certain points, a' new group has been .defined or a
modified classification héé been used in - some sections of fhis étudy. Forr
instance, a resource sector has been defined to inciude the grima'rxﬂ sector plus
the minin-g sector. And as a fesult. mining has been excliuded from .a new
definition of an industrial sector. There are some other modified groups of
sectors which have been. used in  this study. All these changes are made

expressly clear at the appropriate time.

l=2 Some International Evidence On Structural Change

. hal

One of the most striking features of world growth patter'ns in recent years
-has been a relative de:cline of thet 'godds-producing sector as a whole’,A in both
developed and de\)elbping' countries?, But the similarity ~ends there. While' in_\ the
de’vel\oped‘ cquntries. both the industrial and primary sectors (the two groups'
constituting the goods-producing sector) éxperiencéd a decline, in- the developing
countries, only the primary‘ sector experiencred a décline. The industri}ll sector, on
the other‘ hand, has shown a stead-y increase in its share. This' has been made
~ possible because of a ;ha:rp decline in the relative share of the primary, s,eéTb‘r

which still accounts for about one-third of-the total GDP in these countries. The

- -
S S G A . -

IFuchs (1964) inciudes this in the goods producing sector. But | have chosen to
fottow Dowie (1968) and Deakin and George (1965) and have inctuded it in the
service-producing sector. Deakin and George use the criterion that a sector
producing a service rather than a tangible, material commodity, should be ,
considered as a service sector. Worton (1969) also followed the same practice.

{
iSee Sheip (1981) and Kadar (1984) for an excellent review of the subject.
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decline of the prfmary sector in the deveioped countries, on the other hand, has

been only marginal as this sector has already become a very smalil proportion

of the total economy. .Another noteworthy point which emerges from this

analysis is the increase in the relative size of the service-producing sthtor Jn

both groups of countries. However, the increase has been more steady and

pronounced in the industrialized than in the de{/etoping countries. Time series

* behaviour of major sectors in both the developed and thé d“eQeloping countries. is

depicted inl Figures li=1a and 11-1b3,

— - ~
-

A comparison of growth patterns of the two groups of countries is_

interesting, and - merits empirical investigation on its own. However, the present

—

study concentrates - on the industrialized countries alone. Table ii-1 shows" the

share of industry- as a percentage of total GDP for -nineteen, industrialized

countries, A close examination of the table reveals the following main points.

Period: 1962-72

1.

The average decline of the industrial sector for the group as a whole

1

amounted to 1.96 percentage points, from 40.90 in 1962 to 39.03 in 1972.
Of the twelve countries egperiencing a decline, eight countries're’cordeq ]

deciine equal to or-larger than the average decline for the industrialized

countries as a whole, ) N

«

The share of industry actually rose in seven of the nineteen countries.

West 'Germany consistently recorded the highest share, 53.48 in 1962 and

49.18 in 1972. NeW'ZeaIand has the lowest share, while Japan shows the

most stable pattern throughout this period,

The United States, Australia and Germarly experienced a decline of about 4

r

3Source: International Financial Statistics, IMF, -
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~ Table H-1

Industry as percentage of GDP! in developed couf;tries. 1962-82.

A

-

Actual share . Changé in share

Countries

1962 1972 1973 1982,1962-72 1973-82 1962-82
USA 37.82 3355 3345 3102  -4.27 -243  -6.80
Canada 3856 3576 3669 .33.02. -280 -367  -5.54
Australia | 4076 3658 3572 3484  -4.18- -088  -5.92
Japan 14547 4558  46.03 4327  +0.11  -276  -2.20
New Zealand =~ 3194 - 31.07 3041 3207 -0.87 ~+1.66  +0.13
Austria  ~  47.03 4594 4579  40.19 . -1.09  -560  -6.84
Belgium 42.65 4155 4171 ° 3643 -1.103  -528  -6.22
Denmark 36.77 4912 4881 3895 41235  -986  +2.18
Fintand 37.61 3919 39,98 3684 +158  -3.14 -0.77
France 4190  40.95  40.41 3646  -0.95  -3.95  -5.44
Germany 53.48  49.18  48.81  43.36  -4.30  -545 -10.12
 Ireland 35.66  35.68 3577 3554 4002  -0.23  -0.12
ltaly 42.09 4220 4322 4276 . +0.11  -0.46  +0.67
Luxembourg 53.75  46.09 4648  30.14 . -7.66 -16.34 -23.61
Netherlands 4191 3859 38.09 3428  -332  -381  -7.63
Norway 33.45 3493 3425 4113  +148  +6.88  +7.68
Spain ' 3829 3970 4020 3814 4147  -206  -0.15
Sweden 4493 3941  39.99 3441  -552  -558 -10.52
Uk . 46.32 4232 4203  39.19  -4.00  -2.84  =7.13

ind. countries 40.96 39.03 39.40 36.82 -1.93 -258  -4.14

IGDP at factor cost.

N.B. Actual periods covered by each country are as follows: Australia
(1962-80), Japan (1962-81), New Zealand (1971-82), Austria (1964-82), Belgium
(1962-81), France (1962-81), Germany ( 1962-81), freland (1970-79), Italy
(1962-81), Luxembourg (1970-81), Netherlands (1962-79), Spain (1964-77),
Sweden (1963-82)," Industrial countries (1962-8T1) ) '

Source: International Financial Statistics, IMF, Supplement on output, no. 8

)

Kl
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pértentage points, while- Canada had a smailler decline of about 280

percentage points. -

Per/’oé’: 7973-82

1. The average decline for the group of nineteen countries é([nounted to 2.58
percentaée points, frém 39.40 in 1973 to 36.82 "in 1981. This is 'a much
larger gt;,cline than recordeid in the first period.

2. Of the seventeen countries experiencing a decline in this period, twelve had

a decline equal to or larger than the average decline'for the industrialized

-

o

.

) cou;'ztries as a whgle.
3. Only two countries,-New Zealand. and Norway, a;'c}/tially experiencﬁed é rise in
the share of industry as opposed to ;even éo_untries in the first "peri.od.
4. West Germany managed to show a consiste;wt’ly higher share than any other
country once again. Japan was a close second in this‘ respect.
5. Canada had a decline of 3.67 percer;tége points from 36.69 in 1973 to a
low of 33.02 “in 1982. This is “a much larger decline than the one

.

experienced in the first period.’

On the basis of this analy_sisr one can draw two broad conclusions. First,
that the industrialized countries have indeed experienced a significant decline in
the share of industry overAthe’ entire period, 1962-81. And second, that tpe
decline has actually acceleratéd in 'tHe second period. It iszalso important to
mention that in the case of each indi;/idual _country  as well és for thé
industrialized countries as é whole, the share of in'dustry showed a significant-
decline .following the two OPEC oil shocks. This is in conformity with the.

expectations of the Dutch-disease hypothesis.

™
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-3 lnterdegendenc of Strugtura Change and Economic Growth

Str;Jctural change and economic developrﬁent are sometimes used
interchangeably, both dealing with the issue of patterns of growth*
NotWithstanding the problem of simultaneity, this interdependence ié one of the
widely studied topics in economicss. Both Chenery (1961) and Fels, Schatz and

‘ P :
Wolter (197‘f) have found some interesting “statistical r‘e'latio.nships between

structural change and level of income. The latter study, however, is ‘fore diréctly

related to this "study as it deals with structural change in developed countrnveﬁ.-.

Fels, Schatz and Wolter, while working at the Kiel Institute of Worlid Econo%s,
estimated functions relating sectoral shares in GDP to a set of variable%; They
. D

estimated this functior] both using international cross section data for - high
\
income countries as welf as time series data for Germany. Among the
explanatory variables, they used per capita income, size of population, the relative
— ] . . B ‘ . ’ .
degree of industrialization, the shares ¢f imports and exports in total GNP and

share of consumption in GNP. They found that per capita income was the single

most important determinant of structural change.

'

Kasper (1978) expiains why per capita income L&sd, important 1n explaining
structural change. First, as income rises, éapital-intensive activities are f‘.avoulr'ed
because of faster accumulation of capital. This process “is  further reinforch
because capiyal-'-intensive activities iend‘themse!ves‘ to large économies of scale.

Second, rising ircome is also consistent with accumulation of human capitaf..

‘The -distinction between economic development and growth is - sometimes
explained by the analogy that a caterpillar can grow and grow but it is yet to
develop into a butterfly. However, concealed in this analogy is the probiem of
simulitaneity. All growth has some structural effects and agll structura! changes
have scome growth effects.

sClark (1957), Hoffmén (1958), Kuznets (1966), Chenery . (1961), Chenery and Syrquin
(1975), Fels, Schatz and Woiter {1971), are some of the well known studies.
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Third, rising income influences the elasticity. of demand. As hg puts it,

"Income elagncmes are frequently a function of the indome level, they
may at first rise "and fall again at high incomes. This is, e.g. the case
with many industrial products whose consumption approaches saturation
ievels, which may partly explain the reversal in manufacturing shares”
(1978 pp. 97). .

Fourth asymmetric sector. productivity increases and demand trends lead to

changes in relative prices which ultimately 'influence. demand.

«

. . . . + . . . . . /'
The simultaneous occurence of deindustrialization (decline in the relative size;
/

/

oé‘ the industrial sector) and servicization (increase in relative 'size of tf/‘ré

service-producing sector) in recent years has narrowed the focus of attention/to,

tradeable vs. non-tradeable sectorst. There are three main reasons comrr}/bnEy

”

/
given for the relative-_growth —of the service producing sector. First, /it is

sometimes claimed that as income rises, the income e'lasticity’of demz/#nd for
,/ ’

services rises. Referring to this, Worton writes, /
o ¥

"The essence of this hypothesis is that‘as income per capita rises/vand

a certain standard of goods consumption is achieved, further mcrements

in income tend to be channeled in greater proportion towards, spgndmg

on additional services rather than on additional goods" (1969, pp /257)

However, the elasticity issue in the service~-producing sector js marred by
several .problems, the® accurate measurement of oJutput being the/ most serious
one. Besides, demand is affected by many other factors such /as changes in

relative prices and changes in tastes, technology, distribution /of income and

>

degree of -urbanization. Therefore it is more . appropriate to /see if in fact,

services as a whole face a more income elastic demand schedn,/le than goods.
’ /
/

g

‘Despite some imperfections, it is assumed here that the goods-producing sector
is tradeable while the service-producing sector is non- tradeable This is not to
deny that a significant portion of the output of the serwce/—producmg sector is

St

actually tradeable. !

I . i
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A rapid rise in real output is generally takpn to imply a. stronger elasticjty
of respohse to the combinéd effect of all factors, Fuchs (;965). workingv with -
us data fo,r("tr?er ApeArilc.)d 1929-63, found that the differential growth rate was
oi'nI,YA m‘argjnaily‘ .in‘ favour of services. Thus, he concluded that the income
elasticity of demand for services was only slig'htly' higher than for léoods. He
also regvressed cha.nges"in expenditure per capita on changes in income per capita
for the pe}iod 1939-58 using cross section‘ data for 48 states and found that the
income elasticity . of demand for sefvices was4T.15 compared with, 1.00 for
‘géods. Worton é1969), working with .Canadian data for the period 1946—66. glso

reached a similar conclusion’,

Second, the differential growth rate is sometimes explained in terms of
asymmetric sector growth in productivity, Fuchs (1965) found that output per man
grew\faster in goods than in service producing sectors. Thus, the prrodu'c«tAivity
differential does not appear to provide a valid explanation of relative growth of
the service-produci;'mg sector. However, he also notes that during the same period,
both the capital/labour ratio and the average quality of ’Iablour rose faster in the
goods-producing sector. Thus, it is very difficult to draw any conclusion in this
respect. Third, he observed - that the deg'ree of ‘union‘;zation in the goods

producing sector rose faster than in the service~producihg sectdr. Also, a large

part of the service-producing sector was exempt from minimum Wwage legislation.

These two factors were responsible for a change in relative input prices in
favour of the service-producing sector., The third point is of paramount

importance in the present study.

In my own estimate of the differential growth rate using quarterly data on GDF
in constant dollars for the period 1962-83, | found an annual average growth
differential of .82 percentage points in favour of service-producing sector.

18



‘1l-4 A Survey of Mm Theoretical Developments

A great deal of theoretical development in the area of structural adjustment
processes has taken place in the past twenty five years. The following is a

brief survey of these developments, grouped under four headings.

Ld

The secular trend view: . .

-

The entire disc;Jssion .innthe preceding section is in the spirit of the secular
trend view of )structural‘ change. As income rises above subsistence Ivevells, the
- proportion of income spent on goods with high primary commodi‘ty content falls.
This ’proc‘ess is reinforced by rise in the tert‘iary anc:l the .government sectors on
the one hand‘. and by technological innovations in the secondary sector, on the

other. At this stage of development, both the secondary and the tertiary, sectors

v

grow at the cost of the primary sector. As a higher level of economic ®
development is reached, the tertiary sector grows at the cost of the seéondary
sector, as the size of the primary sector is stabilized. To guote Kadar,

"The predominance and continued expansion of the sector of Sservices
cannot be abstracted from changes in proportions of the two other
seetors, i.e,, agriculture and industry. In the gquarter-century following
World War Ii, the .spread of the industrial and service sectors was
attained, at least in part, at the cost of human and material resources
pumped away from agriculture; as a result, the share of the Ilatter
declined rapidly. In the last decade, however, this decline has
considerably siowed down; the share of agricuiture in GDP never did.
fall below 3 per cent, and seems to get stabilised somewhere between

. 3 and 4 per cent.. As a result of agricuiture's declining role in

- feeding the growth of the other two sectors, further expansion of the
service sector relies now upon the growth energies pumped away from
industry rather. than from agriculture” (1984, pp. 31).

e,

3
In the neoclassical world, growth comes from an “increased volume of
resource inputs and from growth of knowledge. In this framework, the ability of

the market economies to efficiently allocate these resources is mostly taken for

. 19



grgnted. As Cripps and Tarling put it, .

"The mainstream of economic theory has tended to assume that
capitalist economies are, to a sufficient degree of approximation
efficient in their use of resources at each point of time and that this
efficiency is the result of market competition. This implies that growth
depends on the provision of more resource inputs and on .advances in
knowledge™ (1973, pp. 1) |

tn this world of balanced growth, there is no room for structural change.

However, the neoclassical model is not so rigid as to deny any change in tastes

and preferences of the society. But even this does not pose any  problem,
because in this case a society will be simply reallocating its resources according

to the changed preferences and there is no efficiency implication.

This view has an important policy implication. Since structural change Is a

process from one equilibrium to another, and since the process is in conformity .

v

‘with the postuiates of efficiency, there -is little room for active policy. The
process of deindustrialization as defined in this study is, therefore, simply a

manifestation of society's changing preferences for more services. Although this

secular view of structural change has no direct bearing upon the present study, it
is ‘important_to note that there are those in the profession who take issue with
this view. See Cornwall (1980), Thirlwall (1982), Kaldor (1966, 1975), Singh (1977).

Cripps and Tarling (1973). To quote Singh

" there is a great deal more solidly based relevant evidence
concerning the dynamic, role of the manufacturing sector in egconomic
growth. For instance, Cripps and Tarling (1973), in their analysis of
growth process in advanced industrial countries during 1950-70, have
confirmed Kaldor's hypothesis that there is a close relationship between
the rate of growth of a country's GDP and the growth of its
manufacturing sector. This relationship is much closer than would be
expected (since . manufacturing is quite a large component of GDP) on
purely statistical grounds; it is also cioser than that- observed between
the growth of CGDP and of other sectors of the economy. Therefore,
from the point of view of the future growth potential of the economy,
a shrinkage in its manufacturing sector is clearly a cause for
legitimate concern” (1977, pp. 123).

Similarly, Thirlwall says,

f
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"Manufacturing growth has often been described as 'engine of growth’,
and with good reason. There is a strong association across countries
between the importance of manufacturing in the total economy and the
level of per capita income, .and between the growth of manufacturing
output and the growth of gross domestic product” (1982, pp. 27).

The present study is important because it is expected to add to our

Pl

understanding of the nature and causes of the process of structural change.

The Bacon-E/tis (1978) view:

-

This view . of structural change suggests ¢hat a rapid expansion of
government expenditure on non-marketable outpu’t and particularly on public
services has _retarded\t; the growth of the manufacturing sector. This is because an-

expanding public sector means a shift of both capital and labour away from the

industrial sector creating a resource bottleneck for these sectors. The public has

not been willing to pay for increased non-marketable output by I';igher taxation
and a reducticn in the consumption of marketable output (downward rigidity of
pr‘ivate consumption). Therefore, the increased government spending ?. matched by
a reduction in" savings, investment, and net ‘exports. The net’/ result is an
acceleration of wage ciaims by trade unions which are either passed thréugh to
prices, or there is a fall in the profit margins. Although the n;rain focus of the
Bacon-Eitis study was the decline of British manufacturing, they have analyzed

both U.S. ‘and Canadian data and arrived at the same conclusion.

This view of structural change has been criticised both on theo?etical “and
empirical grounds' in a recent paper Adachi (1984) developed a rigorous model
and tested the Bacon-Eltis thesis. His‘findinés are different under different
assumptions. One of his main findings is that the cumulative »expansion of the

non-market sector has taken place as a result of full empioyment policy

1See Thigg\y\gll (1982). Adachi (1984) has an excellent review.
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impiemented by the government. But this has happened onI\( in a situatjon wpare',
entrepreneurs’ desires for investmient have Abe,en too iow or unions' demands for
wages have been too high. Thus, accordirlgw to him, the real caus.e of
deindustrialization lies in the Ilow propensity to invest and ‘high demand for

wages rather than in non-market sector growth.

Furthermore, implicit in the Bacon-Eltis thesis ;hés been the assumption that .
the allocation of resources by the government is ine’fficient,i or at Ie‘as'tv not‘ as
efficient as allocation by the market. Since the validity of their thesis .is so
heavily dependent on the validity of this assumption, it should ha;/e been made
explicit. To sum- up, it may be said thatﬁ'if rapid expansion of the.pubHc sector.
has indeed led to a shift’ of resources away from the manufacturing sector, and

if it is true that government is less efficient an allocator of resources than the

market, then such structural change appears to be unattractive.
The Cambridge view:

A number of studies suggest that the expaps_ion of the service sector ié.
not a cause as advocat‘ed by the Bacon-Eltis thesis, but an effect of
deindustrialization. See Singh (1977), Cornwall{(1977), Thirlwall (1978) and Cairncross
(1979). Accoréﬂing- to this thesis, the real cause lies in the growing inability of
the export se—ctor to pay f;ar imports. Such an inability stems from a -slpw
growth of demand for manufactured goods both in the domestic as well as in

the international markets® Deindustrialization, therefore, becomes a demand problem

°Singh (1977) for instance, emphasizes the higher income elasticity of demand. for
imports and low income elasticity of world demand for British exports as the

main cause of deindustrialization. This divergence, according to him, is due to

deficiency on the supply side. It indicates that the manufacturing sector responds
ineffectively to changes in domestic and foreign demands. Thirlwall (1978) found
that of 113 manufacturing industries studied, in 30 cases UK income elasticity of
demand for imports was greater than two. Only in a few cases, was the -income
elasticity of exports greater than that for the imports, And when it occured, the
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in which the service sector behaves like an employer of the last resort.

The line of argument put forward by Thirlwall can be illustrated by a

simple example. Suppose a country's income elasticity of demand for its imports

is greater than the world income . elasticity of demand for‘its_ 'exbort's, and that

- -

trade is  limited to the visible trade account in manufactured goods. Suppose
further that the rate of growth of productivity in manufacturing is exactly equal
to the rate of growth of output in manufacturing and the rate of growth of
worid output. In this situation, the current level of employment is not
sustainable, assuming there is no currency depreciation. This will be the case
despite the fact that growth of productivity is enough to allow the -current
growth of "output. This is because the rate of growth of imports will far exceed
the rate of growth of exports, creating a deficit on the current account.
Therefore, the rate of growth of output must be reduced to match the rate. of
growth of exports. This would mean a reduction in the level of employment in
the manufacturing sector. Thirlwall says,’

"In the long run, no country can grow faster than at that rate

consistent with balance of payments equilibirum on current account, and

if the real terms of trade do not change much this rate is determined

by the rate of growth of export volume divided by the income

elasticity of demand for imports. Attempts to grow faster than this

rate mean that exports cannot pay for .imports, and the economy

comes up against a balance of payments constraint on demand, which

affects the industrial sector's ability to grow as fast as labour
productivity™ (1982, pp. 33).

-

The Cambridge view is often criticised o'n the ground that it ignores what
seems to be “an opvious and simple solution to the probiem, namely depreciation
of the currency. However, Posners and Steer (1979) argue that the benefits of
depreciation would be short-lived. They maintain” that wage and price Iévels

would adjust so quickly to depreciating currency that any profit incentive to the

Y(cont’d) income elasticity of demand for imports was low in absolute terms.
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exporters /,wou'ld vanish even before any significant response in quantity éxportéd

-

is felt. TheyW®further argue that the non-price aspects of foreign competition such
as delivery dates, qualityﬁ of products, desién. perfdrrr:ance and long-run servicing

etc, would act against any lasting benefits from depréciation.

‘A variant of 'the Cambridge tihesis is found in the viewlthat"th'e decline 6f
the manufacturing sector is a result of shiffing of comparative adv.an_tage from
Amature developed countries to the newly industrialized economies; This line of
argument is central to the so-called product cycie hypothesi‘s. With the passage
of time, technology becomes an internationally mbbi|e factor. This, combined with
the benef‘it of lower labour cost, gives the newly industrialized countries a clear
competi;ive edge. It is therefore.r believéd that recent trade Iiberalization and the

resultant increase in international competition would mean a continuation of the

present declining trend in the manufacturing sector in the develo'bed countries,
The Dutch-disease view:

A great deal of interest has been shown in the analysis.of the phenomenon
involving structural change which takes place as a result .of a sudden boom in

one of the resource sectors of a small open economy. In the literature, this is

AN '
widely referred to as the 'Dutch-disease’, after Holiand's experience following a

massive natural gas discovery in the 60's. Since then, Norway and the @K’fhave
gone through a similar experience following North Sea oil ‘discoveries. The
Australian -mineral development in the late 60's and- early 70's is regarded by

some economists to have created a comparable situation.

1

The Dutch-disease hypothesis and its impact on the process of structural

adjustment is usually explained in a model consisting of three sectors. The three

sectors are the booming sector, the lagging sector and ‘the non-tradeable sector,
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The first two are generally identified as the resource sector and the
méndf‘acturing sector respectively and they  together comprise the tradeable $e¢t6}.
“The process of deindustrialization in the Dutch-disease framework involves two

major effects. First, there "is a resource Tovement effect following -the boém‘ in
one of the resource sectors. The boom causes (,a ris;e' in th‘e marginal» product of
the mqgbile factor,vlabour. ,'Th‘is, at a constant wage, leads to a movement of
Ia,_bour away from both the lagging and the non-tradeable sector and into the
"Booming seqfor. The movement of labour from the lagging sector is commohly

known as direct deindustrialization. It does not involye the non-tradeable market

~and hence there is no change in real exchange rate.

There is a second roundx of deindustrialization which is caused by the
movement of labour away from the non-tradeable ‘sector.' The supph; curve in
the' non-tra‘deable sector shifts inward creating an excess ,demand for
non-tradeable outpyt. This leads to real apprecilation (rise in’ non-tradeable price
as a .ra;tio to tradeable price). As a result, there is additional movement of

1

iabour away from the lagging sector and into the non-tradeable sector.

The second major mechanism through which struéturalLadjustment‘ takes‘ place
is known as’ the spending m. The booming sector causes income /to rise.
This additional incomé creates an -excess demand for nonétradeable output. This
can happen either directly because of additional spending by factor owners or
because of additional spending by the government following 'én increase in tax
revenue, As a result, there is further real appreciatidn which draws resourcves out
%t both the booming aq‘d the lagging sectors and into %hg non-tradeable sec—to,r:—
The structural changé féllowing the two rounds of real appreciation (one from

the resource movement effect and the other from the spending effect) is

generally known as indirect deimdustrialization. It is obvious from the above that
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the lagging sector is unambiguously squeezed, However, tﬁe effect on the

-

non-tradeable sector is not so clear, as it depends on the relative magnitude of .

the spending effect and the resource movement ’.e%fect. If the spendingﬁ effect

. dominates the resource movement effect, then the - net "eff,ect “om the-

’ —_—

non-tradeable sector will be expansionary, and contractionary if the latter

dominates the former.

-

“A whole spectru‘m of studies emerged followin;; the pioneeringbwc;rk of
Gregory in 1976, Gregory has shOwn‘tt,‘\at( the ’ragid g-rowth <;f the mineral
industry in A(ustralia has put an sgueeze on ‘the ~tradiiional export sector as well
as on fhe importl-‘competir;g manufacturing sector. In fact, he has established that
the—effect on the exporting sector is equivalent to a doubling of tariffs, and on
tHe import-competing manufacturiné sector, to bringing the tariff rate down to
zero and offering import sub\sidies. His entire analysis works through the

mechanism of exchange rate appreciation. The rapid growth of the mineral sector

\

causes the relative price of tradeables to non-tradeables to fall. In the

o

traditional export sector, the price received declines leading to a reduction in the
guantity exported and therefore, a deciine of this sector. in the import-competing

manufacturing sector, the price of imports falls which means a rise in quantity

and a conseguent contraction of this sector.

{

imported,

Corden, in his 1981 paper, examined the impact of the North Sea oil

discoveries on the UK manufacturing sector. He came to the - conclusion that the

The first group consists of models which have considered only the sgending

effect. These include Gregory (1978), Forsyth and Kay (1980), Buiter and Purvis
(1982), Bruno and Sachs (1982), Corden (1981), Van Wijnbergen (1884), Eastwood
and Venables (1982), and Enders and Herberg (1983). The second group of studies

has considered both the spending and the resource movement effects. They
include Snape (1977), Stoeckel (1979), Long (1983), Corden and Neary (1982), and
Neary and Purvis (1982). '

-
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massive flow of revenues together with the tight monetary policies purs'uedfby
the authorities during ‘the late 70's and early 80's ‘Ied, to a- Hecling of the

manufacturing sector. The restrictive monetary policy meant additional appreciation

of the pound sterling\’due to high rates of 'ih’terest and the subsequent increaée
.in capital ianoWs. He examined the impact of the oil discoveries qn&er‘fhe
assumption that the oil"projeéts were 'fiﬁanced by capital inflows. However, he‘
could not sepaf;te,the "impact of the oil discoveries from that of resfrictive-‘

monetary poliéy because the latter becomes endogenous in a truely dynamic

7

—

setting!i,

Stoeckel (1979) also considered both the spending &and the resource

@

movement effects in a general equilibrium setting. But more importantly, he
considered both demand and supply-induced booms. He shows that in a ;general

-equilibrium setting, a supply—-induced export -boom' will .have some expansionary
effect on the import=competing manufacturing sector., However, if the -export

boom is of demand-induced nature, which. he claims to be the case foliowing

~ the Australian mineral boom, then the exchange rate effect will be smaller, but

3

the over all effect on the manufacturing sector will- be contractionary.

In an unpublished doctoral dissertation (1985), entitted "Dutch Disease: The
Pervgrse Eﬂécts of a. Resource Boom in a Small Ogen Economy:', H.
Salehi-Esfahani analyzes the adverse welfare effects of a resource boom under
three assumptions. These assumptions are, (1) existence of economies of scale in
the tradeable sector, (2) existence of imperfect competition in the market for

¥

tradeabie output, and (3) imperfections in the labour market. He reaches the

\J

1Corden, in his 1984 paper, has tried to widen the scope of the Dutch-disease
hypothesis by addressing the issues of immigration, domestic absorption and

endogenous terms of trade. Moreover, he has examined both the spending and
the resource movement effects in a dynamic sétting. " '
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conclusion that under these assumptions, the tradeable sector will experignce a

relative’ decline and that this decline will have a negative welfare,effect; The?f—' o

whole process takeés place  through appreciation of bthe real exchange rate whith

in turn, affects relative profitabili_ty' in the two sectors. As he puts it,

"It is shown that a resource boom, usually thought of as synonymous
with prosperity, may in fact exacerbate externalities and imperfections
inherent. in the economic system, causing a declipe in consumption and
a subsequent loss of welfare" (1985) -

His analysis of deindustrialization under the third ~assumption is of some -

relevance to the bresent §tudy. He has considered two types of imperfections in
the Jlabour market. The first, which he calls a distortionary wage tax system,
assurh'eg that labour is homogeneous in the two sectors in the sensé that there
is no difference in productivity. But the distortionary wage tax system creates a
wedge between the gross returns to labour‘ in the ;wo sectc;rs.»However. under a
perfect mobility assumption, all labour is paid a wage equal to the value "of its
marginal product. He argues that f'olloWing deindustrialization, some labour moves

from the tradeable sector (high gross returns) to the non-tradeable sector (low

gross returns). The consequent loss of income and consumption means a loss of

welfare. e .

The second kind of imperfection arises due to imperfect knowledge. Unlike
the first case, here labour has different productivities in the two sectors,vThis
» - .
difference is unobserveable by employers and following Stiglitz (1975), a

no-screening equilibrium exists where the wage is equalized between sectors. He

makes the cruciai assumption that the high productivity (skilled) worker performs

more productively in the tradeable sector than in the: non=tradeable sector.” In
this characterization of -the l|abour market, he has drawn upon Van Wijnbergen

(1884) in that the brocesg of learning-by~-doing takes place mainly in the

28



manufacturing sector.

tox

Thus;i\.;o_‘tt'a‘e extént that deindustrialization leads to a movement of skilled
tabour from the tradeable fo the non-tradeable sector, there is a loss of
Vpro*duction of tradeable goods. This is primarily because of loss of some highly
‘p"r?ductive workers who perform better in the tradeable sector than in »the
non—tradeéble sector. This loss is not compensated by a rise .in the production
of non-tradeable ;goods, since same labour pe‘rforms‘less productiviey in this

sector. There :is,, therefore, a net loss of income which may not be offset by

the resource boom.

There . are two main points which seem to emerge from the Dutch-disease
_analysis. First, there is nothing in the Dutch-disease hypothesis which contradicts
the secular trend view on this issue. Since the Dutch-disease effect is an

outcome of some exogenous shocks, it only accentuates the process of structural

adjustment. Second, since the effect is once-and-for-all with the possibility of

reversal after the boom is over, there is room for active policy!2

lI-5 Economic Implications of Structural Change

This recent trend towards servicization has some important economic

irﬁplications. The following is a brief ac§ount of the‘ main implications.
7. /mp//cations for Growth and Stability

; A structural change which is characterized by growing importance of the

4

service-producing sector’ would mean a slower rate of overall economic growth

N

AN analysis of cross section international data in the preceding section showed

that the two oil shocks were indeed followed by a sharp decline in industry as

a percent of total GDP in most of the industrialized countries.
\ N )

/ 29



'

in future. As Maddison aptly puts it,
"In the past there was always some structural drag from . movement
into the slow-growing service sector, but this wss compensated for by
its being a relatively high productivity sector. Now, however, this drag
is much bigger than—it was. The service- sector is bigger than it was
in the past, the level of service “productivity is lower than that in

industry, and deindustrialisation of employment in favour of services is
increasingly prevalent™ (1987, pp. 667)

There is however, some evidénce to ‘'suggest that the‘ service pEoducing
sector is less sensitive to business fluctuations than the goods-producing sector.
There-is 2 greater flexibility in the compensation system due to prevalence 61‘
commission, tips and self-empioyed incomes. This together with limited bresqnce

: Al

of unions allows this sector to adjust to changing business conditions, Moreover,

the non-profit and public sectors are the two growing segments in this group.

o

And these sectors are relatively insensitive to changing market conditions."

2. Implications for Labour Force and Business Profile

, , .
There is evidence to suggest that the service-producing sector has a greater

portportion of female and part-time workers than the goods-producing sectqﬂr. in
addition, a significant portion of the lahour force is unskiﬂed or semi-skilled.
This may have implications for the changing profiie of labour force n this
sector. Moreover, this sector is characterized by small size of operations. All

this, ceteris paribus, means a lower degree of unionizat?on.
3. tmplications for Changing Social Structure

The service-producing sector is characterized by the coexistence of good
and bad jobs. This good job-bad job scenario is claimed tc manifest itself n
the gradual disappearance of the middle class, See Petit (1986) However, the

.
Petit thesis on income distribution has been attacked widely. There seems to be
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little empirical Support for this thesis in Canada.

~
|

4. Efficiency /mp/icatfaﬁ in Resource Allocation

The growing Amportance of the 'ser'vice-produciq“g sector could mean a less

efficient allocation of resources provided the publicf’ sector plays a greater role

|
I
|

in the 'provision of services than goods, and if ailocation of resources by

'

non-market forces is less efficient than allocation bfy market forces.

-

5. Implications for Trade and Balance of Payments

The groWir;g'size of the service-producing ‘§ec'tor is creating a concern
amo‘r:g the industriétiz;d countries. A gradual loss Jof expo'ri mark‘ets for goods
rwou‘ld mean serious balance of payments problems“in the future unless trade in
services grows fast enough to pick up the slack. Tl;me industrialized countries first
lost their competitive advéntagé in labour intensive industries with standardized
technoiogies and 'short production runs, and then ‘in capital intensive industries
with long productién runs. On the other hand, the export of services has been
grxowing at a much slower rate than either the rate of decline in merchandise
exports or the rate of growth of the service-producing sector. This has led in

-

recent years to a call for efforts to liberalize trade .in services.

Grube! (1986a 1986b) does not share this concern. He divides services into
two  broad ca.tegories, name!y', consumer servi‘ces . (both marketed and
non-marketed) and intermediate producer gserv{ces. His empi_rical findings suggest
that it 1s tne second category which has been. growing rapidly in rec’ént years
whniie the first has shown no significant growth. There is no direct trade in the

first category primarily due to the local character of - this group, while there is

some direct trade ir the second category. But the bulk of trade in the second

| -
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category is embodied either in pgop|;{ capital or goods. It is‘ the siow rate of

growth in the -direct trade of the /second category which is a cause for the

/
/

recent concern. There have been /in the past some restrictions on trade of

/

services embodied in people and ,,t":apital. These restrictions are Iikély to continue

in the future. However, trade in services embodied in goods' has been growing

”-

rapidly. "'And therefore, there is//"‘ no need for a separate international arrangement
) /o .
for trade in services similar to one for goods. What is needed is a liberalization

of trade in goods generally”,"'

__________ o e - — - *

BWhile this ‘argument shows the futility: of having a separate GATT for trade in
services, it is not immediately clear how it will mitigate the balance of
payments problem associated with the process of servicization. If the problem is
due to a falling demand for a country's merchandise exports, the fact that trade
in services is of an embodied nature has little bearing on the probiem.
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CHAPTER 1iI

#

STRUCTURAL EFFECTS OF DEMAND-INDUCED EXPORT BOOMS

In this chapter, .ég argument is \made .that a high degree of 'opennAesrs
combined with Vav strbhg urevsource orientation makes the Canadién economy quite
susceptible tc; exfernal shocks. Consequently, there is an in;:reased' propensity
towards structurél change. Section Ili-1 of this chapter exgmines in detail the
structure and composition of Canadiarn exports over time. The following .sec,tion
. shows that export booms in Canada are by‘ and large of é demand-induced
nature!. It is argued that a demand-induéed export ‘boom will have a different
structuralf implicat'ron than an export boom of a supply-induced nature. In Section
i11-3, an argument is made that an export boom in a resource-based economy
would, ' ceteris paribus, encourage capital inflow. In other words, capital inflow .is
of an induced and not autonomous nhature. This ié verified empirically using a
regression analysis. The final section argues that the balance of payments effect
of an éxport boom would tend to put upward pressure on the value of the
Canadian dollar. That is, in a world in which the Marshall\‘-Lerner condition holds,
an export boom would be a mixed blessing as it would tend to squeeze the

non-resource tradeable sector.

lll-1 Structural Composition of Canadian Exports

This section briefly examines the time series behaviour of various categories of

exports over the period 1973-83% The main features are summarized in Table

it should be pointed out that the terms 'export boom' and 'resource boom' have
been used interchangeably in this study. Since Canadian exports are dominated by
exports of natural resources, an export boom would also mean a resource boom,
because the bulk of the resource output is exported.

! Data for earlier periods are not available at this level of disaggregation.

N
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=13 An examination.of the table re?eal; the foliowing points. Firstly, two
categori'es 'Which between them account for about thrae-—quartars of total
domestic exports are fabricatgd inedit;les and end products, the ‘Iatter being the
,(I'argest component of domestic exports. The categories representing crude
inedibles and food and beverages account for 13.43 and 10.00 percent of total
domestic exports respectively, while the category <repre.senting live animals IS
quite insignificant in this respect. Secondly, about'one-fifth of domestic exports
consists of autos and.auto parts, accounting for ‘about 46 percent of the end
products category. This segment of the export sector is governed by bilateral
agreements with the United States rather than by forces of demand and supply
in international markets. ‘

F

Thirdly, exports of natural resources in the narrow and broad senses account -
for 23.84 and 55.14 percent of total domestic exports respectively® This high
percéntage clearly indicates the resource~based nature of the Canadian eco'nor"py."
Fourthly, total domestic eprrts grew at lan annual average rate Qf 3.40 perce.nt
over the entire period under study. This rate was exceeded by live anifnals (9.40
percent), end products (5.93 percent), food a;nd beverages (5.25 percent) and

fabricated inedibles (4.22 percent). It is worth mentioning that the high rate of

I

growth of the end products category was mainly due to exports of autos and

auto parts, which grew at an annual average rate of 6.23 percent. Fifthly, the

Al figures are in real terms. All values have been deflated by their respective
export price indexes. Since there is no appropriate price index available for autos
and auto parts, the value for this category of exports has been adjusted by
using the price index for total domestic exports.

‘Two versions of exports of natural resources have been used in this study. The
narrow definition (NRN) includes live animals; food and beverages and crudse
inedibles. The broad definition (NRB) includes all those in the narrow definition
pius exports of fabricated inedibles. The rationale for inciuding fabricated
inedibles is that this category basically consists of items characterized by their
heavy resource content. At best, these can be classified as intermediate goods.
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| Table 11-1
o
Structural and time series behaviour of Canadian domestic exf:orts, 1973-83.

" % Share - Mean % Change in Mean annual

share % share growth

rates

Categories - -

1973 1983 1973-83 , 1973-83 1973-83

Live animals 0.44 0.49 C0.41 © +0.05  -22.88

Food & bever. 9.82 11.43 : 10.00 +1.61 - 5.44

Crude inedibies 19.63 _ 8.93 - 13.43 -10.70 ~-1.73

Fab. inedibles 31.99 | 29.90 31.30 . -2.09 4.46

End products 37.95 48.30 44.51 - +10.38 6.24

Autos & parts 21.76 24.20 20.30 +2.44 . 7.25
N. res. narrow 29.89 20.85 23.84 -9.04 -0.23

N. res. broad 61.88 50.75 55.14 -11.13 1.53

‘ty
Total exports . —_— —-—— —-_— — " 3.45
. . ;

N.B. The first five rows may not sum to 100 because special transactions have
been excluded.

«

Source: Summary of External Trade, Stat. éan., cat. no. 85-001.

35



pe;:entage share of export of ‘natural resources declined, both in the narrow and‘
broad senses, over thlS period. ThIS may appear tc; suggest that ‘the nmportance
of the resource sector declined in this period. However, a comparison based on
two specific points in time'can be misleading. A more accurate picture would
emerge from examination of‘ Figure 1li-1 where the share of exports of natural

resources in total exports has been traced over time. It seems that the share in

both the narrow and broad senses has declined in a cyclical fashion,

A related aspect of the structural beﬁavfour of Canadian doméstic exports is
the relativer performance of the various categories of exports in international
trade. Traditionally, rélative trade per*formance of a sector is measured in terrhs
of what is commonly known as trade.ratios. See Balassa (1967). A trade ratio is. -
defined as (export-import)/(export+import). Its value lies between +1 and -1. A
value of +1 indicates a complete trade advantage while .that of =1  indicates a
complete trade disadvantage.”However, it is the change in this value ovér time
which is more important f;>r compar'ing trade performance. For instance, a
reduction in the positive value of this ratio would mean a loss of compeﬁtive

advantage. Using annual data, trade ratios for major categories of exports were

computeé, and are presented in Table [lI-2.

Looking at the table, it is found that of the five major categories, all \f\/i‘th
the exception of end products enjoyed a consistlent trade advantage over the
period, 1973-83. And within end products, autos and auto parts recorded a
consistent trade disadvantége. Since ’the remaining four categories ére included in

the natural resource group defined in the broad sense, this group shows a

consistent tradé advantage.
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- Figure lil—1

Exports of naturdl resources as percentage of total domestic expor’rs,
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Table III-2

Trade ratios for major categories of exports, 1973-83.

. \

,

Categories 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983

~

Live animals 0.03 -0.18 ~-0.08 0.06 Q.48 0.49 0.48 0.38 0.03 0.38 0.39
Food & U®<mﬁmﬂmm 0.18 0.07 Q.09 0.06 0.15 0.16 0.15 0.21 0.22 0.29 O.MW
Oﬂhﬁm inedibles 0.45 O.Nn 0.38 0.39 0.40 0.35 0.35 0.21 0.25 0.29 O0.19
Fab. {nedibles 0.27 o.21 @.Aw 0.25 0.30 0.33 0.29 0.37 0.31 0.38 0.34
End UJOQCO»W -0.27 -0.32 -0.30 -0.28 -0.23 -0.19 -0.23 -0.23 -0.21 ~-0.10 ~0.12
1 N -
Autos & parts -0.08 -0.18 -0.17 -0.12 -0.09 -0.05 -0.16 -0.15 -0.12 -0.03 0.02
N. res. narrow - 0.34 0.29 0.26 0.24 0.29 0.26 0.26 0.21 0.23 0.29 0.25
N. 1mm..010mn 0.30 0.24 0.22 0.25 0.29 0.30 0.28 0.30 0.28 0.34 0.30
Total exports. 0.00 -0.07 -0.08 -0.06 -0.02 0.01 -0.03 -0.0Ht -0.01 0.08. 0.05

Source: Summary of External Trade, Stat. Can., cat. no. 65-001.

N



=2 The Demsnd-Induced Nature of Export Booms '

Most of the studies dealing with étrgctural effects of a sudqen boom in one °f
the basic sectors assume that such a boom is. autonomous  and supply-induced.
Two obvious examples of such booms are: the o}il and gas discoveries in the
case of Norway, the Netherlands and the UK, and a vast mmeral dlscovery in the
case of Australia. Besides being supply-mduced these booms are of a
" ‘once-and-for-all nature. That is, once the affected economies complete the
adjustment process brought about by the sector experiencing the bqo_m, there is

very little further structural ramification.

However, Stoeckel (1979) considered two types of "export booms-one which
is autonomdus and supbly—,induced and the otﬁer which is exogenous and
demand-induced. Using the Australlan expenence of massive mineral discoveries,
he shows that in a general equilibrium gettmg, the effects of a supply ~induced
export boom will include a small expansnon of the rmport—competmg
manufacturing sector. This result ié in conflict with the conclusion vdrawn by

Gregory (1976) who depended mainly on v'thé'f‘”partial equilibrium analysis’.

Stoeckel points out that during the late sixties and early seventies; a rapid

rise in the vaiue of Australian mineral exports coincided with rising prices -and
rising volume. This clearly implies a demand-induced export boom th'ich entails
an outward shift of tﬁe demand curve rather than an outward shift of t‘he supp‘lyh
curve. For one thing, the exchange rate effect o.f a demand—induced' export boom
"is ‘like!y to be smalier than that of a supply-induced expdrt boom. This is

because, under the demand shift, the cost of mineral products rises. And since

‘Snape (1877) extended Gregory's theme and used general equnhbrlum techniques
and came up with a set of findings very similar to Gregory's. However, like
_Gregory, he also chose to disregard the terms of trade effects of the mineral
exports boom.
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mining is an important source of industrial input, the cost of prb’ductio.n in the

industrial sector rises relative to imported manufactured goods.* This tends to ~

hA‘ave an offsetting infiluence on the value of “the- domestic currency. That‘ is, the
magnitude of currency appreciation due to increased earning“s._ from rising mineral
exports is ‘somewhat moderated®. l;)evertheless, the overall impac"t: of . a
demand-~induced export boom, according to Stoeckel, is a contraction of the

’

domestic manufacturing sector,

In this section, it is 'pbstu_lated that, (1) resource boom in Canaﬁa is of a
demand-induced nature, and" that (2)_the main ifnpetus for this boom c“:om'es from
externat sou'rces.’ The first pc;)stutate means an outward shift of the dernand
curve, in price theqretic terms. Th(s is the opposite of a supply-indiced boom
which will entail an outward shift of the supply curve. Under a demand shift,
one would expect to find ‘both prices and quantities moving in the same
direction. The second postulate is closely linked with the degree of gpehness of
the Canadian economy. Since exports and imports together constitute more than a
quarter of the fotal GNP, Canada is one of the most open economies in the
industrialized world. This makes the Canadian economy quite susceptible to
external shoéks. Therefore, it is postulated that the major impetus tfor resource
booms in Canada comes from a rise in foreign demand for Canadian resources,
Hence, one %uld expect to find a direct refationship between changes in level
of economic activity in rﬁajor induétrialized écon:omies ;and Canadian exports of
natura!. resources. Both these postulates are subjécted tq'empirical testing in this

section. | ¢

tf however, minerat. prices are determined in world markets, one would expect
the cost of production to rise not only in the domestic manufacturing sector but
also in the foreign manufacturing sector. However, in practice, exporters tend to
resist any immediate price increases for fear of .losing their share of the market.
This may explain the relative cost disadvantage of the domestic manufacturing
sector.



The Demand-I/nduced Character of Export Booms:.

© e

_ An acceptable method of testing whether a resource boom in Canada is

demand-induoed is to see whether prices and volumes of export of natural
resources are positively correlated. It is' im‘portant to note thet io such a test;
the direction of ceusation has littie relevance. In other v,\;ords, it’ does not matter
whether - price and -volume move simultaneously or ooe ‘Iea‘ds the other. Thvis is

because both prices and quantities respond to same exogenous factors, What is

~
>

important is that both should move in the same direction.

N -

‘ For this, correlation coefficients between price and volume indexes of major

categories of exports were computed and are presented in Table [lI-3. Each price

S

index series has been deflated by the consumer price index.-

.

A close examination of the table reveals the following points.” The negative

coefficients in the case-of live animals are indicative of a supply-induced export
boom. However, this oerverse relationship is not very important for two reasons.

First, the mean share of this category of exports is less than one percent.-And_

second, since this group does not constitute a source of industrial raw materials,

it haS‘feven less relevancé in the present study. Food and beverages also bear

s

negative coeffvcrerrt’s However, these coefficients are not statistically significant.
Besides, like live animals, this group is also not an important source of

,induetrial raw materials, The group representing crude inedibles has significant

negative coefficients indicating an outward shift of the supply curve. But this

apparently perverse nature of the relatlonshrp between price and volume mdexes
can be expiained as follows. This category is heavnly weighted by exports of oil A
and gas. As a matter of fact, the ratio” of exports of oil and gas to total

exports in this group never fell below 35 percent and has been aslr high as 61
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Table Iii-3

Correlation ‘coefficients between price and volume indexes of various categories

of exports. 1968-83

_ =5
Live animals Food and’beverages .Crude inedibles
- ' .

"ProoVe_g)=—450 (S "PyoVi_gi-478
\ Y .
r(Pt_o,Vt-1)=-.339 r(Pt-O'Vt-1)=—"1O1 r(F’t OV 1)-..33
(Pt 0, 2)— .208 r(Pt_o,Vt_2)=-'.061 r(Pt 0.V 2)--.218
Py g Vi—gh=—121 rPr_oVe_3)=—-003 ", O“Vt 3)=-1
(Pt 0, t= 4)- .047 r(Pt_o,Vt_4)=-.059 (Pt 0 t 4)== .070

Fab. inedibles - End products

Total dom. exports

Py _oV,_o)=-702"
P ooV =747
"PooVe= 777
(P,_oV;_g)=-788"

rP,_oV t_4)=.783

. sign'ificant at the 5 percent level using a two-~tailed test,
P=export price index adjusted for inflation. V=export volume index.

- Source: Summary of Extérnal Trade, Stat. Can., cat.

L2

no. 65=001.
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if possible. tq\ augment subplies_art‘ short notice. These two points also may

percent between 1973-83, and hovered around 50 pefcént in most quarters. It can

be- argued that behaviour of oil and gas in this period has been dictated by
TN S
international oil cartels rather, than by the market forces of demand and supply.

Domestically * too, the role of the National ‘Enérgy Program (NEP), with

far-reaching regulatory powers, may have played an important role in this regard.

1‘ ) : . ﬁ\ » ’ \\,'\
All -the coefficients of the fabricated inedibles group on the other hand, are
positive and signiffcant. Also, the value of the coefficients increased with the

length of lag reaching a maximum value at a lag of three quarters. Since-,

reversing the lags caused the magnitudé of the coefficients to decline, it’ may be

" argued that the volume index reacted be ore any price movement was warranted.

o=

Perha;;s, this is an indication of the speed with which supply can be auanented
in response to rising world demand. -There are two possible reasons for what

seems to be the -leading role of the volume index. First, in some cases -like

a, P

‘miring, there is us_u‘aHy a considerable build up of inventories and therefore, any

rise in world demand can be met rather gquizkly befdre any  price rise is

' - %+
warranted. Second, there is usually vast idle capacity in this sector which makes

«

Al

‘explain the incrueasing size of the coefficients with time.

o

"o The " other .major category, end products, shows significant negative

correlation coefficients. However, there is no & priori reason to expect a demand

shift for thisj“category. Finally, the coefficients of- total exports &re strongly in

“support of a demand shift. In view of the dominance of Canadian exports by

exports of natural resources, this is not surprising. It séems to lend support to

n

the hypothesis that an export boom in Canada is primarily of a demand-induced

nature.

v
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The above correlation _analysis seems to pro;ide some support for the
postulate that export boorne are demand-induced, on the b‘as'is ef indivi&ual
categories. However, it remains to be seen whether this result holds for exports
of natural resources in its entirety. In order to examinev'thi'sgissue a bit further,

a weighted price index for the exports of natural resources in the broad sense

1
was computed’.

£y

In the fotlowing regressién analysis, this weighted price index (WPI)‘ha‘s
been used as the independent variable whfLe exports of natural resources in the
broad sense (NRB) has been used as the dependent variable. Further, in order te
account for a potentially spurious relationship due to the presence of a time
trend in the data, a trend variable hae been incorporated. The estimating egquation

can be written as follows. : »

NRB, =6 .+ SXTfZSZiWPH_i . (301)

+

Equation (3.1) was estimated in various functional forms, The linear equation
seems to fit the data best. Initially the parameters of the regression model were

estimated using ordinary least squares techniques. But sinceé a significant degree

s
pAs

of. first order autocorreiation was detected by the wvery low value of the
Durbin-Watson statistic, the equation was re-estimated using generalized leas!
squares technigues to achieve increased efficiency.' Also, i order to establish the

lag structure of the independent variable, the Almon method .of distributed lags
. N )
without any endpoint restrictions was applied. A four period lag with a second

degree polynomial seems to fit the data gquite well. The results are summarized
“The weights are the shares of each category in total export of natural resources
in the broad sense. Tnhus, the computing formula 15 the following,
X,
WP = 2(--2'--) ®) i=123.4



i .
i
1

in Tabie IlI-4, An adjusted RZ of .89 and a F-value of 78.52 \\'\ndicated a strong

|
fit of the equation. A1l four coefficients had the correct signs a\nd the first two

4
|

5

4 . —
short run coefficients as well as the long run coefficient were statistically

n N \
significant. Thus, this regression analysis also seems to provide support for the

4
b

hypothesis that a resource boom is demand-induced. . .

G/oba/ Expansion and Resource Boom in Canada: ) |

-t

This section intends to show that a resource boom in Canada isl\\‘mainly due
* , , | “
to external demand factors. The demand for resources is a derived demand. And
. - \\
) . R
therefore, foreign demand for Canadian exports of natural resources isi. expected

. ) . ] \
to rise with a rise in -the level of economic activity in major industrialized
|

economies.” in other words, exports of Canadian natural resources are expégf:ted to

behave in a procyciical fashion. Also, because Canadian exports are heavily
\

4

resource oriented, there is expected to be a similar relationship between e\\p‘(ports
\

as a whole and the level of economic activity in these countries. Accordingly,
y

>

three equations are estimated, using exports of natural resources in the narrow
. ) |

|

’ ¥
sense (NRN); in the broad sense (NRB) and total domestic export (XTL) as lthe
\\
dependent ‘jvariables. The OECD index of industrial production (IPROQ) was chos\‘gn
as the independent variable representing the level of economic activity in majC\r

industrialized economies,

Since disaggregated data on exports were available only for the period |
1 1973-83, there are 44 quarterly observations on each series. There are two ways
‘of devising an empirical test of the hypothesis. Onejcan run a regression of
exports on the OECD ndex of industrial production, using time as aﬁother
ingependent variabie. Alternatively, one can regres‘s both the depéndent and the

independent variables separateiy on time and obtain the residuals as measures of

45



Table lll-4

Regression results of eqguation (3.1), estimated over the parlod' 1973~83.

T Coefficients T-values

0 | 26.495 (3.44)

1 , 9.772 (1.84)

2 - 1.685 (0.32)

3 | 2.233 (0.22)

zs, 40.185 . (4.86)

Const.=282.17 R°=.89 F=79.52 -  SE=399.69 DW=2.30
Rho1=.70 |

® significant at the 5 percent level using a one-tailed test.

L6



devi‘tions from'the trend.',Jﬁ a ‘sbcqnd stage, one can regress the residuals of
the dep'en'dentr variable on the residuals of the independent variable. These
methods are equivalent. However, the latter procedure was selécted here. Thbe
time series of the two sets of residuals are plotted in Figures Ill-2a, Ili-2b and

Ii=2c.

Although the graphs indicate a procyclical movement of exports in general
and exports of natural resources in particular,. the exact degree of relationship
cannot be ascertained from the graphs. Therefore, the following three equations

were estimated, where both the dependent and the independent variables are

deviations from trend. The equations took the following forms.

NRNfaﬁZa(%OQt_i - (3.2)

NRBt=5O+Zﬁ1iIPROQt_i‘ (3.3)
XTLy=7+27 ”IPROQM (3.4)

All thréé equations were estimated by ordinary least squares regression
'techniques (OLS). However, first order autocorrelation was detected in the erllor
terms. Thereforg, all equations were re-estimated using generalized least squares
technigues in order to achieve increased efficiency. Also, in orde'r to determvine
the ilag structure, the Almon method of distributed ‘Iags was appliﬁed.l Various lag
structures with different degrees of polynomial were tried. A quadratic
specification with a five period lag produced the best results. No endpoint

restrictions were imposed on the parameters.

The results are summarized in Table I11-5. All three equations seem to
support the hypothesis that the main cause of resource booms in Canada lies in

external sources. Equation (3.2), representing exports of natural resources in the
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Table Illi=5

Regression results of equations (3.2), (3.3) and (3.4), estimated over ‘the period

1973-83. ~
T Equation .(3.2) Equation (3.3) . Equation (3.4)
‘ [ ] ’ [ [ ]
0 0.005 0.007 0.006
, (1.81) (2.59) .81
e ) " .
1 0.002 0.003 0.002
(1.31) (2.85) 2.57)
. Y
2 0.001 0.002 ' 0.001
0.51) (1.29) (0.49)
* ’ * . [ 1]
3 0.002 0.003 0.001
(1.71) \ (2.39) ' (1.50)
» » - ) *
4 0.006 0.005 0.004
2.21) | (2.13) _ (1.91)
T . - -
L5, 0.016 0.020 0.015
(3.08) (5.00) (6.52)
Constant - -0.047 0013 -0.006.
R 14 35 50
P 336 875 15.55
SE 0.04 |  0.04 0.04
DW 1,62 2.19 o 2.05
Rhol - 0.92 . 0.75 \ 0.38

* significant at the 5 .percent and ** 10 percent levels using a one-tailed
test. T-values are in parentheses.
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narrow sense, had an adju;ted R2 of' .14 and a F-vaiue of 3.36, All céefficients
had the correct signs, and all with the exception_ of the second period laé were .
significant. And so was the long run coefficient. Equation (3.3), representing

export of natural resources in the broadd sense, yielded an adjusted R2

of .35
and a F-value of 8.7/5. All_coefficients. had the expected signs, and were
significant. The long run coefficient was alsé sigr;mificant‘ at the five perceht
level. Similarly, equation (3,4), representing total domestic exports, had an
adjusted R2 of .50 and a F-value of 15.,55. All signs‘ were positive as expected,

and ali coefficients with the exception of the second period were significant. The

long run coefficient was aiso significant.

Although the above tests seem to confirm the proﬁyclical behaviour of the
~export of natural resources, stronger version of this hypothesis, namely, thgt
the dominance of the resource or (export of natural resources as percent of
total exports) increases with an increase in the level of economic activity in the
western economies, can be tested. In order to test this, a set of correlation
coefficients were computed between percentage shares of exports of natural

resources in the broad sense (PNRB) and the annualized growth rates of the

OECD countries (G). The results are summarized in Table 1l11-6.

it is clear from the table that the response of the resource sector
increased with length of IagAand the coefficient value reached its maximum at a
lag of six quarters. The value started declining after that. Thus.> expansion in
major western industrialized economies does seem to cause an increase in

dominance of the export of natural resources in Canada.

'The annualized growth rates were computed for the OECD cruntries as a whole
using quarterly data on GDP in constant 1980 prices and exchange rates.
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Table Ili=6

Correlation. coefficients between percentage shares of exports
of “natural resources and OECD growth rates, 1973-83

rENRB, 5, _o) =

r(PNRB,_,.G,_,) = .050

r(PNRB, .G, ;) =" .288

r(PNRB, _(.G,_5) = 426
*

r(PNRB,_.G,_,) = .524
[ ]

r(PNRB,_.G,_ ) = .554
_ *
r(PNRB, .G, ) = 560
*

r(PNRB, _,.G,_) = .501

Note: ® significant at. the 5 percent and ** 10 percent
levels using a one-tailed test.

-

lli-3 Export Boom and Induced Capital Inflow

Corden (1982) has examined thé impact of an inVe\stment boom on tﬁe
structura! adjustment process which mainly works through appreciation of the
domestic currency. However, his main focus has been bn an .exogenous capital
inflow as an investment boom precedes an export boom. Turnovsky (1983), in the
tradition of Corden, anaiyzed the »structuraly impactr of a capital inflow which_

takes place in anticipation of an export boom in the resource sector. He showed

s
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that there are two rounds of appreciation of the domestic currefncy, one before
the export boom, and the other after. But unlike Corden, he also devoted’
attention to the dynamic time path of the economy following' the expectation of
an export boom. Furthermore, he examined a case of an unanticipated export

boom.

‘ln fhis study, it is argued that a capital inflow in a resource-based
economy like Canada is, by and large, of an induced nature. That is, an export
boom precedes an investment boom. A rise in exports of natural resources will
lead to increaséd exploration and development expenditure because of high
expected returns on investment. This 'expenditure, for the most part, is financed
by foreidgn capital. This has special ’significance in the structural adjustment
process, because it will tend to accentuate it by combining the exchange rate
effects of an export boom (trade account) with that of an investment boom

(capital account).

N\
One can regress capital inflow and export of natural resources against time

and compare the two sets of residuals as a measure ¥of deviations from the
trend. If there is a significant positive relationship between these residuals, one
can maintain that capital inflow is of an induced nature. Alternatively, one can
regress capital inflow against export of natural resources using time as another
independent variable and reach the same conclusion. For the reasrons explained

earlier, the first approach has been adopted.

In this study, total direct foreign investment (TDI) has been used as’ the
dependent variable and export of natural resources in the narrow sense (NRN) in
the broad sense (NRB) and total domestic exports (XTL) as the independent

variables. Since disaggregated export data is not available for the earlier years,



the estimatio\n covers the period 1973-83, thus allowing 44 quarterly obs,ervati.ons.
An examiqat;pn of Figures I1l=3a, I11-=3b and 1li-3c indicates that in each case,
there is a positive relationship between the two sets of deviations, as expected.
However, the exact degreenof the relationship isr not obvious from Qisual
ingpection alone, Therefore, the deviations from thg dependent variable (TDI) were
regressed seperately on the deviétiohs from'éach of the thre_e independent
variable,s.llrhe mon method of distri;)uted lag with a 'Iag structure of five

periods and a second degree polynomial seems to have produced a good fit of

the following equations.

) TDi;=a,*Za,NRN, . .. (35)
TDIt-'=ﬁt,+Zﬂ”NF<Bt__i (3.6)
TD't=7°+Z71iXILt_i 3.7)

The results of the estimation are presented in Table =7 All three

equations produced éxpected signs and all coefficients Vwith the exception of the
first, period lag in the first .two equations were significant. The long run
. *
coefficient in each case was highly significant. More importantly, the adjusted R2
was the highestrwfgrwthe exports of natural rresources in the narrow sense and
lowest for the total domestic exports. This seems to suggest that there is a
strong positive relationship between direct foreign investment aﬁd export of
natural resources. However, the estimation suffers from a serious altocorrelation
problem asAindicated by a low Durbin-watson sta;tistic. This seriously undermines

-

the results.

It s however important to bear in mind that in the case of Canada, the
crucial underlying assumption of free mobility of international capital seems to

be violated. Historically, the role of -the Foreign Investment Review Agency (FIRA)
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Table W=7

‘Regression resuits of equations (3.6), (3.6) and (3.7), estimated 'over the period

1973-83. ~

T Eqvuation (3.5) Equation (3.6) Equation (3.7)
0 0.034 0.027 0.055
(0.32) (0.57) (1.63)
* [ *
,%rﬁr 0.297 0.107 0.102
(5.15) (3.50) (3.03)
* * *
2 0.427 0.145 0.119
(6.13) (4.04) (3.03)
* * *
3 0.419 0.139 0.108
(5.54) (3.76) (2.89)

. e .
4 0.277 0.091 0.068
(5.15) (3.54) 2.78)
*® *® *®
Zf,, 1.453 0.509 0.452
(6.08) (3.95) (3.07)
Constant -165.35 -135.95 -127.14
R? 49 27 .16
F 19.62 8.31 4.77
SE 135.74 151.22 159,04
DW 0.85 0.72 0.65
Rho1 1.69 1.69 1.70
RHO2 -0.99 ¢ -0.95 ~0.95

* significant at the 5 percent and ** 10 percent levels using.a one-tailed

test.. T-values are in parentheses.



has vafied signiuf;icantly from périod toﬂperioé. In n;ore recent years: the .Ngtional
Energy Pfogram (NEP) seems ‘io have played a, significant rol§ in "r'éguﬁt'i'ng'
. foreign ownefship and control inf“;he-energy sector.

lli-4 Resource Boom, Balance of Payments ;rﬂ the Value of the Domestic Currency
The major theme, in this cha_pfer, hés been tnat an export boom, ceteris paribus,
would lead to an apprgéiatidn of the domeétic currency  both . through an‘
improvement in the »trrlaid; b,allfance and the capital ;écount balance. Since thl’s\
issue is vital in this 'stu&y};_it needs further examination. However, the 6bjective ‘
here is not to build “"a-,jfull-fledged mode! of exchange rate determination. 'I"his
subject has -been explc;;‘end quite extensively ar;d there is v;r'y little to gain from
such an exercise. What is intended here is merely to show that any improvement
in the balance of payments would, ceteris paribu:s, have a positive influence on
the value df the domestic currency. This argument is captured by the following

>

relationship, >

-~
Y

X -=M+C= R .. .. (38)

The above equal,tion is simply a balance of paymerits equatilon using exports
(X) less importé (M) plus net capital inflov(/‘ (C) equal to a change in
iﬁternational reserves (R). In order to test if in fact, an export boom Ieads“t‘o
an improvement ‘in the balance of payments and hence in the reserve position,
the f_olloWing two equations were estir'natAed. Equation (3.9) uses .BP, (x-:M+C) as
the independent yariable, while equation (3-.‘150) uses BP, (trade bqlance in the

broadly defined resource sector plus net capital _inflow) as the independent

variable. The dependent variable (ORS) is the total reserves including gold. Both

Ok nime

"This approach has been adopted from Laney (1982)
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_‘eduations‘ were - estimated using time as another independent variable to account

. for the trend movement in the time series data. /i

s

ORS,=a,+a,T+a,T#aBP, .. = (3.9)
’ (.;)RSt=a,,+a,T+azT2+a,BP2t (3.10)

Equatfon (3.9) wa; estimated over ‘the Eeriod - 1962-83 as -well as over
1973-83, while equation‘(.3.10)- was estimated only over 1973-83. This is because
data on export of natpraliresource‘s were not _available for 1962-72. Various
alternative specifications were tried. But the specifi;ation in the fourth diffierence
form seems to fit the“daté best. The estimation results are summarized in Table

T 1-8. The4 coefficient of the  balance of payments variable was positive and
si_gnificarit in each‘ca‘se. The reason for estimating equatién (3.9) over 1973-83
was to facilitate a .comparison with equation‘ (3.10). It turned out that BP; had a
stightly higher R2 than BP,. This suggests that Cim‘provement‘ in the trade balance4
in the resource sector is at least a; important as thé overall trade balance in

explaining the change in the international reserve positions

There are however, two. impo‘rtant points worth mentioning here. First, the

P ]

o I's
analysis of capital inflow in the context of a resource boom is much more

complicated than this. The final outcome would depend nét only on 'financial A
capital inflow but also on physical capital inflow. For instance, if a 'resource
boom means increased imports of 'capital goods, the influence of net capital

inflow could be offset. Second, a demand-induced boom would méan rising

resource prices, and therefore a rising cost’ of production in the domestic

N
N

*The exchange rate was regressed on exports of natural resources defined in the
narrow and the broad sense respectively, as a more direct test of the
hypothesis. The regression cecefficients in both cases were found significant at
the ten percent level. '
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Table ili-8

Regressi"on results of equation (3.9) and (3.10), estimated over the periods

1962-83 and 1973-83.

Variable " Equation (3.9), Equation (3.9), Equation (3.10),

1962-83 1973-83 1973-83

BP, 243 { 230 . ', —

(7.21) (5.11) \

; g

s
Constant 1543.90  36357.40 // 37910.60
R? 37 \zhs'/ 46
£ 17.51 BEERERY: 12.08
SE ©994.26 1160.00 1140.00
DW 2.15 229 2.29
Rho 1 1.11 / 0.85 0.85
Rho2 -35 /7 | -.31 -.31

* significant at the 5 percent level u‘sing a two-tailed test. T-values are
parentheses.
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manufacturing, sector. This may have a dampening effect on the exchange rate.
Thus, what happens to the value of the domestic currency following an export

boom is a complicated matter, Movement in the exchange rate is also influenced

by rhany other factors, such as monetary and fiscal policies and speculation in

_the exchange market.
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CHAPTER IV

STRUCTURAL ANALYSIS OF THE CANADIAN ECONOMY, 1962-83

This chapter. is devoted to examination of the structural adjustment process in
thé Canadian economy over the period 1962-83. In Se;tion IV=-1, the structurat
behaviour of the economy is examined in.terms of output. In particular, the
magnitude of intersectoral shifts .s de;termined from the availabie data. This is
done for the two subperiods 1962-1 t<; 1970-2 and 1970-3 to 1983-4 as well as
for the entvire period 1962-83. in the following section, the same structural issue
is examined in terms of aggregate employment. The existence of intersectoral
wage differences is central to this study. Accordingly, the structural behaviour of
wages is examined in Section |V-3. Section |V-4 is devoted to an in-depth'
examination of asymmetric sector growth in the Canadian eéonomy ‘byv
hiérslighting the nature‘ of this asymmetry during two phases of thé business
cycles. Section IV-5 examines the causes and consequences of this asymmetry
along with a brief review of the prevalent views on this subject‘. And finally,

-Section V-6 tests the nuli hypoth’esis that structural change in the Canadian

economy is not cyciical against the alternative hypothesis that it is,.

V=1 Structural Behaviour of Gross Domestic Product v

.

Sectoral shares of gross domestic product and changes in’these shares over
the two subperiods and the entire period under study are presented in Table

1V-1. A close examination of the table reveals the following main points.
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The Period 1962-1 to 1970-2

First, the share of the goods-producing sector seems to have remained
stable at about 40 percent. Therefore, the share of service-producing sector also
r‘émained stable at about 60 percent over - this period. Second. in the :
goods~producing sector, the resource sector e.xperienced' a small decline of ab'out
one percentage point. Further, each of its components with the exception of
mining, registered a decline. The industrial sector, on the other hand,tgain’ed a
little (+.81 ‘percA:ent,age poihts), with the largest gain recorded by the ‘manufacturing
sector (+1.23 percentage}point‘s). Construction is the only“"‘componen‘t in this
group to have -declined (-.82 percentage points). Third, in the service-producing
sector, services and transpor;{ation recorded gai’nsj in their shares. All other

components showed a decline, with the largest decline experienced by public

administration (-1.93 percentage points).

The Period 1970-3 to 1983-4
- . -

-First, the share of ‘the goods-producing sector recorded a substantial decline
(-4.28 percentage points) over - this period, whereas the share df the
service—producing sector rose by the same amount. Second, in the
goods-producing sector, both the resource and the industrial groups lost ground.
The industrial sector declined by over two percentage points, while the resource
sector declined by slightly under two percentage points. Moreover, all compén;ams
‘of the resource sector recorded a decline, with the Iargest’ decline registered by
mining (-1.33 percentage points). In the industrial sector, all components with the
exception'of utilities experienced a decline.i The manufacturing sec_:tor recorded a
decline of over one and a half percentage points, compared with a gain of about

one and a quarter percentage points during the first subperiod. Third, in the



serviée-producing sector, all components gained with the exception of public -

_administration, Finance recorded the largest gain (+1.92 bercentage points),
followed by trade (+1.40 percentage points), transportation (+1.33 pe?centage
points) and services (+.11 percentage points). Public administration recorded a

marginal decline (-.47 percentage points).

N

On the basis of above comparison of the two subperiods, one thing that
stands out the most is the fact that relative decline of the goods-producing

sector became very pronounced during the second subperiod. And perhaps more

importantly, more than half of this decline is accounted for by the decline of

the industrial sector, in which manufacturing played an important role. Thus, one

can argue that the process of structural adjustment in the Canadian economy
accentuated in the second subperiod. This issue becomes a focal point of the
empirical investigation in this study. Figures IV=-1a and IV-1b show the time

series behaviour of the major sectors over the entire 1962-83 period.

IV-2 Structural Behaviour of Aggregate Employment, 1966-83

Looking at Table IV-2, the following points can be made. Over the period
" 1966-1 to 1970-2, all componénts of the goods-producing sector with the

exception of utilities recorded a decline, with the industrial sector experiencing a

N

larger decline (-2.46 percentage points) than the resource sector (-1.98 percentage

points). Furthermore, the manufacturing sector accounted for more than half of
the decline in the industrial sector. In the service-producing sector on the - other
hand, all sectors recorded a rise in their shares with services recording the

largest increase (+3.40 percentage points).
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Over the period 1970-3 to 1983-4, th? goods-producing sector recorded ar
much |argér decline (-7.55 percentage points) than it did in the first subperiod,
while the service-producing sector showed an iﬁcrease of the same magnitude.
“Sérvices seem to have maintained their rising trehd with a larger gain" (+6.05
percentage points) NtlZan in the first subperiod"(+3.40 percentage points). This

accounts for most of the ‘gains recorded by the service-producing sector as a

whole.

‘However, while making. this comparison between " the two subperiods, it
should be borne in mind that the first subperiéd of much shorter aﬁration
th‘an the sécond. Thus, the absolute differenc in the. rﬁagnitude“of séctoral
shifts should be interpreted with this in mind.” What is important however, is the
fact that during the second subperiod, the industrial sector 'accounted for about
three quarters of the total decline .in 'the goods-producing sector. And perhaps
even more important, the manufacturing sector experienced a decline of 4.71
percentage points, thus accounting for over .85 percent of the total decline in tne

industrial sector. . -

Thus, both on the basis of'share of employment as well as gross domestic
product, the goods-producing  sector has experienced a significant decline over the
period 1962-83. Furthermore, the decline of the goods-producing sector seems to

have accentuated in the second subperiod. And ‘mofe importantly, most of the

decline in the. goods-producing sector can be accounted for by the decline of

3

the industrial sector in which the manufacturing sector consistently played a
dominant’ role!. This finding provides a basis for the next and the most crucial

chapter in which an attempt is made to build an ecohometric mode! to ekpl‘ain

It is important to note that sectoral shifts over the period under study were
larger in magnitude in terms of employment than in terms of output. Thus,
deindustrialization appears to be more acute in terms of employment.
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.

the declining share of the goods-producing sector in general and of the industrial
sector in particular.

4

IV-3 Structural Behaviour of Wages, 1962-83

- Since wages are postulated toa play a crucial role in explaining the process
of structural adjustment in the Canadianreéonomy, it is necessary to analyze the
structural behaviour of wages in a disaggregated fashion. In th‘il’s section
therc;?ore, two ‘important features of wage behaviou‘r are examined, namely, the
intersectoral différencés in then« rates of growth of wages and changes in the
ratio of each sector's wage level to the general wage level for the economy as

v

represented by industrial composite wage.

Average quarterly growth rates of re‘al wages by sector were computed and
are pﬁr»esented in Table 1V=-3. As the table indicates, in the first subperiod, all
sectors re'cgrdgd a rise in wages with construction' leading the way (+1.262
percentage points) followed by utilities (+.879 ;Sercentage points), mining (+,764
percentage points), forestry (+.755 'percentage points), transportation (+.684
percentage points), manufacturing (+.643 percentage points), services (+.635
percentage pointS) and finance (+.599 percentage points). Trade recorded the
smallest increase (+.387 percentage points). During the second subperi‘odr. all
sectors recorded a rise in wages, but the rate of increase wasr‘smallerr than in
the first subperiod v:/ith the Qole exc'eption of forestry, which experienced a mild
acceleration. Thus, it seems that rate ofr w;ge vincrease in most of the sectors

decelerated in the second subperiod.

The other relevant point. which warrants examination here is question of

how the wage level for each sector compares with the general wage level in the

¢

)
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. " Table V-3

Average quarterly growth rates of real wages in major sectors, 1962-83.

»

Mean growth rate

Major sectors

1962-1 to  1970-3 to Change . 1962-83

1970-2 1983-4 :
GOODS SECTOR  0.861 0.551 -0.310 0.671
RESOURCE: 0.755 0.703 -0.052 0.723
Forestry 0.755 0.809 _ +0.054 . 0.788
Mining 0.764 0.630 -0.134 0.682
INDUSTRIAL: 0.935 0.451 -0.484 0.637
Manufacturing 0.643 0.398 -0.245 0.493
Construction 1.262 0.426 -0.836 0.749
Utilities 0.879 0.525 -0.354 _ 0.662
SERVICE SECTOR: 0.581 0.327 -0.254 0.425
Transportation 0.684 0504 ~0.180 0.573 .
Trade 0.387 0.085 -0.302 0.202
Finance 0.599 0.437 -  =0.162 0.500

4

Services 0.635 - 0.142 -0.493 0.332
tnd. comp. 0.608 -0.299 -0.309 0.418

Source:Employment and Average Weekly Wéges and Salaries, Stat. Can., cat.
no. 72-002. ' '



0

economy and whether or not there haé, been any change in this relative p'os'i:ien;

- e

.For Vthié purpose, the ratio of each sector's wage level to the,indugtr.i,a,l,;,,:,,,,,,,,"

-

composite wage w~;l'evél was combuted and is presente,d in Table V-4,

The fol;OWing significant -points émerge from the table. First: ;ver'\the first
subperiod,n ratioé of sectoral wage levels to the composite wage le\}el foE the
economy as a Whole were 'consistergtly~ higher than 100 in all sectors except
trade, finance fand services. Second, 'r;m~ sectors with the exception of tljade and

»fiﬁance, recorded a rise - in - their ratios ’ during the firs! siubperiod, with

construction leading the way (+24.7é ‘percentage point$) followed by utilities
(+10.82 pel;ce;tage points), mining (+6.96 percentage 5oi{n"‘t‘s) and foréstry (+3.21
percentage points), and smaller ifncreases recorded by transporfation and serv\_ices.'
Trade and finance are tfwo‘sectors which recorded declines of (-6.64 percentage
points) and(-0.15 percentage points) respectively., Over the second subperiodf.x
forestry. and mining led the way with increases of (+30.57 percentage points) and
(+24.34 percentage . points) respectively. Otﬁér sectors to have\ showh, significant

3

increases  were ,/Utilities (+16.45 percentage points), transportation (+13.77

percentage points), construction (+7.23 percentage points), finance (+>6.02
percentage points) and manufacturing (+5.72 percentage points) respectively. Trade
and services are the only two sectors showing wages lower than the nationa!
average. Moreover, {wages in these two sectors as pe}centage of ;ndustrial

composite wage siipped further by significant margins.

IV=4 Asymmetric Sectoral Growth-Empirical Evidence

@

The above analysis gave an overview of the magnitude of sectoral shifts

that have taken place in the Canadian economy over the period under -study. If 3

70
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Real Wages in

Table V-4 -

- f" . -
major sectors as percentage of  industriai composite wage,

- 1962-83. -

, 1962-1 to 1970-2 7 197023 to 1983-4 -
Major sectors - ‘ - - —

' . 1962-1 1970-2  Change 1970-3 1983-4, ' Change
Forestry . 102.7&  105.99 +3.21 106.00 136.57  +30.57
Mining 12242 12938 +6.96 13014 15448  +24.34
Manufacturing 103.43 10466 +153 = 104.62° © 110.34 4572
Construction 106.56 131.35 +24.79 132.54 139.83 +7.29
Utilities 12018 130.99  .+10.82  181.22 147.67  +16.45
Transportation 110.33 . 112.91 +2.58 112.11 1'25:88. +13.77
Trade 86.02-  79.38° -q.egi 79.20 70.70 -8.50
Finance 94.44' 94.29 ,-0515’ 95.38 . 101.40 +6.025 ‘
Ser_vﬁce%‘ 7o<9§3\ 7142 +0.44 71.67 65.50 -6.17°

Source.” Employm\mi/an

no. ?2—002.

»
Y

Average Weekly Wages and Salaries, Stat. Can., cat.



. X 2 .
particular sector is declining as a percentage. of total GDP, it must be the result

\

of asymmetric sectoral growth. In other words, there shouid be a significant

-

intersectoral growth differential.

IS

This issue . is examined next by comparing the growth pattérhs of each
sectér over the two subperiods as well as by anaiyzingr the implications of
differential’ rates of growtl,w lover the enfire"perioq u}Ider study. Table IV-5
presents the annualiyzeg average growth rates by sector and‘ changes in tﬁese~

rates between the two subperiods.

{

The first subperiod may be characterized as a period of high growth, as
gross domestic product registéred é growth rate of 5.89 percent. Secondiy, in
"this period, the goods-producing sector outpérformed the service-éproducing sector
Y about half a percentag;e 'poir‘\ts. And within the goods-producing’ sector, the
ingustrial sector grew at a faster rate (6.41 pgréeht)' than \the economy as a
Whole. It also outperformed the resou}c;e sector by .almost  one and a half
percentagé points. Thirdl'y, within the service-producing sector,. both services and
trans”poartatién outperfqrmed the.o've)raH economy. with growth rates of 6.84 &nd
- 6.44. percent respectively. Public :adminisira‘tion recorded the smallest growth rate

(2.69 .percent)\in this grop:
N .
\ . . .

I.jithe second subperipd, the economy experienced a growth rate of only

'3.24 percent. Moreove}, M this period, the service-producing sector. outperformed
[ coT : .

' -

the goods-producing sector by more than i-one and a half percentage points.

Secondly,‘wi}hin the goods-producing’’ sector, . the " industrial sector once again

Ed

.gréw' at a faster rate (2.48 percent) than the resource sector (1.25 7per‘ce'nt).

Thirdly, all compoénents, of the service-producing "sector experienced a fairly- gven
i ) . X ° :'- ’ ' “ B ' - . )
growth. oo o o : ‘ .



Table IV=5

sGrowth rates' of gross domestic product by sector, 1962-83.

@

Mean growth rate Variance
Major sectors’ v -
1962-1 to 1970~3 to Change 1962-83 1962-83
1970-2 1983-4
.GOQDS SECTOR ~  6.10 2.23 -3.87 3.72 22.63
RESOURCE: ' » 4,98 ©1.25 -3.73 ’ 2.69 33.57
Agriculture 4.35 2.25 -2.10 306 108.71
Fishing . 2.14 2.84 +0.70 2.57 : 242.65
Forestry 6.31 A 1';73 ~4.58 3.50 148.54
Mining - 5.97 0.92 -5.05 2.87 71.03
INDUSTRIAL: 6.41 - 2.48 -3.93 - 4.00 26.53
Manufacturing | 6.97 2.40 -457 4.15 35.84
Copstruction 4.49 1.49 -3.00 2.65 35.39
Utilities 7.62 5.65 ~-1.97 6.41 - 1312
SERVICE SECTOR: 5.54 3.90 ~1.64 4.54 4.12
Transportation 6.44 4,31 -2.13 : 5.13 . 13.01
Trade 5.60 4,20 ~1.40 4.74 18.32
Finance 4.86 4,61 -0.25 4.71 3.32
Services 6.84 3.48 -3.36 © 4,78 5.46
Public admn. 2.69 3.00 . +0.31 2.88 3.54

Total 5.89 - 3.24 -2.65 4.27 893 -

'Annualized average growth rates calculated from quarterly data on GDP in constant
1871 dollars. |



Looking at the table

it becomes clear that over the entire period 1962 83
the servnce-producmg sector - grew at a much faster rate (4. 54 percent) compared
\\\ with thé\ goods —producing sector
- ‘\\sector the

rndustrtal

(3.72 percent). But
sector

within
grew at

the goods -producing
faster pace (4 00 percent) than the resoume
sector (2. 69 percent) However, since the industrial sector's growth fell short of
the‘\ nationa\l\\ average, it did lose ground in a relative sense. All ‘components of
~ the \\service-;\a\roducing 'sector grew at much faster rates than the overall economy
) \ i ,
with \t_\he excep\tion of public administration
\ \\\

Ar\\ examinx‘a\tion of th

e . last two columns
A . \
interesting point
Y

of the tabile reveals another
There appears to be a definkite pattern between the mean and
variance of the se\\ctoral growth rates. To be more specific
negative re\tatnonship\\\ between the
difficult to \*,draw ‘

two sets
observation

| of numbers
any . substantive

there seems to be a
Whilé it is extremely
conclusion of a causal nature from this

it is intutively appealing to think that relative stability of a sector

\
will have a positive mf uence on its rate ofrg‘rowth, as a hngh variance would
imply ‘high cost of ad)ustl‘nent2
\\ :

There is another aspe‘ct of this asyrnmetry and this
differential performance of v\arrous sectors during the
Since perforn‘t\ance
service-producing

is to do with

cycile. of sector vis a v/§
\ .

is of\,\ ‘special interest im this study,

asymmetric period growth

study,

the

two phases of a.business
the

manufacturing
sector

the’
the
is exérnined in more detdil. For the purpose of
the folloWing criterion  was used for | |
expansionary or contractionary Usun\g the QOECD
A a : ’

judging
reference point ‘

issue of

this
whether a phase is

index of industrial production as
for a phase to \change from ~expansionary

to contractionary,
A Spearman’s correlation coefficient of =55 between the means and variances
~of the growth rates in the 12

12 sectors was significant at the five percent level
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there must be at least two consecutive quarters of deterioration. Similarly, for a
period to change from contrac;ionar‘y to expansionary, there must be at leastrt‘woé/

oA

consecutive quarters of improvement’.

aQ

Uéing this definition, - the annualized growth rafes Q,f maj;r sectors, of th(e
Canadian e,conomy were computed for the ';wo phésés ‘of fhe\‘ business cyclt-';.;Tﬁe
results show tha& the industrial sector grew- at 4.56 pc;rcent during the
expansionary periods, while the econdmy as d. whole grew at a rate of. 4.44
percent, Thus, the industrié! sector outperformed the economy by a small margin
of .12 percentage points. During the contractionary pe}iods on thé other hand, the
economy grew at 4.17 percent as compared to the industrial sector which grew
at a rate of 3.68 percent. Thus, the economy‘ outperformed the industrial sector
by a margin of .49 percentage points. Thus, ovér the entire ‘cycle,_ the industrial

sector on average grew at a rate .19 percentage points below the economy,

causing a deterioration in the relative size of this sector.

-

A similar compsrison of the service-producing sector showed that the
service-producing sector gained ground during the expansionary periods as it

grew at 4,58 percent. Thus, it outperformed the economy by a margin of .15

-

percentage points. However, during the contractionary periods, it grew at 4.50
'percen_t, thus outperforming the economy by .33 percentage points. Thus, over the

cycle, the service-producing sector improved its relative position by .24

—

percentage points. It is obvious from the above analysis that the industrial
sector lost ground (-.19 percentage'poinis), while the service-producing sector

gained (+.24 percentage points). Looking from another angle, while the ‘industrial

-

e

sector Larely matched .the servicé-producing sector during the upturn, the

*A similar practice is followed by the US Commerce Department -and other
agencies, such as Conference Board of Canada and Data Resources Inc. However,
these agencies use the index of leading indicators as the reference point.
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sefvice-prdducing ‘sector outgrew the industrial sector by a margin. of .82
percentage p.<r)ints‘ during thevdqwnturn.. The annualized growth rates of the
industrial sector, goods-producing sector and the .seryi;e-producing sector nfe
plotted kin Figures 1V-3a and IV=-3b. along with the OECD industriallproduction

index*,

To sum up, an e,xamihatio.n'of the time series data on sectoral output as
measured by gross domestic product as wel! as on employmentAreveaIs the
foliowing. First,t‘here has been a significant shift in the relative size of different
seétors in the Canadian economy over the period under ‘study. In p))a‘n"ticular. the
ser\)ice-pro‘ducing sector grew at a much faster rate than ‘gither  the

goods-producing sector or the ' industrial sector. Second . and perhaps = more

-

. L] . .
important,. these structural shifts appear to bear a close cohnectaon with general

. 3

economic fluctuations. On closer examination, it appears that the industrisl sector

in particular has outperformed the service-producing g.;;,ect'or by a ‘small margin
1_7}_;7‘_7 . f h
_during the expansionary -phases , while the servf‘%é—pfoducing sector has
, g ‘

outperformed the industriai -sector by a’ Iarggr margin during’ ithe contractionary

phases of business cyclies. Thus, the deciining trend in the relative size of the

\\‘) gnduétrial sector appears to have foliowed a cycli'c‘”al pattern. This asymmetric

period growth pattern holds for the goods-produ/cing sector vis a vis the

service-producing sector with a much .greater force.

‘Similar calculations were made for the goods-producing sector. The results
indicated that the goods-producing sector underperformed the servncg producing
sector 'by .48 percentage points during the expansionary phases and by 1.00
percentage points during the contractionary phases. Thus, over the entire period,
- goods-producing sector underperformed the service- producunc sector by .74
percentage point on average.
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V=56 Asymmetric Sectoral ﬁr_om:c.ey_s.e.& and Consegyences

The two major findings of the preteding analysis are, first that t;\e
service-producing sector has grown ‘at a faster rate than the restA of the
economy, and.- second, that this growth has been relatively stable over time:
compared with other sectors of ‘the ecornomy. The issue of faste-r relative.growth
of the service producing sector‘w‘as exami}e/wil Chapter l‘l of this study.
Traditionally, the main explanations are so/\ﬁht in income elasticity, productivity
and fagtor price differentials®, The elastic}if{y approach has been criticized on two
" main grounds. - It is at best incomplete ;éecause income elasticity is only one of
many factors that actually -influence gro;}vth in a given rsector. The other problem
with this approach is- the inherent difficulty in the measurement of output.

However, this latter criticism is likely to. strengthen the argument rather than

weaken it as the measurement error is likely to cause downward bias.

fhe productivity differeﬁtial betweeﬁ goods and service-producing Vsrectors is
sometimes citeda‘as the main reason for this asymmetfic sector growth. The
argument is Very simple. Since productivity increases at a much siower rate in
the service- producing sector, any increase in demand for service output leads to
a significant'increase in demand for labour. Hence, there is a faster rate of
employment growth in this sector than in the rest of the economy, ,Howe\/er, this
TTTre—— ) .

argument does not necessarily hold for output. The Kaldorian wisdom . wouid
suggest that output would grow atv a much slower pacé. Thurs,"‘é _pl;oductivity
differential -does not seem to _ explain the relative ‘growth of the

service~-producing sector,

‘High relative growth of the service-producing sector is aiso attnbuted to the
process of urbamzatson See Stanback (1979). .
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The factor price differential is the third factor which is believed to have’
caused the service-producing sector to grow at a faster rate than the rest of
the economy. The argument runs like this. The labour profile in this sector is
different from the goods-producing sector in general and the industrial sector in
particular., For instance, the service-producing sector has a "high proportion of
fermale and part-time workers. It also employs a greéter proportionﬁ of unskilled
and semi-skilled labour. “This particular labour profile' alvong with a relatively
small size of operationé generally means a lower degree of concentration and
unionizatiom As ajresult', wages play an asymmetric role both between sectors
and between different phases of the business cycle. During the_ upturn, wages do
not increase as fast as in the rest of the economy, while during the downturn,

wage demands may show a significant moderation. Thus, over each cycle, the

relative factor cost moves in favour of the service-producihng sector.

The second iséue relates- to the relatively stable performance of the
’service-producingl sector as depicted in: Figure 1V-3. The income elasticity -
approach suggests {,hat the service-producing sector will be subjeét to the vsame
cyclical swings as the rest "of the economy. The explanation of reiative stability
_of this sector therefore, must lie somewhere else. The inventory theory of
business cyéles seems to provide a plausible explanatic;n. This theory suggests
that wide swings in unexpected inventory cause cyclicalifluc‘tuations in the level
of economic activity. The service-producing sector by and large has no need for
maintaining inventories and hence there is little chance %or unexpe»cted boom and
bust. In most cases, output is produced only when there is a demand for it and
hence there is no discrepancy between demand and supply. As Fuchs says,

"One of the reasons for the stability of output m services s the fact

that the output cannot be stored. This\sector, therefore, is spared the

effects of swings in inventory investment, swings which make a major
contribution to cyclical fluctuations of the economy" (1965, pp. 21).
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Another explanation for relative étability of this sector is that some of its ?

-

segmerats are immune to cyclical swings in income because. of. a very stable

demand for their output. For instancg, demand for medical care in general; needs

‘of the aging population; educational and recreational needs; police, fire ‘and.

sanitational needs; are all very stable. However, demand for some services can’

be as cyclical as the demand for goods. For instance,’ tihe damand »for what
Grubel (1986a) calis interm8diate services will-tend to fluctuate with the economy
in general. Thus, with some segments eanjoying stable deﬁwand and the re;‘.t being

no more cyclical than “the goods-produéing _sector, ‘the service~producing sector

as a whole is generally more stabie than the goods-producing sector:

It seems appropriate to. examine ‘brieflx; tr‘\e consequences of a structural
change which is chara_cter.ized by ‘igrO\;ving importance of the service-producing
sectort, Firstly, as the.service-—producing sector is relatively moré stable than the
rest of the economy, a growing imp'ortan.ce of this sector may méan an
economy less sensitive to business fluctuations. vSecondly,"the}e is evidence to
suggest that the service-producing sector has a larger pfobortioh of female 'ana

part-time workers than rest of the ‘economy. It also has a greater proportion of
. :

selif-employed workers, This may have implications, for the changing profile: of

the labour force in the economy.ll Thirdly, the goods-producing>sector on average

is more capital intensive than the service-producing sector. Therefore, it may

have implications for long term demand for }physical capital. Fourthly, the

increasing share of output' of. the service-producing sector may have some

balance of payments implications for the western industrialized economies. This

i
N

concern is reflected in the recent efforts:to liberalize trade in services.

[ ‘

- G SEu Gb G G G G G T SR SR S G D = l

‘The implications of servicization were examined in detail in Chapter Il. Fuchs
(1965) and Stanback (1979) provide a good discussion of some of these points,
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Finally, the !growing impoit;nce of the servic“e-produci'ng sector. could mean
-a less efficient aliocation of available resources provided the 'pubiic ;ectror plays
an jincreasirigly greater roéle in the provis‘iovn of services, and ifailocation of
resources by non-market forces is non-optimal’. Pubiiq sectdr involvement in the
se'r‘vi:ce-producing sector can be both diiect through ownership and control aiid
indirect through reguiations’. The following- is a brief account ‘of public sector
involvement in *various service-producing secitors in Canadﬂra. The transpoitation
segmeni of the ‘serVice-producing sector is characterized by bothv‘dire_ct 'andq_
indirect governmenf ;involvemént. For instance, Air Canada and CN railways are
both public sector enterprises-. There is also a significant degree of Qovernment
raegulation in this aiea. Although there is no direct government participation in
the financial sector, it is a highly regulated sector. Thg iriefficiency in ti1e trade
sector may not bé due to government control ‘andr regulaition but rather due io
the priasence of underground economy. In the commt;nity business and _personalv
services sector, the government provides "a considerable amount of services, and

hence it can be subject to inefficiency. And finally, public administration. and

defence is entirely a public sector concern which can be a source of similar
: A - - 1

rd

inefficiency.

Sl

I am grateful to Professor Spindler for pointing this out to me. An examiri}ation
of this issue is both chalienging and worthwhile. | expect this to become an.
important item on the agenda for my future research.

This is not to imply that public sector involvement is limited to the

service-producing sector. Petro-Canada is one of many examples of government
involvement in the goods-producing sector. -
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IV-6 Asymmetric Sectoral Growth and Cyclical Structural Change

For the pﬁrpose of this section, four va|:iat.>les are arbLtrlarily defined to
represent structural charjge’. These are PQT, PQR, PQl and PQM which are the
tradeable, resource, indu'strial_l and the manufacturing sector output respectively,
each expressed as a percentage of tbtal output, |t ‘is then postulated ;hat any
change in one or all of these ratios over time . amounts to ‘a structural change.

The null hypothesis therefore is that structural change as defir’i,ad above does not

follow a 'cyclical time path. The task is to see whether one can reject this -

hypoi_hesis at a reasonable level of significance.

-

For this purpose, the OECD index of industrial production, (IPRdQ) and each
of the above four ratios ‘were separately‘regrgssed against time and time series
data- of deviations" from trend were ‘obtained. Since all data were seasonal‘ly
adjus‘ted,ﬁthese series can be treated as measures of cyclical fluctuations,
assuming that there was nq‘ irre;}gular element in the ;data.r Each of these series
of deviations from trend for PQT, PQR, PQl and PQM are plotted along with the
deviations for I[IPROQ in Figurés IV=-4a, |V-4b, |V-4c and IV-4d. A visual

inspection of these figures- indicates a definite relationship. The foliowing vfour

equations using the deviationsv/fhr;omatrend of PQT, PQR, PQI and PQM as the

’ R &

dependent variables and deviations from trend of IPROQ gs': the independent,

N

variable were estimated.

PQTD=0,*a,IPROQD .. .. @
PQRD=4,+4,JPROQD .. .. (4.2)
PQID=7,47,IPROQD .. .. (4.3)
EQMD=60+5;1PROQD e (4.8)
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o . x5
The equations were * first estimated using the ordinary least squares

technique®. However, a signif}cant' degree of first order. a.utocrbrrelation' Was
defected, Therefore, ali four equations were re-estimated u‘sing t'hé generalized™
feast squarés techniques in order to achiwe‘rve increased efficienéy. The reﬁ/ults of
,estimatior; are presented in Table V=6 -The slope coe‘fficie.nt in sach aquation
had a positive sign and was significant at the five percent level.. Similarlyﬂ. all’”
the F-values were significant at the five percent level, indicating a‘ good fit.

Thus, on the basis of these results, the null, hypothesis of no cyclical path of

-

. structural change can be rejected'.

/

output which excluded agriculture and fishing and trapping. The rationale for doing
this was that these two sectors are more affected by the vagaries of nature
rather than the market forces of demand and supply.

1The simple correlation coefficients of .94, .78, .91 and .93 between the N
respective pairs of variables were found significant at the five percent level.
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Table Iv-6

*

Regressuon results of equatlons (4 1), 42), 43) and (4.4), esttmated over the
. . . _ period 1962-83.

Coeff

/ Const,

R2

F-value
SE
DW

Rhoi

Equation (4.1

) Equatioh (4,2)

Equation (4.3) Equation (4.4)

0.284 -
(13.20)

0.000
67
174.13
0.01 ,
1.75

.64

*
0.565

(3.79)
0.0(CLZ
13
14.40

0.03

1.85

.81

0.352 0.477
(9.83) (10.74)
0.000 0.000
53 57
9856 115.26
0.05 0.01
2.01 1.96
73 72

® significant
parentheses.

at

the 5 percent

level

>

using a two-tailed test. T-values are in
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CHAPTER V
STRUCTURAL CHANGE IN A RESOURCE-BASED ECONOMY-A THEORETICAL

‘  FRAMEWORK

This chapter is a central part _of this stud"y; Essentially, there are two main
objeétives in 't;his chapter. The first'objective is to examine the ta)g}onomy of
structural change in a resource-based -economy. In ‘;;articular. the issue of a
demand-induced resource boom ié re-examined. This is done by axamining the
- relationship betweén global recovery and rising prices of basic ;aw materials.
Then, it is shown how this exogenou51 resource boom can lead to a rise in the
general wage level in the resource sector and how under :‘competitive market
conditions, wages in the non=-resource \fsectors tend to rise in tandem with wages

in the resource sector.

The sécond ;bjective is to develop a theoreticial framework for analyzing
~ structural change in “a resource-based economy. This entails developing a
two-part model. First of all, reduced-form equations for the tradeable andr tﬁ—e;
non-tradeable sectors are formaily derived. These reduced-form equations can be
estimated to see 'how well they explain the ﬂactual movement of these sectors
through time. Secondly and more importantly, a model is derived which allows
estimation of the process of structural adjustment by using output of vario

sectors in ratio form as the dependent' variable. A dummy variable approgch can
be adop‘»ted in order to test for presence of asymmetry both between sectors

!

and between various phases of the business cycles. ‘ v
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V-1 A Taxonomy of Structursl Change in a Resource-Based Economy

i3

Before examining some ofr the major links in the chain of the structural
adjustment process, it seems appropriate to restate the main arguments .in this
study. In this thesis, it is proposed that the process of structural change in a
resour.ce-dg:minated economy such as Canada is of a cyclical nature. While this
hypothes’]“iv"sr‘; does not refute the current views on the structural adjustment
process, it may have some additional cost. implications. Unlike the secular trend
hypothesis where the process of‘adjustment is gr;dual over ‘Fime and therefore
predictable, and uniike the Dutch-disease hypothesis (where the édjustment is more
violent but' of once-and-for-all nature, the cyclical structural adjustfnent is of
recurrgng nature. It is argued that even when the structural adjustment process is
secular, it is not without serious cansequenceé.

There is considerabie evidence in the literature to suggest that the industrial
sector fosters growth by generating dynamic forces in the economy. Therefore, a
stagnating industrial sector is bound to have serious Jong term growth
consequences®. In this study, it is argued that since structural adjustment in a
resource-based economy is generally iof a _cycli'cal nature, it will tend to
exacerbate the problem of structural unemployment. And finally, since economié

ftuctuations are difficult to predict, a cyclical structural adjustment can mean

higher adjustment costs.

=

it s perhaps important to point out here that although the process of
structural adjustment is postulated to be cyclical, there is an asymmetry in this
process. That is, while during contractionary periods the industrial sector shrinks

in a relative sense, during the expansionary periods, it does not necessarily

‘This issue was examined in Chapter i, in some detail.

\
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rebound to regain fost ground. Thus, there is ; ratchet effect of a sort, which

makes the process,by and large irreversibie.

A Demand-induced Resource Boom-A Re-exammination

In Chapter i, this issue was examined in some detail. It was shown

empirically that the behaviour of exports of natural  resources is indeed
.-

procyclical, and also that there is in fact a strong positive relationship between
volume and price indexes of exports in general. In this section, the
demand-induced nature of the resource boom is re-examined and then some

" additiona! evidence of its procyclical character is provided.

Whenever there is a general surge in economic activity in the major
industrialized countries, the demand for resources increases?’. The impact of a
global reco?ery on the demand for the resource sector's output, andA resource
prices, can be studied in the usual demand and supply framework. This is done

in the following figure.

The underlymg assumptnon is that - 'major market economies.: ‘are highly integrated
and therefore; business fluctuations are closely synchronized. In view of recent
experience, this seems like a reasonable assumption. For instance, in 1972-73, all
seven major industrialized countries (Canada, USA, Japan, France, italy, Germany
and the UK) experienced a sharp increase in their industrial production, and in
1973, each one of them siumped into one of the deepest recessions of the
post-war era. Unprecedented advances in transportation and communication
coupied with a more integrated monetary policy in recent years may account for
this growing synchronization,



' 8
Point E, is the initial equilibrium at which P, and Q, are the equilibrium

price and quantity of resource Sector orutput respectively. Suppose that there is a
sharp upturn in the major industrialized economies, ryvhich results in an outward
shift of the demand curve to DD, Now, point E, is the new equilibrium
following the initial impact of the boom, and P, and Q, are the new equilibrium

ﬁtprit:a and quantity. The resource boom is demand-induced as both the price and

the quantity, increase as a result of the demand shift. Thus, uniless the supply'

curve is perfectly inelastic, there will always be some increase in quantitiy along .

with an increase in prices.

There are at least two reasons why the supplry curve will not generally be
vertical, even in the ‘short run. First, there may be excess inventory, especially
during periods of siow growth, And second, some augmentation of the production
level is usually possible on short notice. Figures V-2a and V-2b show the

procyclical movement of resource prices both for the all c>mmodities group and

pd ’
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the metals and minerais group’. As it is clear from these figures, 1964, 1873 and
1979 represent the periods of greatest resource boom in recent years, marked by

a2 dramatic increase in prices.

in order to find a more precise measure .of this procyclical behaviour, the
following regression eguation was estimated, using the index of metal and
mineral prices (CMP) in constant doilars as the dependent variable, and the OECD

industrial production index. (IPROQ) as the explanatory variable*.

CPM,=a,*a T+a,T2+Za, IPROQ, . . B)

Equation (5.1) was estimated using Almon distributed lags. A five period lag
withva' 'second degree poiynomial seems to yield the best result. Since this
eguation was estimated in double log form, the c;efficients can be interpreted
as elasticities. There were no endpoint resgictions imposed on the parameters.
The time variable was intro;juced in order”‘to account for the presence of a
trend in the data. The results are summarized in Table V-1. Looking a"é the table,
an »adjusted R2 of .72 and a F-value of ‘46.12 indicated strong support for the
contentiocn that the metal and mineral priées behaveﬁ in a procyclical manner. The
fong run elasticity of 1.004 witﬁ a t-value of 3.38 was significant at the five

percent level, and so were the first four short run coefficients. However, the

presence of serious autocorreiation as indicated by a low value of the
'‘The all commodity group consists of 33. basic commodities exciuding energy,
while the metal and mineral group consists of 8 major kinds of metais and

minerals. Both price indexes are in constant dollars and are based on
1979-81=100,

Source: World Bank Economic Analysis & Projections Departmjyr,“Commodity‘
Studies & Projections Division, : .

- ‘The reason for using the metal and mineral- price index rather than the more

comprehensive all commodity group in this equation is that Canada is very
poorly represented in the all commodity group except for the metals and
minerals included in the metal and mineral group.
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Table V=1

,4Regres’sion results of equation (5.1), estimated over the period 1962-83.

T o . Coefficients ~ T-values
0 , - ' © 0.316 (3.97)
1 | 0.333 (4:67)
2 o 0275 -~ (357)
3 0.143 ©o1)
4 _ ~0.063 . (-079)
Za, 1.004 (3.38)
R?=.72 | F=46.14 SE=.01
DW=.72 ~ Rho1=1.86 Rho2=-.97

* significant at the 5 percent level using a two-tailed test.
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Durbin-Watson statistic Qndermines Vthese results. Thus, there appears to be some
evidence in support of the hypothesis that the ‘resource sector experiences. - a
significant rise in its output prices following a rise in the level of economic
activity in the industrialized countries, Figure V-3 shows a close relatiomship
between growth in the level 6f economic activity as measured by, the OECD

industrial production index and the growth of the resource sector in Canada.

L% &:‘\?

- e

A Resource Boom and Wages in the Resource Sector

Like the demand for bas»ic' raw materials, the demand for labour is also a
derived demand. A change .in the product hprice generally leads to a shift in the

demand r labour, The impact of a resource boom on wages in the resource

sector is ilfustrated in the following figure.-

Figure V-4

[

The point E, is the initial equilibrium with W, and N, being the equilibrium

nominal wage and amount of labour demanded, respectively. Becuase of a shift
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Figure V- 3
Relationship between growth in the level of economic achvity,
in the OECD countries &nd the Canadian resource sector, 1962 83
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in the demand for resources, resource prices rise from P, to P, as explained in
the preceding section. Other things remaining the same, the demand curve for
labour will shift to the right. As a resuit, a new equilibrium occurs at point E,

where W, and N,‘are the ‘new equilibrium wages and employment. - N

However, a rise in nominal wages from Wonto W, will not mean a rise in
real wages 'if the rise in/general price level is large enough to offset thev rise
in nominal wages. It is assumed here that during expansionary 'periods,‘resource
prices tend to rise faster than consumer prices, a;wd thgréfore, even with a rise

' R .

in consumér prices, the shift in demand for labour will be large enough to more

than cofripensate the dampening effect of a rise in consumer prices on real

-
p

wages. The net outcome of this anal\,;sis is. that both nominal and real wages
rise during economic expansion. The _procyclical behaviour of wages in the

resource sector is depicted in Figure V=53,

It should be bpoi.nted out here that if it is rassumed that the initial
equilibrium is at' less than full employment, then wages wiill ’rise rather slowly in
the beginning. ?ut as tihe boom persists and the economy moves toward a higher
level of employment, wages wijd rise faster. This particular feature of the labour
market can be incorporated in the present analysis by introducing é suppfy curve
which is concave upward. In such a case, the wage effect of the boom will be

further magnified.

s\n this figure, the resource sector includes only forestry and mining because
wage data are unavailable for agriculture and fishing .and trapping. The correlation
coofficients of 380 and .248 for the current period and one-period lag
respectively were found significant at the five percent level. The value became
statistically insignificant after that.
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| Figure V=5
Procyclical behaviour of output and wages in the Conodlon
resource sector, 1962— 8,, % |
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A Resource Boom and Wages in Rest of the Ecbnomy //,

I

° /
A//

It hag been shpwn that in the resource sector, ,both‘ real wages and:quantity
of labour demanded increase during economic expansibn. Even at less than full
employment, some;‘of the additional labour demanded by the resourcé sector will
come from tr;e rést of the economy. This is referred to as the resource
movemént effect in the Dutch-disease literature. Before analy“zing the taxonomy
of wages in rest of the economy, two points are worth mentioning here. ‘First,
the underlying‘assump(ion in the present analysis is that the labour is mbbile
between sectors. This assumption is maQe in full .cognizance of the fact that at
any given time, there ‘may exist ‘sorﬁe labour that is sectodrvspAecific. Not all
workers are skilled miners and lbggers:at the same time, Second, in this study a
distinction is made between wage _behaviour in the industrial (non-resource,
non-service) sector and -in the service-producing sector. The behaviour of wages

5 . . ' ’ . - /
in the industrial sector is illustrated in the following figure.

Figure V-6
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in the above figure, E, is the initial equilibrium with W, and N, vas the
equitibrium wage and quantity‘of labour demanded. As a result of the resource
movement ;ffect, some labour has left which means an inward shift of the
supply curve to SS, Wages rise to W, and embloyment falls to N, at point E,
But now, the resource cost is higher because of the rise in raw material prices.
This means less resourcé per worker (assuming capital is unchanged) and hence.
the marginal physical broduct ‘of labour falls. With product prices unchanged, this
means a downward shift of the labour de?ﬁand curve to DD, . Finally, during
expansionary periods, the product prices will unambiguously increase. Therefore,
the _demand curve for labour shifts out to DD, and there is a new equilibrium at

E, with W, and N, being the equilibrium wage and quantity of labour demanded

respectively.”’

The net outcome of these shifts in the demand and supply curves of labour
is not readily obvious. It will very much depend on the magnitudes .of the
‘shifts,‘the elasticities of the two curves, and the amount of change in the
product and the raw- material prices. However, it seems reasonable to postulate
the following. The net effect on the level of employment is indeterminate. But
even a net increase in the level of empioyment does not by itself contradict the
hypothesis, because it is the relative behaviour of employmem and output’ and
not the absolite change which is relevant for the purposé of the present
investigation. However, the wage in the industrial se&tor is expected 10 rise as
downward shift of the demand curve due to the resource movement effect 1s
likely to be smaller than the upward shift due -to the price effect. Moreover,
organized labour wozl’d demand parity with _wage:; in the resource sector. Thus,
wages in the industrial sector Would rise iﬁ tandem with a rise 1n the resource

sector, in other words, the resource sector seems to behave as the wage-ieader.
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In order to test whether there is a significant relationship between the
industrial wage and wages in the resource sector, wages in the manufacturing
sector (WMAN), the construction sector (WCON), the utilities sector (VVUTL) as

well as the wages in the industrial sector as a whole (WIND) were regressed on

X

wages in the resource sector”(WRES). The four equations are:

WMAN,=a,*a,T+a,WRES +Za, WRES, . .. .. (5.2)
'WCONt=5°+ﬂ,T+a,WRESt+Zﬂ3iWRESt_i (5.3)
WUTLt=‘i°+‘r,T+a,WRESt+273iWRESt_i (5.4).
WIND,=6,+6,T+8,WRES +L 5, WRES, _. v . (5.5)

The current term in each equation has been kept free and the Almon
distributed lag method was applied only on the lagged terms. A second degree
polynomial with a five period lag structure yielded the best results. No endpoint
restrictions were imiposed on the parameters. All 'equations were estimated using
a double log’ specification and therefore all coefficients are also measures of
elasticity, The results are summarized in Table V-2a. Looking at the tablg,'the
current term in each ,equation had produced the expected sign. However, the
current term was statistically sigﬁificant onlry in three of the four equations.
More importantly, all lagged ‘coefficients in each equation produced the expected
signs and ail with the exception of the first lagged term in equation (5.3) were
statistically signifitcant, Similarly, all long run coefficients were significant at the
five percent tlevel. Thus, these results suggest that there JS a significant
refationship between wages in the resource sector ﬂand wages in the industrial
sector, as postulated in this study. But this is at best a partial test o‘f the

hypothesis, as this does not rule out the existence of a reverse causality. For

this, all four equations were reestimated by reversing the variables and by
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Table V=2a

Regression results of equations (52), (5.3), (5.4) and (5.5), estimatad over the
: period 1962-83. . ’

T Equation (5.2) Eguation (5.3‘) Equation(5.4) Equation (5.5)
» » »
K1 . 0.318 0.301 0.089 0.219
(6.15) (2.42) (1.14) (3.65)
» id , hd
1 0.110 - 0.065 0.185 0.105
(2.18) (0.53) (2.47) (1.79)
» [ ] ] * .
2 0.077 0.120 0.176 0.118
r (2.37) (1.45) (3.81) (2.94)
H~ [ L J [ J ® [ J
3 0.062 0.168 0.164 0.127
(1.65) (1.68) _ (3.01) (2.79)
» [ J L] [ J
4 0.065 0.178 0.152 0.133
(1.99) (2.15) (3.21) (3.31)
L [ ] ] L] L
5 0.086 0.181 0.138 0.135
. (1.74) - (151) , (1.84) (2.33)
L] [ ] [J [ J
Zk3i 0.400 0.704 0.815 0.617
(3.51) (2.29) (5.40) ' (4.14)
Const. 0.992 -0.713 0.003 1.436
R Y. 32 86 61
F-value 80.66 9.23 111.81 28.54
SE 0.01 0.02 0.01 0.01
DW 1.87 1.71 2.25 1.51
Rhot 0.93 0.98 0.88 0.98

* significant at the % percent and ** 10 percent levels using a one-taled
test. T-~values are in parentheses.
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keeping all other specifications intact, The results are presented in Table V-2b.
As the table reveals, both -equations (5.2) and (5.5) produced statistically
insignificant long run coefficients. Thus, the direction of the causality seems to
be consistent with the hypothesis both in case of the manufacturing and the
industrial sectors. Equations (5.3) and (5.4), representing construction and utilities
however, produced significant long run coefficients, signifying a two-way
causation. However, it should be poir;ted out that the size of the long run
coefficients is smaller- in both cases than in Table V-2a. On the basis of this
comparison, one can argue that there is sufficient support for the hypotheses as
postulated in this study. In other words, these results Seem to provide some
evidence in support of the contention that the wages in the resource sector lead
wages in all segments of the industrial sector individually as well as

collectively.

So far as the behaviour of wages in the service-producing sector is
concerned, two things were established in Chapter V. First, tHe wage level in the
service-producing sector is lower than the industrial composite wage. And second
and more important, the rat.e of growth of wages in the service-producing sector
is much slower than in the rest of the economy. As a matter of fact, the mean
quarterly growth in the service-producing sector over the entire period 19862-83
was only .425 percentage points compared with .637 percentage points in the‘
industrial sector, and .723 percentage points in the resource septor. See Tabie

V=3,

Beside this intersectoral asymmetry in the growth rates, there seems to be
an asymmetry of another kind. Since behaviour of wages in different sectors of
the economy during the expansionary and the contractionary periods is of special

interest, the mean quarterly rates of growth of wages on an annualized basis for

-
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Table V-2b

Regression results of equations (5.2), (5.3), (5.4) and (5.5), estimated with the
' variables reversed, e T

T Equation (5.2) Egquation (5.3) Eduation(S.d) Equation (5.5)

L] ] - [ 1] [ ]
y 0.908 0.192 0.181 0.462
(5.50) | (2.14) (1.38) (2.58)
1 0.028 0.017 0.147 ' -0.053
(0.17) (0.19) (1.25) (=0.29)
2 0.015 ©0.109 0.123 0.104
(0.16) (2.34) (1.67) (1.02)
3 0.009 0.123 0.122 0.152
(0.07) (2.03) (1.28) (1.17)
4 0.010 0.057 0.143 0.093
(0.12) (1.28) (2.10) (1.10)
5 0.018 -0.087  _ 0.187 -0.075
0.11) (=1,00) (1.47) (-0.45)
L, a 0.079 0.219 0.722 0.221
(0.43) (1.99) (4.75) (1.16) |
Const. 0.822 3.921 1.168 1.678
R? 97 92 97 96
Fovalue 497.03 203.40 430.87 415.72
SE 0.01 : 0.0 0.01 0.01
DW 2.17 2.18 2.02 2.11

Rho 1 0.72 0.80 0.67 0.71 -

® significant at the 5 percent and ** 10 percent levels using a one-tatled
test. T-values are in parentheses. -
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various sectors during the two phases of the business cycles were computed.
~ The results a’r'e’presrerntied in Table V-3. The major points erﬁerging from thig
exercise are as follows. The wages in the Qoods-prbducing sector seem to have
decelerated by about the same margin as the industrial composite wage during
the contractionary periods.‘ Within the goods~producing sector, wages in _the
resource sector displayed . the smallest deceleration (~0.19) which is significantly
-less than the ’‘industrial composite wage (-0.24). The manufacturing - sector
displayed a much larger deceleration (-0.44) than the industrial composite wage.
However, the industrial sector wage as a whole showe'd a somewhat smaller
deceleration (=0.33) than manu.facturing but still larger deceleration than the
industrial composite wage. When a comparison was made ,with . the
service-producing sector, the asymmetry in wage behaviour became more acu'te.
For exbample, the deceleration in the service—produci_ng sector (~0.49) exceeded
deceleration in any other sector. In fact, this deceleration was twice as much as

for the industrial composite wage. When these calculations were made for the

service-producing sector excluding transportation, the deceleration was even larger.

/nduced Capital /nflows and Structura/ Adjustment

The issue of induced capital inflow was examined ih Chapter |l. However,
the main arguments are recapitulated here, ‘in order to comp‘lete the discussion of
the taxonomy of structural change. In this thesis, it is proposed that capital
inflow in a resource-based economy is by and large of an induced nature. The
booming sector needs additional capital to finance expansion. Part of this capital
requirement is met by domestic sources, but some comes from outside the
country, Furthermore, a sharp increase in real income in the rest of the world

creates additional supply of investment funds. Foreign portfolios are readjusted

and some of the foreign funds fiow into the Canadian economy, especially the
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Table V-3

Asymmetric behaviour of real wages in major sectors during the business cycles,

4

1962-83.

Major sectors Expansionary Contractionary | Difference
periods periods ‘
GOODS SECTOR: | 2.90 2.63 -0.27
RESOURCE 3.03 2.84 ~0.19
MAAQEFACTURING 2.27 1.83 ~0.44
INDUSTRIAL 2.82 2.49 -0.33
ss:zwca SECTOR 2.04 . .55 -0.49
ind. comp. 1.86 1.62 -0.24

»

When transportation was excluded from the service-producing sector, the
annualized growth rate during the contractionary periods declined to 1.26 from
1.77 during the expansionary periods, a deceleration of =0.51 percentage point.

Source; Employment

no. 72-002
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resource sector. This additional capital inflow ceteris paribus has a bogitive
impact on the value of the domestic currency.lAn appreciatig&_cgﬂencLﬂubrts’the
tradeable sector of which the indusfrial‘ sector is an important part. The
service-producing sector on the other har;d, remains largely unaffected. Tol sum

up, the balance of payments effect of a resource boom in_a resource~based

economy is such that the share of the industrial sector in the national output is

>

under constant downward pressure.

There have been several contentions in this part of the thesis, and each has
the‘potential of becoming a testable hypothesis. Some of these hypotheses Have
been subjected to preliminary investigation in order to verify the broad thrust of
the issue.

~

V=2 Theoretical Models of Structural Chan\ge

£

)

economy is derived. The model is essentially a two-sector general equilibrium

in this section, a formal model of  structural change for a small open

model. Although the dichbtomy between tradeable and non-tradeable sectors is
guestionabie, it has been .kept for exbbsitional simplicity. Thus, there are two
product markets, one each for the tradeable and the non-tradeable sectors. [t is
assumed that non-tradeable prices are determined in the domestic market. The
tradeable prices on the other hand, are determined in the international market.
The model uses two tradeable prices, namely foreign and domestic. A small
country assumption and the purchasing power parity postulate seem to make this
distinction redundant. However, since the focus in this study is on the cyclical

nature of the structural adjustment process, there is some justification for- letting
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the two tradeable prices to diverge in the short run,

Both the exchange rate and tl';e interest rate are ass;.nmed to be ‘exogenous.
Similarly, the wages in the tradeable and the non-tradeable sectors are
exogenously determined. In view of the crucial role that relative wages play in
this ondel, the exogeneity of wages is a matter for concern’. Finally, both
fofeign inco'm\é and domestic government expenditures are assumed to be

exogenous, and therefore they are both shift parameters.?

Both the role of relative wages and government-;expendltures in this model

need further comment. Relative wages have been often cited as an important

)
~

cause for the relative growth of the service-producing sector. This model intends
to capture the structural role of relative wages. This is also consistent with the

Dutch-disease hypothesis where a resource boom leads to an escalation of wage

v

demands in the booming sector. Although wages in other gectors of the

economy tend to rise in tandem, there is an asymmetry in the rate of increase

across sectors. During the contractionary phase of the business cycle, there is a 1

‘Winters (1981) in his modei of the export sector, makes the assumption that UK
exports are differentiated both from the goods produced elsewhere in the world
and from the goods produced in the UK for the home market. This assumption
allows him to postulate "that the two tradeable prices may diverge. He also -
mentions changes in corporate tax policies, long run economies of scale and
'learning by doing' which may cause a change in the relationship between export
prices and prices in the home market. According to him the export price will lag
behind the cost price (domestic tradeable price) because (1) exporters adopt
historical cost price, (2) exporters fail to realize that competitor’'s prices have
changed, (3) there may be some bureaucratic and technical rigidities, and (4) there
are some administrative costs associated with the frequency of price changes.

An attempt to include separate labour markets in the mode! created some
serious problems in working out the algebra and made the interpretation of the
coefficients very difficuit, The labour market and the process of wage
determination was discussed in the first section of this chapter.

The exclusion of terms of trade effect in this model is consistent with the
small country assumption, : )
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similar asymmetry in that some sectors show a higher degree of wage

moderation than others. See Table V-3. for some empirical evidence,

The so-called Bacon-Eltis thesis, as explained earlier, tries to explain the
relstive growth of the service-producing sector in terms of expanding government
expenditures. The inclusion of government expenditures in the present model is

therefore intended to test this hypothesis.

A Model of the Goods Producing-Tradeable Sector

In this section, a mathematical model for the tradeable sector is derived.
The exercise begins by separating the domestic sources of demand (D) from the
foreign sources-of demand (F). Thus, the demand for output of a given tradeabie

sector, i, is written as follows.

Here, the domestic sources of demand (Di) consist of consumption (Ci)’
investment (li) and government (Gi)' For simplicity, it is assumed that government
expenditures are exogenous. The foreign source of demand for domestic output
consists of exports’(xi) and (Mi) denotes domestic demand for foreign outputs.
Using this notation, the expression (1) is written as,

dr= c+ 1+ G+ XM @

which is an identity. It is assumed that the components of (2) are determined as

follows.

108



Ci = f,(YDN, PNj’ PTi) . (2a) j=1.2,...n2 -

|l = fz(RN’ PTl) e (2b) i
X f3(YFN' PFi' PTi) v (20)

Mi = f‘(YDN’ PFi‘ PTi) v (2d)

c.:'i

= G, .. (2e), where

YDN = domestic income in nominal terms,

YFN = foreign income in nominal terms,

PNj = non-tradeable prices,

P

Ti domestic tradeable prices,
PFi = foreign tradeable prices adjusted for exchange rates,

RN = nominal interest rate

Using PTi as the numeraire, equations (2a) through (2e) can .be written as

follows.
Ci = f:(YD. RPNj) (3a)
li = f,(R) (3b)
><i = f;(YF, RP_Fi) (3¢c)
Mi = fa(YD, RPFi) (3d)
G = G, (3e), where

RPNj::PNj/PTi’ and RPFizpFi/PTi

For expositional simplicity, it is assuméd that each of the functions (3a)

through (3e) can be written in the following linear forms.
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Ci~_= 0+a1YD+a2RPN .. (4a)

I, = bg-b R , .. (4b)

. 3
)(i = x0+x Y +x2RPF .. (4c), d
Mi = mo+m1YD-m2RPFi .. (4d), ancj}h‘
G. = G, ... (4e), where

all coefficients >0, and 0<n:1<a1<1

The model is further simplified by combining equations (4c) and (4d) as,

F (x M) = (X -mo)—m Y +Xx Y +(x2+m2)RPFi ... (5)

Fi =°c 'C1YD+C2YF+C3RPF

all ci's are implicitly defined by (5)

(6), where

-

Now, expression (2) can be rewritten by collecting the appropriate terms

from equations (4a), (4b), (4e) and (6) as follows.

SYEb, r—'a+c3|=u=F Ya RPNy ()

Cg = (a0+b

Ti teptGy)t(ay—c ¥pte

0

The following is the interpretation of the causal relations/hip of each
variable in equation (7). Domestic real income (YD) has two opposing effects on
the demand for the tradeable output. First, it has a pbsitive effect through
consumption manifested by the marginal propensity to consurﬁe (a1,) and second,
it has a negative effect through m’arginal propensity to import (c1). However, the
net effect of domestic real income is expected to be - positive because, in the
aggregate, the marginal propensity to ilmport is almost always less in absolute

terms than the marg?nal propensity to consume. The formal - expression (a1—c1),
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therefore impliés that the net rharginal propensity to »cénsumé domestic output is
pogitivé. Foreign real income (YF) is expected to have a ‘positive 'relationship
because a rise in the foreign real income would, ceteris paribus, lead to a rise
in demand for exports. The real interest rate (R) is assumed to be negatively
related to domestic investment demand and hence to the demand for tradeable

output.

The relative price variable (RPFi) affects the den';and for tradeableﬁ output
through net expérts and is expected to have a poéitive relationship to the
domestic tradeable output because a rise in the domestic price (PTi) relative to?
the foreign price (PFi) woulid, ceteris par/'bus,' lead to an increased demand for
imporfs and discourage exp.orts. The other relative 'price variable (RPNj) is also

expected to have a positive relationship with the demand for tradeable output. If

P.. declines relative to P the consumption demand for tradeable output will

Ti

increase. , >

Nj’

Next, it is assumed that supply of tradeable output can be written in_the

following functional form.

CfTi= fWop Py Prp) (8), where

WTi = nominal wages in the tradeable sector,

Once again, using PTi as the\.,_”numeraire, equation (8) c¢an be written as

i

follows.

d,= fWap RP) s )
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The following simple linear supply edﬂation for the sectoral output in the

tradeable sector is assumed.

.= d

1= dg ~d.RP.. .. (10)

—dWei-dRPN;

In equafion (10), the wage variable, (WTi) has a negative coefficient because
a ‘rise +in tradeable wages wo.uld, ceteris paribus, lead to a decline in the supply
of trédéable output. The relative price variable (RPNj)’ is expected to have a
negative sign because a rise in the price of tradeable output relative to

non-tradeable output, would mean a fall in RPNJ._ and hence supply of tradeable

output should increase.

The equitibrium condition is given by the following eguation.

& =

1= G o (1)

Substituting (7) and (10) into (11), the equilibriUmﬁprice (RFﬁNj) and quantity
(C?Ti) are solved in terms of all exogenous variables and Yp- After‘ some .

algebraic manipulations the following equation of the equilibrium relative prices is

obtained.
e D07%07%07%"G) o ©) -
N (@ay*dy) (ay*dy) T
(a,-c (c3) (b,)
...L..-if_ YD - ____2....._ YF"‘ + ____1__ R
(8y*dy) (8*dy) (ay*dy) :
. (c)
I RP.. (12)
(a2+d2)
”
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Substituting equation (12) into equation (10), the equation of the equilibrium -

quantity is obtained as follows.

~
P (a d +d2a0+d2b0+d2c +d G )
Ti ---------(_-:;-)- --------
a,7d;

(d,a,) (d,a,-d.c

N I woo o+ _2 2 Yg o+
(8y%dy) (ay*dp)

(d,c,) d,b.) (d,c.,) .
22 Ve - 2l R o+ 28 RP L. o (13)
(ay+dy) (@y*d,) (a,+dy)

A careful e>l<amination of equation (13) yields the following interprététion of
each of the coefficients. The denominator in each term is identical and pos‘mve.‘
Therefore, the wage variable has a negative relationship with the equilibrium
gquantity., The domestic real income variable has a positive sign because (a1-c1)
is assumed to be positive. The foreigh real income variable has a pdsitive sign.
Simiiarly, the real interest rate has a negative sign. And finally, the relative price
variabte, RPFi’ ‘has a positive sign. Thus, eguation (13) can ‘be rewritten as

fol I'owfs.

6Ti= ap=a, W +02YD a3YF-—a R+ QSRF’F

ali o's are implicitly defined by (13)

(14), where

A Model of the Service Producing-Non-tradeable Sector

At the outset, it is assumed that the output of the service-producing sector
is non-tradeable. However, there are five different sectors Iumped together n

this broad classification. There are some sectors, say transportation angd finance
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which may have some tradeable output, whereas some other sectors such as
trade, community business and personal services, and public administration are

" basically non-tradeable. 'Hdwe\/er‘, conventionally all these sectors are treated as

-

non-tradeable sectors.

It is .assurned that the demand function can be written in the following

implicit form:

& = #y

Nj DN’ PNj‘ PT,i) .. {15)
j=1,2...n2

2

Again, using PTi as the numeraire, equation (15) can be written as

(fo f(Yp. RPy) - (16)where

all variables are as previously defined.

If it is assumed that the demand function for the non-tradeable output is

linear, the demand equation can be written in an explicit form as follows.

dl= w

Nj 0+w1Y -w,RP,.,. .  (17)

D 72 Nj

Furthermore, it is assumed that the supply equation can also be written in a

linear form as follows.

6Nj= 0 Nj T 22RPN

GX=government expenditures deflated by P

24-2,W J.+z3GX (18), where

Ti’

and all other variables are the same as before.
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e,

The rationale for including government expenditure follows from the
Bacon-Eitis thesis. It is assumed here that goverr;ment expenditure is biased in
favour of the non-tradeable sector. Therefore, an increase in govérnment
expenditure would lead to an increase in the supply of service sector output. The

equilibrium condition is given by

dij: CfNj (19)

Substituting equations (17) and (18) into (19), the following equation of the

equilibrium relative prices is obtained.

RF?N: _E.V:,_?.:Z_o_) + __(?..1_)_'_ WN' + .(\ivj.)_ YD
Ltz wprzy) T (wpray)
2
- =30 ex . (o)
(w2+22)

Substituting -equation (20) into (18), the following equation of the ‘equilibrium

output is obtained.

g . Mool Wr)
N. - N.

J (wytzy) (wy*zp)

w.z,) W2 |

12 Vg 230 ex . @)
PR Wytzp)

The interpretation of equeation (21) is relatively easy. Each term has the

- e . ‘ . ,

same positive denominator. Thus, the wage variable has a negative relationship
becauss a rise in non-tradeable wages would generally lead to a fall in the

supply of non-tradeable output. Domestic real income and government expenditure

1015 hY



both have a positive relationship with the equilibirum quantity. Simplifying

- equation (21), the following equation is obtained.

c1‘3Nj = Bp=B Wyi*tB¥p * AGX . (22), where

all A's are implicitly defined by (21)

The Final Reduced-Form Equations

e
-

For
equations

following

ease of exposition, YD was treated as an exogenous variable and

(14) and (22) were obtained. Now, the model is ciosed with the

equation for YD'

Yo = Qpt Qy (23)

And now, from equations (14) and (22), the following equations are obtained.

QTi=g°'g‘WTi+92YD+93YF'9‘R+95RPF6 (24), where
9, = op n=0,12...5, and
Cle=ho-h,WNj+h2YD + h,GX (25), whevre B
hn = an n=0,12.3

Therefore, after some simplification, equation (23) can be written as

follows?®.

*for the sake of simplicity, the subscripts i and j will be suppressed in the rest
of the analysis.

116



------ RPE - . . (26)

where A=1-g,-h,

The denominator in each term on the right-hand side of equation' (26),
(1-g,-h,), is positive because (g,+h,) must be less than oné. Therefore, equation

(26) can be written as follows where all 6's are positive!®, -

YD=60-—9 1WT-62WN+03YF-64R+GSGX+96RPF (27)

Substituting enquation (27) into (14), the final reduced-form equation of the

eq/u)librium quantity in the tradeable sector is bbtained as follows.
e ’

—

e_ - - -
QT-(aO"'azGO) (a1+a291)WT (a292)WN+(a3+a293)Y (a,+a

po o tas 6, )R+ (a,6.)GK+

(a5+a296)RPF (28)

Now, defining RWT as a ratio of tradeable to non-tradeable wages, equation

(28) can be rewritten as follows. JE‘
e _ ' .
OT -?\0—7\1RWT+?\2YF-)\3R+7\AGX+7\5RPF (29)
AR
d z
Let —em?ee = k <1, and e =1 <
2%, Watz,

Then, 1-A = Z.ki(aﬁ—cﬁ)‘*-lew1i
Or < Z(a“-cﬁ)*'Zw”, since ki’ lj <1

Or < 1, and therefore, 4>0
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The same procedure is followed to obtain the final reduced-form equation
of the equilibrium quantity in the non-tradeable sector by substituting equation

(27) into (22).
Qg*(ﬁ0+ﬁ260)—(ﬁ1+ﬁ262)wN;(ﬁ261)WT+(ﬁ293)YF—(ﬁ264)R+(ﬁ2+6265))GX+

(ﬁ266)RPF .o (30)

Therefore, equation (30) can be rewritten as follows.

e : '
Qn =9+9 AW +9,Y-¢,R+6,GX+¢.RP, . @31

A Model/ of Asymmetric Structural Change

Although the two final reduced-form equations (29) and (31) can be
estimated to explain the performance of "individual sectors, the main objective is
to derive a model which can explain the relative performance of various sectors.
To do that, the- following four variables are arbitrarily defined to represent

structure. These variabies are then used as the dependent variables in this study.

T .
RAT = —-em- = ratio of tradeable sector output
QN to non-tradeabie sector output
ROQR =  —ecem=- = ratio of resource sector output
QN to non-tradeable sector output
OI
RQI = ecoe——- = ratio of industrial sector output
QN to non-tradeable sector output
a
Qp
RAM = —-ee- = ratio of manufacturing sector output
QN to non-tradeable sector output
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" As the reduced-form equations (29) and (31) indicate, the behaviour of each

sector's output is explained by the same set of variabies namely, RW R.

T Ve
GX, and RPF. It is reasonable to expect that the same set of variables would
explain their relative performance also. Therefore, each of the above ratios can

be written as some function of those variables as follows.

~ RQT = f(RW,, Yg. R, GX, RPL) .. (32)
RQR = g(RWg, Y. R, GX, RP) .. (33)
RQl = h(RW,, Yg, R, GX, RPL) .. (34)
RQM = kRW,,, Ve. R. GX, RP:) .. (35)

Here, each one of the wage variables is the ratio of the wages in that
sector to the wages in the non-trad‘eable sector as a whole. The relative wage
variable would assume a negative relationship in each case. This is because a
rise in this variable would mean a cost disadvantage for tradeable sectors vis a

vis the non-~tradeable sectors. All other variables are as defined earlier.

Since the investigation of the asymmetric structural change during the two
phases of the business 'cycle is of spe‘cial i’nterest, equations (32) through (35)
can be estimated using a slope dummy variable defined to take a, value one
during the‘,expansionary phase and zero during the contractionary phase.- This will
help in quantifying the asymmetric impact of one or all of the explanatory

variables, as the case may be.
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CHAPTER VI

AN EMPIRICAL ANALYSIS OF STRUCTURAL CHANGE
4

This chapter te-sts four models of structural change each with the process of
structural change defined in a different way. Each definition is expected to
provide additional insights into the nature and causes of struétural change in _the
Canadian economy. In a broad sense, structural change is defined as a change in
the relative shares of various sectors or groups~of sectors in the economy. And

therefore, a test of structural change must of necessity involve the measurement

of changes in sectoral shares over time,

The four definitions of structural change wused in this study are the
following. The first, a structur‘al change is defined as a chanée in_ the ratio of
tradeable sector output to total output. Secti'on Vi-1 provides' a detailed
discussion of this model followed by econometric testing of a relevant equation.
Second, a structural change is defined as a change in the ratio of the resource
sector output to total output. Section VI-2 is devoted to discussion and
estimation o)f this " model. THira, a structural change is defined as a change in
the ratio of industrial sector output to total output. Section VI-3 provides the
detqiled discussion of this mode! followed ‘by an econometric estimation. Fourth,
a structural change is defined‘as a change in the ratio of manufacturing sector
output to total (';utput. Section Vi-4 provides the details of this model and
examines the.. results of. the empirical testing of this model. Section VI=5
“provides results of some additional empirical testing of these models. And

finally, Section VI-6 summarizes the main findings of the empirical investigation.

"The above four definitions of structural change yieid the sarﬁe set of

structural variables as was used in Section IV=-6. The formal model of structural

120



change was derived in Chapter V, us‘mé the-tradeable-npn-tradeable di;:hotomf,
This was adapted to obtain equations (32), (33), (34) a;xd (35). Although, these
four egquations can be estirmated ;n their origingl forms, this is Iikel;/ to'éive a
biased picture of structural change. For .instance, if output of a slow~growth
tradeable sector is expressed as a proportion of output of a fast-growth
pon-tradeable 'sector, the resulting downward trend is bound to be sharper ~than if
the numerator is,expre:ssed as a proportion of total output. Since structural
changé involves a change in sectoral shgre, it is' appropriate to analyze behaviour
of output of a sector or of a group of sectors in relation to total output.

Equations (32), (33), (34) and (35) of Chapter V are therefore further adapted for

estimation purposes.

There are three obj_ectives of these models. The - first objective is to
identify- thAe»"”fac':tors which may explain structural change defined in the .above
four senses, and to quantify their impacts. This is expected to test the validity
of the structural model as developed in ’Chapter V. The second objective is to
find the time pattern of this structural adjustment process ‘by using an

appropriate lag structure on the explanatory variables.

The last two modeis deal more directly with the issue of deindustrialization,
and hence they are of special significance. Therefore, the thirdw;bjective is to
test the last two models for the asymmetric impact of -the relative wage
variable, in the spirit )of the Dutch-disease hypothesis. For instance, it is shown
that the relative wage variahle causes an asymmetric structural change during the
two phases of the business cycle. This is accomplished by using a slope dﬁmmy

variable to account f8r the different impact of relative wag'eﬂs during the

_ expansionary and contractionary phases of the cycle.
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Vi=1 An Econometric Model of Structural Change: The Tradeable Sector Model
| ¢

Model/ Specifications ' -

The model to be tested is the following equation .in double log form?,
PQTt:ﬂ"'Zﬂ1iPWTt-i+ZﬂziYFt-i'zﬂ3iRt'-i"zﬂ4jPGxt-i+zﬂSiRPFt—i 6.1)

The definition of each variable and the appropriate choice of data is

presented below.

PQT: This is the dependent variable which is defined as a percentage ratio
of output of the tradeable sector to total output. Gross domestic product in
constant dollars has been used as the measure of output. If QTi stands for

output of the tradeable sector and GDP for total output, then

PWT: This 'is the relative wage‘ variable defined as a ratio of the average
weekly wages and salaries in the tradeable sector to the industrial composite
wage, Thus, if WTi is the real weekly wages and salaries in each of the

tradeable sectors and CW is the industrial composite wage, then_

W /8 i=1,2,345

'The double log specification has two main advantages. First, the regression
coefficients are measures of elasticities and therefore, can be directly compared.
And second, the log transformation ensures that the residuals are normally
distributed. Satisfying the normality condition is essential for a valid hypothesis

testing.
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As can be seen, the numerator is an average of only five sectors, although
there are seven sectors inéluded in the definition of the tradeable sector. This is
because time series data on wages and salaries for agriculture and 'fishing and
trapping are not available. It is proposed that any rise in‘ this wage ratio wouid
amount to a cost disadvantage to the tradeable sector vis ‘a vis the econom;/ as

a whole. Therefore, the sign of the coefficient is expected to be negative,

YF: This vari.able represents foreign real income. Even if the income
elasticity of demand for goods is assumed to be smaller than for services, it is
positive nonetheless. Therefore, a rising foreign income would have a larger
positive effect on the goods-producing sector than on the economy as a whole
because the latter. includes both the tradeable and the non-tradeable sectors and
because the non-tradeable sector is assumed to be unaffected by any change in
foreign income. A rising foreign income would mean increased foreign demand
for Canadian goods. This is especially the case for Canadian resource output,
which is needed in increaseq quantities- as industrial production in the western
industrialized_ countriesAexpands.v The increased demand for Canadian exportabléé
“will provide an opportunity for expansion and therefore the sign of the

coefficient is expected to be positive.

Real income of the OECD countries would have been an. appropriate choice

for this variable. However, data for the OECD countries are available only from
~ ,

1971 onward. Therefore, the US real income has been used as the second best

choice. This does not appear unreasonable considering that about three-quarters

of all Canadian trade is with the US.

] '
R: This variable is the real interest rate and is being used as a proxy for

the real cost of capital. It is generally believed that the degiee of capital
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intensity as measured by the capital/output ratic is greater in 'the tradeable
sector than in the non-tradeable sector. If this is assumed to be correct, then a
rise in the real interest rate wiHr result in a relative cost disadvantage to the
tradeable sector vis @ vis the economy as a whole. Thefefore, the e‘xpected sign
of the coefficient of ‘this variable is f';egative. The vyield on long term
government bonds deflated by the GNP implicit price. index has been chosen as

the appropriate proxy for this variabie?.

PGX; As explained earlier in this thesis,vthe government- expenditures variable
is expected to capture the so-called Bacon-Eltis effect. Government expenditure
is considered expansionary in general. Héwever, it is assumed here that the
" effect of govérnment expenditure is not uniform accross sectors. To be more
specific, gdvernment expenditure is assumed to have a greater effect on the_
non-tradeable sector than on fhe tradeable sector. This is because government

expenditure is tilted towards the provision of services 3. |f this assumption is

b

cé}rect, then the effect of increased government  expenditure on the ratio. of
output of the tradeable sector to total output is expected to be negative over
time. This is because an increased government expenditure will have
proportionately greater expansionary effect on the economy as a whole than on

the goods-~producing sector, as the former also inciudes service-producing

The series on real interest rate has been obtained by subtracting annualized
quarterly percentage change in the GNP defiator from the yield on long-term
government bonds.

‘Commenting on Maddison (1980), Richard R. Nelson says, "in virtually all of the
OECD countries, there have been significant increases in the magnitude of overall
government expenditures. The shift into the services and away from
manufacturing seems to be in considerable part a consequence: of the growth of
government expenditures and the pattern that this growth has taken. This has
been disguised in countries like the United States, and earlier in Britain, by very
large defense budgets, which were hardware manufacturing oriented. During recent
years, if you identify increases in government expenditures in goods and services
and try to trace where they have gone, you will find that the recipients are
sectors like education and health-the service sectors" (1980, pp. 64).
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sectors. In this model the sum of federal and provuncial expenditures on goo (]

and services expressed as a propomon of GNP has been used as the mg/sure

of PGX. Thus, the government transf‘e’r&payments have been excluded.

RPF: This is the ’relat‘ivg price of tradeables defineq as a ratio of the
foreign price of trqdeabl,es to the domestic price of tradeables’, Although the’
postulate of purchasing power parity is assumed to hold in the‘ long run, the
two tradeable prices are allowed to diverge in the short run. Any ﬁ\ovement in
the exchange rate enters the krﬁodel through‘ its impact on the foreign .price of
tradeables. Thus, a rise in this ratio would rnaea'n either increased expfbrts or

»

decreased imports or both. In any event, it -is expected to have a positive

N

impact on the domestic tradeable gector. Since the non-tradeable sector by and
large is assumed to remain unaffected, the sign of the coefficient of this

variable is expected to be positive.

:However, the role of this wvariable in this model is more complex. This is
because of an overlap between this relative price and the other reiative price
to the

(RPN). The latter is defined as a ratio of the non-tradeable price

domestic price of tradeables. Suppose for instance, that the rela pfice of

tradeables (RPF) rises because the domestic price of tradeables falls. This should
have'la positive effect on the tradeable sector v/s a vis the non-tradeable sector,
as explained above. However, a falling domestic price of tradeables would also
mean a rise in\éhe relative price of non-tradeables (RPN). Thi®& means that the
non-tradeable‘g'sector is experiencing a kind of price advantage.'And depending on
the relative strengths of the price elasticitiesﬁ of demand for and supply of

non-tradeabies, there may be a shift of resources out of the tradeable sector

‘A use of sector-specific relative prices would have been a more appropriate
choice. However, for reasons of practicality and simplicity, construction of
sector-specnfuc relative price variable has not been attempted here.

Ea

A.'.}:‘“
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and into the non~tradeable sector.

rlln short, a rise in ;he }elative price of tradeables (RPF), due to é fr-:lll in
the domestic price of tradeables may offer greater a'dvantage to the
non-tradeable sector th'an' to the tradeable sector. If this is the case, then the
sign of the cbefficient of the rel‘ative price variable may actually be negative.
This also holds in the present case where the analysis is in terms of tradeable
sector ahd total output and not in terms of tradeable sector and n}on—tradeable
sector qutput. This is because total output is a sum total of both the tradeable
and non-tradeabie output. There is however, no a priori basis for making a
judgement on the sign of the coefficient. It is an empirical q:Jeétion wanting
’
further investigation in order to ascertain the role of the two relative prices on
the structural adjustment process. Since the validity of the present study is not
dependent ,on this in any significant way, such an investigation is not undertaken.

This however, may form part of the agenda for future research.

The US wholesale price index adjusted for the exchange rate has been used
as the proxy for foreign: price of tradeables. This is expressed as a ratio of the

goods component of the Canadian CPI.

Results of Econometric Tests of Equation (6.7)

The data used in the estimation of equation (6.1) are quarterly observations.
All variables are in real terms as explained in the preceding section. This model
and the other three to foilvow were estimated over the period 1962-83. Thus,
there were 88 observations on each data series. The basic estimation prdcedures
erﬁpioyed were those of ordinary lgast squares (OLS). However, generalized least
squares (GLS) procedures were used whenever appropriate in order to correct for

the presence of serial correlation in the error terms. The model was estimated
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using several specifications. However, a double log form seems to have produced
the best/results. The use of a double log form has an 'addéd advantage in that
it allows the interpretation of the coefficients as measures of elasticities. For
determining the time pattern of the adjustment proces—s, the Almon method of
distributed lags was applied (Almon, 1965). Various lengths of lag with different

degrees of polynomial were tried. Finally, a five period tag with a second degree

polynomial with no endpoint restrictions was selected.

The results of the estimation are summarized in Tabie Vi~1, An examination

of this table reveals a strong relationship, with an adjusted R2 of .90 and a

F-value of 52.34. There was str\é\n\g; evidence of serial correlation in the data
which was corrected by applying the method of generalized ileast squares (GLS)
Looking closely, each variable produced the expected sign on the  long run
coefficients. All five short run coefficients of the relafive wage variable had the
expected sign and were significant. The long run coefficient also had the
expectéd sign and was significant at the five percent level. The foreign income

variable produced somewhat mixed results. The first two short run coefficients

had the expected sign and were signim™ the five percent level. However,
the last three short run coefficients had the opposite sign, one of which had a
large t-value. However, the long run coefficient had the expected sign and was

also significant at the five percent level.

The real interest rate variabl'e also produced mixed results, as only three
short run coefficients had the expecrted signs, one of which was significant at
the five percent ievel. However, none of the coefficients with the opposite sign
had a tlarge t-vralue. The long run coefficient had the expected sign and was
significant at the five percer{t level. The variable representing real government

~

expenditure produced expected’ signs on atl but one short run coefficients. And
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— ‘ Table Vi-1 )

Regression results of equation (6.1), estimated over the period 1962-83.

T PWT YF R PGX RPF
[ 1] * [ .
0 -0.242 0.320 -0.011 ~0.024 0.006
(-1.65) (4.72) (-1.72) (-0.85) (0.16)
L] [ ] [ ]
: i -0.170 0.120 ~0.001 _ -0.062 ~0.005
(=2.23) 3.47) . (=0.32) (-4.28) (-0.24)
¥ ] E 3
2 ~0.155 -0.012 0.003 -0.067 ~0.007
(-1.61) (-0.25) 0.61) (-3.74) (~0.26)
E 3 L ] E 3
3 ~0.198 -0.077 0.001 ~0.038 ~0.001
(=2.46) (-2.33) (0.19) (-2.73) (-0.06)
¢ | -0.299 -0.075 -0.007 0.024 0.012
(~2.06) (=1.15) (=1.26) (0.94) 0.31)
* ] - L ] [ ]
-, -1.084 0.276 —0.016 ~0.168 0.005
(-6.22) (7.08) (<1.93) (~4.00) (0.10)
Const.=7.038 R=.90 F=52.34 ~  SE=.006 DW=1.80 Rho 1=.66

i

* significant at the 5 percent and ** 10 percent levels wusing a onhe-tailed
rest. T-values are in parentheses.



three of these Short run coefficients were significant at the five p;rcent level.
The long run coefficient also had thé expected sign and was significant at the
five percent level. A comparison of the relative wage and government
expenditure variables reveals an interesting point. It seems that the relative wage
variable was more important than the government expenditure variable, judging by

the size of the long run elasticity. The signs on the relative price of tradeables

were mixed and none of the coefficients were significant.

Since the equation was estimated in a doubie log form, each coefficient is
a measure of elasticity of the dependent variable with respect to the independent
variables. For instance, a long run coefficient of -1.064 on the relative wage
variable would mean that for each peréentage point rise in the relative wage
there would be 1.064 percentage points decline in the share bf tradeables in
total output. Thus, the relative wage variable with the long run coefficient of

~-1.064, was the most important variable in the model.

Vi=2 An Econometric Model of Structural Change: The Resource Sector Model

Mode/ Specifications

In this study the resource sector -has been defined to include agriculture,
fishing and trapping, forestry and mining. This sector is postulated to play &
crucial role in this thesis, mainly as a catalyst in the structural adjustment
process. This is primarily through the impact of a resource boom on the wage
structure in various sectors of the economy. It therefore seems imperative to
examine how this .modei performs in explaining the behaviour of the resource

sector over time.
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The model to be estimated'is once again the double log form of the

following.
PQRt=ﬂ°;Zﬂ‘1iPWRt-i+ZﬂZiYFt-i'zﬂ3iRt-i'Zﬂ4iP,Gxt-i+Zﬂ5iRPFt-i (6.2)

As can be seen, all variables with the exception of the dependent variable
(PQR) and the relative wage variable (PWR), remain eiactly the same as before.

The two new variables are defined as foliows,

POR: This is a percentage ratio of the resource sector output to total

output. If QRi stands for output of each of the resource sectors, and GDP for

total output, then

PWR: This is the relative wage variable defined as a ratio of the average
weekly wages and salaries in the resource sector to the industrial composite

wage. Thus, if W,. is the weekly wages and salaries in the resource sectors and

Ri

CW as the industrial composite wage, then

The numeratdr in the above ratio has a divisor of oniy two because data
on Wages and salaries for agricutturg and fishing and trapping are not available.
The denominator is the same as before. The expected sign of this variable is
negative, because a rise in this ‘ratio would, ceteris paribus, affect the resource .

sector adversely vis a v/is the economy as a whole.
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Results of Econometric Tests of Equation (6.2) ) '

Equation (6.2)" was estimated using a modified definition of the resource
sector. For the reasons explained in Chapter IV, agriculture, fishing and trappiﬁ°g
were excluded from this definition. The Almon method of  distributed lags with a
§econd degree polynomial produced the best results. All other specifications were
the same as in equation (6.1). The presence of serial correlation in the error
terms warranted use of the generaﬁzed least squares method. The results of the
estimation are’presented in Table VI-2. The model performed well with an
adjusted R2 of .34 and a F-value of 3.96. The relative wage variable produced
mixed signs. And only one of the short run coefficients was ‘significant at the
ten percent level., The long run coefficient had the expected sign but was not
significant. The foreign iﬁcome variable producedimixed signs and neither thé
short run nor the long run coefficients were significant. Si;niiarly, the real
interest rate. variable produced mixed signs, with only one of the short run
coefficients being significant. The long run coefficient had the expected sign but
v;/as not significant. The variable representing government expenditures produced
all  expected »signs, but only two of the five. short run coefficients waere
significant. The long run coefficient alsc had the expected sign and was
significant at the five percent level. The relative price variable “had all negative
signs and four of the five short run coefficients were significant., And so was

the long run coefficient, ' # /

P

In another experiment, the same model was estimated by replacing the US
real income with the OECD index of industrial production as a proxy for foreign
real i'ncome. The rationale for this experiment was this. S;nce the output of the
resource sector is used as an input in industrial production, any risé or fall in

industrial production in the QOECD countries would have a direct bearing on the
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Table VIi=2

Regression results of gquétion (6.2), estimated over the period _1962-83.

T PWR YF R PGX RPF
: - [ 13
0 . 0.099 0.148 -0.038 -0.018 -0.230
(0.33)  (0.46) (-1.18) (-0.14) (-1.31)

1 0.161 0.083 " 0.008 -0.035 -0.219
(0.85) (0.51) (0.51) (<0.49) (~2.00)
2 0.095 0.016 0.023 -0.085 ~0.200
(0.42) (0.08) (1.10) (=1.00) (-1.48)
) | ] *%

3 -0.098 ~0.054 0.007 -0.167 ~0.175
(=0.50) (=0.33) (0.43) (=2.27) (-1.58)
*s [ 13 | ]

4 ' -0.419 -0.126 -0.041 -0.281 -0.143
(=1.34) (=0.40) (=1.35) (-2.25) (=0.77)

| ] *®

L, -0.162 0.068 -0.041 -0.586 -0.968
(-0.26) (0.37) (-0.76) (-2.35) (~2.86)

2

Const.=7.687 . R"=.34 F=3.96 SE=.030 DW=1.99 Rho1=.85

* significant at the 5 percent and ** 10 percent levels using a one-tailed
test. T—values are in parentheses,
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“ demand for the resource sector output. Thus, the OECD index of industrial
production appears to be a more appropriate proxy for'foréign real income; This
éxperiment did not Ehange the R2 or the F-value in any significant way.
However, the foreign income variable showed a marked improvement in its
performance. It producéd oné short run coefficient significant. The long run

cqefficieht also had the correct sign and was significant at the five percent

level.

Vi-3 An Econometric Model of Structural Change: The Industrial tor Model

Mode/ Specifications

N

The phenomenon of deindustrialization in the ‘Dutch-disease framework is
defined as the declining share of the industrial sector in general, and of the
manufacturing sector in particular, in national output and employment. Therefore,
the industrial sector model of this section and the manufacturing sector model
of the following section assume special importance in this study. The model in
this section deals with the process of deindustrialization in the first sense, while
the following section deals with the process of deindustrialization in the second

sense. The model to be estimated is the double log form of the following.

PQI=8,-L8, PWI _*L8,YF ~Lf R _-L8,PGX +E RPF . ..  (63)

in this model, the two new varjables are defined as follows.
~

PQl: This is the dependent variabie, defined as & percentage ratioc of the
industrial sector output to total output. If Q“ represents output in each sector i,

in the industrial sector, then
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PWI: This is the relative wage variable defined as a ratio of average wages
and salaries in the industrial sector to the industrial composite wage. That is, if
W“ stands for the vJages in the industrial sector and CW for the industrial

composite wage, then .

IW,./3 i=12,3
PWiz  ——mmmee x 100

The numerator has a divisor of three because there are three sectors
included in the definition of industry, namely manufacturing, construction and
utilities., The expected sign of this variable is negative for the reasons explained

earlier,

Results of Econometric Tests of Equation (6.3)

Equation (6.3) was esti‘mated with exactly the same specifications as
equations (6.1) and (6.2). ~The results of the regression/ﬁnalysis are summarized in
Table Vi-3. Examination of the results suggests a goé:d fit of the equation with
an adjusted R2 of .58 and a F-value of 8.97. The relative wage variable
produced the expected signs. However, only two of the short run coefficients
turned out significant. The long run coefficient also had the expected sign and
was significant at the five peir_cent level. The foreign income variable produced
mixed signs. Three of the short run coefficients had the expected signs, but only

one was significant at the five percent level. Only one of the short run
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Table VI=3 ~

Regression results of eduation (6.3), estimated over the period 1962-83.

T PWI YF R PGX RPF
e [ ] [ ] !
0 -0.272 0.376 ~0.007 -0.064 0.002
(-1.39) (3.74) (-0.77) (-1.70) (0.04)
[ ] [ ]
1 ~0.094 0.160 -002 -0.077 -0.018
(-0.82) (2.95) (-0.41) (-3.32) (~0.64)
2 -0.043 0.009 0.000 -0.070 -0.021
' (-0.30) (0.15) (0.05) (-2.67) (~0.56)
3 -0.119 -0.077 ~0.000 ~0.044 ~0.007
(-1.09) (-1.68) (-0.03) (~2.08) (=0.21)
4 ~0.322 -0.098 -0.003 0.001 0.024
(-1.73) (-1.05) (~0.36) (0.04) (0.45)
-
3 3 3
3, ~0.849 0.371 ~0.011 -0.253 -0.018
(~2.27) (3.99) (~0.85) (-3.51) (~.25)
Const.=5.339  R%=.58 F=8.97 SE=.008 DW=2.01 Rho1=.77

® significant at the 5 percent and
test. T-values are in parentheses.
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L
coefficients which had opposite signs had a large t-value. The long run '
coefficient however, had the expected sign and was significant. at the five
percent level, The interest rate vari'able produced fou;' short run coeffvi‘c.ients with
expected signs. However, neither the short run nor the long run coeffic_ignts were
significant. The variable representing government expendi/tidrggj'pro"dluced four
coefficients with expected signs, all of which were signifécant at the five percent
level. The long run coefficient also had the expected sign and was significant at
the five percent level. The relative price variable produced mixed signs with none

of the coefficients .being significant.

Vi-4 An Econometric Model of Structural Change: The Manufacturing Sector Model

Mode/ Specifications

Quite often deindustrialization is defined as the decline in the relative size
of the manufacturing sector. This sector is often considered as the most
dynamic sector, and is by- far the'alargest sector in the Canadian economy. The
model is tested using this definition of structural change to see whether the
basic model as developed in this study is broad enough in scope ‘of its
application to allow a test of structural c;\ange at a finer level of
disaggregation.

“)x

The model to be estimated is the double tog form of the following.

-

POM,=8~L5 PWM, _+L3,VF _-SL R _-LF,PGX,_+L8 RPF . ..  (6.4)

In this model, the two new variables are defined as follows.
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POM: This is the dependent variable defined as a ratio of the manufacturing -

sector output to total output. That is,

PWM: This is the relative wage variable defined as a ratido of manufacturing

wages to the industrial composite wage. That is,

Results of Econometric Tests of Equation (6.4)

‘The theoretical relationship between the dependent variable (PQM) and each
of the independent variablesAremains the same as in the previous models. Once
~again, equation (6.4) was estimated in exactly the same way as the previous
equations. 'l:he use of the double log form produced the best results. Similarly,
the- Almon method of distributed lags with a second degree polynomial with nc

endpoint restrictions was applied. The results of the regression analysis are

summarized in Table Vi-4.

Examination of the tabie reveals a gooc ‘fit of the egquation with an
a;ijusted R2 of .48 and a F-value of 6.30.“ The relative wage variable vyielded
four of the five short run coefficients with the expected signs. However, only
two of ghe short run coefficients were significant at the ten percent level.
Although, the last per_iod iag produced an opposite'lsign, the t-vailue was small.
The long run coefficient had the expected sign but was not significant. Aithough,

the long run coefficient was not significant, the size of the coefficient was
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Table Vi=4

Regression resuits of equation (6.4), estimated over tdh& period 1962-83.

T PWM YF R PGX RPF
[ [
0 -0.045 0.386 -0.000 -0.127 0.065
(=0.13) (3.12) (=0.05) (~2.66) (0.95)
[ 1 ] [ 3 [
1 ~0.330 0.149 -0.001 -0.106 0.014
(=1.51) (2.38) (=0.24) (~3.94) (0.33)
[ 3 3 [ ]
2 -0.340 -0.016 ~0.000 ~0.082 ~0.021
(=1.50) (=0.21) (=0.03) (-2.58) (=0.41)
L] [ ]
3 ~0.250 -0.110 0.003 -0.055 ~0.041
(=0.97) (-1.85) (0.52) (=2.11) (=1.01)
4 0.113 -0.132 0.009 -0.025 -0.046
(0.28) (=1.09) (0.75) (~0.56) (~0.66)
[ . [
Ls,, -0.910 0.277 0.009 ~0.394 ~0.030
(=1.10) (5.23) (0.45) (-4.80) (=0.23)
Const.=6.206  R%=.48 F=6.30 SE=.011 DW=1.86 Rho 1=.80

® significant

at the 5 percent and
test. T-values are in parentheses.

** 10 percent levels using a one-tailed



larger than coeff}cient of any other variable in the model. The 1‘orei;r‘1‘T income
variable produced mixed signs. The first two_ short run coefficients had the
expected signs and were significant at tr;e five percent level.‘ Only one of the
short run coefficients with opposite sign also had allarge t—v'aIUe. The long run
coeffi’cieﬁt”had the expected sign and was significant at the five percent level.
The -real interest rate variable produced mixed results, with none of the short run
coefficients being significant. The long run coefficient -had the opposite s'ign with
small t-value. The variable representing government expenditures produced .all
expected signs,“with four of the short run coefficients being signifi;ant at the
five percent level. The long run coefficient also had the expecteéj sign and was

significant at the five percent level. The relative price variable had mixed signs,

but neither the short run nor the long run coefficients were significant.

Vi-5 R‘esults of Additional Tests of the Econometric Modeis

in this section, results of two additional tests of the structural modeis are
reported. First, all four equations were reestimated using annual data and with no
lag on the explanatory variables. These results are presented in Table Vi-A. And! .
’seco;xd, for the reasons to be explained later, the last two equationsl were
reestimatédd using a dummy variable, assumed to take a value one .during the
expansionary and zero. during the contractionary phases of the cycle. In both
cases, the equations were estimated using double log specifications. The results

of these estimations are presented in Tables VI-3A and VIi-4A.

Looking at Table VI-A, all four equations seem to have produced strong
results. Equation (6.1) representing the tradeable sector model, had an adjusted H2

of .97 and a F-value of 139.20. The relative wage, foreign income, interest rate

-
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Table Vi-A

Regression results of equations (6.1), (6.2), (6.3) and (6.4), estimated over- the
period 1962-83. -

Variables Equatidn (6.1) Equation (6.2) Equation (6.3) Equation (6.4)

.65

[ ]
Relative wages -1.067 . -1.652 ~0.576 ~1.078
(-5.89) (-3.08) (-1.57) (-1.94)
. ‘ . . .
For. income 0.284 0.261 0.293 0.301
- * (7.12) (1.91) (3.20) (6.28)
[ ] £ 13
Interest rate -0.007 -0.031 ~0.006 ~0.005
(-1.76) (-1.54) (=1.20) (=0.72)
[ ] [ ] [
Govt. exp. -0.182 -0.141 -0.279 -0.440
(-3.56) (-0.59) (-3.66) (-6.52)
Relative prices  =0.032 ~0.488 ~0.067 -0.046
(-0.70) — (-2.02) (-0.92) (-0.52)
'Constant 6.792 9.694 4.510 6.605
RZ 97 89 77 83
F-value 139.20 36.00 14.69 22.18
SE 0.009 0.046 0.011 0.014
DW 2.11 2.02 1.71 1.70
Rho1 - - 42

* significant at the 5 percent and ** 10 percent levels using a one-tailed
test. T-values are in parentheses.
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and government expenditure variables had the e;pected signs and their
coefficients were significant at the five percent level. Equation (6.2) representing
the resource sector model had an a%justed R2 of .89 and a F:-va!ue of 3€.00. All
variables, with the = exception of government expenaiture' produced significant
coefficients. Equation (6.3) representing the industrial sector model had an
adjusted R2 of .77 and a F-value of 14.69. The relative wage, foreign income
and government expenditures variables produc‘ed significant coefficients. Similarly,
equation (6.4), representing the manujacturing sector model hl’:ad aﬁ adjusted R2 ot
.83 and a F-value of 22,18 And like equation (6.3), relative wages, foreign
income and government expenditures variables produced significant coefficients.
The two important points that seem to emerge from thisl experiment are tvhe
foHowing._First, the re\ative' wage, and foreign income variabies produced
significant coefficients in all four models. And second, the relative wage variable
turned ou;.tﬂ’to be the single most important explanatory variabie in all four

modg,!s; dging by the size of the coefficients.

ju
LR

Structural C/?ange and Asymmetric /mpacrz of Relative Wages

- ,
The asymmetric strucyural impact of the reiative wage variable during the

two phases of the business cycie has been the major theme running through this
study. It is therefore imperative to elaborate this point  further. it has been
postuiated that wages in the rest of the economy tenc té move in tandem with
the wages in the resource sector, Thus, whenever wages rise in the resource
sector in the wake of an exogenous resource boom, wages n the ndustrial
sector also tend to rise. The structural implication of this 1s as follows. The
wages in the industrial sector rise much faster than in the non-tradeabie sector,

thereby saqeezing the industrial sector. This relative labour cost disadvaniage mMmay,
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however, be partially offset by the positive influence exerted by the expansionary
forces of the business cycle. Therefore, the relati\g wage variable is expected to

yield a negative but small coefficient during the expansionary phase of the

business cycle.

The 'scenario during the contractionary periods, however, is completely
different. The wage rate is expected to decelerate somewhat faster in the
non-tradeable sector than in the industrial sector. This, coupled with the negative
influence of the contractionary forces of_ the business cycle, may cause the
industrial sector to decline faster than the non-tradeable sector. Therefore, the
relative wage variable is expected to vield a large negative coefficient during the
contractionary phase. This conclusion also holds when the analysisvi/s carried out
in terms of the tradeable sector vs. the economy as a whole rather than in

.

terms of tradeable vs. non-tradeabie sectors:.

Model Specifications

Because of the importance of this asymmetric structural effect of the
relative ;Nage variable, tine industrial and the manufacturing sector mbdels were
tested using a8 dummy variable, D, which takes a value one for the expansionary
phase and zero for the contractionary phase. Thus, the two models to be

estimated are the double log forms of the following.

Pal,= B°+'5’D-ZBZiPW't-i+ZBBiPWIDt-i+Z B4iYFt—i-zBSiRt—i—zﬂBiPGxt—i |

—— gy - - - - - - -

‘Some evidence of these differential growth rates during the two phases of the
business cyclie ‘was presented in Section V-4 of Chapter |V. In particular, it was
shown that during the expansionary phase of the business cycle, the industrial
sector outperformed the economy by a small margin of .12 percentage points.
During the contractionary phase on the other hand, the economy outperformed the
industrial sector by a margin of .49 percentage points. Thus, over the entire
cycle, the industrial sector on average grew at a rate .19 percentage points
below the economy, causing a deterioration in the relative size of this. sector.
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(6.3a)

*L64RPF,

'PQM=4+4.D-L5, PWM,_ +Z5, PWMD, _+L8,VF .-AL

SiRt-i'ZBGiPGXt-i

<

+Zp,RPF,_.

i (6.4;)

Both equations (6.32) afﬁd (6.42) were estimated using both an intercept
dummy .and a slope dummy-on the reiative wage variable. The Almon method of
distributed lags with a second degree polynomial produced the bést results. No
endpoint restrictions were imposed on the parameters. Due to the presence of
serial correlation in the error terms, the eguations were re~estimated using the
gen?&alized least squares method. The results of - the regression analyses are

summarized in Tables VI-3A and Vi-4A.

Resu/ts of Econometric Tests of Equations {6.3a) and (6.4a)

Examination of Table VI-3A suggests a good fit of equation (6.3a). Althbugh

the adjusted R2

of .42 was smali, the F-value of 3.99 was significant at the
five percent levelt All variabies produced the expected signs on the long run
coefficients. During the contracti,erary phase of the cycie, the relative wage
variable produced correct signs on all short run coefficients as well as on the
long run coefficient. However, only two of the short run coefficients were
.significant. The long run coefficient was also’ significant at the five percent
level. The short run coefficients of this variable for the expansionary phase also
produced the expected signs on three of the five short run coefficients. This can

be checked by2 taking the difference between values in coldmn four and the .

corresponding values in column three. Thus, as expected the size of the

has littie use as a measure of goodness of fit,
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Table VI-3A

Regression resuits of equation (6.3a), estimated over the period 1962-83.

T D PWI PWID YF . R PGX RPF
: o e » *
0 -0.271 -0.155  0.057 0.253 -0.002  -0.072 0.013
(-1.37)  (<0.70)  (1.40) (2.23)  (=0.21)  (-1.79)  (0.26)
[ ]
1 ™\ +0.036 -0.057 0.008 0.133.  -0.004  -0.084 -0.014
-0.30) (-0.39)  (0.33) (2.08)  (-0.74)  (-2.85)  (~0.44) -
2 0.081 -0.072  -0.016 0.044 -0.003  -0.074  -0.018"
(0.60) (-0.44)  (~0.58) (0.63) (-0.53)  (-2.26)  (~0.44)
) o8 (1] :
3 0.080  -0.200 -0.016  -0.014  -0.001  -0.040 0.002
(o).55) (-143)  (-0.62)  (-0.24)  (-0.14)  (-1.56)  (0.05)
4. ~0.038-  -0.440 0.009 -0.039 0.005 - 0.016 0.045
(-0.18)  (-2.12)  (0.20)  (=0.37)  (0.51) (0.44) (0.80)
I, -0.183  -923  0.041 0.376  -0.005 -0.254  0.028
(-0.33)  (-1.88)  (0.35) (3.16)  (-0.31)  (-2.67)  (0.29)
Const.=5.419 R°=42  F=3.99 SE=.008 DW=2.14 Rho1=.86 ,

* significant at the 5 percent and ** 10 percent levels using a one-tailed
test. T-values are in parentheses.
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coefficients were sméller in absolute size during the expansionary phase than in
the contractionary phase. it means that the relative wage variable had an adverse
structural effect both during the expansionary and the contractionary phas.és of
the ‘business cycle, but the effect was more acute during the contractionary

periods. The absolute size of the long run coefficient was aiso smalier with a

negative sign as expected. °

Three of the five short run coefficients of: the foreign income variable
yielded expécted signs, with"tw‘o being signiffcant at the five percent level. The
long run coefficient also had the expected sign and was significant at the five
percent level. The first four short run coefficients of the real interest rate
variable had the expected signs. However, neithgr" the short run nor the liong run
coefficients were significant. The first four ’short frun coefficients of the
government expenditure had the expected signs and were significant, The last
coefficient had the opposite sign with small t-value, The fong run coefficient
also had the expected sign and wa’s signifiéant at the five percent level. The
relative price of tradeables produced miked signs. However, neither the short run

nor the jong run coefficients were significant.

Examination of TablAeQ;/Z—ALA reveals a good fit of equation {6.43), with an
adjusted R2 ofu .50 and a F-value of 5.22. All coefficients of the relative wage
variable produced negative signs during the" cént’ractionary periods, as expected.
Three of the five short run coefficients t:urned' out to be significant. The lqng/
run coefficient aiso had the expeé:ted sign and was significant at the Tfive
percent level. The short run coefficients during"the expansionary phase were
negfative but smaller than in the contractionéry phase in case of the first four
periods. This can be checked by t‘aking the difference between the values n

columns three and four. The long run coefficient also had the negative sign and
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Table Vi=4A

Regression Wted over the pe;iod 1962-83.

I

T D PWM  PWMD  YF R PGX RPF

. . . . s
0 : -1.670 -0.382 0.359 0.363 0.002 -0.112 - 0.092
(-1.99) (-1.06) (2.00) (2.58) (0.17) (-2.35) (1.36)

1 -0.986  -0.641 0212  0.101 -0.002 -0.097 = 0.048
(-2.02)  (-2.65)  (2.03) (1.42)  (-0.35)  (=3.45)  (1.08)

2 -0.658  -0.670 0.142 -0.052  -0.002  -0.078 0.009
(=1.15)  (=2.35) (1.16)  (=0.63)  (=0.21)  (-2.39) (0.16)

L 2 ] L ] L 1 ] L 2 ] L
3 -0.686 -0.468  0.148 -0.094 0.003  -0.053 -0.028
(-1.36)  (-1.73)  (1.37)  (-1.38)  (0.52)  (=2.00)  (~0.65)

4 -1.070  -0.036 0.231 -0.027 0.013 -0.023  -0.060
{(=1.24)  (=0.09)  (1.25)  (=0.18)  (1.10)  (-0.53)  (~0.87)

L4 L L J L [
3 -5.071 -2.197 1.083 0.291 0.014 -0.364  0.061

(-2.37)  (=2.32) ¢ (2.38) (5.49) (0.70)  (-4.18)  (0.45)

Const.=11,567 R™=.50 F=522 SE=.011r DW=2.04 Rho1=.8@

* significant at the 5 percent and ** 10 percent levels using a one-tailed
test. T-values are in parentheses,
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was smaller in absolute size than during the contractionary periods. The smalier
absolute size of the coefficients during the expansionary phase indicatas that the
structural effect of relative wages was more acute during the contractionary

phase of th'e cycle than in the expansionary phase.

The foreign \income variable produced mixed ‘signs. t_he bfirst two short run
coefficienfs had the expected signs and were significant. The last three
coefficients hac_i the opposite signs, one of which had a large t-value. However,
the long run coefficient of this variable had the expected sign and was
significant at the five percent level. The interest rate variable had mixed signs,
but neither the short run nor the long run coefficients  were significant. The
variable representing government expenditures also had the expected signs, with
the first four being significant at the five .percent level. The long run, coefficient
also had the expected sign and was significant at the five percent leval. Finally,
the relative price variable had mixed signs, with only one short run .coefficiem
being significant. The long run coefficient had the expected sign but was no;
significant,

»

VI=-6 Summary of Results

.
[

The following i1s a Dbrief summary of the major findings. First, the mode! of
structural change as developed in Chapter V appears to be quite genseral In
character. It aliows empirical testing of structural adjustment processes under 2
broad range of definitions and at different levels of “disaggregatiorr. Four such
definitions 6f structural change were tested, one each for the tradeable, resource,
industriai and the manufacturing sectors. Each model produced satisfactory resuits,

judging by the usual statistical standards. Second, all key explanatory variab!es

¢ B
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by and large performed welil in explaining the process of §tructural adjustment in
the Canadian eccnomy. Of the five explanatory variables, the relativ.e wage
variable is of crucial importance as it is mainly through the wage effect that
structural change is proposed to take place in a resource-based open economy
like Canada. The strong performance 6f the relative wage variable lent support to
this hypothesis, This was also in accord with the basic tenets of the
Dutch-disease hypothesis. The use of a dummy variable in . the last two models
captured the asymmetric effect of the wage variable during the two phases of

the business cycle.

~ There are however, some imperfections in the data v;/hi;h may have biased
the resuits. The time series data on weekly wages and salaries for agriculture,
fishing and trapping were not lfavailable. This may have distorted the numerator in
the relative wage variabie in‘equations (6.1) and (6.2). For instance, the relative
wage variable in the first model was based on only five sectors in the
numerator instead of seven. Depending on whether the average of thé missing
series in the numerator is larger or smalier than the average of the five sectors
actually used, the relative wage variable would be biased downward or ue’ward.

And therefore, the coefficients would be bhiased downward or upward.

Third, the wvariabie representing govérnment expenditure ailso performed well
n ihe model.lTo be more precise, the long run coefficient of this variable was
significant in nine of the ten estimations carried out. If it is accepted that
government expenditure is biased towards the non-tradeable sector as government
gets increasingly invoived in the provision of services, and that as government
expand‘s, so does the size of the bureaucracy, then the strong performance of

this variabie may- be cited as an evide.nce in support of the Bacon-Eltis thesis.

“However, the relative wage variable remained one of the most important

: .
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variables, as it produced long run coefficients which were significant in eight
estimations. Moreover, the size orf the long run coefficients was larger than any

4
other variable in nine estimations.}’

Fourth, real foreign income is another variable which produced signifiqant
coefficients nine times out of ten. This result is also not surprising considering
the open character of the economy. The real interest rate seemed to ‘rank fourth
in terms of performance as it pr/od ced significant long run coefficients in three
out of ten estimations. The relative price variable seemed to rank last as it
produced mixed results in most of the cases and the coefficients were
significant onty in two of the ten estimations. The mixed performance of this

variable was consistent with the explanations provided earlier in this chapter.
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CHAPTER Vii

CONCLUSIONS AND POLICY IMPLICATIONS

One of the most significant developments in the world growth pattern has
been the increasing share of the service-producing sector. This has come to be
kn;)wn as 'servicization'. However, while this process has been consistent with a
rising share of the industrial sector in the developing countries, in the
industrialized countries, theré has been a simultaneous deciine in the share of the
industrial sector. This declining trend is referred to as 'deindustrialization'. Unlike
'deruralization’ which meant a shift -of resources from less dynamic to more
dynamic sectors of the economy during early years of development, this recent

trend is raising some concern.

The present study began with an overview of the current literature on this
subject, which can be classified into two broad categories. The first category
emphasizes forces operating on the demand slide, while the se;ond emphasizes
forces operating on the supply side. The two main strands of tﬁoughts belonging
to the first category are represented by the secular trend view and the so-called
Cambridge view. The secular trend view suggests that countries first industrialize
and then develop into post-industria! societiés. This transition amounts 'to'society
reallocating available resources according to changing preferences. The Cambridge
view suggests that the real cause lies in the growing inability of the export
sector to pay for rising imports. The two main strands .of thoughts in the
second category are represented by the Bacon-Eltis view and the Dutch-disease
view. The Bacon-Eltis ;/iew suggests that the rapid expansion of the public
sector causes the manufacturing sector to shrink as resources move out Qf this

sector. The Dutch-disease view on the other hand, suggests that a sudden boom
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in one of the basic sectors leads to a movement of resources away from the
manufacturing sector because of the direct resource movement and spending

effects.,

The principal arguments put forward in this study can be summarized as:
follows. An export boom is demand-induced in the sense that whenever there is‘
an upturn in the major‘wes;ern economies, the demand for exports of Canadian
natural resources increases. The increased profit potential creates an atmospheré
for higher wage demands in the resource sector, followed by similar wage
demands in the rest of the economy. Moreover, the expanding resource sector
draws in additional ‘labour and capital from other sectors- a resource movement
effect. In addition, an increased profit potential may attract foreign capital which
puts ypward pressure on the domestic currency. Rising exports means an
improvement in the trade balance which, ceteris paribus, would lead to further
appreciatibn. Since resources constitute basic raw materials for the industrial
sector, and since a deman’d—induc:ed export boom means higher prices of these
raw materials, there is a further increase in the cost of production in fhe
industrial sector. As a consequence, the “industrial sector is squeezed between the
rfsing cost of labour and raw materials on the one hand, and appreciation of’ the

domestic currency, on the other.

The. main focus in this study however, was on the structural effects of a
resource boom throug;\w‘it\s im»pacts on reiative wages in the economy. it was
proposed that acceleration in wa§e increases in the resource sector followiny a
resource boom is followed. by a similar acceleration in wages in the rest of the
economy. It was further proposed that. there is an intersectoral asymmetry in the

behaviour of wages. Since there is a higher degree of unionization n the

industrial sector than the non-tradeable sector, the acceleration of wages in the
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industrial sector far exceeds that in the non-tradeable sector. ‘this creates a
factor cost disadvantage for the industrial sector vis a vis the rest of the
economy. Such a relative wage disadvantage, ceteris paribus, leads to asymmetric

)

sectoral growth,

.

But>, the scenario during the contractionary phase is different. The industrial
sector, because of its high degree of unionization, is 'Iikely to expérience a
smaller deceleration in wage increasés than the non-tradeable sector. This creates
a significant factor cost disadvantage for the industrial sector. This, coupled with
other contractionary forces associated with the cycle, exerts a far stronger
squeeze on the industrial sector than on the non-tradeable sector. Thus, there is
likely to be a significant asymmetry in the growth pattern of the industrial

sactor vis a8 vis the rest of the economy.

A main objective of this study was to show that the structural adjustment
process in the Canadian economy follows a cyclical path, and that asymmetry in
the wage behaviou.r plays a ‘'major role in this process. First, a theoretical
framework for analyzing structural change in a resource-based economy was
developed. Then, a mathematical mode! of structural change was formally derived.
A distinguishing feature of this model is that it integrated the main arguments
of both schools of thoughts- one emphasizing the derﬁand aspect and the other
emphasizing the supply aspect of the problem. It is essentially a two-sector
- general equilibrium model based on a tradeable, non-tradeable dichot*omy. The
reduced-form equations of the equilibrium output |n the ' two sectors weré
obtained, and then adap‘ted to facilitate a test of the main hypotheses. The
mxodel aliowed émpirical testing of structural change under a broad range of
def;nitions and at different levels of disaggregation. Four such definitions of

structural change were tested. Each modet produced satisfactory results, judging

>
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by thre usual statistical standardé:

The” following is a brief summary of major findings. First, most of the
explanatoyry’:[ variablgs performed well in explaining‘the process of structural
adjustment in:ithe Canadian - economy. Of the five explanatéry variables, the
relativg wége variable is of crucial importance as it is mainly through the wage
effect that stru.tural change is proposed to t;ake place in a resource-based open
economy. This is in accord with the basic tenets of the Dutch-disease
hypothesis. This variable was highly significant in qll models. The use of a

dummy variable in the last two models captured the asymmetric effect of the

wage variable during the two phases of the business cycle.

Second, the variable representing government expenditure also performed well
in the model. If it is accepted that government expenditure is biased towards the
non-tradeable sector as government gets increasingly involved in the provision of

services; and that as government expands, so does the size of the bureaucracy,

*

then the strong performance of this variable may be cited as an’ evidence in

support of the Bacon-Eltis thesis.

[

Third, the foreign real incpme variable also exhibited robustness. This result

4 -

is'{hno_t surprising considering t open»character of the e’conomy. The real
interest rate variable ranked fourth in terms of performance as it p'rodti‘ch
sighificant long run coefficients only in a few éases. fhe variable repr;es'entingy
the>relative prices of trad‘eables ranked f{ast as it r.;roduced'mixed results for

reasons explained in the text.

There are two major fiaws in this study. The first concerns the way wéges

Y

A ]

were treated in the model. In view of the crucial role that this variable is -

postulated to play, wage determination should have been made - an- in;égral 6ar‘t

- l
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of the model. Instead, wages were analyzed separately. Whether or not this
would have altered the main results is not obvious. But an integrated model

~would have put the entire analysis on a sounder footing and provided added

credibility to the results.

?

The second shortcorhirig concerns some i’mperfections in the data which may
have biased the results, The time series data on weekly wages and sala{ri‘es for
agriculture, fishing and ntrapping were not availableu. This may have distorted the
numerator of the relativey wage variable. Therefore, the coefficierkts could be

B

biased downward or upward.

The relative waée Was one of the most important explanatory variables both
on the’ basis of consistency of performance and size of the coefficients. The
two most important feat‘Ures‘of the existing wage structure inl the Canadian
economy are the following. First: the wage level in the service-producing sector
in general is lower than in the industrial sector. And second, the rate -of
increase in wagés during " the expansionary periods is lower in the
»service-producing sector tha’n in the'industrial sector. Similarly, during the
c-ontractionary' periods, the degree of wage moderation is’larg’er in the former
than in the latter sector. Higher/ relative wages and a iower degree of wage
flexibilityv (higher degree of wage kigrdity) seem to put the industrial sector at a
retative cost d'isadv'antage. Thus,.the industrial sector, ceferis paribus, loses ground
Vov%ér each successive business cycle. The policy recpmmendations should include
efforts jdirected at incre'asing wage fiexibility in the economy in general and in
the industrial sector in particular. These efforts should include such measures as
reducing instétutiohat‘»rigidit,ie‘s' in tﬁe wage structure, andion-the-job training and
relocation of labour to achieve a greater degree of labour mobility. The

importance of bonus pay systems to increase real wage flaxibility has received

- ‘154
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cohsiderable attehtion in recént years. See Grubel and Spindler (1984), Grube! and
Ng (1986c¢c), Hashimoto (1983) and Weitzman (1983, 1984, and 1985) Its

introduction in Canada merits serious consideration.
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