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Abstract 

Code Division Multiple Access (CDMA) is a promising technology for future digital 

cellular and personal communicatio~~s. Some of the nice features in CDMA include 

(1) anti-multipath, (2) higher system capacity than TDMA and FDMA, and (3) its 

flexibility in providing bandwidth on demand. To despread the pseudo noise (PN) 

code and thus understand the message sent, PN code synchronization is necessary a 

priori. As a matter of fact, the throughput of a packet mode CDMA system is directly 

related to the performance of its synchro~lization algorithm. PN code synchronization 

is usually performed in two stages: acquisition and tracking. The former aims to 

find a coarse alignment between the incoming signal and the local PN code replica, 

while the latter fine adjusts the phase. In this thesis, we will consider the PN code 

acquisition problem. Particularly, we propose two new acquisition algorithms: the 

On-Off Keying Assisted Acquisition Scheme and the Differentially Encoded Barker 

Sequence Acquisition Scheme. The preamble in the first method follows an on-off 

pattern and the algorithm performs a Markov search. The second method, on the 

other hand, uses DPSK to encode a Barker sequence as the preamble. The algorithm 

looks for the Barker sequence to declare acquisition. We have also introduced a 

windowing technique in both methods which we found effective in overcoming the 

partial correlation effect. The two proposed schexnes are compared with some existing 

ones in the literature like the coincidence detector or simple Markov search, and we 

find that our algorithms outperform the others both under AWGN and frequency 

selective fading channels. 
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Chapter 1 

Introduction 

During the past two decades, the amount of mobile communication has increased 

significantly, which poses a challenging problem to the telecommunications industry 

because of the tremendous bandwidth required. Various characteristics of spread spec- 

trum communication such as processing gain or lower data rate during silent periods 

have demonstrated its increased capacity compared to (Frequency Division Multiple 

Access) FDMA or (Time Division Multiple Access) TDMA used respectively for the 

first and the second generation mobile cellular. Spread spectrum communication is 

therefore considered as a potential candidate for the underlying technique for third 

generation cellular radio, and field trials have already been done by company like 

Qualcomm [I]. 

In spread spectrum coxnmunication, the power spectrum of the transmitted signal 

is spreaded out before transmission, making it indistinguishable from additive white 

Gaussian noise. This attractive property makes it possible to overlay new applications 

on the bandwidth already assigned to others, as suggested in [lo]. At  the receiver 

side, the reverse process takes place and the original signal is recovered. Moreover, 

the ability of spread spectrum com~nunications to provide frequency diversity makes 

it particularly suitable for a frequency selective fading channel, which is typical in 



mobile communication enviro~mlrnt . 

Code Division Multiple Access (CDMA) is a modulation and multiple access 

scheme based on spread spectrum communication. The word "Code Division" comes 

from the fact that we use different spreading codes to distinguish one user from an- 

other. In this chapter, we will cover the basics in spread spectrum communication to 

lay a background for coming chapters. 

1.1 Spread Spectrum Communications 

Two types of spread-spectrum techniques are in wide use: the direct sequence (DS) 

and frequency hop (FH) spread spectrum. In DS system, a narrowband data signal 

is modulated first by a high rate pseudorandom code sequence before the carrier 

modulation. The pseudorandom code modulation spreads out the power spectrum 

of the original signal, and makes it indistinguishable from AWGN (Additive White 

Gaussian Noise). A frequency hop spread spectrum system, on the other hand, is 

accomplished by using a pseudorandom code to select different carrier frequency. The 

resulting carrier frequency rapidly switches over a very large number of values spread 

over a very wide range, on which (hopping frequency) the data is modulated. Our 

focus in this thesis is the direct sequence system. For readers interested in a frequency 

hopping configuration, they are suggested to refer to [2] for a detailed discussion. 

1.1.1 Direct Sequence Spread Spectrum Systems 

We will demonstrate the DS system with a square f NRZ (Non Return to Zero) pulses. 

A typical configuration in spread spectrum communication is shown in figure 1.1. 

The only difference between this configuration and a system not employing spread 

spectrum is the multiplication of the PN (pseudorandom noise) code P N ( t )  before 

transmission and before demodulation on the receiver side. Figure 1.2 shows an 
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Filter LPF 

RECEIVER 

Figure 1.1: Direct Sequence Spread Spectrum Configuration. 

example of a data stream b(t) multiplied by a PN code which is four times faster 

than the data rate. Although we demonstrate a four times faster pseudorandom noise 

sequence in the figure, in real applications, the PN code should be orders of magnitude 

faster than the data rate to acquire the spreading effect. Each symbol of the PN code 

is called a chip, and & is called the chip rate. Suppose we use a carrier magnitude of 

A and a carrier frequency of f,, the resulting transmitted signal will be given by 

If we multiply equatioxl (1.1) with P N(t)  at the receiver, we will get 

since P N ( t ) L  1. The,multiplication of data sequence b(t) with P N ( t )  is a sequence 

with the same period T, as the PN code. The resultant signal b(t)PN(t) therefore has 

an approximate bandwidth of -. $Hz in contrast to a value of - $Hz of the original 

data sequence b(t), where Tb is a bit duration. Since Tc is orders of magnitude smaller 

than Tb, the resulting signal occupies a much wider bandwidth (spread spectrum). 

The signal bandwidth is spread out to an extend that it is hidden under the AWGN. 

As a result, unintended user does not ever detect its existence. Even knowing the 

existence of signal, decoding is still impossible without knowing the particular P N  
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Figure 1.2: Exa~nple of PN code Spreading. 
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code. At the same time, the despreading process at the receiver will spread any 

jammer in the incoming signal. These two facts account mainly for the popularity of 

using spread spectrum in military applications. 

1.1.2 Pseudorandom Noise Sequence 

Either a DS or a FH spread spectrum system requires a pseudorandom code to spread 

and despread the signal at the transmitter and the receiver respectively. The sequence 

must have two desirable characteristics: i )  they must be easy to generate, and ii) they 

must appear to be random in nature with good autocorrelation and cross-correlation 

properties. The first feature lowers the software and hardware processing power re- 

quired, while a good autocorrelation is necessary in acquisition problem and good 

cross-correlation is important in the multiple access scheme to lower interference from 

other users. 

To despread the PN code, we need to multiply it with a local replica which is in 

alignment (synchronization) with the incoming signal. In order to achieve PN code 

synchronization, we rely on the autocorrelation property. A perfect PN code is one 

with cyclic autocorrelation: 

LC T = 0) LC, 2L, ... 
R(T) = 

0 otherwise, 

where L is the PN sequence length. With this autocorre'lation function, the correlation 

output of the incoming signal and the local replica will give a high value when they are 

in synchronization. If R(T) # 0 for some value T # 0, for example, it has a high value 

at j # 0, this position may cause the acquisition algorithm to treat j as the correct 

synchronization. Although demodulation based on the wrong index j is still possible, 

as shown in figure 1.3, the performance is much degraded because R( j )  < R(O), that 

is, we have a lower SNR. The cross-correlation property between one PN code and 

another is particularly important for the multiple access scheme, where different users 

use different PN code. The ideal situation occurs when the cross-correlation always 

has a value of 0, in which case no interference exists from other users sharing the 
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Incoming Signal r =' 

Correlation Output without Noise t 

Demodulation based on z = 0 

I - - - -1- - - - -1- - , - -I- - - - -1- - - - ,I- - - - -1- - - - - - 

Lower Demodulation Output based on z = j 

Figure 1.3: Demodulation based on Wrong Acquisition Position. 

same bandwidth. The PN codes are said to be orthogonal to each other. Poor cross- 

correlation results in increased interference, and in the worst case, causes the receiver 

to treat other person's signal as its own. 

One very commonly used PN code is the Maximal-length linear feedback shift 

register sequence (M-sequence). It is easy to generate and has good autocorrelation 

property. A nu~nber of other PN sequences are available [41], although they are not 

as common as the M-sequence. We also use M-sequence in our study and it will be 

covered in the following section. 

A M-sequence is generated with a linear feedback shift register as shown in figure 1.4. 

The coefficients ao, a l ,  . - - , a, are either 1 or 0. Contents in the registers are modulo- 

two added and fed back to the register. This configuration is general in producing so 
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Output sequence 

I- 
I r stages 

< 

Modulo-two summer I 
Figure 1.4: M-sequence Generation with a Linear Feedback Shift Register. 

called linear feedback shift sequence. With particular selections of the tap coefficients, 

however, the sequence so generated will contain all possible states except for the all- 

zero one - an M-sequence. Table 1.1 shows examples of connection coefficients for 

M-sequence generation. The length of an M-sequence is LC = 2' - 1 where r is the 

( Register Length Connection coefficients in Octal notation 

Table 1.1: Connection Coefficients for Maximal-Length Shift Register Generators. 

register length. M-sequences can be shown to have the following properties [9, 371: 

1. There are 2'-' ones and 2'-' - 1 zeros. 
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2. A run of length ni chips of the same sign will occur about & times in a sequence 

of 1 chips. 

3. The M-sequence has the autocorrelation function 

{ f l  T = O , L . ~ ,  ... 
R(T) = 

otherwise. 

4. The cross correlation of any two sequences PN,(t) and PNj( t  + T) will be small. 

We have to note that autocorrelation is defined on a cyclic basic, that is, it is a 

multiplication between a local PN code with a continuous repetition of itself, offset 

by T .  During acquisition, the situation is different. We are facing with an abrupt 

change from no signal to having a signal. The partial overlap (or partial correlation) 

plays an important part1, and as stated in [41], the partial correlation sometimes 

poses a limit on the system's performance. 

1.2 Mobile Cornmunicat ion Environment 

To appreciate the benefits of CDMA for mobile radio applications, we will start by 

introducing a typical mobile communication environment. 

When a base station e~ni ts  a signal, the signal will go over a number of different 

paths before reaching the mobile station. Different paths may be due to various 

reflectors around the mobile station, as shown in figure 1.5. If a single pulse is sent, 

the received signal is a train of pulses with different delays, each of them corresponds 

to one path. The spread in time is called the multipath spread. Lets denote s( t)  as 

the transmitted signal, 

s ( t )  = ~e[u(t)ej""f"~], (1.5) 

'We will cover the topic of partial correlation in more details when we are dealing with our 
proposed mechanisms. 
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Scatter I 

Scattcr 

Figure 1.5: Multiple Reflections of Transmitted Signal. 

where u ( t )  is the baseband signal, and f, is the carrier frequency. When there are 

multiple propagation paths, we receive the signal 

a; ( t )  is the attenuation factor for signal received on ith path and T, is the correspond- 

ing propagation delay. We can see from equation 1.6 that the equivalent lowpass 

received signal is 

Consider the transmission of an unmodulated carrier, that is u( t )  = 1, the received 

signal becomes 

Although very wide range of a i ( t )  is required to cause significant changes in the in 

received signal, a change in i i ( t )  by will result in a phase change of 211. Various 

vectors may add destructively to cause a deep fade, or constructively to make r ( t )  
. . 

large. When there are a large number of paths, the Central Limit Theorem can be 

applied and r ( t )  becomes a complex-valued Gaussian random process in the t  variable. 
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It was found that a nlininlunl of 6 paths is enough for getting a complex-valued 

Gaussian random process 1'21. When the impulse response of the channel is modeled 

as a complex-Gaussian rando~n variable, the envelope will be Rayleigh distributed - 

a Rayleigh fading channel. 

I 
t 

? One very important parameter i n  a fading chaxixiel is the coherence bandwidth 

(A f,), which is defined as the nli~iinlunl frequency separation between two frequency 

components that will be subject to the same fading effect. Depending on the band- 

width of the signal used, we can distinguish two situations: 

Flat Fading When the transmitted signal bandwidth W is smaller than A f,, for 

example in a narrowband system, each component is subject to the same fading effect, 

and the channel impulse response can be expressed as 

where a ( t )  is the envelope with 4(t)  being the phase. The envelope a ( t )  is Rayleigh- 

distributed for any fixed value of t and 4(t) is uniformly distributed over the interval 

(-7 4. 

Frequency Selective Fading If W is greater than A f,, different components are 

subject to different fading effects and it is possible to isolate the different components. 

The channel  impulse response can be modeled as a tapped-delay line [2] as shown 

in figure 1.6. Each c;(t) is a zero mean complex-valued stationary Gaussian random 

process. The length of the tap delay line L, equals T,W + 1, where T, is the multipath 

spread. The channel impulse response is 
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"T-- 
Additive Noise 

Figure 1.6: Tapped-delay Model for a Frequency Selective Channel. 

1.3 Code Division Multiple Access 

In order to accommodate various users in the same bandwidth, a mechanism is nec- 

essary to separate one user from another. For first generation of cellular networks 

where the system is analog, frequency division multiple access (FDMA) is used. The 

allocated bandwidth is divided into smaller trunks each of them being assigned to one 

user. Another possibility is the time division multiple access (TDMA) scheme like 

the one in the European GSM. Under TDMA, the transmission is divided into frames 

each consists of a number of time slots. Each user will be assigned with one time slot 

in the frame. For users requiring larger bandwidth, he/she can be assigned more than 

one slot. Thus, TDMA provides some flexibility in bandwidth allocation. A mixture 

of FDMA and TDMA is possible, by which we divide the allocated bandwidth into 

different channels and on each of them we use TDMA. 

Code Division Multiple Access (CDMA) is a multiple access scheme relying on 

spread spectrum communicatio~~ where each user transmits in the same bandwidth. 

Each user gets a different PN code in order to distinguish one from another. Since no 

coordination among different users is intended, the access scheme is asynchronous in 
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nature. As in TDMA, a mixture of (:LIMA and FDMA is possible, where the band- 

width is divided into trunks each of which is a separate CDMA system. Researchers 

generally refer to a system when all users share the same wide bandwidth as a wide- 

band CDMA system, while a combination of FDMA and CDMA as a narrowband 

CDMA. In this section, we will explain some characteristics of CDMA which makes 

it a more suitable candidate than the others. 

1.3.1 Soft HandOff 

A cellular network relies on frequency reuse phenomena with the covered area divided 

into different regions called cells. A hexagonal cell structure is usually adopted, as 

shown in figure 1.7. We assign a frequency band A for the center cell in the figure, 

while those surrounding it use different bands. The same frequency band A can be 

reused in a cell far enough from it, so that interference between cells using the same 
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band is acceptable. 

When a mobile comes close to the boundary between two cells, say from cell A 

to cell B, the mobile has to switch frequency from A to B. A practical approach 

in frequency switching is to switch wllen signal from B is lower than that from A. 

However, before it has actually entered cell B (transition from A to B), the signal 

from A may become weaker than B temporarily because of shadowing, fading, etc. 

When this happens, the mobile will switch to frequency B prematuredly. Some time 

later, the signal from A may become stronger again, causing another switching. This 

"Ping-Pong" effect will cause dropping of the call. 

In a CDMA cellular system, the same frequency bandwidth is used in every cell. 

No switching of frequencies is necessary. A mobile in cell transition can receive signals 

from both cells at the same time until the link from new cell B is firmly established; 

this is called "soft handoff". The probability of dropping a call during transition is 

greatly reduced. This make-before-break mechanism is more reliable compared to the 

break-before-make scheme in FDMA or TDMA. 

1.3.2 Increased Capacity compared with FDMA and TDMA 

Lets denote the intended received signal power as S, and the interference as 5';. The 

value of S and Si are given by R - Eb and W - No respectively, where R is the data 

rate, Eb is signal energy per bit, W is the spreaded code bandwidth, and No is the 

interference power spectral density. The signal power to interference ratio is given by 

In a multiple access system using CDMA, the interference S; comes from two sources: 

from other users, and the AWGN. S, is therefore given by [(N - 1 ) s  + v], with N 

being the total number of users in the system, and 77 is the background noise. Putting 

the expression for Si into equation (1.1 1) and rearranging, we have 
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The ratio &,/No is an ilnportant parameter for reliable transmission. It has been 

shown that with error-correcting codes and interleaving, a SNR of 7dB is sufficient 

[ l l] .  W / R  is generally referred as the "processing gain", and we can see from the 

equation that capacity increases with this parameter. 

Studies have shown that normal telephone conversation consists of alternate active 

and silent periods, and active period occ.upies only 35% of time. When FDMA or 

TDMA is used, the channel bandwidth is still reserved and wasted during silent 

periods, which is not the case for CDMA. With voice activity detection circuits, we 

can lower the data rate (or stop the data transmission) for silent periods, which in 

turn will result in lower interference to other users. Due to the statistical distribution 

of silent periods, we can allow on average about 3 times the number of users 

as given in equation (1.12). 

1.3.3 Soft Capacity Limit 

Every cellular phone user probably has experienced getting a rejection message during 

rush time a t  noon. The number of maximum users allowed in a FDMA or a TDMA 

system is fixed. When the capacity limit is reached, a new-comer will be rejected. Such 

a limit does not exist in CDMA. The interference increases gradually with increasing 

number of users in the system, resulting in gradual degradation in performance. At 

rush hours, the interference will be higher temporarily and there will be an increased 

bit error rate which is acceptable for urgent users, while others may hang-up and 

try their calls later. Rather than being dominated by the system, the user is now in 

control of his access to the network. This flexibility is more favorable from the user 

point of view. 
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1.3.4 Statistical Multiplexing 

The evolution of communications is so dynamic with the possibility of tremendous 

increase in mobile computing stations in the future which not only require telephone 

conversations, but also fax, file transfer or even video. The CDMA scheme is asyn- 

chronous in nature, which means that each user can transmit at any time he/she 

likes. Moreover, there is no restriction on the data rates they use because each user's 

transmission appears as noise to others, independent of transmission rate. This means 

that the CDMA scheme provides statistical multiplexing naturally and different types 

of traffic can be mixed under the same bandwidth. This CDMA feature makes engi- 

neering issues for future expansion easier. 

1.3.5 Frequency Diversity 

As mentioned before, in a wideband system such as CDMA, we can isolate different 

path components. Each of these paths will be an independent Rayleigh fading process. 

When several fading processes are added together, the deep fade of one will usually 

be compensated by the others. As a result, the fading effect is reduced and this 

phenomenon is called frequency diversity. 

1.3.6 Privacy 

With PN code multiplication, only users knowing the particular PN sequence can de- 

code the corresponding signal. In this way, encryption is performed naturally without 

any additional efforts. 
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1.4 Acquisition Problem 

We have demonstrated that in spread spectrum communications, it is essential to 

decode the received signal with a local P N  code multiplication which is in synchro- 

nization. The problem of PN code synchronization is usually performed in two steps: 

acquisition and tracking. The former aims to find a coarse alignment while the latter 

does the actual fine adjustment. 

The focus of this thesis is the acquisition part of PN code synchronization in the 

reverse link, that is from mobile to base station. Particularly, we will propose two 

new schemes for the acquisition in a packet radio environment. Through simulation 

studies, we find that the new methods outperform the conventional ones. 

Outline of the Thesis 

The organization of this thesis is as follows: 

Chapter two gives more detailed information on the acquisition problem and re- 

views previous research results on the topic. 

Chapter three presents our first proposed scheme - on-off keying assisted scheme, 

which superimposes an on-off pattern on the preamble. Together with a windowing 

technique, simulation results show that this method outperforms the conventional 

ones under both a flat fading and a frequency selective fading channel. In addition, 

an upper bound analysis for the various method will be provided. 

Chapter four is materials on the other scheme based on a Barker sequence encoded 

preamble section using DPSK. Simulations on a frequency selective channel shows 

comparable performance with the on-off keying scheme. Thus, it is also superior than 

the conventional ones. 

In chapter five, we put considerations into the effect of power control on the 
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acquisition algorithm. We argue that only open-loop power control is possible during 

the preamble section. Sirnulation results on a AWGN channel (perfect power control) 

are presented, which show that our sc:liemes are still better than the conventional 

ones. Having proved the two extremes of AWGN and a frequency selective fading 

channel, it is possible to conclude that our sche~nes are better in all real situations. 

Lastly, we draw our conclusions in chapter seven. 



Chapter 2 

Literature Overview 

The acquisition problem involves searching through an uncertainty region and deter- 

mines the position which corresponds to synchronization. An intrinsic element in any 

PN code acquisition system is a correlator which finds the correlation between the 

incoming signal and a local replica of the particular PN code. When the two PN 

codes are in synchronization (the local and the incoming one), the correlator output 

will become high enough to exceed a threshold which is set usually by the constant 

false alarm rate (CFAR) [13]. 

Various acquisition algorithms exist [12, 331 and they can be classified in different 

ways: coherent vs noncoherent, by correlator type (active integrator, SAW convolver, 

digital matched filter), by verification algorithm (single dwell, multiple dwell, sequen- 

tial detector ...), etc. If coherent detection is used, the receiver must be capable of 

determining good estimates of the carrier phase and frequency shift brought by prop- 

agation delay or Doppler effect. This estimation, although not absolutely impossible, 

is very difficult in practice. In reality, despreading usually takes place ahead of carrier 

synchronization, and non-coherent acquisition is much more popular and natural. 

The acquisition design bears a strong relation with the available technology. Back 
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to the World War I1 when everything was still analog, an active1 integrator/correlator 

would be the only choice available. However, with the advance of technology, a digital 

matched filter [15] or SAW convolver [22] provides alternatives for which different 

verification procedures may be more appropriate. We believe that digital matched 

filter will become dominant in the near future because of its simplicity, decreasing 

price and more advanced VLSI design which makes longer matched filter possible. In 

this chapter, we will give an overview on previous research on the PN acquisition. 

We will still confirm ourselves to DS systems, although a direct analogy with the FH 

system exists. 

2.1 Serial Search with Active Integrator 

The simplest acquisition scheme is the sliding correlator as shown in figure 2.1 [20, 

341. The input signal is first multiplied with the local PN code, passed through the 

Figure 2.1: Sliding Correlator with Single Dwell Time. 
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the integrator output will become high, for which we test against a threshold. When 

the threshold is crossed, the corresponding PN code position will be treated as the 

correct acquisition. If not, the local PN code will be advanced by an amount A, where 

A is usually equal to half a chip" This value of A allows the pull-in range of the 

tracking process following P N code acquisition, while maintaining a fast search. Each 

new PN code position generated is called a cell. Depending on the uncertainty region, 

the number of cells that needed to be checked varies. With no prior knowledge about 

the PN phase, the uncertainty region is the whole PN code, and the number of cells 

searched equals 5 ,  where C is the PN length in number of chips. The acquisition 

algorithm therefore involves searching through the cells in the uncertainty region to 

find the correct one. The threshold T in the testing circuit is set usually by the 

Neyman Pearson statistics [13] to ensure a constant false alarm rate (CFAR). 

Although it is stated in [12] that we can replace the threshold testing with the 

maximum-likelihood algorithm, it is erroneous. Conceptually, with the maximum- 

likelihood algorith~n, the receiver correlates the incoming signal with all the possible 

positions of local PN code and store the results. The maximum among the generated 

results will be treated as the acquisition. The fallacy overlooked in [12] which will 

make the maximurn likelihood algorithm unpractical is the fact that they do not 

consider the situation when actually there is no signal present. When only AWGN is 

in the incoming signal, the maximum-li keli hood algorithm will continuously declare 

acquisition at a rate of 1 because it simply picks the maximum. A threshold testing 
T d  

mechanism is therefore essential in any acquisition algorithm. One modification that 

makes the maximum likelihood algorithm workable is to choose the maximum that 

also exceeds the threshold. Another difficulty exists because the algorithm has to 

check through all the PN positions. When the PN code is very long (the case in real 

life), the time spent for the search will be too long. Therefore, it is applicable only 

in a parallel configuration such as those described in [16, 171 with a high price of 

hardware required. 

'Although we have stated here that the local PN code is advanced by A, the actual advancement 
should be r d  + A to compensate for the integration time r d .  
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2.2 Parallel Search with Active Correlator 

The decision output rate of the sliding correlator equals because of the integration 

time and the acquisition time is V T ~ ,  where v is a random variable. One direct way to 

speed up the acquisition time is to increase the search rate by utilizing more than one 

correlator, resulting in a parallel configuration, as shown in figure 2.2. The largest one 

Received Singal 
+ noise 

AclNe Integrator Threshold Dercctlon 

Aawe Integrator l'brcshold Detection 

AclNe Integrator Thxsbold Detmion 

Figure 2.2: Parallel Acquisition Configuration. 

that crosses the threshold will be a potential candidate with correct acquisition. Fig- 

ure 2.2 shows a fully parallel implementation, where the number of active correlators 

equals 5 ,  where iC is the PN code length in number of chips. The scheme searches all 

the cells at  the same time, with a price paid for the significant amount of hardware 

required. To lower the hardware requirements, a partial parallel configuration will be 

used, with the number of correlators being smaller than 2. The trade-off is the search 

speed against hardware requirement. 
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2.3 Sequential Detection 

Ward [6] has demonstrated that a sequential probability ratio test (SPRT) is the most 

efficient method for obtaining a decision under two hypotheses. The nature of the 

acquisition system makes it equivalent to the situation of testing two hypotheses: Ho : 

No signal present, and H I  : Signal present. Thus a number of acquisition schemes 

based on the SPRT are proposed [4, 51. 

Lets consider a particular sequential implementation as shown in figure 2.3. The 

I:, 
1 t > t l *  

Declare Acquisition 

Figure 2.3: Sequential Detection. 

output of the active correlator will increase continuously and depending on whether 

signal is present or not, we will get two situations as shown in figure 2.4. The detection 

algorithm works as follows: For a particular cell under testing, the correlator output is 

monitored until either it falls below a threshold ~ ( t )  or a time-limit TO is reached. The 

former case rejects the current cell, while the latter declares acquisition. The beauty 

of this scheme, when compared to the serial search, is that cells not corresponding to 

true acquisition (most of the cases) are dismissed earlier than the serial search time 

rd. The higher the magnitude of the threshold, the faster the output for the noise- 

only condition to dip below it. However, a higher threshold also implies a higher 

chance of the integrator output for signal plus noise case to fall below the threshold. 
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Signal + Noise 

Figure 2.4: Sequential Detection Output. 

Thus, a compromise threshold value must be chosen which allows fast dismissal of 

false synchronization positions, but still allows the integrator output for the true 

synchronization staying above the threshold. 

2.4 Matched Filter 

Even in a fully-parallel configuration as shown in figure 2.2, the decision output rate 

is restricted to 1. One may argue to increase the search rate by decreasing rd. 
T d  

However, restriction exists on the lower limit of rd, as too low a value of r d  will cause 

unacceptable low detection probability. Fortunately, a matched filter (contrast to 

active correlator) can perform operations in real time and it examines one cell per 

T,, in contrast to one cell per rd. Especially with the advance of VLSI technology, 

long digital matched filters are now available, which is used to be a limitation in the 
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digital matched filter approach. Figure 2.5 shows a configuration of digital matched 

filter. Incoming signal is sampled at a rate of and shifted into the register. The 

Digital Correlator 
I 1 

I 

I 
I Sample 

Incoming signal: 
I 
I 
I 
I 

! Local PN code 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I - - - - - - - - - - - -  

I 
I 

Shift Register I I 

H i Multiplication: 

Correlator Output SUMMATION 

Figure 2.5: Digital Matched Filter. 

D 
I 

modulo-two summation circuit sums up register contents and provides output also 

at  a rate of $. The application of matched filter also features the serial [15] or the 

parallel [l6, 171 cofigurations. 

I 

2.4.1 Verification Algorithm 

The methods discussed in the above section are based on a single threshold testing, 

which may not be reliable in real situations. Usually, a verification stage follows to 

improve the performance. A very common verification algorithm is the one used in 

[16, 171. A number M of additional correlations with the same length are collected 

after the initial threshold crossing. If N out of the M also show threshold crossings, 

then acquisition is declared. Otherwise, the algorithm looks for the initial crossing 

again. 

Other verification algorithms exist such as the search strategies as shown in fig- 

ure 2.6a [19] and figure 2.6b [42]. 
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Figure 2.6: Two Search Strategies for Verification. 

All the above verification algorithms discussed in this section is categorized as 

fixed mulitple-dwell system where more than one correlation of time ~d is performed. 

Moreover, instead of using fixed value of rd for each dwell, one may use a different 

value, resulting in so called variable, mulitple-dwell algorithms [19, 201. 

Another interesting acquisition scheme is proposed by Rappaport and Schilling 

[35] as shown in figure 2.7, which uses a passive matched filter as the initial crossing 

detection, while a bank of active correlators for verification. When a threshold crossing 

Threshold ' r--l 
Threshold 

4ctive 
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T i  Acquisition Contol 

+ 
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Figure 2.7: Two-Level Acquisition Scheme proposed by Rappaport and Schilling. 

is detected in the passive correlator, one of the idle active correlators (if one exists) 
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will engage in this PN phase position. If the active correlator output also exceeds the 

second threshold, then acquisition is declared. 

2.5 Estimation Based Acquisition Schemes 

Another scheme which was first proposed by Ward [7] is based on the fact that we can 

generate the corresponding M-sequence once we know r values in the shift register 

correctly, with known connection coefficients. A modified version came out about 

one decade later, which was given the acronym RARASE (Recursion-Aided Rapid 

Acquisition Sequential Estimation), as shown in figure 2.8. A five-stage M-sequence 

PN Feedback Logic 

1 

Signal 

I /h Svnc-Worthiness Indicua (SWD I 

Figure 2.8: Recursion-Aided Rapid Acquisition Sequential Estimation. 

generator identical to the one in the transmitter feedbacks the output to produce 

estimate of next state according to the current register contents. The estimate and 

the actual received signal are compared in the Sync- Worthiness Indicator (SW I). Once 

three consecutive agreements is detected, the loadltrack logic will raise the switch to 

the upper position. A trial track and in-lock correlation is then performed while the 
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shift register continues to produce a replica of the incoming sequence with initial 

phase corresponding to the contents of the shift register when the switch was raised. 

If a not-in-lock decision is made at the end of trial period, the switch is lowered and 

the process is repeated. 

Since this method relies heavily on accurate estimates of incoming states, it has 

the drawback of being highly vulnerable to noise and interference signals. Moreover, 

the estimation process consists of a simple demodulation and hard-limiting detection 

of the signal in the same way as detecting any PSK signal, which implicitly requires 

carrier synchronization. This scheme therefore is coherent and thus is of limited use 

in most spread-spectrum applications [12]. 

2.6 Performance Analysis 

Performance measures must be defined in order to evaluate different acquisition meth- 

ods designed. The acquisitiort time becomes the obvious candidate because it is highly 

desirable to obtain acquisition at the .shortest time possible. Various techniques for 

evaluating the acquisition time or the variance of the acquisition time have been in- 

vestigated such as the signal flow graph/Markov chain [14, 15, 16, 17, 18, 191, or 

probabilistic evaluations [21, 23, 241. Due to the random nature of the acquisition 

problem, the signal flow graph (Markov chain) method matches directly with the 

problem and is dominantly used for analysis. Here, we will present the unified ap- 

proach provided by Polydoros and Weber [14] which is applicable to systems with 

predetermined and fixed dwell times 3. This analysis is presented here because of its 

general applicability. 

The flow graph for the acquisition technique is shown in figure 2.9. A minimum 

number of states to model the process is used, namely v + 2. Out of the v + 2 states, 

v - 1 corresponds to cells not synchronized, while one state corresponds to the state 

3The restriction is based on the desire to utilize the discrete Markov nature of the imbedded 
process to allow the application of the flow graph technique. 
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Figure 2.9: Unified Approach in Serial Search Code Acquisition. 
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when signal is present. The remaining two states are the false alarm (FA) state and 

the correct acquisition (ACQ) state. Note that the acquisition state can be reached 

only from the v-th state, whereas the false alarm state can be directly reached from 

any of the v - 1 states corresponding to offset cells. The value of r j  {j = 1,2, ..., v) is 

the probability of entering state j .  Without any prior information about the relative 

position of code, .irj = t. H(.)(z) represents the generalized gain which characterizes 

all possible ways by which the process can move along that branch. Various gains are 

designated as follows: 

HD(z) = gain for verification of detection, 

HM(z) = gain for missed verification of detection, 

HFA(z) = gain for false alarm, 

HNFA(z) = gain for 110 false alarm, 

Hp(z) = gain for penalty after false alarm occurrence. 

We can move from state j to state j + 1 either directly (without false alarm), or 

passing through the false alarm state first. Ho(z) is therefore given by 

With signal flow graph reduction techniques, it can be shown that the moment gen- 

erating function U(z) is [14] 

HD (4 21 

U(Z) = 17, H,"-' (2). 
1 - HM (z) H,"-' (z) j=l 

And uniform distribution of .lrj implies 

In theory, by filling out expressions for various H(.)(z), we can use the generating 

function to find the corresponding first moment (acquisition time), second moment 

(variance of acquisition time), . . . However, finding the corresponding expressions may 

be a very difficult task and approximations must be made [12]. 
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2.7 Research Objective 

We have seen in this chapter that a whole variety and combination of schemes exist 

for PN code acquisition. With such a broad scope, considering all possibilities seems 

to be impossible. I n  order to narrow our study, we first decide to use a digital 

matched filter as the correlator structure. We believe that the digital filter will become 

the mainstream in the near future with the evolution towards digital cellular radio 

network, and the availability of very high chip rate spread-spectrum processor, for 

example, the PA-100 by UNISYS has a maximum rate of 32 Mcps (Mega chips per 

second), and possible to generate a code length of up to 216 chips long[3]. 

The unified approach mentioned in the previous section is able to give an expres- 

sion for the acquisition time in terms of the dwell time r d ,  detection probability Po, 

and false alarm rate Pf,. In fact, the majority of previous research is directed to- 

wards the analysis of various schemes. I n  a packet radio system, on the other hand, 

the preamble length is fixed, and the acquisition time may not be an appropriate 

measure. We will use the throughput as a performance measure instead. 

We will emphasize on the uplink, that is, transmission from the mobile to the base 

station. In the uplink, different users will be assigned different PN codes. The base 

station will use the corresponding PN code to decode a particular user's message. 

The downlink problem is simpler in nature because a broadcast type of scheme will 

be sufficient. 

To summarize, our research aims to design a good acquisition scheme in a packet 

radio cellular network. Besides, we assume that we are dealing with a frequency 

selective channel where no interleaving or coding is performed (both interleaving and 

coding is impossible during acquisition when we have not established any link yet). 

The esult is receiving a preamble section which is subject to fading, and the fading 

effect is highly correlated between symbols. 



Chapter 3 

On-Off Keying Assisted 

Acquisition Scheme 

As we have mentioned in Chapter 2, previous researchers are more interested in 

the formulation of the acquisition time distribution with different correlator struc- 

tures such as matched filters and SAW devices, or correlator arrangements (serial, 

paralle1)[16]-[22]. This approach probably derives from the nature of early spread 

spectrum communications, where communcation starts only after synchronization is 

obtained. However, in a packet radio system, the preamble length is fixed and the 

acquisition time may not be an appropriate measure. We believe that throughput is 

a more desirable measure of performance. In our study of the two different schemes 

we propose, we use a fixed blocking probability (Pb, probability of finding the receiver 

busy when a packet arrives) criterion, in contrast to the constant false alarm rate. 

Based on a Poisson distribution of false alarm arrival, we derive equations for Pb for 

various methods and use them to set the thresholds accordingly. In this way, the 

throughput is given by 

Throughput = ( 1  - Pb) x Pd, 
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where Pd is the detection probability. The best acquisition method is therefore the 

one that can maximize the throughput. Although it would be nice to pick system 

paramters that maximize the throughput. However, such an approach is mathemati- 

cally intractable. On the other hand, designing based on a fixed blocking probability 

enables us to derive the threshold analytically. If simulation time is not a problem, 

we can then generate performance curves for different blocking probablity and for 

each channel SNR, the one with the best throughput would be picked as the optimal 

design. In this chapter, we will consider one of the two schemes we propose, the on-o$ 

keying assisted acquisition method, which utilizes on-off keying during the preamble 

section. One difficulty in spread spectrum communication's acquisition is the partial 

correlation effect which may cause high correlation output, thus giving false alarm. In 

order to combat this effect, we introduce a windowing technique which we find useful 

in overcoming the difficulty. With simulation studies, we find that the on-off scheme, 

together with the windowing technique, outperforms the other existing ones in both 

a flat fading and a frequency selective fading channels. 

3.1 Packet Format 

In a mobile radio packet system, data is sent in packets, with the beginning of each 

packet being a fixed length of preamble used for synchronization. If synchronization 

is not acquired during the preamble, the corresponding packet will be lost. Figure 3.1 

shows the packet data format where the preamble consists of L symbols. We simply 

represent the remaining section of a packet (beside the preamble) as "Data" as it is 

not the focus of this thesis. This portion may contain a header for locating the start 

of actual data, or other overhead. We have made the assumption here that the length 

of each symbol equals one PN code. There are two desirable features in a CDMA 

packet radio system: 

High Throughput A lost packet will require retransmissions (e.g. file transfer), or 

loss of information (e.g. voice, radio) - another price.. Thus, we would like to ensure 
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F 
One Packet 

7 

[TIPN @ / P N  I Data 

w 1 PN = 1 symbol 
Preamble Length, L 

Figure 3.1 : Packet Data Format. 

a minimum required throughput. 

Robustness Since the signal will be subject to fading, shadowing and varying SNR, 

a robust system is needed to operate under different channel signal to noise ratio 

(SNR). 

In other words, a good acquisition system is able to achieve high detection proba- 

bility Pd under varying SNR, given a particular blocking probability Pb desired. Our 

system also tries to achieve the above two goals. 

3.2 Flat Fading Channel Model 

Assuming BPSK used for the modulation of data, the transmitted DS-SS signal is 

s ( t )  = A . b(t) . P N(t)  cos(w,t + 8), (3.1) 

where 

A = amplitude of carrier, 

b(t) = data,{-l , l ) ,  

W, = carrier frequency, 

P N ( t )  = PN sequence of the intended receiver, 

8 = phase offset. 
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In a Rayleigh fading channel with a ~naximum doppler frequency of jD, the received 

signal is 

r( t)  = A . g(t)  . b(t) . PN(t)cos[w,t + 0 + $(t)] + nw(t) ,  (3.2) 

where g(t) is the Rayleigh fading envelope, d(t)  is a uniformly distributed random 

phase, and nw(t)  is the channel's additive white Gaussian noise (AWGN). It IS ' as- 

sumed that g(t)  has a mean square value of 20; and the AWGN has a two-sided power 

spectral density of No/2. The received signal is assumed to be first brought down to 

baseband before correlation and despreading takes place; see figure 3.2. The resultant 

Figure 3.2: Noncoherent Detector Structure 

complex baseband signal can be written as 
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are two independent zero mean Gaussian processes that .represent fading; while nI( t)  

and nQ(t)  are the equivalent low-pass AWGN. For typical mobile radio channel, both 

z ( t )  and y (t  ) have an autocorrelation function of 

2 p( r )  = ~ ( t )  - ~ ( t  + T)  = ~ ( t ) .  y(t + T) = ug . JO(2r  f * ~ ) ,  (3-4) 

where Jo(.) is the zero order Bessel function and as mentioned before, fD is the 

doppler frequency. On the other hand, the power spectral density of the low-pass 

AWGN, nI(t) and nQ(t),  are both No. 

When the local PN sequence is in synchronization with the transmitted one, the 

output of the energy detector is 

where 

and T is the length of the PN sequence, which also equals one symbol duration. 

Assuming fading is slow enough that it is constant over one symbol duration, then 

both al, and al, are zero mean Gaussian random variables with a variance of 

This implies El is exponentially distributed with a pdf of 

On the other hand when the transmitted and local PN waveforms are not in synchro- 

nization, or when there is no signal present, the received signal energy is 

2 2 Eo = sox + a,, , 

where 
T 

aox = l nr( t )PN(t )d t ,  
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are both zero mean Gaussian random variables with a variance of a: = NOT. 

The term Eo itself is exponential with a pdf of 

From the pdf in equation (3.9), we can select the appropriate thresholds for a given 

false alarm rate, which in turn is determined by the desired blocking probability, Pb. 

In summary, the acquisition problem can be formulated as testing the two hypotheses. 

2 H I  : El = a:, + al ,  
2 Ho : Eo = a:, + a,, 

3.3 On-Off Keying Assisted DS/SS Acquisition 

System 

Traditional methods for the acquisition of the PN code requires a transmission of a 

stream of bits 1 to the receiver, and the difference among different schemes lies merely 

in the verification stage, for example, a coincidence detector or Markov Chain search. 

In the On-Off Keying Assisted DS/SS Acquisition System, we not only recommend 

a new verification stage, but also a new synchronization pattern which works together 

with the verification procedure to give better performance. Instead of sending a 

series of bits 1, the preamble section follows an on-off pattern. The power varying 

capability is necessary in any CDMA system to overcome the far-near problem, thus 

this scheme appears to impose no additional hardware requirements. For simplicity, 

lets assume that the length of a single "on" state equals one PN sequence length1. 

Figure 3.3 shows an overall view of the new acquisition system, assuming a correlator 

length of one PN sequence. Since an on-off scheme is adopted, we can double the 

'The length of the "on" state is not necessarily equal to one PN sequence. Rather, it can be 
multiple of the PN length. 
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One PN code 

- 

Odd number, L, of PN Sequence in Preamble 

Figure 3.3: On-Off pattern in Preamble 

power during the "on" state, while still maintaining the same average power as in 

other schemes2. Given a particular Pb required, we can calculate the corresponding 

false alarm rate, Pfa, which in turn can be found by Markov chain (discussed in 

next section) analytically. From the Pfa, thresholds for the "on" and "off" states are 

defined, say 71 and 70 respectively. For the receiver, who does not know whether the 

current pulse sent is "on" or "off", keeps on tracking threshold 71 in the first place. 

Once the first threshold is detected, the algorithm continuously looks for alternate 70 

and for the second, third bits ... until either acquisition is reached or the search 

being terminated as the number of state transitions exceeds the preamble length L 

(explained in later sections). Figure 3.4 shows the search strategy used. The TI or TO in 

m MISS 

Figure 3.4: On-Off Keying Assisted Search Strategy 

each node indicates the current threshold in each state. A HIT represents correlator 

output exceeding the threshold, while the MISS is the opposite. Note that a MISS 

(not a HIT) will cause a transition from state 2 to state 3 because falling below the 

'A discussion on extending the on-off pattern to on-off-off-on ... pattern is covered in the conclusion 
section of this chapter. 



C H A P T E R  3. ON-OFF KEYING' ASSISTED AC:QUlSITION SCHEME 

threshold means a high probability for the presence of noise. 

Intuitively speaking, the benefits of this method are two-fold: first, a higher power 

in the "on" state increases its resistance to Rayleigh fading - subject to the same 

fading effect, a higher power implies a greater probability of crossing the corresponding 

threshold; second, the "off" state which now consists of only AWGN, is not subject 

to any fading. 

3.3.1 Probability of False Alarm 

Probability of false alarm is the probability of declaring acquisition when there is 

actually no signal. A false alarm occurs when we pass both the first threshold crossing 

and the verification procedure. We will use the Markov chain approach to find Pj,. 

Figure 3.5 shows the Markov chain model. In the figure, Poo denotes the probability 

of crossing TO and Pol is the probability of crossing 71, by the presence of noise. 

Furthermore, a reject state is introduced because returning to state 1 will not cause a 

false alarm. Note that each state in figure 3.5 is marked as "off" because a false alarm 

is caused by noise only. We implement an additional mechanism in our acquisition: 

Reject 
- PW 

Figure 3.5: On-Off Keying 

a counter is kept for the number of transitions since the first TI threshold crossing. 

This counter will be increased by one for each additional transition and the search will 

terminate if the counter exceeds L. In other words, we limit the maximum number 

of searches to L. The mechanism is able to lower the total number of combinations 
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to reach false alarm, thus producing a lower false alarm rate, given particular TI and 

TO values3. 

The transition probability ~natrix corresponding to figure 3.5 is given by 

The probability of false alarm is 

Pfa = Qf i . r ) .  

Subscript (1,4)  in the above equation denotes the first row, fourth column element in 

the matrix Q raised to power L. 

3.3.2 Blocking Probability 

To derive the blocking probability, we use a similar approach as those in [23,24]. The 

time frame is partitioned in alternate periods of busy and idle, denoted by B and A 

respectively in figure 3.6. We assume that the busy time caused by an actual packet 

False False False 
Alarm Alarm A l m  

Figure 3.6: Time Pattern for F'&k Alarm 

3When the preamble length is set to L ,  there is no reason to search for more than L symbols.. 
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coming is negliable, which translates to the situation for low traffic load. Over a long 

period of time, the blocking probability is simply given by 

where 

A = expected idle period, 

B = expected receiver busy time due to false alarm. 

The idle period A is defined as the time from the end of one busy period to the arrival 

of next false alarm. Denoting Pj, as the overall false alarm probability (false alarm 

after verification), the expected busy time is 

where L is the preamble length, PD is the data length, and T is one symbol (bit) 

duration. When a false alarm occurs, the receiver will try to decode the whole packet, 

thus making it busy for a period of [ ( L  - 1) + Lo] symbols. We use a value of L - 1 

instead of L here because of the digital matched filter assumption, in which case the 

incoming signal is continuously shifted into the register and the receiver is busy only 

for the verification stage, L - 1 symbol (bit) long. 

The second term in equation (3.13) accounts for various possible busy time periods 

for the receiver to reach the "Reject" state when the verification procedure is not 

passed. Referring back to figure 3.5, we can reach state 5 from 1 by following the 

routes, 125, 12325, 1232325, 1 2323fL3'Lt5 ...( each number represents the corresponding 

state passed), so the summation term in the numerator gives the total probability 

of false alarm; while ( i  - 1) gives the busy time associated with a particular route. 

The upper limit in the summation is L - 1 because of the restriction we put on the 

maximum number of transitions. Equation (3.13) can be simplified (see Appendix A) 
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by using series expansion to obtain4 

where 

z = (1 - Poo)(l - Pol). 

The expected false alarm inter-arrival time A, on the other hand, can be obtained 

based on a Poisson distribution, assuming that we have a probability Pol of crossing 

threshold once every Tc seconds, and given by equation 

- Tc A = -  Tc is one chip duration. (3.15) 
Po1 

Having chosen the desired value of Poo (70 is fixed), and with a particular value of 

blocking probability Pb, the value of P fa  is found from which we calculate 71. 

In a packet radio system, a false alarm will cause the receiver busy, thus making it 

incapable of detecting any packet coming during the busy time - a penalty price. The 

constant false alarm rate criterion (CFAR) used traditionally has assumed implicitly 

a constant penalty price for a false alarm, which may not be true in real situations. 

As seen from those expressions for the blocking probability, it accounts for not only 

the packet decoding time with a false alarm, but also for various other busy periods 

possible when failing the verification; therefore, the fixed blocking probability is a 

more appropriate criterion in the packet radio environment. 

3.4 Other Techniques for Comparison 

To put our results in perspective, we will compare our algorithm with the following 

methods: the coincidence detector, and two other techniques relying on additional 

threshold testings. These techniques are chosen because they belong to the multiple, 

fixed-dwell category, same as the on-off keying technique proposed, and they are 

common techniques employed in real applications. 

4Note that 1 + x + z2 + . . . + xn = 1-2n+l 1-0 ' 
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3.4.1 Coincidence Detector 

The concept of coincidence detector originates from radar detection [25, 261. After 

the first threshold crossing, N additional correlations of the same length are done. If 

M out of the N additional tests exceed the threshold, acquisition is declared. Let T 

be the threshold and Po be the probability of a threshold crossing caused by white 

Gaussian noise. The probability of false alarm follows a binomial distribution and is 

given by 

where C y  = &. The first Po is the probability of first threshold crossing and the 

later part is the probability of passing the majority test (M out of N). The blocking 

probability is again given by the equation 

However, in this case, the receiver will be busy for a constant period of ( L  - 1) symbols 

once the first threshold is crossed, thus giving the value of B as 

and the value of A is k. 

3.4.2 Other Searches 

The other two search techniques we used in the comparison are shown in figure 3.7a 

and figure 3.7b. These are the strategies taken from [18] and [19] respectively5. The 

main difference between the two is that one loops back to %earth two" from "search 

three" when a MISS occurs, while the other will restart the algorithm again (back 

to "search one"). Our new search algorithm is similar to the first search (figure 3.7a), 

except that: i) We look for an alternate pattern (ro and r l )  after the first thresh- 

old crossing, ii) The transmitted signal follows an on-off pattern, iii) We limit the 

maximum transitions to L. 

'We extend the search stage by one for comparison purposes. 
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Seuch 

MISS ( Search ') H T  

MISS ( Search > HIT 

Figure 3.7: Two Search Techniques for Comparisons 

The discrete Markov chain technique has been applied to analyze the first search 

[la], and analytic results exist for the second [19]. We have found that the original 

methods do not perform satisfactorily when infinite number of transitions are allowed 

in the search which causes high Pj,. Therefore, the maximum number of transitions 

is also limited to L, as in our On-Off Keying Assisted system. We will use similar 

arguments as those in the on-off keying scheme to obtain their blocking probabilities. 

Denoting P as the probability of crossing the threshold by noise, we have the following 

equations for the search in figure 3.7a: 

First Search 
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where z = P ( l  - P) .  

Second Search For the second search, we have 

3.5 Frequency Selective Fading Channel 

In the above discussions, we have considered the flat fading channel in which the 

coherence bandwidth is wider than the signal bandwidth, so that different frequency 

components are subject to the same fading effect. One nice feature of spread spectrum 

technique is that the signal bandwidth is wider than the coherence bandwidth and we 

can isolate different path components, and combine them in order to overcome the 

multipath effect [2, 291 - frequency diversity. In a frequency selective channel, the 

received signal can be written as 

where 

n = total number of resolved paths, 

A = amplitude of carrier, 

7, = delay of signal from path i,  

g;(t) = Rayleigh fading envelope for path i, 

b(t) = data, { - l , l ) ,  

uc = carrier frequency, 

P N ( t )  = PN sequence of the intended receiver, 
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0; = phase offset for path i, 

$, = uniformly distributed random phase for path i ,  

n W ( t )  = channel's additive white Gaussian noise. 

The summation sign accounts for various number of signal paths, and the flat fading 

channel is a special case where n = 1. Researchers have found that a RAKE receiver 

['2, 301 structure is efficient in combining energy collected from various paths. In the 

ideal situation, output from the RAKE receiver will be the same as if the signal has 

transversed only a single path. 

3.5.1 RAKE Receiver Structure 

A RAKE receiver structure which uses energy detection for acquisition is shown in 

figure 3.8. It consists of a tapped-delay line where the separation between every two 

taps is &, with W as the bandwidth of the transmitted signal. The length of the 

tapped-delay line is designed to cover the maximum delay spread of the received signal. 

A typical value of delay spread is 5- lops [31] in urban areas, The envelope output for 

each branch will still follow an exponential distribution. The RAKE receiver output, 

which is the sum of individual branches and thus a sum of exponential distributions, 

will follow a Gamma distribution. 

Hardware Implementation 

We propose to use a matched filter correlator structure, figure 3.9, which can be 

implemented solely in the digital domain. The incoming signal, after brought down 

to baseband, is sampled at a rate of A/T, where A is the number of samples per chip. 

The sampled output are shifted into a register and being multiplied by the local PN 

sequence. The result is then summed and squared to give the in-phase component to 

be combined with the quadrature term (obtained by a similar correlator structure), 

producing the energy sum. Although in figure 3.8 we have explicitly drawn two 

correlators (in-phase and quadrature) for each tap position, we only need a total of 
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Figure 3.8: RAKE Receiver Structure. 
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Figure 3.9: Digital Correlator Structure. 
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two correlators to implement the RAKE receiver structure when a digital matched 

filter is used. Figure 3.10 shows the hardware structure. The sum of output of the 

Values stored in the memory army 

are equivalent to outputs in each tap 

in the RAKE receiver tapdelay line. 
In-phase Digital 

r Memory Array 
Correlator I 

t 
OUTPUT 

Figure 3.10: RAKE receiver Implemented with Digital Matched Filter. 

correlators is shifted into an array of memory locations with length equals the tapped- 

delay line. In this way, each value in the array represents one correlator output as 

in figure 3.8, with the leftmost being the most recent one. The processor unit is 

responsible for summing up values in the memory array according to the particular 

RAKE receiver algorithm designed. This general hardware structure also provides 

flexibility in changing the actual acquisition algorithm - just by changing program 

in the processing unit. 

3.5.2 RAKE Receiver Algorithm 

We are going to describe our RAKE Receiver Algorithm in this section. Assume that 

the received signal consists of several path components. The correlator output will 

become high the first time when the signal from the shortest path arrives; this value 

is then shifted into the first memory location. The receiver algorithm works in two 

stages as follows, see figure 3.1 1: i.) the processing unit continuously monitors the 

value shifted into the first memory location. When this value exceeds a particular 
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threshold, T,,~~;,;,,,,,, enough additional correlator outputs are collected (more sam- 

ples collected) until the value originally in the first location has been shifted to the 

end location. Now, the memory array will contain all the different path components 

with the first ray located at the rightmost memory location, provided that the mem- 

ory length is longer than the delay spread. ii.) The processing unit then selects the 

largest five correlation outputs from the array, sums them up and tests the value 

against another threshold which is set according to  the scheme (on-off, coincidence 

. . .) and the particular blocking probability required. Passing both stages declares ac- 

quisition of signal. If the second stage is not passed, we scan backwards from the last 

location to check if any correlation output exceeds ~,,~~;,i,,,, and repeat the second 

stage if necessary. If no such value exists, the algorithm restarts again in checking the 

first location continuously. 

First Ray 

Multipath m . . . 1-1 
Components Memory Array 

(a.) Received signal shifted into memory location 

(b.) First ray gets into the Fist memory location 
and the preliminary threshold is crossed 

(c.) Get additional shifts until the f i s t  ray aligns 
with the last memory location. In this way, 
the tap-delay line will cover all the paths 

(d.) Test against the second threshold 

Figure 3.1 1 : RAKE Receiver Algorithm. 

In the above algorithm, the processing unit only selects the five largest components 

with a trade-off of neglecting the 6th, 7th ... paths. However, when the channel has 
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only a few strong paths (most situations), most of the correlator outputs (values in 

memory array) will mainly consist of noise. Summing all the values will produce a 

low SNR, thus giving poorer performance [2]. 

The purpose of the first stage is to align the first ray to the last memory location, 

so that the RAKE receiver covers the whole delay spread, while the second stage does 

the actual threshold testing. Since the energy of the received signal is distributed 

among various paths, if we set the value of T~,,~,,,,~,, too high, we may miss the first 

few rays when their carrying energy is low, as shown in figure 3.12a. On the other 

Multipath m m ] . . . l m ]  i m.. .ml  [111113...-1 
Components Memory A m y  i Preliminary Threshold i Wrong Alignment 

i Crossing 

Noise 

m...lrlrrlrrrrrrl 
Preliminary Threshold Crossing by Noise 

I 

Wrong Alignment 

I1 

(b) 

Figure 3.12: Wrong Alignment when T~,,~;,~,, is (a) Too High, (b)Too Low. 

hand, if T~,,~;,;,~,, is too low, we may not be able to capture all the rays available, 

see figure 3.12b, as noise causes a lot of ~~,,1;,,,;,~,, crossings. A compromise is needed 

and we find that a T~,,~;,,;,,~,, value of 10-hives satisfactory results in our simulation 

studies. 
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3.6 Problem of Partial Correlation with PN Se- 

quence 

In the experiments, we utilize the M-sequence of length 127 as our P N  sequence which 

has very good cyclic autocorrelation properties. For energy detection, we are faced 

with an abrupt change from nothing to having a signal. Before the first symbol (first 

PN code) has been shifted entirely into the correlator, we have partial overlap between 

the incoming and the locally generated PN sequence - partial correlation. Figure 3.13 

shows the correlator output for a train of bits 1 received which have passed through 

a two-ray channel without any noise. We can see from the figure that in a period of 

1 symbol (bit) before the first match (high output), some additional noise caused by 

the partial correlation is found, which can be as high as 15% of the signal strength. 

This temporary increase in noise occurs within one symbol (bit) before the first ray 

Samples 

Figure 3.13: Partial Correlation. 

and will cause the RAKE receiver to react incorrectly: one of the noise will exceed the 

TpTe[iminaty and be treated as the first ray. There is also a high probability of passing 

the second stage because 1 )  the sum of the squares of the partial correlations (RAKE 

receiver output) is already higher than the second threshold, and 2) if the T ~ ~ ~ ~ ; , ; , , ~ ~  

crossing occurs within one delay-spread before the actual first ray, then after shifting 

this crossing to the rightmost of the memory array, the RAKE receiver delay line still 

covers the actual rays, thus giving a high output than the second threshold. Therefore, 
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the partial correlation may cause wrong acquisition 

The temporary noise increase due to partial correlation is proportional to the signal 

strength. As a result, the effect will be more prominent when SNR is high. In our 

experiments, we introduce a simple windowing technique to overcome this difficulty. 

3.6.1 Windowing Technique 

Let us denote the RAKE receiver output as a sequence of [ a  . , 0-2, 0-1, 0 0 ,  01, 02, . - -1 
in which Oo corresponds to the correct acquisition. Suppose T~,~I,,,,~,, is crossed at 

index -i and 0-; is also larger than T. Instead of treating -i as the correct ac- 

quisition, we will look forward to the outputs [O-;+l, - - - ,0-;+,I and see if any of 

them is greater than 0-;. If Ok is the largest value in the window that satisfies 

(Oh > 0-;, -i + 1 5 k 5 i + w) , and the single correlator output at index k is greater 

than ~ ~ ~ ~ l , ~ ~ , ~ ~ ~ ~ ~ ,  then k will be treated as the correct acquisition. 

The underlying working principle is as follows: The T~,~~;,;,,,, crossing may be 

due to noise or partial correlation. In the former case, 0-; will be unlikely greater 

than T, while in the latter case, the first ray will be within one symbol. As long as 

the value w is large enough, the window will cover the actual acquisition position and 

the corresponding RAKE output will be the largest because it sums up all the rays. 

Next, we will explain why this windowing technique will be most effective in the on- 

off keying scheme. As mentioned before, we want the value of w to be large to give high 

probability covering the actual acquisition. Due to the length of the RAKE tapped- 

delay line, the maximum value of w is (1 symbol - tapped-delay line length). To see 

why this restriction exists, lets assume that a T ~ ~ ~ [ , ~ ; ~ ~ ~ ~  crossing occurs at  index -2 

and we open up a window of size w from index -2, ie. [ 0 - 2 ,  0-1, 00, .  - , 0-2+w] where 

Oo is the correct acquisition. Consider the last element in the window, 0-2+w. With 

the RAKE receiver structure, this output is contributed by correlator outputs from 

(-2 + w) to (-2 + w + tap-delay line length). If (w 2 symbol - tap-delay line length), 

the range (-2+w) to (-2+w+ tap-delay line length) will contain rays from the second 
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synlbol and may be greater than 00 in which case we get incorrect acquisition. We 

claim here that the restriction on w is weaker in the on-off scheme because the second 

symbol in the preamble is an "off" stage containing only noise. As a conclusion, the 

value of w in the on-off situation may be set even greater than one symbol, as long 

as it is smaller than (2 symbols - tap-delay line length). 

3.7 Simulation Results on Flat Fading Channel 

In our simulations, we have used a fade rate of 100Hz, a PN code of length 127, and 

a data rate of 16kbit /s. The fade rate is typical for a moving mobile. The fading is 

assumed to stay constant during one symbol and the procedure of simulations is 

1. Choose a particular blocking probability, Pb. 

2. From the required Pb, find the required thresholds for each individual method. 

3. Generate enough fading input data, for which we apply the different methods 

to find .the percentage of successful acquisitions. 

Figure 3.14 and figure 3.15 show simulation results for a blocking probability of 

low3 and respectively. Note that the SNRs defined in the figures are those for 

the correlator output, not the received signal, and the preamble length is in bits. 

We can make two observations from the results. First, the on-off assisted key- 

ing scheme always performs better than the others, regardless of the SNR. Second, 

increasing the preamble length will cause increase in throughput, except for the con- 

incidence detection where the extra busy time encountered with increasing preamble 

length offsets the gain in longer coincidence period. 
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Figure 3.14: Simulation Results for a Blocking Probability of 
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Figure 3.15: Simulation Results for a Blocking Probability of 
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3.8 Simulation Results for the Frequency Selec- 

tive Channel 

In our simulation studies, we use a two-ray frequency selective Rayleigh fading channel 

[32]. Three parameters are studied: 1.) various SNR, 2.) preamble length, and 3 . )  

different distribution among the two rays. Parameters for simulations are: data rate 

of 16kbits/s, a fading frequency of 100Hz, PN length of 127, the propagation difference 

between two rays is 6ps, and a blocking probability of lo-'. In each study, we fix 

other parameters except the one under investigation to see its effect. 

Figure 3.16 shows the simulation results where only the SNR is changed. The 

preamble is fixed at  5 and the power is distributed equally among two rays. As one 

expects, the trend is increase in throughput with increasing SNR. 

SNR - Search Strategies --- Coincidence Detector On-Off 

Figure 3.16: Simulation Results for: Pb = lo-', L = 5, Equal Power Distribution. 

In the second study, we fix the SNR, while varying the preamble length. Figure 3.17 

shows simulation results for two SNR values, 15dB and 20 dB. Generally speaking, 



the throughput increases with increasing preamble length. 
L 

Preamble Length 

Preamble Length - Search Strategies --- Coincidence Detector On-Off 

Figure 3.17: Simulation Results for: Pb = lo-', Equal Power Distribution. 

At last, in figure 3.18, we perform simulations where we vary the distribution of 

energy among the two paths. The parameter is defined as the ratio of power of 1st 

ray to the 2nd ray. 

Results show that the on-off scheme outperforms the others in all situations. Com- 

pared with the flat fading channel, we discover that the RAKE receiver can achieve 

similar throughput, given the same SNR. This implies that the RAKE receiver has 

actually performed its job of frequency diversity6 and combining energy from all paths. 

Occasionally, the algorithm will acquire on the second ray which causes a decrease 

in SNR when decoding the data since only energy from the second ray is obtained. 

In our study, we consider this situation as errors although in the real situations, 

locking on the second ray will only cause a lowering in SNR, result in higher bit error 

rate. However, results for the flat fading channel which are based on a single ray 

'For example, if the SNR is 15dB, with equal distribution, each path will be 12dB. Without the 
RAKE receiver, we are tracking on only one ray of 12dB, which must be inferior to the flat fading 
channel of 15dB. 
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Ratio of power of 1st ray to 2nd ray (Log Scale) 
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Figure 3.18: Simulation Results for: Pb = L = 5, Varying Power Distribution. 

have already demonstrated that the on-off scheme will perform better than the others 

given the condition of missing the first one. 

3.8.1 Simulations Results on a 3-Ray Frequency Selective 

Channel 

To represents a more realistic situation, we performed additional simulations on the 

3-ray channel suggested by [47]. Figure 3.19 shows simulation results for SNR equals 

15dB and 20dB, with a power distribution of the three rays as (OdB,-3dB,-6dB) 

relative to the first ray. We can see that the results highly resembles results for a 

2-ray model. This means that the RAKE receiver has performed its job of combining 

energy regardless of the actual distribution. 
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Figure 3.19: Simulation Results for a 3-ray Frequency Selective Channel. 

3.9 Upper Bound Analysis 

Although interleaving with coding is an effective way to combat fading, we cannot 

apply interleaving to the preamble section. Consequently, the preamble will consist 

of a train of highly correlated data symbols. Because of this high correlation among 

preamble symbols, exact expressions for various acquisition schemes are very difficult. 

Instead, we will provide analysis for the upper bound. 

Our analysis is based on the outage probability and the fade duration distribution 

and we assume that no noise is present. The outage probability is the probability 

of the fading envelope to fall below a particular value. When no noise is present, 

the only reason for the correlator output not exceeding the threshold is because of a 

deep fade - the magnitude of the fading is so low that it makes the signal magnitude 

fall below the threshold T set. There will be two situations in which we cannot 

achieve synchronization: when the whole preamble is inside a fade, or when part of 

the preamble is inside the fade such that the part outside is not long enough to pass 
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the search algorithm, as shown in figure 3.20. 

Deep Fade 

(a> (b) 

Figure 3.20: Situation not able to have PN Acquisition. 

Lets define 1 as the fade duration, subscript o  as outage and subscript m as a 

MISS. The probability of MISS is given by 

where P,(T) is the outage probability at threshold value of T, and P(mJo)  is the 

probability of MISS conditional on outage. The probability of outage P,(T) can be 

obtained by using the exponential distribution expression for the Rayleigh envelope. 

The value of P(m(o )  can be evaluated with the integration 

P(rnlo) = Jm ~ ( [ r n ~ o l  &  dl 
I=O 
M 

- - lZo P ( W ( [ m b l l l ) d l .  (3.23) 

An expression for the fade duration has been derived .in [44] for deep fade and given 
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where 7 is the average fade duration at threshold T .  The value of is simply given by 

where fD is the doppler frequency. The validity of equation 3.25 comes from the fact 

that the average fade duration plus the average non-fade duration must equal one 

fade cycle duration. The remaining unknown is the expression of P([rnlo] 11). 

For the on-off keying technique or the Markov searches, as long as more than three 

bits are situated outside the fade, we can achieve acquisition. Lets mark the third 

bit as the point of interest and consider the situation when the fade duration is 7 

bits long, ie. 1 = 7 and a preamble length of 7. As shown in figure 3.21, there are 

5 positions where we will not be able to have acquisition. In general, the number of 

positions for a fade duration 1 and a preamble of length L is 1 - L + 5. 

We therefore have the following equation 

Knowing all the equations for the unknown variables, we can use numerical integration 

to find the probability of MISS in equation (3.22). Undoubtedly, we still need the 

blocking probability and false alarm rate equations to find out the threshold T .  Similar 

techniques can be applied to find the upper bound of the coincidence detector. 

Figure 3.22 shows the simulation results with the corresponding upper bound 

shown with points, at a blocking probability of in a flat fading channel. We can 

observe that the bound becomes more loose as the SNR is decreased which is expected 

as our analysis does not include any noise effect and the discrepancy increases with 

decreasing SNR. Although the upper bound is based on a flat fading channel, it is 

also true for a frequency selective fading channel because the performance of which is 

below the corresponding flat fading channel. 
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Figure 3.21: Situation for Preamble length of 7 and Fade duration of 7. 
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Figure 3.22: Upper Bound Result for a Flat Fading Channel. 
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Conclusions 

In previous section, we have proposed a hardware structure for the RAKE receiver 

structure for the acquisition. However, the story of PN code synchronization does 

not end here. Following the acquisition stage will be the tracking stage where either 

a delay lock loop or a dither-tau loop is used. With the information provided by 

the RAKE algorithm about various rays' positions, an individual tracking unit is 

necessary for each path located. In our case, since the largest five rays are collected, 

we need additional four correlators (the original one can be used to track on one ray). 

This gives another reason to keep the total number of paths summed to be small - 

reducing hardware. Depending on the actual environment, a number smaller than 

five may be appropriate. 

One thing that can be observed from the simulation results of the flat fading 

and the frequency selective fading channels is that the throughput does not increase 

significantly with the preamble length. Actually, simulations of preamble length of 35 

and 65 in 20dB case have been done and the highest throughput obtained is only 0.96. 

This observation bears a significant effect on high level system design consideration. 

Since the preamble poses an overhead on the packet, it may be necessary to use a high 

SNR in the preamble section, rather than using a long preamble length, as the latter 

does not improve the throughput much. However, after the preamble section, the 

SNR of the actual data in the packet can be lowered to a bear minimum necessary for 

reliable transmission. The power varying ability, as mentioned before, is one feature 

of the CDMA scheme and imposes no additional hardware requirement. 

On may consider the possiblility of extending the on-off pattern, for example, 

making the pattern as on-off-off-on .... In this way, the power of the "on" state will be 

tripled and the performance may become better. Following the same logic, one may 

conclude that the best method is one that has energy all concentrated on the first bit 

of the preamble, while the others are all "off" states. However, there are two reasons 

to prevent us from doing so. First, the partial correlation effect will become stronger 

and stronger as the power is increased. Second, a large number of "off" states have 

to be passed if we miss the first "on" bit, before we get to the next "on" state. 
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In this chapter, we have designed a new acquisition schexne which utilizes on-off 

keying during the preamble section to achieve better performance. As acquisition 

usually proceeds before the carrier tracking process, energy detection (square law 

detector) is assumed which does not need any carrier phase information. Another 

commox~ly used modulation scheme which does not require carrier synchronization 

is di ferent ia l  detection where data is differentially encoded/decoded. In the next 

chapter, we will consider a new scheme which utilizes differential detection to eliminate 

the carrier tracking requirement. The new differential acquisition technique can give 

comparable performance as the on-off keying technique described in this chapter. 



Chapter 4 

Barker Sequence Acquisition 

Scheme 

Differentially coherent Phase Shift Keying (DPSK) is a modulation scheme where we 

transmit the difference in phase between the current symbol and the previous one. 

Due to the differential encoding process, the demodulation relies only on the phase 

difference to determine the actual symbol received. No carrier phase information is 

needed as long as the phase offset introduced by the transmission medium is the 

same for the current and the previous symbol (medium characteristics change slowly 

compared to data rate). This modulation scheme is particularly useful in a slow fading 

channel [2] to combat the random unknown carrier phase caused by fading. 

The characteristic of not requiring any carrier tracking also makes DPSK a suit- 

able candidate for the acquisition process in spread spectrum communication, where 

acquisition occurs before carrier tracking. Moreover, while we are unable to distin- 

guish between a symbol of 1 and -1 in energy detection (both squares to I) ,  we 

can detect the values of data sent in DPSK. The additional information provided by 

DPSK can be used for frame synchronization. In this Chapter, we propose a new 
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acquisition met hod employing DPSK which can acquire both Y N sequence and frame 

synchronization at the same time. In the new scheme, instead of using a bit streams 

of 1s as the preamble, a Barker sequence of length 7 is utilized. This Barker sequence 

is encoded by DPSK and then multiplied by the PN code before transmission. At 

the receiver side, we try to locate this Barker sequence to declare acquisition. The 

price for getting both PN code and frame synchronization at the same time is the 

extra hardware required. Simulation studies have revealed that this method provides 

comparable performance as the on-off keying technique described in previous chapter, 

and outperforms other conventional methods. 

4.1 Differential Coherent Phase Shift Keying 

To elaborate on the working principle of DPSK, assume that the received signal is 

first brought down to  baseband, passed through a matched filter and then sampled 

at a time interval of T where T is the data rate. At the nth signaling interval, the 

output is given by 
Vn gnAej(@n-'#'") + N n 7 (4.1) 

where A is the amplitude of the carrier, g, is the magnitude of the fading process at  

instant n, O,, is the phase transmitted, and N,, is AWGN. 4, is any phase uncertainty 

introduced by the fading process. We use a decision variable Un given by 

When the fading process is slow compared to the data rate (l/T), gn - g n - ~  and 

4, - 4n- l .  Equation 4.2 becomes 

Without the noise, the phase decision variable is On - On-1, which means that Un is 

independent of the carrier phase. The decoding process lies in comparing phases of 

adjacent received symbols. 
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4.1.1 Binary DPSK 

When we use a two-point constellation, the corresponding DPSK is called binary 

DPSK. The transmitted signal is the same as in BPSK except that we encode the 

binary source sequence into a differential binary sequence first. Suppose ak{l ,  0) is 

the original data sequence, the differential sequence is given by 

where the symbol $ denotes modulo-:! operation. Lets look at  the example shown 

in Table 4.1. Here, the input sequence a k  is differentially encoded into sequence bk, 

where a symbol of 0 is transmitted with phase 7r and 1 as phase 0. 

11 Output sequence (iik) I 1, 1 0 0 1 0 0 1 1 11 

Input sequence (ak) 
Encoded sequency (bk) 
Transmitted Phase 

Table 4.1 : Differential Encoding and Decoding 

1 1 0 0 1 0 0 1 1 
1 0 1 1 1 0 0 0 1 0 
0 7 r O O 0 7 r 7 r 7 r O 7 r  

4.2 Barker Sequence 

A Barker sequence or a Barker code is a very small set of binary sequences with 

outstanding full-length and partial-length autocorrelation [37]. Denote the autocor- 

relation as R(T) of a Barker code of length N ,  R(T) has a peak value of n/ at  T = 0, 

and low values otherwise. Due to its good auto-correlation property (high peak at  

T = 0, and low otherwise), a Barker code can serve for synchronization, for example, 

in satellite communications. An example of the autocorrelation of a Barker sequence 

of length 7 is shown in figure 4.1. 

The total number of Barker sequences is limited. It has been proved that no 

Barker codes of odd length greater than 13 exist, and that if any others of even length 
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Figure 4.1: Barker Code Autocorrelation. 

exists, the length must be the square of an integer [37]. To use the Barker sequence 

for synchronization purpose, we continuously monitor the correlation between signal 

after despreading and differential decoding, and the local Barker sequence. When 

the output becomes high, synchronization is declared. The mechanism is similar to a 

PN code despreading process. Actually, a Barker code can serve as a PN sequence', 

but its short length (< 13) prevents its use in spread spectrum communication. As 

a result, the main use of Barker code lies in frame synchronization - to detect the 

boundary of frame. 

4.3 Acquisition Scheme using Differentially En- 

coded Barker Sequence 

One preliminary requirement of spread spectrum acquisition is that we do not have 

carrier synchronization before acquisition [12]. An energy detector is a device which 

does not require carrier phase information. However, it also cannot differentiate a 

'Barker codes of length 3 or 7 are maximal sequences also! 
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symbol of 1 or -1 because of the squaring process. On the other hand, if we use 

DPSK, we can obtain valuable information on the symbols sent. In our proposed 

method here, we take advantage of this DPSK characteristic and encode a Barker 

sequence in the preamble, so that we can obtain both chip and frame synchronization 

at the same time. 

We use a Barker sequence of length 7, that is 0001101. This Barker sequence is 

particularly favorable for our application because the autocorrelation has a value of 

either 0 or -1 when T # 0 (this issue will become more clear when we describe the 

algorithm). In order to encode the Barker sequence with DPSK, we have to add an 

extra bit at  the beginning to serve as a phase reference purpose. The preamble length 

then becomes 8 bits long. The preamble sequence 10001101, is differentially encoded 

to 1 1 1 101 10 and sent using BPSK. The new preamble, after concatenation with useful 

data, will be spreaded with the PN code, and then modulated with the carrier for 

transmission, as shown in figure 4.2. 

-1 Bit 1 + Barker sequence 
I 

Differential 
Encoding 

1 Data 1 11110110 + 

Concatenation I 
J. 

I 11110110 1 Data+ ) Transmitter 

PN code Carrier 

Figure 4.2: Transmission of Acquisition Scheme using Differentially Encoded Barker 
Sequence. 
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4.3.1 Receiver Hardware Implementation 

The structure of the demodulator is similar to the one used for the on-off keying 

scheme with minor modifications, as shown in figure 4.3. There are two levels of 

correlation, one for the PN code despreading and one for the Barker Sequence, per- 

formed separately by the decoder and the processing unit respectively. The extra 

hardware required are the differential decoder, and a longer memory array capable 

for storing outputs of length 7 symbols long. The incoming signal is sampled at 

Coming signal 
Brought to 
Baseband 

Roccssing Unit - performs comlatim 
and test output against threshold 

Figure 4.3: Hardware Implementation for Acquisition Scheme using Differentially 
Encoded Barker Sequence. 

a rate of @, and the outputs are shifted into a register where they are multiplied 

with the local PN code for despreading. As shown in figure 4.3, the outputs of the 

correlator are shifted into the decoding register with length = PN code length + 1, 

used for storing values for differential decoding. The length of the register required 

is one longer than the PN code because we need to multiply one sample with an- 

other, located exactly one PN code earlier. The decoder will forward outputs to the 

processing register where Barker sequence correlation is done. This register has a 

length equal to (Barker sequence Length x PN length). When the whole preamble 

has been differentially decoded, the processing shift register will contain a pattern 

that follows the Barker sequence. For example, the values in the register are as shown 

in figure 4.4. The register can be divided into 7 segments, each with length equals 

one PN code and corresponds to one bit in the Barker sequence. By multiplying each 

segment with the corresponding bit in the Barker sequence, we sum up the results to 
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Correlating Barker Sequence Correlation FUt 
Values stored in Register 

I I I I I I I 
---I p- One PN Leo@ of samples 

I I 
Processing Register 

Figure 4.4: Encoder Outputs following the Barker Sequence 

get the correlation output. This operation requires (7 x PN length) multiplications. 

The summation process captures energy for various path and performs the RAKE 

receiver's operation. In reality, we don't need to perform correlation for the whole 

register. For example, in a flat fading channel, only the first location in each segment 

contains the incoming signal's power. We only need to capture energy in this position 

and it requires a minimum of 7 multiplications. To obtain satisfactory results in a 

frequency selective fading channel, we require (7 x delay spread2) multiplications, 

as shown in figure 4.5. This saves processing power required and at the same time, 

keeps the noise level lower. In our experiment, we sum up 30 l o c a t i ~ n s ( t a ~ s ) ~  for each 

segment. The output of the correlation is compared with a threshold determined by 

the false alarm rate desired. We have assumed the use of a digital matched filter in 

the hardware implementation, which we believe is the only matched filter possible in 

this situation. If we use an active integrator instead, the integration time will be 7 

symbols long to get one output. The time delay between each output will be too long 

to make it practical in real situations. 

We elaborate on the role of the Barker sequence by considering the situation when 

a Barker sequence is not used. Lets assume that we use a bit streall: of 1s for the 

2The delay spread is in samples. 
3 ~ e  sum up 30 instead of 5 taps as in the on-off keying technique because of the more prominent 

partial correlation effect explained in coming sections. Summing up more taps makes the threshold 
higher which helps to cover up partial correlation. 
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Values stored in Register 

Figure 4.5: Actual Barker Sequence Correlation. 

preamble instead. A problem arises when the preamble section has not been decoded 

completely. Suppose that only the first three bits have been decoded, as shown in 

figure 4.6, the correlation output will be high enough to cross the threshold. However, 

Figure 4.6: Partial Decoding Situation when not using a Barker Sequence. 

we cannot achieve frame synchronization in this way. When a Barker sequence is used, 

the autocorrelation properties of the Barker sequence will keep the value of partial 

decoding low. 

4.4 Two Steps Algorithm 

We have assumed in the above sections that we can get alignment of the first ray in 

a frequency selective channel. In other words, we know when the first ray of the first 
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decoded symbol reaches the rightmost location in the processing register. To do so, 

we use a similar scheme as in the on-off keying method: double threshold detection. As 

a preliminary stage, the sum of one tap for each segment is used to find a preliminary 

correlation output which is tested against a threshold T,,~~;,;~,,,, based on a false 

alarm rate of The tap used is the one on the rightmost of each segment. When 

~ ~ ~ ~ l i , , ~ , ~ , ~ ~ ~  is crossed, a 30 tap correlation for each segment is collected and tested 

against the actual T as desired. This serves as a mean to align the first ray of the 

first symbol to the rightmost position of the processing register, so that the 30 taps 

cover the delay spread of incoming signal. Besides, it also eases the burden of the 

processing unit as we only do a 30 taps correlation when necessary. 

4.5 False Alarm Rate and Blocking Probability 

The false alarm rate is the probability of the Barker correlation output exceeding 

the threshold T ,  when no signal is present. Consider the case when only AWGN of 

variance n - (0, u2)  present in the incoming signal. Due to the differential decoding 

scheme used, each value Nn in the processing register is the multiplication of two 

random noise values, separated by a difference of one PN code in time, 

Nn = nn X nn-PN length- (4.5) 

The first and second moment of Nn are given by equations 

The distribution of N,, which is the multiplication of two Gaussian random variable 

is symmetric which does not result in any know distribution. However, when a large 

number of & are added, the Central Limit Theorem gets into effect, resulting in a 

Gaussian distribution. Through Monte Carlo simulation, we have verified that the 

resultant distribution is Gaussian with variance of mu4 where m is the total number 

of taps in the Barker correlator and m = 7 x (taps used in one symbol). We use 
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this distribution to set the threshold for a desired false alarm rate, which in turn 

is determined by the blocking probability. When we are considering only the noise 

effect, the differential decoding process will either increase or decrease the noise effect, 

depending on whether the SNR is greater than zero or not respectively. We have to 

stress that only when we are considering the false alarm that the relative noise power 

can be reduced (for SNR > 0). When symbols are present in the incoming signal, 

there are other terms (multiplication of signal with noise) that cause a degradation 

of 3dB in performance when compared to BPSK. 

The blocking probability expression for this method is the same as the coincidence 

detection, as we assume that the receiver will become busy for a period of L- 1 symbols 

long. The equations are - 

and the value of A is $. 

4.6 Partial Correlation 

Figure 4.7 shows the correlator output (after PN code despreading) for a preamble 

following a Barker sequence which has passed through a 2-ray channel without noise 

We can see that partial correlation interference occurs one symbol before the first bit. 

Moreover, the same phenomenon occurs between boundary of two symbols of oppo- 

site signs. The two effects combined together means a high correlation output within 

one symbol before the actual acquisition position. In the acquisition scheme using 

differentially encoded Barker sequence. The partial correlation bears two aspects: 1) 

partial correlation of the PN sequence, 2) partial correlation of the Barker sequence. 

Since we use the same PN sequence as in previous chapter, the magnitude of partial 

correlation is actually the same as before. However, even with the same false alarm, 

the threshold T is lower because of the Gaussian distribution characteristic (compared 
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Samples 

Figure 4.7: Partial Correlation. 

to a Gamma distribution) and also the reduction in noise by the differential decoding 

process when SNR > 0. The lower threshold implies a high chance of crossing thresh- 

old by partial correlation, resulting in wrong acquisition. A compromise exists here: 

when the differential decoding process decreases the noise level (SNR > 0), it also 

increases the vulnerability to partial correlation of the PN sequence. As a remedy, 

the Tpreliminary is designed to give a false alarm of lo-', a lower value than the 

as in the previous case. The lower false alarm rate requires a higher threshold and 

covers up the partial correlation effect. 

The choice of a Barker sequence with length 7 gives very desirable partial correla- 

tion properties: a value of 0 or -1 when not synchronized. If a Barker sequence of 5 

is used instead which gives a output of 1 for R(T = -5), we may acquire incorrectly 

at this position. 

Another undesirable effect of using differential detection comes from the additional 

bit we need to put in front of the Barker sequence. The decoding process will mul- 

tiply this value of l with a noise sample PN code length in front of it. When the 

noise is high (occasionally happens because of random Gaussian noise process), this 

multiplication gives a high value. The sign of this multiplication depends on the sign 

of the noise sample, which has 0.5 probability of being negative or positive. When 

the multiplication result is positive, we may end up in a wrong acquisition shown in 

figure 4.8. This effect can be eliminated by using the same windowing technique as 

in the on-off keying scheme (explained in next section). 
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Figure 4.8: Wrong Acquisition due to Additional Symbol Added for Differential De- 
tection. 

4.7 Windowing Technique 

For this method, we also apply the same windowing technique used in previous chapter 

here to improve the performance: once both T,,,,,~,,,,,,, and T are crossed, we open up 

a window of length w, and see if any other gives a better correlation. The windowing 

technique helps to combat the partial correlation effect and, by making the window 

size slightly larger than one PN code length (we use [one PN code + 5 taps]), the 

problem caused by the extra bit added in the beginning of the preamble can be solved 

too. 

4.8 Simulations on a Fkequency Selective Fading 

Channel 

We perform simulations on a frequency selective channel for this new acquisition tech- 

nique using a differentially encoded Barker sequence. A two-ray frequency selective 

channel is used [32] with a delay spread between the two rays of lops, a PN code 

of length 127 and data rate of 16 kbits/s, same as before. We will compare the 
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performance of the new method with the on-off keying technique. 

Figure 4.9 shows simulation results for a blocking probability of a nominal 

SNR of 20 dB, with varying power distribution among the two paths. The solid line 

represents the Barker sequence method, and the dotted line is on-off keying technique. 

We can observe from the graph that the Barker sequence technique gives a higher 

Ratio of power of 1st ray to 2nd ray (Log Scale) 

Figure 4.9: Comparisons of Performance between Barker Sequence Method and On- 
Off keying technique with varying Power Distribution. 

output when the ratio is low, and the two graphs merge together when the ratio 

increases, that is, the case of a flat fading channel. Looking at the exact numbers 

more closely, we discover that at a ray ratio of 9, the throughput is 0.914 and 0.920 for 

the Barker sequence and the on-off keying method respectively. The higher the power 

of the first ray, the higher will be the partial correlation which causes a degradation 

in the performance of the Barker sequence method. The partial correlation effect will 

become even more prominent when we consider the performance of varying SNR as 

shown below in figure 4.10. Again, the solid line is the Barker sequence technique 

while the dotted line is the on-off keying method. The on-off keying technique gives 
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SNR (dB) 

Figure 4.10: Comparisons of Performance between Barker Sequence Method and On- 
Off keying technique with varying SNR. 
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slightly higher throughput than the Barker sequence method for SNR ranging from 

lOdB to - 17dB. The Barker sequence technique works better for ~ (17-21)dB)  but the 

performance degrades with increasing SNR. The decrease is again due to the partial 

correlation effect. 

4.8.1 Results on a 3-ray Frequency Selective Channel 

Similar as the on-off scheme, we also perform studies on a 3-ray frequency selec- 

tive channel. Figure 4.1 1 shows the simulation results for a 3-ray distribution of 

(OdB,-3dB)-6dB) relative to the first ray. The results are again similar to the 2-ray 

01 I I 
I I I I 1 1 I I 

10 11 12 13 14 15 16 17 18 19 20 
SNR (dB) 

Figure 4.1 1: Comparisons of Performance between Barker Sequence Method and On- 
Off keying technique in a 3-ray Frequency Selective Channel. 

channel. 
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4.9 Conclusions 

We can observe from the results of previous section that the new method can achieve 

similar performance to the on-off keying technique. One advantage of the Barker 

sequence scheme is that it achieve both PN code and frame synchronization at the 

same time, while in methods described in previous chapter, we still need to search 

for a marker inside the packet to locate the start of data. In this way, the Barker 

sequence method will be more efficient in terms of preamble length needed. However, 

it also requires more hardware and processing power when compared to the on-off 

keying technique. 

Given the same false alarm required, the on-off keying method gives a higher 

threshold value required which probably covers up the PN sequence partial correla- 

tion. The high threshold results from the Gamma distribution of noise output. In 

the Barker sequence method, the output noise variance is first reduced by the differ- 

ential decoding process and the distribution is Gaussian. The two effects combined 

together results in a much lower threshold which may not exceed the partial corre- 

lation. Therefore, even though we have applied the same two-level algorithm and 

windowing vechniques in both cases, the partial correlation effect is more prominent 

in the Barker sequence method. The situation gets even worse when the SNR becomes 

higher (in contradiction to intuition). We have to note here that we don't mean that 

the partial correlation effect does not exist in the on-off keying technique, but it just 

occurs when the SNR becomes really high, for example, over 30dB. 

A remedy to the situation of the Barker sequence seems to be simply decrease the 

false alarm rate. However, when the SNR gets higher, the noise variance decreases 

and the bell-shaped Gaussian distribution gets compressed on the x-axis. This com- 

pression effect happens faster than the increase in threshold caused by lower false 

alarm rate, making it ineffective. Another method is by increasing the threshold so 

until it can cover up the partial correlation. This method becomes ad hoc as we lose 

the mathematical background for a constant blocking probability or false alarm rate 

criteria. 



Chapter 5 

Power Control in Acquisition 

Power control is an essential component in any CDMA system. The purpose is to 

maintain a nominal received signal power. This solves the near-far interferences prob- 

lem, reduces interference to other mobiles, helps to overcome fading, and conserves 

battery in portable and mobile units. The nominal power value is designed in a way 

to maintain the necessary SNR for accept able error probability. While achieving the 

above goal, we try to keep SNR as low as possible, so that the power consumption is 

low and interference to others is minimal. It can be shown that the system capacity 

is maximized if the transmit power of each user is controlled so that the signal power 

at the cell receiver is the minimum required to achieve a predetermined signal-to- 

noise ratio (SNR) [43]. In the ideal situation, when the power control update rate is 

fast compared to the fade rate, we can eliminate fading completely and the channel 

is equivalent to an additive white Gaussian (AWGN) channel. Although two kinds 

of power control are available: open-loop and close-loop, only open loop power con- 

trol can be obtained during the preamble section because a close loop configuration 

implicitly requires PN code despreading. The noise present in the synchronization 

symbols received, on the other hand, makes the open loop control imperfect. As a 

result, instead of obtaining a AWGN channel, we will have characteristics in between 

a AWGN channel and the fading channel. 
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In this chapter, we will consider the effect of power control on our synchronization 

algorithms. Simulation results were performed which shows that our acquisition algo- 

rithms (on-off keying and Barker sequence method) also perform in a superior manner 

than the conventional ones under a AWGN channel. After demonstrating superiority 

in both extremes (AWGN and fading), we can draw the conclusion that our acqui- 

sition schemes can perform better in real situations where we have characteristics in 

between. 

5.1 Open and Close Loop Power Control 

Power control can be classified as two types: open-loop and close-loop power control. 

The difference is the existence of a feed-back mechanism in the latter case. 

5.1.1 Open-Loop Power Control 

For open-loop power control, the transmitter constantly estimates the channel degra- 

dations and updates its transmission power accordingly. As an example, if the trans- 

mitter knows that there is a 5dB decrease in signal power from the transmitter to 

the receiver, then the transmitted power is changed to 5dB higher than the nomi- 

nal. Under this scenario, the cell site has to transmit synchronization symbols to 

the mobile between regular intervals. It is from these symbols received that the 

channel characteristics are estimated. The more frequent these symbols are sent, 

the better the channel characteristics estimation will be. However, it also means in- 

creased bandwidth requirements and power. The degradation in SNR by the channel 

is simply calculated by the difference between the transmitted power and the received 

power. In other words, the transmitter power must be fixed, and power control on 

the synchronization symbols is prohibited because the receiver has no way to know 

the transmitted power if power control is in effect. In our case, we can either set up 
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a synchronization channel as in the Qualcomm [I ]  system, or use pilot symbols1. 

One difficulty in channel estimation is that the forward and the reverse link is 

usually separated and located in different bandwidth This means that each of them will 

have independent channel characteristics. In other words, the information provided 

by the synchronization symbols in the forward link does not convey characteristics of 

the reverse link, and vice versa. 

5.1.2 Closed-Loop Power Control 

In closed-loop power control, there is feedback between the receiver and the transmit- 

ter. A common closed-loop configuration is shown in figure 5.1. The receiver compares 

Channel +? Received Signal -9 {Ti zy Variations 

f 1 
Recevied Signal 
Power from mobile 
Station 

Desired 
Level 

Figure 5.1: Closed Loop Power Control. 

Update power by 

Step size 

the received signal power with the nominal Pno,;,al once every T, second, where T, is 

the power control sampling interval. When the received signal is higher than Pno,;,ar, 

a decrease power command is transmitted back from the receiver to the transmitter; 

otherwise, an increase power command is sent. Upon receiving the power control 

command from the receiver, the transmitter either increases the transmitted power 

Transmitter 

'If we insert pilot symbols, the symbols must be of fixed SNR also. 
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by Ap dB (increase power command) or decreases the power by Ap dB. A fixed step 

update Ap makes it possible for using only one bit in the command from the receiver 

to the transmitter, thus reducing the link traffic. Moreover, the fixed step update 

mechanism bears low-pass characteristics to filter out additive noise introduced by 

the channel. Due to the propagation delay in the closed-loop configuration, when the 

transmitter receives the power update command, the characteristics of the channel 

may have altered. This delay, together with the fixed step power control limitation, 

makes it impossible to provide rapid response in a period of a few microseconds [I] .  As 

a result, a combination of open loop and closed loop control is used in practice, while 

the former gives quick response, the latter compromises the inaccuracy of channel 

estimation due to forwardtreverse channel bandwidth separation. 

Power Control in PN Code Acquisition 

Under the closed-loop configuration, the receiver must be able to despread the PN 

code and restore the original signal power to compare it with Pn,,;n,l to determine the 

power update command. In other words, PN code synchronization is assumed. Since 

PN code acquisition occurs before any real data communication possible, we cannot 

have close-loop power control during preamble section. Even if we obtain some form 

of close-loop control, for example, in the on-off scheme or the search strategy, the 

base station sends an power update command when it detects the first threshold 

crossing before even jumping to the verification stage, the propagation delay means 

that the mobile would have already finished sending the preamble before it receives 

the power update command. Therefore, we conclude that close-loop control is not 

possible during acquisition. 

We have to resort to open-loop power control during acquisition. As we have 

mentioned before, the forward and the reverse channels are usually located in different 

bandwidths. In that way, the two channels will have independent fading processes, 

which makes the open loop control highly ineffective. The separation of the forward 

and reverse channel is necessary in the first generation cellular phones where FM 
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modulation is used and this approach is inherited by many CDMA research groups 

[ I ,  391. However, we believe that in CDMA, we can superimpose a synchronization 

channel on the same frequency band as the reverse channel. The base station will send 

out synchronization symbols in this channel at a fixed SNR between regular intervals, 

Tp. The only difference between the superimposed synchronization channel and the 

reverse channel is that it uses a different PN code. 

Although the base station sends an additional message on the reverse channel, the 

SNR of the received signal remains unchanged because the base station can subtract 

the synchronization symbol from the received signal first before any processing. The 

reverse channel works as if no synchronization symbol is sent by the base station. 

Now, the synchronization channel and the reverse channel share the same bandwidth, 

and they should have similar fading characteristics. 

Besides the difference in the bandwidth location of the forward and reverse links, 

another source of wrong estimation is the AWGN noise. When the SNR is low, 

the synchronization symbols received will be in great discrepancy from the actual 

fading profile, which makes the open-loop power control based on the information 

thus provided erroneous. The noise in the synchronization channel makes it impossible 

to achieve an AWGN channel even when we have perfect open loop power control, 

especially at low SNR. The fixed step update in the close-loop control, on the hand, 

processes low-pass characteristics which helps to filter out the noise. We also borrow 

the idea of fixed step update to open-loop power control so that we gain advantage of 

noise filtering. The result is a channel with characteristics in between a AWGN and 

the fading channel investigated. 

5.3 Power Update period Tp 

The power control update time Tp is very important parameter in eliminating the fad- 

ing effect. The faster the update rate (shorter T,), the more the channel approaching 

a AWGN channel. The update period Tp should be short compared with the average 
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fade duration. We define the ratio of power update rate to fade rate as the control 

parameter, called relative power control rate (RPCR). 

1 
Relative Power Control Rate = - 

f ~ T p  ' 

where fD is the fade rate. It has been shown in [39] that even with a RPCR of 10 

and a fixed update step of 1dB in a closed loop configuration, the residue fade is 

still very significant. Since open loop control is the only mechanism possible during 

the preamble section, we will put a closer look into its performance. Again, we use 

the RPCR as our parameter. We will assume a fade rate of 100 Hz, which is typical 

for a moving mobile. Moreover, to make the situation more realistic, we simulate 

a two-way frequency selective channel, instead of a flat fading channel used in [39]. 

Figure 5.2 and figure 5.3 show the simulation results for various RPCR at SNR of 

lOdB and 20dB respectively. The solid line represents the original fading profile, while 

the dotted line is the one after open-loop power control. 

For the simulations, we have assumed that the forward and the reverse links share 

the same bandwidth and therefore has the same fading characteristics. Our simulation 

results on a RPCR of 10 is in close agreement with those results shown in [39]. We 

can observe from the figures that, only when the RPCR exceeds a value of 40 will 

the channel approach a AWGN channel. That in term translate to a data rate of 

40 x 100 = 4kbits/s in the synchronization channel. Of course, a synchronization bit 

rate higher than 4kbits/s will provide a better approximation to the AWGN channel. 

However, too high a synchronization bit rate will impose too high an overhead in 

terms of processing ability for both the base station and the mobile units. 

Looking carefully at the two figures, we can discover that given that same value 

of RPCR, the one for 20dB is more close to a AWGN channel. This is as expected 

because for lower SNR, the noise is greater causing more serious errors in channel 

estimation. 
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Figure 5.2: Open Loop Power Co~ltrol Simulation for 10dB. 
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Figure 5.3: Open Loop Power Control Simulation for 20dB. 
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5.4 Simulation Results of Acquisition Schemes on 

a AWGN channel 

We have demonstrated in the previous section that power control can help to eliminate 

fading effects, and in the best case, the channel becomes AWGN. However, using open- 

loop power control to convert a fading channel to a AWGN one will be impractical in 

real situation because of the followings: 

1. The overhead in synchronization channel will be too great because high syn- 

chronization symbol rate is needed. 

2. Even though the synchronization overhead can be neglected and we send con- 

tinuous synchronization bits as desired (we pay the price of overhead), the noise 

component will make channel estimation unreliable. The situation will get worse 

as the SNR becomes lower (more users in the system). 

3. The mobile receives a synchronization bit from the base TpTo,a,,t;,, after trans- 

mission, where Tp,opagat;,, is the one-way propagation delay between the mobile 

and the base station. If channel is highly dynamic, its characteristics may have 

changed already after TpTop,gat;,,,, when the power control command is actually 

issued by the mobile2. 

Due to the shortcomings mentioned above, it will be highly difficult to obtain a 

AWGN channel. Instead, we will obtain a cliannel with characteristics in between a 

AWGN one and a frequency selective fading channel. We will present some simula- 

tion results on a AWGN channel, assuming that perfect power control is capable to 

eliminate all the fading effects. The significance of the simulation results will be to 

confirm the effectiveness of our proposed algorithms. We have demonstrated in the 

last two chapters that our schemes are superior than the conventional ones under a 

frequency selective fading channel which is one extreme without power control. If we 

also show that our proposed schemes are better in perfect power control, that is, a 

2This issue may present no problem when the cell size is comparatively small. 
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AWGN channel, then it is reasonable cronclude that our proposed methods are better 

in any real situation since the real situation is somewhere in between a fading and a 

AWGN channel. We believe that demonstrating the two extremes will be better than 

performing simulations on various values of RPCR because it is simply impossible to 

cover all tlie range of RF'(:R possible in  real lives. 

Table 5.1 gives a comparison of various a(-quisition schemes under a AWGN chan- 

nel. All the results show that our  neth hods are better than the conventional ones. 

Table 5.1: Simulation Results of Various Acquisition Schemes in a AWGN Channel. 

Compared with tlie results for a fading channel, as shown in table 5.2, we can ob- 

SNR 
1 OdB 
15dB 
20dB 

SNR I Coincidence Detector I Search I I Search I1 I On-Off I Barker 11 

Coincidence Detector - 0 
0.1292 
0.9984 

Search I - 0 
0.2847 
0.9990 

Table 5.2: Simulation Results of Various Acquisition Schemes in a Frequency Selective 
Fading Channel. 

On-Off 
0.0323 
0.9840 
1.0000 

Search I1 - 0 
0.3229 
0.9990 

1 OdB 
15dB 
20dB 

serve one interesting feature: when SNR is low, the performance of various acquisition 

methods (proposed and the conventional ones) are better in the fading channel than 

in a AWGN channel. This contradicts common belief as fading is always considered 

as an impairment on channel performance. 

To understand tlie phenomena, we will look at the situation when SNR is 10 dB, 

and the case for square law detector. The SNR is defined as lolog($), where A is the 

carrier magnitude and o q s  the variance of white Gaussian noise. Lets normalize the 

variance d t o  be 1. For the SNR of lOdB, we have A" 10. By selecting the largest 

Barker 
- 0  

0.9147 
1 .OOOO 

0.1038 
0.6008 
0.8797 

+ 

0.1602 
0.6669 
0.8977 

0.1707 
0.6827 
0.8970 

0.4602 
0.8361 
0.9549 

0.3147 
0.7733 
0.9420 

L 



five of the RAKE receiver, we have a Gamnla distribution. Suppose we set a false 

alarm rate of 10-\ we need to set the threshold at a value of 17.94 x a2 = 17.94, which 

is already higher than the value of A'. Therefore, the only possible threshold crossing 

is by tlie effect of noise. In fact, when there is no noise, the acquisition probability 

will be 0. This explai~is why we get very low values for the case of 10dB. In a fading 

channel, the output magnitude still has a mean value of f2A2 = 10, where g2 is the 

fading gain, but tlie distribution of g L  is exponential and there is probability of it 

exceeding the value of 17.94. In other words, the fading process occasionally raises 

the square magnitude and makes the chance of threshold crossing higher. For high 

SNR, for example 20dB, all acquisition schemes show better performance than the 

corresponding frequency selective fading channel, as expected. 

5.5 Conclusions 

In this chapter, we have demonstrated that during the preamble section, only open 

loop power control is possible, which requires the base station to  send synchroniza- 

tion bits constantly for channel estimation purpose. A high synchronization bit rate 

has high overhead, while a low synchronization bit rate makes channel estimation 

inaccurate. A compromise is necessary. 

Because of the limit in ~ynchroniza t io~~ synlbol rate and other open-loop power 

control imperfections, we have channel characteristics in between a AWGN and a 

fading channel. By also demonstrating our proposed methods' superior performance 

over other conventional schemes in a AWGN channel, we draw the conclusion that 

our proposed method is better in any real situation. 



Chapter 6 

Conclusions and Future Research 

Code Division Multiple Access (CDMA) is a xnodulation and channel sharing tech- 

nique which relies on spread spectrum communication. CDMA is a promising tech- 

nology for future digital cellular and personal comx~~unications because of some of its 

nice features such as: (1) ant i-multipath, (2) higher system capacity than TDMA and 

FDMA, and (3) its flexibility in providing bandwidth on demand. When spread spec- 

trum techniques are utilized, we multiply the data by a pseudorandom noise sequence 

before transmission so that the power spectrum of the original signal is spreaded to an 

extent to be hidden under AWGN. At the receiver, the incoming signal is multiplied 

with a local replica of the PN code which is in synchronization. The synchronization 

is usually performed in two stages: acquisitioi~ and tracking. The former aims to find 

a coarse alignment while the latter fine adjusts the phase. 

In the thesis, we have considered the PN code acquisition problem under a packet 

radio system. The packet radio system poses a slightly different situation from tradi- 

tional spread spectrum communication. In packet radio, there exists a fixed number 

of bits as the preamble for acquisition. If we cannot achieve acquisition during the 

preamble section, the corresponding packet will be lost. The price will be either loss 

of information (eg. video or speech) or a retransmission ( eg. file transfer). 
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Particularly, we propose two new accluisition algorithms: the on-08 keying assisted 

acquisition sche~nc and the Barker sequence with DPSK acquisition scheme. 

The on-off keying assisted scllenle uses an on-off pattern superimposed on the 

preamble with a Markov search algorithm. Since an on-off pattern is used, we can 

double the power during the "on" stage while still maintaining the same average 

power. The advantages are several: first, the double power of the "on" stage makes 

it more resistant to fading; second, the "off" bit, which consists of noise only, is not 

subject to any fading; third, we have an extra freedom to set the threshold for the 

'(off stage. 

For the other proposed method, we use a Barker sequence of length 7 as our 

preamble section and DPSK as the modulation scheme. DPSK is in contrast to en- 

ergy detection in whicli we cannot distinguish between a bit 1 or -1. This distinctive 

characteristic makes decoding the Barker sequence possible. The mechanism involves 

two levels of correlation, one for the PN code and the other for the Barker sequence. 

The beauty of this method is that we can achieve both PN code and frame synchro- 

nization at the same time. 

Because of the fixed preamble nature of a packet radio system. We believe that 

the acquisition time performance criterion used by many previous researchers is not 

appropriate. Instead, we adopt the packet throughput as our performance measure. 

With this scenario, the best acquisition method is the one that gives the highest 

throughput. The throughput consideration also directs us to use a different criterion 

of setting the threshold, a fixed blocking probability. The blocking probability takes 

into account of various possible busy time ellcountered by the receiver during the 

Markov search and is therefore more appropriate1. 

In PN code acquisition, we are facing an abrupt change from silence to having a 

signal. The partial correlation so generated has a great impact on various algorithms 

and may cause incorrect acquisition. For our simulation studies, we introduce a 

windowing technique which we found effective to combat the partial correlation effect. 

'Although not presented in the thesis, our methods also perform better when a CFAR criterion 
is used. 
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We have compared our proposed metliods with some existing ones under a two- 

ray and a three-way frequency selective fading channel. Simulation studies show that 

our proposed scheme is superior than the others for a wide range of SNR, and also 

various. power distribution among the two rays. Another channel model we have 

investigated is an AWGN channel. Again, our proposed schemes are better. The 

AWG N and the frequeuc y selective fading channel are considered as two extremes. 

In real situations, we will use open-loop power control for the preamble section$ and 

because of imperfections of power control, we will end up with channel characteristics 

in between the extremes. By proving that our systems are better for both extremes, 

it is possible to conclude that our schemes are superior in real situations. Proving 

the extremes is more favorable because it is simply impossible to simulate all possible 

real situations. 

It is discovered that the partial correlation effect is tnore prominent for the Barker 

sequence method, especially when the SNR is high. When we set the threshold, we 

need to use the distribution of RAKE receiver output, which is Gaussian for the 

Barker sequence method, but Gamma for the on-off keying scheme. Given the same 

false alarm rate, the threshold set for the Barker sequence method will be lower 

(Gamma vs. Gaussian distribution) which is not possible to cover up the partial 

correlation. The partial correlation poses a limit on the maximum SNR the Barker 

sequence method can operate satisfactorily. Therefore, we do not recommend the 

Barker sequence method for very high SNR, for example > 25dB3. 

Our simulation results have shown that the throughput will not be over 0.8 unless 

we have a SNR of 20dB. Therefore, we propose to encode the preamble section with 

a higher SNR than that of the data section in order to achieve good performance, 

for example, uses 20dB for preamble but 7dB for the data. This results in increased 

interference to other users temporarily during acquisition. However, since acquisition 

occurs occasionally, it will be acceptable. Another issue is the packet data length. 

The preamble is used for synchronization purpose and it does not convey any useful 

2We have argued that open-loop power control is only one possible during preamble, refer to 
Chapter 5 for details. 

3This may not be a problem in real situation because we won't use such a high value of SNR at 
all! 
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data information. Therefore, the shorter tlie preamble, tlie better the efficiency. In 

the next generation wireless network, we will have mixed traffic with variable data 

packet size. For the shorter packets, we will use a shorter preamble (lower overhead), 

but with a higher preamble SNR, while for tlie longer data packets, we will use a 

longer preanlble with a lower SNR to reduce interference to other users. 

6.1 Discussion 

The effect of missing a preamble is not addressed in our study. When a data packet 

arrives and our system fails to synchronize the preamble section, the algorithm will 

continuously search through the data portio~i to declare synchronization which may 

not be desirable. One method to overcome the difficulty is to use two different PN 

codes for the preamble and the data respectively. In this way, data in a missed packet 

will not interfere with the acquisition algorithm. 

Under the CDMA approach, we ideally distinguish one user from another by as- 

signing a different code to each to them. When the number of users increases, we 

will require an increasing number of orthogonal PN codes. The maximum number 

of orthogonal PN codes, however, is limited. The restriction in orthogonal PN codes 

availability affects the high level design. We have no choice but to use the same code 

for different users. When the number of users is small, we may simply allow each of 

them to start trans~nission at any time because the probability of collision is low. 

However, when the number of users is large, the collision probability will become 

high and we may need some form of time-division multiplexing in order to  distinguish 

users employing the same PN code. Each user needs to know when to start trans- 

mission, for example, by a fixed time tStaTt after its reception of the synchronization 

symbol. Every two users must be separated by a time gap which equals one delay 

spread plus maximiml propagation delay unc:ertainty. Each user must listen to find 

an empty slot and transmit. Collision may occur and a form of collision detection is 

necessary. The scheme becomes similar to the carrier sense multiple access (CSMA) 
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in an ethernet network, arid very careful planning is necessary. In the above, we have 

outlined two alternatives in simplified forms. and we must stress that there are many 

problems that have to be solved. The high-level design is so complex that there is a 

great number of alternatives possible. Of course, the ideal situation will still be able 

to find one orthogonal F'N code for each user. The ideal situation may not be impos- 

sible at all because of the advance i n  VLSI which makes very long PN code possible 

( A  set of longer PN code will contain a larger subset of orthogonal PN codes). 

In the extreme, we will have a highly synchronized system where the base station 

is responsible for all the timing jobs, like the spread spectrum slotted ALOHA system 

proposed by some researchers [45, 461. 

We state that we can obtain frame synchronization in the encoded Barker sequence 

method. Actually, some form of frame synchronization is also possible in the on-off 

keying method by detecting the end of the on-off pattern. A simple strategy will be 

two (or three) consecutive threshold crossings by signals. We have not addressed this 

issue for which we believe that will be investigations in the future. 

6.2 Future Research 

The acquisition system is a portion of the whole packet radio system based on CDMA. 

As we have seen in chapter 2, various number of techniques exist for the acquisition 

problem. It would be possible to superimpose other techniques such as the variable 

dwell or sequential detection on our proposed systems. 

Moreover, we have assumed a two-ray/three-ray frequency selective channel with 

fixed power distribution among the rays. Future research may add the considerations: 

real-time variatiou in power distribution among the rays; the time gap between two 

rays is changing with time. All in all, we may consider a highly dynamic channel in 

the future. 



problem with the high-level design. A specific- high-level design may make a particular 

acquisition algorithm favorable over the  others. 



Appendix A 

Expected Busy Time Expression 

In this appendix, we will demonstrate how can we simplify the expression for the 

expected busy time in the on-off keying acquisition scheme. Similar techniques can 

be applied to the coincidence detector, or the search strategies. The expression for 

the expected busy time is given by 

(A.1) - - 
Consider the expression 

By eliminating the common factor of Pol Poo, the expression becomes 

We will look at the denominator first, 

( L - 1 ) / 2  (L-1112 

( 1  - o o ) (  - P O ) ]  = xi-' by letting z = (1 - Poo)(l - Pol) 
j=1 j - 1  
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with the application of the series equation 

The numerator, on the other hand, is given by 

By differentiating the series expression shown above, we have 

Putting the above expression into equation (A.5), we obtain 

L-1 

- ( 1  - 2 )  ( L  - 1 ) T F  1 - 2 7  
- - 

(1 - x ) ~  1 - x  + 1 - x  . (A.6) 

Dividing the numerator by the denominator, we have 

which can be substituted into equation (A. 1) to get the final expresion for B, 
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