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Abstract

Multi-computers connected in various architectures are now commercially available and are being
used for a variety of applications. Some of the most commonly used architectures are the binary
hypercube, the binary tree, cube-connected cycles, the mesh, and multistage interconnection
networks. All of these architectures have the major drawback that a single processor or edge
failure may render the entire network unusable if the algorithm running on the network requires
that the topology of the network is maintained. The failure of a single processor or a link between
two processors would destroy the topology of these architectures. Thus, some form of fault-
tolerance must be incorporated into these architectures in order to make the network of processors

more reliable.

While several fault-tolerance schemes have been proposed for specific architectures, these
schemes are not general enough to provide fault-tolerance for other architectures. The goal of this
thesis is to provide a more general approach that can be applied to several of these multi-computer

network architectures with only minor modifications.

A general scheme for constructing fault-tolerant multi-computer networks is proposed which uses
switching networks to inter-connect the processors of the network. Two such switching networks
are described in the thesis. The scheme can be used to provide k fault-tolerance with k spare
processoré. It compares favorably with other proposed schemes for fault-tolerant multi-computer

networks, achieving higher reliability while using at most the same amount of extra hardware.

A fault-tolerant multi-computer network constructed using the proposed scheme functions as if it -
was a non-redundant network. No extra control information is needed to ensure the fault-tolerant
network functions properly. When a processor fails, the reconfiguring process can be initiated
distributively. Fast context switching is provided to speed up reconfiguration. These properties
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together with the ability t'o‘ provide high level of reliability for a long period of time make our

scheme suitable for long-life unmaintained applications.



To my wife Lily and my daughter Lilian
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Chapter 1
Introduction and Related Work

1.1. Introduction

Multi-computers connected in various architectures are now commercially available and are being
used for a variety of applications. Some of the most commonly used architectures are the binary
hypercube, binary tree, cube-connected cycles, mesh, and multistage interconnection networks. All
of these architectures have the major drawback that a single processor or edge failure may render
the entire network unusable if the algorithm running on the network requires that the topology of
the network does not change. The failure of a single processor or the failure of a link between two
processors would destroy the topology of these architectures. Thus, some form of fault-tolerance

must be incorporated into these architectures in order to make the network of processors more
reliable.

Several fault-tolerance schemes have been proposed which can only be applied to a particular
architecture. These proposed schemes are not general enough to provide fault-tolerance for any
architecture. The goal of this thesis is to propose a more general fault-tolerant approach that can be
applied to several of these multi-computer network architectures with only minor modifications.
This scheme described in Chapter 2, provides higher reliability than the previously proposed
schemes using at most the same amount of hardware. The scheme also allows distributed
reconfiguration. Chapters 3 through 6 describe how the scheme can be used to produce fault-
tolerant versions of particular topologies. Chapter 3 shows how the scheme can be applied to
binary hypercubes. Chapter 4 describes how to apply the scheme to binary trees. Chapter 5
describes how to apply the scheme to cube-connected cycles networks. Chapter 6 show hows the
scheme can be applied to multistage interconnection networks. Finally, Chapter 7 is a brief

summary of the results.



1.2. Related Work

1.2.1. Binary Hypercube

A d-dimensional binary hypercube contains n=2¢ processors with each processor connected to d
other processors. Each processor can be represented by a d-tuple (by_1,...,by) where the b;’s are
either 0 or 1. Two processors are connected together if their tuples differ in exactly one position.
Figure 1-1 shows a 3-dimensional binary hypercube with each processor in the hypercube being
labeled by its 3-tuple.

0,0,0 1,1,1

0,1,0 1,1,0

Figure 1-1: A 3-dimensional binary hypercube

Hastad, Leighton and Newman [8] proposed a scheme that allows degradation and does not
require the use of redundant spare processors. This scheme includes a distributed reconfiguration
algorithm. - With high probability, this algorithm can reconfigure a d-dimensional binary hypercube
to a (d-1)-dimensional binary hypercube provided that processors are faulty with probability
p< 0.5 and that the faults are independently distributed. However, communication between
neighboring processors in the d-1-dimensional binary hypercube may require routing through other
active or non-active processors, That is, the communication time between "neighboring”
pr’ocessbrs in the cube may be increased. Furthermore, there may be congestion since a particular

link may be used for communication between many pairs of "neighboring" processors.
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Rennels [15] proposed a scheme that uses spare processors for the reconfiguration. For systems
that do not réquire very high reliability, he proposed a basic scheme which divides a d-dimensional
binary hypercube with 2¢ processors into 2° subcubes. Each subcube has 2™ processors where
d=s+m. A spare processor is used to back up the processoﬁ in each subcube. Since the spare
processor may be required to replace any processor in the subcube, the spare processor is connected
to every processor in the subcube and each of their neighbors in the other subcubes. Two crossbar

-switches are employed for each spare processor to realize the necessary connections. The first
crossbar has 2”+s inputs and d outputs. The second one has 2™ inputs and s outputs. Each
crossbar requires a few thousand gates to implement. Each processor also requires an extra port in
order to connect to the crossbar switches. For long-life unmaintained systems where very high
reliability is required, Rennels proposed a second, hierarchical approach. In this scheme, a spare
processor is hooked up to each subcube of four processors via a high speed bus. The approach is
applied recursively. For example, a spare group of five processors (one spare and four active) is
used to back up four groups of five processors via a high bandwidth bus. This multi-level

redundancy method provides high reliability.

In Chapter 3, new fault-tolerant binary hypercube architectures are proposed. In Section 3.1, we
propose a new modular fault-tolerant scheme for binary hypercubes where each module has 4
active processors and k spare processors. The scheme is generalized in Section 3.2 so that each
fault-tolerant module has 2™ active processors where 0< m<d and d is the dimension of the
binary hypercube. In Section 3.3, we calculate the reliability of the proposed scheme. In Section

3.4, we compare the reliability of our generalized scheme with those of previously proposed

schemes.

1.2.2. Binary Tree

Raghavendra, Avizienis and Ercegovac [14] proposed a level oriented scheme which uses one
spare processor per level of the binary tree and can tolerate one fault per level. This scheme uses a
structure which is very similar to the optimal one fault-tolerant binary tree constructed by Kwan

and Toida (11]. Instead of using direct connections between the spares and the other active
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processors, they usé-two decoupling networks as switches to provide the appropriate connections.
The lower levels of a large tree will have many nodes. In order to increase the reliability of the
lower levels, this level oriented scheme can be applied to quules consisting of k=2 nodes of a
given level. A single spare is provided for each module and the switches in the decoupling

networks are controlled centrally through a host computer that uses the binary tree.

Hassan and Agarwal (7] also proposed a modular scheme for fault-tolerant binary trees. Their
approach uses fault-tolerant modules as building blocks to construct a complete binary tree. Each
fault-tolerant module consists of four processors, three active and one spare. Soft switches provide
connections between the active processors, the spare, and the rest of the tree. A distributed
approach to reconfiguration is used in that the soft switches can be set locally in each module when

failure occurs.

Both the level oriented scheme (with or without modules at the lower level) and the modular
approach provide only one spare per level (or module). Thus, the reliability that can be achieved
by these schemes is insufficient for systems requiring very high reliability. Singh [16] suggested
an improvement to Hassan and Agarwal’s modular scheme by allowing the sharing of spares across
module boundaries and allowing more than one spare per module. He showed that his scheme is

best suited for binary trees having 31 to 255 nodes.

For larger binary trees, Howells and Agarwal [9] devised a modular scheme that allows more than
one spare per module. Each module in their scheme is a subtree. For example, a 10-level binary
tree may be split into one S-level subtree containing the root and 32 5-level subtrees. Each non-
root subtree is a fault-tolerant module with its own spares. Each spare in a module may replace any
active processor in the entire module. Each spare is connected to every processor in the subtree
through direct links to each processor, soft switches, and three buses. Two of these buses are used
to connect to the children of the processor being replaced and the last_bus is used to connect to the -

| parent. This technique cannot be used for the subtree containing the root node since its leaf nodes
must be connected to the root nodes of the other fault-tolerant non-root subtrees. Fortunately, the

subtree containing the root node can employ other schemes to provide fault-tolerance. Besides
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improving reliability, both Singh’s and Howells and Agarwal’s schemes also improve the yield for

binary trees implemented in a single chip.

Lowrie and Fuchs [12] also proposed a subtree oriented fault-tolerance (SOFT) scheme which
they show to be better than the schemes of Raghave‘ndra, Avizienis and Ercegovac and of Hassan
and Agarwal. In their scheme, up to 2! spares, where 0 < ¢ < d-2, are connected to the leaf nodes
of a d-level binary tree. The number of connections between a spare and the leaf nodes depends on
t. An extra link is also used to connect the two children of a non-leaf node together. When a node
becomes faulty, one of its children, s, will take over its task through the use of soft switches. The
task of s will be taken over in tumn by one of its children. This process is repeated until a spare
takes over the task of a leaf node. The subtree oriented fault-tolerance scheme can also be

extended to an m-ary tree.

Chapter 4 concentrates on the binary tree architecture. In Section 4.2, we propose a new scheme
for binary trees which is extended in Section 4.3 for m-ary trees. In Section 4.4, we compare the
reliability and hardware costs of our proposed scheme with those of previous schemes. In Section

4.5, we compare both the reliability and hardware costs of variants of our scheme.

1.2.3. Cube-Connected Cycles

Cube-connected cycles, proposed by Preparata and Vuillemin [13], consist of n=h2¢ processors
with A 2 d. This structure is easily obtained by replacing each vertex of an d-dimensional binary
hypercube with a cycle of h processors, distributing the d edges incident on each vertex of the
hypercube among the vertices of the corresponding 4 cycles. Figure 1-2 showé a cube connected
cycle with h=4 and d=2.

Banerjee, Kuo and Fuchs [2], and Banerjee [3] proposed two fault-tolerant schemes for cube-
connected cycles. The basic scheme uses one redundant cycle to back up all of the cycles in the
network. In this scheme, an extra port is required for every processor in order to connect the spare
cycle to the rest of the network. For systems requiring higher reliability, they proposed a rﬁodular

scheme which provides spares for each cycle and uses a local reconfiguration scheme to tolerate



Figure 1-2: A cube-connected cycles with A=4 and d=2
multiple faults within a cycle. The processors in each cycle are divided into subgroups and a spare
is provided for each subgroup. Soft switches are used to provide connections between the spares

and the rest of the cycle.

Chapter 5 presents new fault-tolerant cube-connected cycles architectures. In Section 5.2, we
propose a new modular scheme for cube-connected cycles. This scheme is extended in Section 5.3
so that the entire cube-connected-cycles network can be regarded as a single fault-tolerant module.
In Section 5.4, we calculate the reliability of the proposed schemes. In Section 5.5, we compare
both the reliability and hardware costs of our proposed schemes with those of previous schemes. In

Section 5.6, we compare the two variants of our scheme.

1.2.4. Multistage Interconnection Networks

A multistage interconnection network (MIN) architecture can be characterized as having n=2"
processors connected together by m stages of switching elements such that a processor in a MIN
can be connected to any other processor through the m stages of switching elements. Some of the
common multistagé interconnection networks are the shuffle exchahge network, the baseline
network, the Omega network and the generalized cube. Figure 1-3 shows a shuffle exchange

network with 8 processors.
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Figure 1-3: A shuffle exchange network with 8 processors

Most previous work (see [1]) in the area of fault-tolerant multistage interconnection network
architectures has been based on increasing the reliability of the networl{ connections, igndring
processing element failures and concentrating only on the switching element failures. For systems
with a large number of processing elements, it is also important to consider processing element
failures in order to achieve high reliability for the entire system, Jeng and Siegel [10] proposed a
fault-tolerant multistage interconnection network architecture called the Dynamic Redundant (DR)
network that can tolerate processing element failures as well as switching element failures by using
spare processors and switches. The DR network is based on a generalized cube network. A
generalized cube network with n=2" processors uses log,n stages where each stage consists of n
switching elements connected by n links to the previous stage. The DR network with n active
processors and k spares has the same number of stages, however each stage has n+k switching
elements rather than n. Each stage is connected to the previous stage using 3(n+k) links. A DR
network can tolerate any single processor failure or any single switching element failure. It can, in

fact, tolerate k faults provided that the faults all occur in adjacent rows. Jeng and Siegel show that



a DR network with more than one spare is no better than a DR network with one spare due to the

limited coverage on multiple faults.

In Chapter 6, new multistage interconnection network architectures are proposed. In Section 6.2,
we propose a new fault-tolerant scheme for multivstage interconnection networks with k spare
processors which can tolerate any k processor failures. In Section 6.3, we compare our scheme
~ with Jeng and Siegel’s DR scheme. The scheme is extended in Section 6.4 so that it can cover both
processor failures and switching element failures. In Section 6.5, the extended scheme is compared
to Jeng and Siegel's DR scheme. In Section 6.6, we compare the reliability and hardware

requirements of two variants of the extended scheme.



Chapter 2

A General Fault-Tolerant Scheme
for Multi-Computer Networks

2.1. Introduction

Our goal is to provide fault-tolerance in a multi-computer network by adding spare processors
which can be used to replace failed processors. In particular, we want to design a method to
connect spare processors to an existing network in such a way that the network topology can be
maintained when a spare processor replaces a failed processor. One obvious approach is to connect
each spare to all the processors in the network using large cross-bar switches. This is not feasible
for large networks. In order to overcome this problem, the entire network can be divided into
modules such that each spare is used to back up the processors within a particular module. The
fault-tolerant modules are then connected together to form the network. Since a spare can be used
to back up any processor in the module which may be connected to processors outside of the
module, the spare must be able to connect to those external processors. These connections may be
realized with smaller cross-bar switches. Although large cross-bar switches are not needed in this
scheme, the number of spares required to provide the same level of system reliability increases as
the number of processors in a module decreases. Thus, there is a trade off between the module size

and the size of the cross-bar switches required by this approach.

Rather than using spares to back up an entire module, we can use the spares to back up only a
very small number of processors. These processors, in tum, can be used to back up other active
processors in the module. This process can be repeated until every processor is backed up. With

this approach, cross-bar switches can be avoided entirely.

We propose a new interconnection method in Section 2.2 which uses switching networks instead
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of cross-bar switches to connect fault-tolerant modules together. These networks can also be used
to proVide connections within a module. The approach can also be used so that the entire network
is realized as a single fault-tolerant module. In Section 2.3, reliability estimates for our schemes
are given. The switching networks used in our interconnection method are described in Sections

2.4 and 2.5. Finally, a distributed reconfiguration scheme is given in Section 2.6.

2.2. Using Switching Networks to Construct Fault-Tolerant Networks

In constructing fault-tolerant networks, we will require a switching network with »# incoming and
n+k outgoing links as shown in Figure 2-1. In particular, let ¢, ., ..., @, be a sequence such that
1S o <0y<..<a,<n+k. We want to design a switching network which allows the n
incoming links to be connected to any such sequence o, 0, ..., o, of outgoing links so that
incoming link i is connected to outgoing link oy. The detailed design of such switching networks is
described in Sections 2.4 and 2.5.

n incoming links
switching network -

n+k outgoing links

~ Figure 2-1: A switching network with n incoming links and n+k outgoing links

~ In describing the construction of fault-tolerant networks, we use the term active processor to

denote all the processors that participate in the execution of tasks.

Let us, for the moment, assume that we can construct a fault-tolerant module with n active
processors and k spare processors which functions correctly provided that no more than &

processors fail within the module. Consider a network consisting of two fault-tolerant modules.
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@‘ ® 6 @ @ @ module 1
OO0 DO O

Conceptual network - 6 processors in module 1
connected to 6 processors in module 2

@@@@@@@mdulel

switching network

switching network

OOOOO O Ofwmm

fault-tolerant network - 6 active processors in module 1
connected to 6 active processors in module 2

Figure 2-2: Using switching networks to connect two fault-tolerant modules
Each module initially contains 6 active processors (numbered 1 through 6) and one spare processor
(numbered 7) and the i active processors of each module are connected by a link. We now
describe how to connect one module to the other using switching networks. Let oy, &, ..., 0t be
the numbers of the active processors in a module, ordered so that 1< o; <@y <...<0xS 7.
Incoming links 1, 2, 3, ..., 6 can be routed to any such sequence of processors 0, 0, ..., O,
respectively by using a switching network with 6 incoming links and 7 outgoing links (see Figure
2-2). Each outgoing link of the switching network is connected to a processor in the module. Each
incoming link is connected to a communication line that leads to the other module. Initially, these

6 communication lines are connected to processors 1 through 6. When one of these processors
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fails, the switching ﬁctwork resets the connections so that the failed processor is disconnected and
the 6 communication lines are routed to 6 non-faulty processors. For example, if processor § fails,
processor 6 will be connected to communication line 5 apd the spare processor (7) will be
connected to communication line 6. In this simple example, each processor is connected to only
one processor in another module. Additional switching networks could be utilized to allow

multiple external connections.

Figure 2-3: Using direct connection to construct a fault-tolerant cycle of six processors

Now, we turn our attention to the connections within a given fault-tolerant module. Continuing
with our example, we would like to construct a fault-tolerant 6 cycle. In particular, the 6 initially
active processors must form a cycle by connecting processor i to processor i+1, for 1 < i< 6 and
processor 6 to processor 1. The fault-tolerant module is designed so that processor i (1< i< 6) is
"backed up" by processor i+1. That is, if processor i fails (or is called upon to replace yet another
processor) then processor i+ 1 can replace procéssor i. To allow for these processors to replace
each other in the event of a failure, additional connections must be added. One method to do this,
which we call direct connection, is to connect processor i to i+2 for 1< i< 5 and processor 7 to
processors 1, 2 and 6 (see Figure 2-3). One drawback of this method is that the number of ports per
processor must increase with the number of spares. A second method is to use two cross-bar
switches to connect the spare processor(s) to the cycle. As the number of spares becomes large,
this method also becomes infeasible. A third approach which uses switching networks does not

require the number of ports to increase with the number of spares and is described below.
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The connections bétween the processors in a module can be provided by connecting the incoming
links of several groups of switching network. In our particular example, the connections between
the processors within a module can be provided by two switching networks with 6 "incoming" and
7 "outgoing" links. In this case, the 7 processors of the moéule are connected to the "outgoing"
links while the “incoming" links are connected to each other. One switching network is used to
connect processor i to processor i+ 1 for 1 < i< 6 where i is odd. The second connects processor i

“to processor i+1 for 1< i< 5 where i is even and processor 6 to processor 1. With these
connections, the processors connected to the 6 "incoming” links form a cycle of six processors.
The connections are shown in Figure 2-4. If processor S fails, processor 6 will take over the task of
faulty processor 5 and the spare processor 7 will take over the task of processor 6. The switching
networks can be set to bypass processor 5. In particular, "incoming" links 5 and 6 are reset to
conmect to “outgoing” links 6 and 7, disconnecting "outgoing" link 5. The details of this process
are explained in Sections 2.4 and 2.5. After reseting the switching network, processors 1, 2, 3, 4, 6,
and 7 form a cycle of six processors, connected through the switching networks. This same

technique can be used to form different structures within the module as illustrated in Chapters 3, 4,
5, and 6.

| I I T S 1 1

switching network switching network

processors | 1 2 3 4 5 6 7

Figure 2-4: Connecting a cycle with 6 active processors
and 1 spare processor using two switching networks

By using switching networks to provide connections between processors within a module and
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connections betweén modules, a fault-tolerant multi-computer network can be constructed as
described above. We call this scheme modular sparing. In the above example, each spare can be
used to replace any of 6 processors within its own module. Thus, the system can tolerate any single
failure. It can also tolerate two failures if they occur in different modules. In order to tolerate any
two failures in the network, we could use the above techniques to construct a single module
containing 12 active processors (divided into 2 cycles of 6 processors each) and 2 spare processors.

~ We call this scheme global sparing.

As an example of global sparing, we show in Figure 2-5 an alternate implementation of the above
example. As before, we want 2 cycles of 6 active processors and we allow 2 spare processors.
Three switching networks are required to provide the connections. The first two switching
networks are used to connect the processors to form two cycles of six processors using the same
connection scheme as described above for providing connections for a cycle of six processors. The
processors connected to "incoming" links 1 to 6 and 7 to 12 of both switching networks form two

cycles of six processors respectively. Finally, the third switching network is used to connect the

two cycles together.

Using global sparing, k spares in the network can tolerate any k faults. Thus, it is optimal in the
number of faults that any network with a given number of spares can tolerate, With global sparing,
it is possible to achieve the same level of reliability as with modular sparing and other proposed
schemes for various multi-computer network architectures as shown in Chapters 3, 4, 5, and 6
while using significantly fewer spares. However, for networks with a large number of active
processors, it may not be possible to implement the entire network on a single wafer. Smaller

modules may be used to split a large network into fault-tolerant modules which can each be

implemented on a wafer.
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Figure 2-5: Connecting a network with two cycles of six processors
and two spare processors using three switching networks

2.3. Estimation of the Reliability of the Scheme

Consider a fault-tolerant multi-computer network constructed using global sparing which contains
n active processors and k spares. In our reliability analysis, we consider only processor failure. We
do not consider the failures in the switching networks. These failures could be covered by
duplicating the switching networks. Other types of failures, such as fault-detection failures and
recovery failures, are accounted for by the coverage factor [17] which is defined to be the
probability that a failure is detected and the recovery is successful. If reconfiguration fails due to

one of these failure types, the entire system is considered to be unreconfigurable.

Let ¢ be the coverage factor, k the number of spare processors in the network, # the number of
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active processors in ﬁle network, r=¢~* the reliability of a single processor (where A is a constant
nepresénting the failure rate of a processor over time ¢ and ¢ is time expressed in millions of hours),
and R, the reliability of a fault-tolerant network with k spare processors using global sparing. The
reliability of a non-redundant network R, is r”. For k=1, the brobability that the spare is needed is
equal to the probability that an initially active processor has failed which is (7)r”~1(1-r). The
probability that a particular spare processor is reliable and can be switched successfully is rc.
bThus, the additional reliability with one spare is rc(;’) r*~1(1-r) and the reliability R, is
Ry=r*+()r*(1-nc=Ry+(})r*(1-r)c. For k=2, the second spare is only used when there
are exactly two faulty processors among the » initial active processors and the first spare. The
probability that this occurs is (";1) r*=1(1-r)2¢. Thus, the reliability with two spares is
R, =R1+("J2'1)r"(1-—r)2c2‘
For arbitrary %,

Rk=Rk_1+("+l,§—1) rt(1-rkck= Ef.c:O (n+::_1)r"(1-r)"c".

The reliability of a network using modular sparing can be calculated similarly. Let m be the
number of active processors in each module, RM,, , be the reliability of a module with & spares in
each module, and R, ,, , be the reliability of a network with p modules each having m active

processors and k spares.

RM,, = RM,py_ 1+ (" D) rm=pkeck =2k ) ("D ma-nich,

Rp,m,k - (RMm'k)p.

2.4. Type A Switching Network Design

A Type A switching network can be implemented using a group of decoupling networks. The
group of decoupling networks maps n ipcoming links (numbered 1 to n) to n+k outgoing links
(numbered 1 to n+k). Each outgoing link is connected to a processor. The use of decoupling
networké has previously been proposed for other fault-tolerant multi-computer network
architectures {14, 4, 5, 6]. Figure 2-6 shows the connections for a group of 3 decoupling networks
arranged in three levels as a Type A switching network. |
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Figure 2-6: 3 decoupling networks arranged in 3 levels

The levels of each group of decoupling networks are numbered from 0 to /-1 with level O
connecting to the outgoing links and level /-1 connecting to the incoming links. Each level
contains at most n+k—1 switches numbered from 1 to n+k—1. The j ™ switch in level I-1
connects to the j ™ incoming link. It can be set to connect the j ™ incoming link to either the j ™
switch on level /-2 or to the (j+1)5t switch on level /~2. In general, the j ™ switch on the i ™
level can be set so that it is connected to either the j @ switch on level i—1 or to the (j+1)%t switch
onlevel i—1. The j th switch on level O can connect to either the j ™ outgoing link or the (j+1)%
outgoing link. Initially, every switch j on level i >0 is set to connect to switch j on level i—-1.

Switch j on level 0 is initially set to connect to outgoing link j.

Outgoing link i is connected to processor i. At any given time, n processors are active. We
denote the active processors as oy, ..., &, With o < i, <... < @, such that a; is the number of the
lowest numbered active processor and o, is the number of the highest numbered active processor.

In particular, o,;=j indicates that processor j is the i % active processor.

When a processor fails, the failed processor has to be disconnected from the network and the

spare has to be connected. As an example of the reconfiguration process, consider a module with 8
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active processors aﬁd 3 spare processors. If processor 3 fails, the switch in level O of the
decoupling network that connects to processor 3 and all the switches to the right of it are switched
to the right. In this way, processor 3 is disconnected and the first spare processor (9) is activated.
Processor i+1 assumes processor i’s previous role where 3 s i< 8. At this point, a;=1, 0y=2,
and o;=i+1, for3< i< 8. The new connection for one group of decoupling networks is shown in
Figure 2-7. If another processor fails subsequently, another reconfiguration must occur. The
‘switch in level 1 of the decoupling network that connects to the failed processor and all the
switches tb the right of it are switched to the right. Figure 2-8 shows the structure as further
modified after processor 1 becomes faulty and is replaced. In this figure, a;=2, and a;=i+2, for
2< i< 8. Finally, Figure 2-9 shows the result of processor 7 failing subsequently and is replaced.
After reconfiguration, a; =2, 0y=4,05=5,0,=6,and o;=i+3,for5< i< 8.

incoming links
level 2 "
level 1
~ level 0

THI2i3p4nsyoelr78ijofjwofn

Figure 2-7: Connections after processor 3 has failed

Consider one such k level decoupling network connected to » active processors and k spares. Let
i be the number of processors that have failed previously, where 0< i< k. If another active
processor fails, the reconfiguring is done by switching the switch in level i that connects to the
failed processor and all switches of the same level to the right of it one position to the right. For

example, if the switches in level i are numbered 1 to n+k—i—1 from left to right and switch j
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Figure 2-8: Connections after processor 1 and 3 have failed
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Figure 2-9: Connections after processor 1, 3 and 7 have failed
connects to the newly failed processor, then the reconfiguration consists of switching the switches
from j to n+k-i~1 at level i to the right. By doing so, the faulty processor is disconnected from
the network, the spare processor immediately to the right of the rightmost active processor becomes

an active processor, and the structure is re-established.
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A Type A switchihg network consists of k decoupling network arranged in & levels. Incoming
link i can be connectcd to any outgoing link j if j~i < k as shown in Lemma 1. Lemma 1 and other
subsequent Lemmas described below are used to establish that a Type A switching network can be
used to replace up to k faulty processors with spares. , l

Lemma 1: In a Type A switching network, incoming link { (1<i<»n) can be
“connected to any outgoing link j where (i < j< i+k)

Proof: Let m=j—i. At each level [, 0< I< m, set switch number i+m—I—1 and all

switches in that level to the right of switch i+m—I—1 to the right. This connects

incoming link i to outgoing link j. O

Let oy, o, ..., o, be a sequence such that 1< oy <o,y <...< 0, < n+k. If the n incoming links
can be connected to any such sequence o, 0y, ..., &, of outgoing links so that incoming link i is
connected to outgoing link oy for 0< i < n, a Type A switching network can be used to replace any
group of up to k faulty processors with spares. In order to show that this is the case, we first prove
Lemma 2 which shows that a Type A switching network can be used to connect incoming links i
and p (p>i) to outgoing links j and ¢ (¢>j, g—p = j—i), respectively so that the paths do not
intersect,

Lemma 2: In a Type A switching network, if incoming link i is connected to outgoing
link j and incoming link p (p > ) is connected to outgoing link q (¢ > j), and g—p 2 j-i,
the switches used to conhect i to j, and the switches used to connect p to g are all
different.

Proof: Let s; be the switch used in level ! to connect i to j and let ¢, be the switch used
inlevel I'to connect p 0 g. Sincep >i,inlevelk—1,8,_;>s5;_;. If 5;_; is switched to
the right, then #,_, is also switched due to the reconfiguration scheme. Thus, in level
k=2, ty_o>5;_5. The same argument can be repeated until level O is reached. Hence,
4y>s5;for0< i< k-1. @

‘Theorem 3: Let ay, 0, ..., O, be a sequence such that 1< oy <0y <...< 0, < n+k.

The n incoming links of a Type A switching network can be connected to any such
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sequence Q, 05" ..., o, of outgoing links so that incoming link i is connected to outgoing
link o for0< i< n.

Proof: From Lemma 1, incoming link i can be conneg:ted to o for 1<i<n. From
Lemma 2, there will be no common switch used to connect incoming link i to outgoing
link o; and incoming link i+1 to outgoing link ¢; , for 1<i<n-1. Thus, the

- theorem is proved. O

For a Type A switching network with n incoming links and n+k outgoing links, a level i
decoupling network must have n+k—i—1 switches. Thus, a Type A switching network has a total

of 2;:1 (n+k-i)=k(2n+k—1)/2 switches. For large &, the number of switches required for a

Type A switching network increases rapidly. The hardware required to implement the switches
may make this design infeasible. Furthermore, k levels of decoupling networks are used to add
Spares. When £k is large, the switching delay may be significant. Hence, a Type A switching
network is not suitable when £ is large. The next section presents a different design which requires
a lot fewer switches and introduces less switching delays when k is large. However, when k is

small, the simplicity of a Type A switching network makes it easier to implement than other more

complicated designs.

2.5. Type B Switching Network Design

For large k, we propose a different switching network design called Type B that uses fewer
decoupling networks and switches than Type A. Instead of allowing the j ™ switch of level i to be
connected to the j th switch or the (j+1)5t switch of level i~1, the jM switch of level i may be
connected to the j % or the (j+29)™ switch of level i—1. The j ™ switch on level O can connect to
either the j ™ outgoing link or the (j+ 1)t outgoing link. Initiaily, every switch jonlevel i >0 is
set to connect to switch j on level i—1. Switch j on level 0 is initially set to connect to outgoing
. link j. With this design, only /= rlogz(k+l)-| levels of decoupling networks are required to

incorporate k spares.

The reconfiguring process of this design is slightly more complicated than for Type A. Consider-
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one such [ level decbupling network connected to n active processors and k spares. As before, we
number the levels from 0 to {-1, the processors from 1 to n+k, and the active processors from oy
to o,,. o=/ indicates processor j is the i 1 active processor. Initially oy=i for 1< i< n. When
the first active processor fails, the reconfiguration process is tﬁe same as for Type A. The switch in
level O that is connected to the failed processor and all the switches to the right of it are switched
one position to the right. However, when subsequent failures occur, each remaining active

’ processor and the spares used to replace the failed processors must determine which switches to

use.

As an example, consider a module with 8 active processors and 3 spares. If processor 3 fails, the
level O switch that connects to processor 3 and all the switches to the right of it are switched to the
right. Processor 3 is disconnected from the incoming communication link to the decoupling
networks. Processor i takes over the task of processor i—1, for i=4,...,9. Figure 2-10 shows the
connections of the Type B switching network after processor 3 has failed. Figure 2-11 shows the
structure as further modified after processor 1 fails and is replaced. Figure 2-12 shows the

structure after processor 7 fails subsequently and is replaced. ;

THH2H34HSHIell7H 819 (1011

Figure 2-10: Connections after processor 3 has become faulty

Suppose o;=j, the i ™ incoming link of the decoupling network should be connected to the jt
outgoing link, that is, to the j processor. In level /-1, the highest level, the i ™ switch connects

to the i ™ incoming link. If j—i > 2!=1, switch i will have to connect to the (i+2/~1)% switch of
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Figure 2-11: Connections after processor 3 and 7 have become faulty
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Figure 2-12: Connections after processor 1, 3 and 7 have become faulty
level [-2. Otherwise, no change is required and it remains connected to the i ™ switch of level

I-1. Letj—i=X~! 4 2™ where a,, is cither O or 1 and I=[log,(k+ 1) |. Ifj—i 2 2/-1,4,_,=1.

Otherwise, a;_;=0. For level -2, the switch used in the connection from incoming link i to
processor j depends on whether the switch used in level /-1 is switched or not. This information
can be obtained from the value of q;_;. If g;_;=1, the (i+2/~1)™ switch is used. Otherwise, the
i M one is used. That is, the switch used in level /-2 is the (i+ a;_,2!~ 1)t switch. This switch is
switched to connect to the (i+a;_;2/~1+2/-2)™ switch in level I-3 if (j—i)—q,_2"~12 2/-2.
That is, if @)_,=1. Otherwise, switching is not necessary. Hence, the switches used in the

. . . . NP 2
connection and the status of the switches used can be obtained from the equation j—z=2fn=0 a,2™

with @/=0 to simplify the formulas below. In particular, i+

M ewitet § .
meutl Gm2  SWitch in level u is
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used to connect incoining link i to outgoing link j of the decoupling network. This switch is set to
connect to the (z+2m u m2”‘)‘h switch of level u—1 (or the: (1+an= “ am2”‘)th outgoing link if
u=0). With this switching scheme, the n incoming linlgs of the I= rlogz(k+ 1)-] levels of
decoupling networks can be connected to n non-faulty processors if the number of faulty processors

is less than or equal to k. Furthermore, no two connections between an incoming link and an active

processor share a common link or common switch.

In order to prove that the rlogz(k+ 1) |1evels of decoupling networks can be configured to handle
any k processor faults, let o, 0, ..., @, be a sequence such that 1 € oy <o, <...< 0, < n+k. If
the » incoming links can be connected to any such sequence ¢, @y, ..., &, of outgoing links such
that incoming link  is connected to outgoing link o; for 0< i < n, a Type B switching network can
be used to replace any of up to k faulty processors with spares. In particular, incoming link i must
be able to connect to any outgoing link j in the range i< j< i+k. This is proved in Lemma 4
- below. | |
Lemma 4: In a Type B switching network incoming link i (1 < i< n) can be connected

to outgoing lmk jforany jwherei< j<i+k.
Proof: Since i < j < i+k and E.. 127> k, j—i can be expressed as X, a2, where
' . . 31 sms SI-1 : .
the a’s are either O or 1 and 2., _42™2 2, _,a,2%. Using the connection scheme

described above, incoming link i to the decoupling network is connected to outgoing link
j=i+ZL a4, Since i+ a,24< i+Z 1 2™, incoming link i can be connected

to outgoing link j. O

Lemmas 5 and 6 establish that if any incoming link i is connected to outgoing link j, where
IS j<i+k, incoming link i+1 must be able to connect to any outgoing link ¢ in the range
J+1<t<i+k+1 with no sharing of switches and no sharing of links between these two

connections. Lemma 5 is a technical lemma useful in proving Lemma 6.

Lemma 5: If ZI a.2m>Y b om then Zl _s @2 T b am>25 where

m=s-m m=s-m msm

the a’s and b’s are either O or 1.
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Proof: Let I’ be the largest value /2 I'2 s such that a,# by. Since we have assumed

that X _a 2m>F! b 2m and all the a’s and b's are either O or 1, it must be the

m=s-"m

case that ap=1 and b;=0.

St g om 3 oom 3 g oom 3 oom,

m=s"m m=s"m m=s m m=s-m

S aom Iy oomagl (Sl om 31y o

m=s "m m=s"m m=s m m=s-"m

Since £, L a 2m> 0 and 'L p om< ol s,

=sm

S aam 3P p omnos g

m=s%m m=sm

Lemma 6: For a Type B switching network, if incoming link i is connected to outgoing
link j and incoming link p (p>i) is connected to outgoing link ¢, where ¢q>j
(@g—p 2 j-i), the switches used to connect i to J» and the switches used to connect p to ¢
are all different.

Proof: Let j—i=2f; 10 b,,2™ and q——p=2f;:0 a,,2™, where the a’s and b’s are either 0

or 1 and I=[logyk+1 1 Thus, 1 a,2m> 1 b 27 At each level s, the

connection from i to j utilizes switch i+2f;=ls b,,2™ while the connection from p to ¢

. -1 . . ,
uses switch p+X-_ a 2™ These switches are clearly distinct if

I-1 -1
Y esa, 2" 2 X b o,

m

Suppose that for a particular s, ol p msYil g oom Since,

m=s-m m=s"m

Zﬁ;:lo a,2"2 22;10 bmzm' therefore,
T 08, 2= b, s B gm Tl g om Fel g am ESlp om s

m=s"“m m=s"m m=0"%m

at most equal to X5} 2m=25—1. From Lemmas, -1 p 2m-3!"1 4 om is at Jeast

m=s~-m m=s m
2°. A contradiction occurs and hence the lemma is proved. @M
Theorem 7: Let oy, o, ..., &, be a sequence such that 1< a; <0, <...< @, S n+k.

The n incoming links of a Type B switching network can be connected to any such
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sequence 0, dz_, ... O, of outgoing links such that incoming link i is connected to
outgoing link o for 0< i < n.

Proof: The proof follows from Lemmas 4 and 6. O

The number of switches required in each level of a Type B switching network depends on n and
k. If processor n+k, the last spare, can be connected to the n ™ incoming link of the decoupling
networks, the switches in the decoupling networks are sufficient to connect any incoming link i,
1< i< n, to any outgoing link j, i < j < i+k. With this observation, the total number of switches

in a group of decoupling network can be obtained. Let k:Ein_:lo a,2™, where the a,,’s are either O

orland g;_;=1. The level -1 decoupling network has n switches which are connected to the n
incoming links to the group of decoupling networks. The n ' switch can connect to either the n
switch or the n+2'~1 switch in level /-2. Thus, the number of switches in level [-2 s
n+a_2'=1. The last switch (n+a,_;2"-1) in level [-2 is not required to connect to the
n+2!=1421-2 switch in level I-3 when g;_,=0. In this case, not all of the switches have to be
switchable. Figure 2-13 shows an example in which some switches do not have to be switchable.

Hence, for level [-3, the number of switches is n+ Eﬁ;j,_zamzm. Similarly, for level i, the

number of switches is "+2£n—=1i +1%,2™. With this number of switches, the n™ incoming link is
able to connect to the last spare processor because k=2£;=10 a,2™. Thus, for a Type B switching

network with /= flog2k+ 1 11evels, the total number of switches is nl+ Efn—:ll ma,2™.

2.6. Distributed Reconfiguration

Consider a module with n active processors and k spare processors. The n+k processors are
connected to the n+k outgoing links of a switching network and are numbered 1 to n+k
corresponding to the numbers of the outgoing links. The active processors are denoted by o, for

1< i< n. o;=]j indicates that processor j is the i th active processor. Initially, a;=i for 1< i< n.

In order to provide fast context switching and distributed reconfiguration, processor i is

connected to processor i+1, where 1< i< n+k—1, with soft switches used to bypass faulty
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Figure 2-13: For n=8 and k=4, some switches do not have to be switchable
processors. Figure 2-14 shows the connections and soft switches between the processors. When a
processor is non-faulty, a signal is sent to its switches to keep them open. We assume that the fault
detection of each processor is concurrently performed by means of some on-line self-testing
circuits. Thus, when a processor fails, it stops sending this signal and the processor to its right will

be able to detect the failure and start the reconfiguration process.

1 T 2 t——— 3 = === — n+k
] o !

Figure 2-14: Connections between the processors

When a processor oy=j fails, the network must be reconfigured to disconnect the faulty
processor, connect a spare one and reassign tasks among the active processors. The non-faulty
active processor 0;;, ; immediately to the right of the faulty one initiates the reconfiguring process
upon detecting that o; has failed. (If i=n, the lowest numbered spare processor m initiates the
reconfiguration process.) It starts by taking over the task of the faulty one and informs the non-
faulty processor to its right about the starting of the reconfiguring process. Processor o;,1’s task is

then taken over in tumn by the non-faulty processor immediately to its right. This process is
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repeated until the spérc processor m immediately to the right of the rightmost active processor (o)
becomes an active processor and takes over the task of its predecessor. That is, when processor a;
fails, a sequence of task reassignments are performed until a non-faulty spare processor m which is
connected to the processor o, is activated. First, a;’s task is taken over by o,y and o,y
becomes active processor o;. This processor’s old task is given to L) and o, , becomes active
processor ;1. This continues until o, becomes active processor o, _y. Finally, o, ’s old task is

taken over by the spare processor m and m becomes o,,.

The reassignment of tasks can be carried out efficiently through the connections between the
processors if a parent-child relationship [18] is assumed between any two neighboring processors.
The processor on the right assumes the role of the parent and keeps track of the state of its child.
When a child fails, its parent can take over its task and can in turn inform its own parent of the
reconfiguring process without any delay or rollback. For example, assuming that n=8, k=2 and
o;=i, processor 10 is the parent of processor 9 initially and processor 9 is the parent of processor 8
and so on. That is, processor i+1 is the parent of processor i initially, for 1 £ i< 9. If processor 5
fails, its parent, processor 6, can take over its task easily for processor 6 already has the current
state of processor 5. The new child (processor 4) of processor 6 sends its current state to processor
6 and processor 6 informs its parent (processor 7) of the reconfiguration and sends its current state
toits parent. This process is repeated until processor 9 takes over the task of processor 8 and sends
its current state to its parent, processor 10. The above reconfiguring process can be carried out
efficiently using the links between the non-faulty processors. The transfer of state information

between the processors can be done almost simultaneously.

This scheme can only handle either a single fault at a time or multiple faults at the same time if
the faults are not adjacent to each other. For multiple faults not adjacent to each other,~the
reassignment process is still quite efficient although the state of more than one processor may be
transferred between the non-faulty processors. If adjacent faults occur simultaneously, the
reassignment of tasks will take more time since the entire system may have to restart at the

previous check point instead of being able to continue its operation without rollback.
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After the neassigmhent of tasks is completed, the switching networks must also be reset as
described in Section 2.4 or Section 2.5 to replace the failed processors with spares. For a Type A
switching network, the control of the decoupling networks can be implemented at each spare
processor. The first spare controls the level 0 decoupling ne{\work and the i th spare controls the
level i—1 decoupling network. For a Type B switching network, when processor j is required to
take over the task of another processor to its right, it knows which active processor ¢; it will
become and it also knows its own position. Thus, the values i and j are both known to processor j.

Processor j calculates the coefficients a,, from the equation j-—i=25;=10 a,2™ and determines

which switches are used and which must be switched for the connection. This information is sent
to the decoupling networks to establish the connection from incoming link i to processor j, This
switching scheme can be carried out distributively by each affected processor. After both steps of
the reconfiguration process (reassignment of tasks and reseting the switching network) have been

completed, the network can resume its normal operation.



Chapter 3
Binary Hypercube Architecture

3.1. Introduction

In this chapter, fault-tolerant binary hypercube architectures are proposed. In Section 3.2, a
fault-tolerant binary hypercube architecture is proposed which uses fault-tolerant modules as
building blocks to realize a binary hypercube. The use of fault-tolerant modules has previously
been proposed for use in fault-tolerant binary tree architectures [S, 7,9, 16]. A fault-tolerant
module contains four active processors and & spare processors configured so that each module can
tolerate up to k faults. Let d be the dimension of a binary hypercube. In Section 3.3, we generalize
the scheme so that each fault-tolerant module has 2™ active processors, 0 < m< d, and k spare
processors. In Section 3.4, we calculate the reliability of the proposed scheme. With m=d, the
entire binary hypercube is a single fault-tolerant module in which the k spare processors can be
used to tolerate any k processor failures. In Section 3.5, we show that with this special case, it is
possible to achieve the same level of reliability as with smaller modules while using significantly
fewer spares. We compare this special case with Rennels’ schemes. The new scheme is more
reliable than Rennels’ basic scheme since the latter can tolerate only a single fault within a given
module. Even with fewer spare processors, our scheme achieves higher reliability than does
Rennels’ hierarchical approach. Furthermore, the amount of extra hardware required for our

scheme to achieve the same level of reliability as Rennels’ scheme is much less than that required

by Rennels’ scheme.
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3.2. Fault-Tolerant Scheme For Binary Hypercubes

A fault-tolérant binary hypercube can be constructed by using a number of fault-tolerant modules.
We assume initially that each fault-tolerant module consists.of 4 active processors and k spares,
connected in a cycle to model a 2-dimensional binary hypercube. Since only four processors are
active at any given time within each 2-dimensional binary hypercube, the spare and faulty
processors must be bypassed. This can be done using soft switches in the cycle as shown in Figure
3-1. These 2-dimensional hypercubes are connected together to form a d-dimensional binary
hypercube. An alternative to the use of soft switches within each module is discussed in Section
3.3 along with the generalization of this construction. The connections between the 2-dimensional
binary hypercubes are realized by either a Type A or Type B switching network such that only

those active processors in the 2-dimensional binary hypercubes are connected.

soft switches

Figure 3-1: A fault-tolerant module with k spares

For a d-dimensional binary hypercube, d—2 groups of switching networks are required for each
2-dimensional hypercube in the network. A group of switching networks is used for each
dimension beyond the second dimension. The first group is used to connect a 2-dimensional binary
hypercube to another 2-dimensional binary hypercube to form a 3-dimensional binary hypercube.
The second group for each 2-dimensional hypercube in a 3-dimensional hypercube is used to
connect to a 2-dimensional hypercube in another 3-dimensional hypercube, forming a 4-
dimensional hypercube. Similarly, the i (1< i< d—2) group for each 2-dimensional hypercube
in an i+1-dimensional hypercube is used to connect to a 2-dimensional hypercube in another
i+1-dimensional hypercube, forming an i+2-dimensional hypercube. Hence, a d-dimensional
binary Hypercube can be formed using 24-2 2-dimensional hypercubes and 29-2(d-2) switching

networks.
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When a processor fails, the fault-tolerant module must be reconfigured to disconnect the faulty
processor, connect a.spare one, and reassign tasks among the active processors. The reconfiguring
process is as described in Chapter 2. In addition, the faulty processor must also be disconnected
from the cycle of active processors in its faultjtolerant‘ module while the spare processor
immediately to the right of the rightmost active processor becomes an active processor and is
connected to the cycle of active processors. This is done using soft switches. The structure of the
2-dimensional binary hypercube is now re-established. After the restructuring has been completed,
the processor immediately to the right of the faulty one in the cycle of active processors, takes over
the task of the faulty one. This processor’s task will be taken over in turn by the active processor
immediately to its right. This process is repeated until the newly activated processor takes over the
task of its predecessor. At this point, the reconfiguration is completed and the binary hypercube

can resume its regular operation.

As an example of the reconfiguration process, consider a fault-tolerant module with 3 spare
processors in a 3-dimensional binary hypercube as shown in Figures 3-2 through 34. If processor
3 fails, the switch of level 0 that connects to processor 3 and all the switches to the right of it are
switched to the right. Processor 3 is disconnected from the cycle of active processors and the first
spare processor (S) is added to it. Processor 4 assumes processor 3’s previous role in the cycle and
processor 5 takes the previous role of processor 4. The new connections are shown in Figure 3-2.
Figure 3.3 shows the structure as further modified after processor 1 fails and is replaced. Figure

3.4 shows the result of processor 5 subsequently failing and being replaced.

3.3. Generalized Scheme for Binary Hypercubes

The scheme described in Section 3.2 has four active processors in each fault-tolerant module.
With minor modifications to the scheme, the number of active processors in a fault-tolerant module

can be any value 2" where d2 m =2 0.

In Section 3.2, we showed how to use Type A or Type B switching networks to connect one

module of four active processors and k spares to another. The same technique can be used to
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Figure 3-2: Connections after processor 3 has become faulty

level 2

level 1

level 0
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Figure 3-3: Connections after processor 1 has become faulty

connect modules with different numbers of active processors. In fact, 2 Type A or Type B
‘ switching network can be used to connect a module of 2™ active processors and k spares to another
identical module for any m2 0 and m < d, provided that the number of incoming communication
_ links in the switching network is 2™. Thus, if we can build fault-tolerant modules with 27 active
processors, we can connect them together as described in Section 3.2 to form a d-dimensional

binary hypercube.



34

level 2

level 1

level 0

R G EE 2 Ehy Kl

Figure 3-4: Connections after processor 5 has become faulty

In addition to these connections between modules, the processors of each module are also
connected together. In particular, in Section 3.2, four active processors and k spares are connected
in a cycle to model a 2-dimensional binary hypercube with sofg switches being used to bypass both
faulty and spare processors. These soft switches can be replaced by two groups of either Type A or
Type B switching networks. Figure 3-5 shows how to use two Type A switching networks to

connect four active processors and one spare in a fault-tolerant 2-dimensional binary hypercube.

\ \ N \ \ \ -\ \
\ \ N \ N \ N \
kN S 9 3 a

1 2 3 4 5 1 2 3 4 5
connect to processors as numbered

Figure 3-5: Using 2 Type A switching networks to form a
fault-tolerant 2-dimensional binary hypercube

The first group is used.to connect two neighboring active processors to form two 1-dimensional
binary hypercubes. This is done by connecting the 15t and 2™, and the 3™ and 4% incoming
communication links of a Type A or Type B switching network. The second group is used to
connect these 1-dimensional binary hypercubes to form a 2-dimensional binary hypercube by
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connecting the 15¢ iﬁcoming communication link to the 3™ and connecting the 2™ to the 4%, This
scheme can be extended to modules with more than four active processors or with more than one
spare. For example, a module with eight active processors and k spares can be built by using three
groups of either Type A or Type B switching networks. Figu& 3-6 shows how to use three Type A
switching networks to construct a fault-tolerant 3-dimensional binary hypercube with eight active

processors and one spare. The first group is used to connect pairs of processors together to form

Al
N Y N N Y N N Y
A Y Y Y N N N N N
N

1 2 3 45 6 7 89
connect to processors as numbered

L

1 2 3 45 6 7 89

1 2 3 45 6 7 89

Figure 3-6: Using 3 Type A switching networks to form a
fault-tolerant 3-dimensional binary hypercube

1-dimensional binary hypercubes. This can be done by connecting the 15t and 219, 374 and 4th, 5th
and 6%, and the 7% and 8th incoming links of the first group of Type A switching network. The
four 1-dimensional binary hypercubes formed are then connected in pairs, creating two 2-
dimensional binary hypercubes using the second group of Type A switching networks. This is
done by connecting the 15t and 39, 2 and 4th, 5t and 7%, and the 6% and 8% incoming links to
form two 2-dimensional binary hypercubes. Finally, the 15t and 5t, 24 and 6th, 31 and 7%, and
the 4% and 8% incoming links for the third group are connected to form a 3-dimensional binary
hypercube. With the three groups of Type A switching networks, a fault-tolerant module with 8

active processors can be built.
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The group of switching networks used to connect pairs of processors together to form 1-
dimensional binéry hypercubes can be replaced by connecting processor i to i+1, where
1< i< n+k-1 and n=24, Initially, the 1-dimensional binary hypercubes are formed by the
connection between processor 1 and 2, processor 3 and 4, proéessor 5 and 6, and processor 7 and 8.
When a processor fails, it is bypassed using soft switches. The 1-dimensional binary hypercubes
are then formed by the pairs of connected non-faulty processors. For example, if processor 6 has
failed, the 1-dimensional binary hypercubes are processor 1 and 2, processor 3 and 4, processor 5
and 7, and processor 8 and 9. These connections between the processors not only provide
connections to form the 1-dimensional binary hypércubes, they can provide fast context switching
during reconfiguring as described in Chapter 2. They can also enable the non-faulty processor to

the right of the failed one to detect the failure and initiate the reconfiguring process.

To construct a fault-tolerant module with 2™ active processors for a d-dimensional binary
hypercube, d~1 groups of k level decoupling networks are used. The first m—1 groups together
with the connection between consecutive processors are used to form an m-dimensional binary
hypercube within the fault-tolerant module, using one group for each dimension except for the first
dimension. For the group that is used for dimension i, the j ' incoming link is connected to the
(+21yst link if ((j—1) mod 2¢) <2i~! and to the (j—2-1)%t link, otherwise. Together with the
m—1 groups of either Type A or Type B switching networks and the connections between
consecutive processors, each fault-tolerant module becomes an m-dimensional binary hypercube.
The other Type A or Type B switching networks are used to connect the fault-tolefant module to
other identical modules to form the d-dimensional binary hypercube as described in Section 3.2.

The reconfiguration for this scheme is as described in Chapter 2.

3.4. Reliability

We explicitly consider only processor failures. If required, link failures cah be covered by
duplicating the switching networks. Other types of failures can be accounted for by a coverage
factor [17). If reconfiguration fails due to these types of failures, the entire system is considered to
be unreconfigurable.
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Let ¢ be the covefage factor, k be the number of spares per module, d be the dimension of the
binary hypercube, m be the dimension of a module, and 7 be the reliability of a single processor. In
each functioning fault-tolerant module, at least 2™ processors must be non-faulty. We use RM,, ,
to denote the reliability of a module with 2™ active vpmcessdrs and k spares. The reliability of a

non-redundant module, RM

mo,is r?",

Using the same procedure as in Chapter 2, for arbitrary %,

M+ k-1 m
RMm’k=RMm‘k_1+( e ) r¥t(-nkck,

The reliability estimate RS dmk for a d-dimensional binary hypercube with 2™ active processors

and k spares in each module, is simply the product of the reliabilities of all of the fault-tolerant

modules.

d—-m
R.S‘d,m'k=(RMm'k)2 ;

3.5. Global Sparing

In Section 3.3, we generalized the construction of Section 3.2. In this section, we consider the
network constructed when m=d, that is, when the entire hypercube is a single fault-tojerant
module. We use the term global sparing to denote this special case. Using global sparing, a system
with k spares can tolerate any k faults in the binary hypercube. This is clearly optimal in terms of

the number of faults that a network can tolerate with & spares.

The reliability RS, 4  of a d-dimensional binary hypercube with k spares using global sparing is
given by RS, 4 o=r* and

2 ik—1\ od
k )’2

RSy 46= RSz, 451+ (1-nkck,

In order to compare our scheme with Rennels’ hierarchical scheme, we assume that the reliability

of a single processor is r= e~M where M is the failure rate of a processor over time ¢ (see [17]).

Although Rennels does not calculate system reliability for his schemes, the system reliability of
his basic scheme RB d4,m for a d-dimensjonal binary hypercube with 24-m subcubes each of size 2™
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is [r2"+2mr2" (1-r)c]2 ™. Furthermore, the system reliability of his hierarchical scheme can be
calculated as follows. For a d-dimensional binary hypercube, Lar2] levels of sparing are used. A
level one cluster consists of 5 processors, one of which is used as a spare. A level two cluster
consists of 5 level one clusters, one of which is used as a spare cluster. In general, a level i cluster
is made up of 5 level i~1 clusters, one of which is used as a spare. Let R; denote the reliability of a

level i cluster. The probability that the spare is used in a level one cluster is (t) r3(1-r), so
Ry=r*+c (‘I) r4(1-r). Let F; denote the probability that a level i cluster is faulty, that is when at
least two level i—1 clusters within the level i cluster are faulty. The probability that at least two
processors in a level one cluster are faulty is thé sum of the probabilities that exactly two, three,
four or five processors are faulty. The probability that exactly i processors in a level one cluster are
faulty is (?)rS-"(l-r)" for 2< i< 5. Thus, the probability that a level one cluster is faulty is

Efzz (f) r3=i(1-r)’. Since a recovery must be done in order to reconfigure the system after each

processor fails, the coverage factor ¢ should be included with each (1-r) term. Thus,

F, ==2?=2 (3)r5~i(1=r)ici. The reliability of a single level two cluster is R2=R‘I+ ) R‘IF 1-

In general, we see that

Fi1=Z}, (DRI Fi_y and R=RY ;+(RL F,_y.

In Table 3-1, the number of spares required for global sparing to obtain approximately the same
level of reliability as Rennels’ basic scheme using m=3 is given for 4 < d < 10, with +=0.05 and
¢=1. In Table 3-2, the same values are given for our scheme and for Rennels’ hierarchical scheme
with ¢=1, | With these values of ¢, the reliability for both schemes is still very high. It is clear that
global sparing can achieve the same level of reliability as either of Rennels’ schemes using only a
fraction of the spares. Similar results hold for other times 1< 1 and other values of ¢. In fact, for
smaller c, even fewer spares are required. This is illustrated by Figure 3-7 in which the reliabilities
of Rennel’s hierarchical scheme with 369 spares and our scheme with 43 spares for n=8 are

plotted for c=1 and for c=0.98.
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No. of Spares Switches Reliability
- d n Rennels Chau Chau Rennels Chau
4 16 2 2 136 0.9983 0.9999
5 32 4 2 330 0.9965 0.9993
6 64 8 2 | 780 0.9930 0.9955
7 128 16 3 1808 0.9861 0.9956
8 256 32 4 5950 0.9724 0.9897
9 512 64 5 13384 0.9455 0.9530
10 | 1024 128 8 39142 0.8940 0.9224

Table 3-1: Number of spares required for Rennels’ basic scheme and our scheme
to achieve the same level of reliability at time #=0.05 and c=1

, No. of Spares Switches Reliability

d n Rennels Chau Chau Rennels Chau
4 16 9 4 206 0.9523 0.9641

5 32 18 6 498 0.9069 0.9353

6 64 61 13 1592 0.9793 0.9867

7 128 122 21 4568 0.9591 0.9743

8 256 369 43 12650 0.9959 0.9974

9 512 738 73 33104 0.9918 0.9923
10 | 1024 | 2101 149 84784 0.9998 0.9998

Table 3-2: Number of spares required for Rennels’ hierarchical scheme and
our scheme to achieve the same level of reliability at time t=1 and ¢=1

The number of decoupling networks required in our scheme depends on the number of spares &,
the dimension of each fault-tolerant module m, the dimension of the binary hypercube d, and the
type of switching network used. For a d-dimensional binary hypercube with k spare processors in
each fault-tolerant module with 2™ active processors, every module must be connected to d—m
other modules so each module requires (d—m) switching networks to connect to the other modules.

Furthermore, m—1 switching networks are required to provide connections within the fault-tolerant
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Figure 3-7: System reliability of Rennels’ scheme with 369
spares and our scheme with 43 spares for n=8

module. This gives a total of 2¢~"(d—1) switching networks for there are 2¢=" fault-tolerant
modules in a d-dimensional binary hypercube. The number of switches in a decoupling network

depends on the types of the network. Let n=24, [=[log)k+1]and k=2§;(1) a2’ where the a;’s
are either O or 1. From Section 2.5, each Type B switching network has nl+ Zf;} i al-2i switches.

If Type B switching networks are used, the total number of switches in the switching networks is

2d‘m(d—1)(nl+2f;i ia2). An additional 2(n+k-1) switches are required to connect

consecutive processors together. Hence, the total number of switches required for the connections

is 2d“m(d—1)(nl+2f;1 ia2")+2(n+k-1). From Section 2.4, each Type A switching network

has 2n+k—1)k/2 switches. If Type A switching networks are used, the total number of switches
required is 2d"m_1(d—l)(2n+k—1)k+2(n+k—l). Since the number of switches required for a
Type B switching network is a lot less than a Type A switching network, the figures given below

all assume that Type B switching networks are used.

We assume a switch can be implemented by approximately ten gates. From Table 3-1, we see

that a 7-dimensional binary hypercube constructed by our scheme using only 3 spare processors
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achieves a higher le§¢l of reliability than a similar network constructed by Rennels’ basic scheme
using 16 spare processors. Our scheme requires approximately 18,000 gates to implement the
necessary decoupling networks. Since a single processor can be implemented with roughly 20,000
gates [17], the additional hardware required for our schemé is approximately 3% of the total
hardware requirement for a non-redundant 7-dimensional binary hypercube. Using Rennels’ basic
scheme to construct a 7-dimensional binary hypercube, one spare is added to each group of 8 active
processors. Each spare requires two additional crossbar switches. Without counting the extra
hardware required for the cross-bar switches, the 16 spares already amounts to approximately 12%
of the total hardware of a non-redundant 7-dimensional binary hypercube. We see that the amount
of extra hardware required by our scheme to achieve the same reliability level is much less than

that used by Rennels’ basic scheme.

Similarly, our scheme requires less additional hardware to achieve the same reliability level as
Rennels’ hierarchical scheme. For example, Table 3-2 shows that a 7-dimensional binary
hypercube constructed by our global sparing scheme using only 21 spare processors achieves a
higher level of reliability than Rennels’ hierarchical scheme using 122 spare processors. Using
calculations similar to the above, our scheme uses extra hardware which is roughly 20% of the total

hardware requirement while Rennels’ hierarchical scheme uses at least 95% additional hardware.

Let us compare the hardware requirements of the global sparing scheme with those of the
modular scheme with two modules. We assume that a processor can be implemented with 20,000
gates [17] and that a switch can be implemented with 10 gates. Table 3-3 shows the amount of
hardware required to implement a fault-tolerant d-dimensional binary hypercube (4 < d < 10) with
reliability of at least 0.98 at r=0.1 using each of the schemes. The table shows the number of
spares required for each scheme, the reliability achieved, and the amount of hardware needed. The

amount of hardware is measured in "processor equivalents", that is, the total number of gates

divided by 20,000.

From the values in Table 3-3, we observe that global sparing requires less hardware than the

scheme with two modules, for d< 10. This is also true for different values of t‘and for different
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No. of Spares | Extra Hardware Reliability
d n Modular | Global | Modular | Global | Modular | Global
4 16 2 1 2.0 1.0 0.9932 0.9878
5 | 32 4 2 42 22 | 09986 | 09953
6 64 4 3 4.4 34 0.9907 0.9954
7 128 6 4 69 53 0.9909 0.9893
8 256 10 6 13.0 9.0 0.9955 0.9831
9 512 14 10 20.7 18.8 0.9895 0.9830
10 1024 22 17 41.7 414 0.9859 0.9811

Table 3-3: Extra hardware required for global sparing and modular sparing with 2
fault-tolerant modules having a reliability of at least 0.98 at 1=0.1 and c=1

reliability requirements. With global sparing, the number of spares (hence, the number of
switches) required to achieve a given reliability for small values of d is small. Due to
computationai difficulties, we have not calculated the same values for d= 11. For d= 11, the
modular scheme using two modules may use less hardware since the number of switches required
by the global scheme increases rapidly as the number of spares increases. In spite of the fact that
the number of spares required by the global scheme remains smailer than the number required for
the modular scheme, the saving in the spares may not be able to offset the rapid increase in the

number of switches.

We have calculated these same values for modular schemes with 4, 8, and 16 modules and the
results are listed in Table 3-4. The total hardware required for these schemes is greater than that
for the two module scheme for d < 10. As above, these- schemes require many more spares to
achieve a given level of reliability and the additional spares require larger numbers of switches.
Similar results are observed when these same values are calculated for different values of ¢ and for
different reliability requirements. In fact, global sparing is seen to be better than modular for any
d< 10 when either a smaller value of ¢ or a higher reliability requirement is used. In summary,

global sparing seems to be preferable when the dimension of the hypercube is d < 10.
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- No. of Spares

Extra Hardware Reliability
d | n 4 8 16 | 4 8 16 4 8 16
4 16 | 4 8 16 | 40 | 80 | 160 [ 09961 | 0.9976 | 0.9984
5 | 32| 4 8 16 | 41 | 8.1 161 | 09865 | 09923 | 0.9953
6 | 64 8 16 | 16 | 84 | 164 | 162 | 09971 | 0.9991 | 0.9846
7 | 128 | 8 16 | 32 | 89 | 17.0 | 33.0 | 09814 | 0.9943 | 0.9982
8 | 256 | 12 | 24 | 32 | 141|261 | 342 | 09819 | 09968 | 0.9886
9 | 512 | 20 | 32 | 48 | 268|389 528 | 09909 | 09952 | 0.9936
10 | 1024 | 32 | 40 | 64 | 519 (552|795 | 09941 | 0.9820 | 0.9904

Table 3-4: Extra hardware required for modular sparing with 4, 8, and 16,

fault-tolerant modules having a reliability of at least 0.98 at ¢t=0.1 and c=1




Chapter 4

Binary Tree Architecture

4.1. Introduction

In this chapter, a new fault-tolerant binary tree architecture using either Type A or Type B
switching networks, is proposed. In particular, we are concerned with processor failures and do not
consider the possibility of link and switch failures. The new scheme uses & spare processors that
can be used to replace any & faulty processors in the network. Using fewer spare processors, this
global sparing scheme has higher reliability than other proposed fault-tolerant binary tree
architectures. In Section 4.2, we propose the new fault-tolerant scheme for binary trees which is
extended in Section 4.3 for m-ary trees. In Section 4.4, we compare both the hardware cost and
reliability of our scheme with those of other proposed schemes. Finaily, in Section 4.5 we compare

the hardware costs of global sparing and modular sparing.

4.2. New Fault-Tolerant Scheme For Binary Trees

A fault-tolerant binary tree can be constructed by using either Type A or Type B switching
networks to connect the processors together to form a binary tree. Three group§ of either Type A
or Type B switching networks are used to connect the processors together. The first group is used
to connect each processor to its parent. The second, and the third group are used to connect the
processors to their left and right children, respectively. For a binary tree with d levels, we number
the initially active processors in level order from 1 to 24~1 and the spare processors from 24 to
24—1+k. Thatis, the processors are numbered from left to right in each level from the root down.
For a d-level binary tree, the first group of switching networks has 241 incoming links and the
processors are connected to its out-going links. For the second and third groups, only 24-1_1

incoming links are necessary and only the first 24-1-1+% processors are connected to the out-

44
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going links. The ;% incoming link of the second group (which connects a processor to its left
child;) is connected to incoming link 2 of the first group. The i th incoming link of the third group
(which connects a processor to its right child,) is connectegi to incoming link 2i+1 of the first
group. Finally, the first incoming link of the first group is connected to an external link that
provides input to or accepts output from the root of the tree. The connections between the three
groups of decoupling networks forming a Type A switching network, and those between the

decoupling networks and the processors for a 3-level binary tree with 1 spare are shown in Figure

4-1,

connections to

right sons
\ \ \
\ \ \ R
1 2 3 4
< connections to
AN N NG N A N N left sons
|
1 2 3 4 5 6 7 8 Sl . \;
connect {0 processors as numbered
1 2 3 4

Figure 4-1: A fault-tolerant 3-level binary tree with 1 spare

When a processor fails, each of the three groups of decoupling networks must be reconfigured to
remove the faulty processor, activate a spare processor and reassign tasks among the active
processors. In order to provide fast context switching and distributed reconfiguration, consecutive
processors are connected together as described in Section 2.6. That is, processor i is connected to
processor i—1 for 1<i< 29~1+k. Soft switches are used in these connections to bypass faulty
processors. The reconfiguring process for a fault-tolerant binary tree is the same as described in
Chapter 2 except that all three switching networks used in the connection must be reconfigured

simultaneously.
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As an example of ﬂ;e reconfiguration process, consider a fault-tolerant 3-level binary tree with 2
spares using Type A switching networks for the connections. The initial configuration is shown in
Figure 4-2. If processor 3 fails, the links that connect processor 3 in level O of the decoupling
networks and all the links to the right of them are switched to the right. Processor 3 is disconnected
from the incoming communication link to the three decoupling networks. Processor i takes over
the task of processor i~1, for i=4,...,8. Figure 4-3 shows the connections in the binary tree after

‘processor 3 has failed. Figure 4-4 shows the structure as further modified after processor 7 fails

and is replaced.

1 2 3 4 5
1 2 3 45 6 7 8 9
connect to processors as numbered

1 2 3 4 5

Figure 4-2: A 2-fault-tolerant 3-level binary tree
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l
1 2 3 4 5
1 | ]
1 2 3 45 6 7 8 9
connect to processors as numbered
| 1]
1 2 3 4 5

Figure 4-3: Connections in the fault-tolerant 3-level binary tree
with 2 spares after processor 3 has become faulty

4.3. Extension to m-ary Trees

In the previous section, three groups of Type A or Type B switching networks are required for a
d-level binary tree with k spares. The first group is used to connect processors to their parents
while the second and the third group are used to connect the processors to their left and right
children, respectively. The same scheme can be extended to construct an m-ary tree. We number
the children of each processor in an m-ary tree 1, 2, ..., m from left to right. For an m-ary tree,
m+1 groups of either Type A or Type B switching networks are used. As before, the first group
connects processors to their parents. Each of the remaining m groups is 'used to connect the

processors to their j ! children where 1 < j< m.

Similarly to the d-level binary tree, the first group has ":n_{" +1 incoming links and each of the




l
\ I
’1 2 3 4 5
f
I |
1 2 3 4 5 6 7 8 9
connect to processors as numbered
| 1]
1 2 3 4 5

Figure 4-4: Connections in the fault-tolerant 3-level binary tree
with 2 spares after processors 3 and 7 have failed

processors in the network is connected to the appropriate out-going link. For the other groups, only

md-—l_m d-1

Py +1 incoming links are necessary and only the first m—'ﬁ-_z—m+k+1 processors are

connected to its out-going links. The i ™ incoming link of the j+15 group (which is used to
connect a processor to its j ™ son,) is connected to the (im+1)—(m—j)™ incoming link of the first
group. As before, the first link of the first group is connected to an external link which provides
input to or accepts output from the root of the tree. The connections between the four groups of
switching networks and those between the switching networks and the processors of a 2-level 3-ary

tree with 1 spare, are shown in Figure 4-5.
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1 2 3 4 5 1 2 1 2 1 2
connect to processors connections to the connections to the connections to the
as numbered first son second son third son

Figure 4-5: A fault-tolerant 2-level 3-ary tree with 1 spare

4.4. Comparison with Previous Schemes

The fault-tolerant d-level binary tree constructed using our scheme contains 29—1 active
processors and k spares. In our reliability analysis, we consider only processor failure. Other types
of failures may be accounted for by the coverage factor [17]. If reconfiguration fails due to these

failures, the entire system is considered to be unreconfigurable.

Let ¢ be the coverage factor, k be the number of spares, d be the level of the binary tree, n=29-1,
and r be the reliability of a single processor. We define the reliability R4t of our fault-tolerant
d-level binary tree scheme with £ spares to be the probability that the particular d-level binary tree
structure remains intact. The reliability R, o of a d level non-redundant binary tree is equal to r®
since the failure of any single processor destroys the binary tree structure. For arbitrary k, the

reliability R ; , can be obtained using the same procedure as described in Section 2.3.

k-1 k +i—-1 . .
Rd,k=Rd,k—1+(n+k r"(l—r)kck= r"2i=0 (n :‘ )(1"")‘6‘.

The comparison of our scheme with the previously proposed scheme is done assuming that the
reliability of a single processor is r=e¢~™ where A is the failure rate of a processor over time .
Given that r=e~M, the reliability of an d-level binary tree using our scheme with k spare processors
is '

: d+k=1y, _ _
Ry =Ry 1 +(7Tk Ve M)d—eMykck,
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In Figures 4-6 andy4~7, the system reliabilities of an 8-level full binary tree using Singh’s scheme,
Howells and Agarwal’s scheme, Lowrie and Fuchs’s SOFT scheme and our scheme are plotted for
A=0.1 with c=1 and ¢=0.95, respectively. The number of spares used by each scheme is slightly
different. For Lowrie and Fuchs’s scheme, 64 spares (the m&imum allowable) are used. Since the
only accurate reliability equation given in their paper is for a 4-level tree, the reliability values used
in the figures are approximate and have been obtained by averaging the upper and lower bounds

that they give for their scheme. The lower bound, given in their paper, is the reliability of a
modular tree where each module has three active processors and one spare. The upper bound is the
reliability of a modular tree where each module has three active processors and two spares. This
upper bound (suggested by Howells and Agarwal [9]), is justified because at most two failures can
be tolerated for a node and its two children. With Singh’s scheme, 127 spares are used which gives
one spare to each module. This number is the smallest possible number of spares for his scheme
and is already twice as many spares as used by Lowrie and Fuchs’s scheme. For Howells and
Agarwal’s scheme. 48 spares are used. The entire 8-level binary tree is split into a 4-level subtree
containing the root and sixteen 4-level non-root subtrees. The subtree containiqg the root is
assumed to be implemented using Lowrie and Fuchs’s SOFT approach with the spares provided by
the non-root subtrees. The 48 spares are divided equally among the sixteen subtrees so that three
spares are allocated to each non-root subtree. With this number of spares, Howells and Agarwal’s
scheme is more reliable than the other two schemes. With our scheme, 25 spares are sufficient to

achieve a higher reliability than the other schemes.

For the range of ¢ shown in Figures 4-6 and 4-7, our curves always lie above the curves of the
other schemes even though our scheme uses fewer spares. At various points in the range 1 <¢< 2
there are crossover points where the reliability of the new scheme drops below that of the other
schemes. This must occur eventually since the other schemes use many more spares than our
scheme. However, our scheme can achieve a higher level of reliability than the other schemes
using only a fraction of the spares that are used when < 1. Intuitively, our scheme is more
reliable since it treats the entire binary tree as a single fault-tolerant module, that is a system with

only k spares can tolerate any k faults in the binary tree. Thus, it is more flexible in its use of
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Figure 4-6: System reliabilities of the four schemes
for an 8-level binary tree using c=1
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Figure 4-7: System reliabilities of the four schemes
‘ for an 8-level binary tree using ¢=0.95
spares than the other schemes and is optimal in terms of the number of processor failures that a

network can tolerate.
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We have also calculated the reliabilities obtained by our scheme and by Howells and Agarwal’s
scheme for an 8-level binary tree with ¢=0.95 and c=1 when both schemes use 48 spares
(approximately 20% of the number of active processors). In this comparison, our scheme achieves
a higher reliability over the range 0 << 2.5. The same result is obtained when we compare our
scheme and that of Lowrie and Fuchs’s (with 64 spares each) and when comparing our scheme

} with Singh’s (with 127 spares each).

The hardware requirements of the different schemes are discussed in terms of two measurements -
the number of spares and the number of switches. A clear comparison can be made with the
number of spares required since the hardware required for a spare processor is the same for all the
schemes. The complexity of the switches used by various schemes differs considerably and, thus,
simply counting them is not sufficient. For example, the switches used in our scheme are simpler

than those used in either Lowrie and Fuchs’s scheme or in Howells and Agarwal’s scheme.

In order to construct a d-level fault-tolerant binary tree, three groups of switching networks are
required. The first one has 29-1 incoming links and 24+k—1 outgoing links. The other two have
24-1-1 incoming links and 29~ !+k~1 outgoing links. From the calculations given in Section
2.4, a Type A switching network has (2n+k—1)k/2 switches. If Type A switches are used, the
total number of switches required is k(29 1-1)+k-1)+k2(2Q2%-1)+k-1)+2(2%+k-2)
=k(24*243k-9)+2(2%+k-2), where 2(29+k—2) is the number of soft switches required to

connect consecutive processors together. Let /= |-log2(k+1)1 and k=2f.=(l) i a‘-2", where the g;’s
are either 0 or 1 From the calculations given in Section 2.5, a Type B switching network has
(nl+25;1 iai2i) switches. If Type B switching networks are used, the total number of switches
required for our scheme is 2024~ 1-1)+1(2¢-1)+3Z}_] ia;21+2(24-2). Since a Type B

switching network uses a lot less switches than a Type A switching network, the comparisons given

below assume that Type B switching networks are used.

In Table 4-1, the number of spares and switches required for our scheme to obtain approximately

the same level of reliability as Lowrie and Fuchs’s scheme is shown for 4 £ d < 12, with ¢=0.2
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~ No. of Spares No. of Switches Reliability
d n L&F Chau L&F | Chau L&F Chau
4 15 . 4 2 154 94 0.9941 0.9957
5 31 8 3 318 192 0.9883 0.9956
6 63 16 4 646 529 0.9757 0.9893
7 | 127 32 6 1302 | 1051 | 09525 | 09828
8 255 64 8 2614 2630 0.9082 0.9195
9 511 128 13 5238 5224 0.8322 0.8377
10 1023 256 23 10486 12535 0.7160 0.7392
11 2047 512 42 20982 29290 0.5796 0.5803
12 4095 1024 82 41974 67023 0.4730 0.4978
Table 4-1: Hardware requirements for Lowrie and Fuch’s SOFT scheme
and our new scheme to achieve the same level of reliability at t=0.2
No. of Spares No. of Switches Reliability
d n Singh Chau Singh Chau Singh Chau
4 15 7 2 144 94 0.9948 0.9957
5 31 15 3 304 192 09901 | 0.9956
6 63 31 4 624 529 0.9807 0.9893
7 127 63 6 1264 1051 0.9622 0.9828
8 255 127 9 2544 2632 0.9261 0.9608
9 511 255. 14 5104 5232 0.8581 0.8965
10 1023 511 23 10224 12535 0.7366 0.7392
11 2047 1023 42 20464 29290 0.5427 0.5803
12 4095 2047 78 40944 66919 0.2947 0.3282
Table 4-2: Hardware requirements for Singh’s scheme and our new
scheme to achieve the same level of reliability at £=0.2
and c=1. Tables 4-2 and 4-3 compare our scheme to Singh’s scheme and to Howells and

Agarwal’s scheme, respectively. It can be seen that for 4 < d < 12, our scheme uses only a

fraction of the spares used by the other schemes. For d> 8, our scheme uses roughly 10% of the
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spares required by the other schemes and this percentage decreases as d increases. For smaller
values of d, the percentage is somewhat higher but the improvement is still significant. Ford< 10,
the number of switches requiréd is roughly the same as the other schemes. The number of switches
does increase more rapidly for our scheme than Lowrie and Fuch’s scheme, and Singh’s scheme
when d = 10. However, the savings in the number of spares when d = 10 should offset this
increase. For Howells and Agarwal’s scheme, the number of switches increases even more rapidly
| than our scheme for d > 10. Thus, the hardware requirement for our scheme is no more than for

the other proposed schemes for4 < d < 12.

No. of Spares No. of Switches Reliability

d n H& A Chau H& A Chau H&A Chau

4 15 4 2 103 94 0.9897 0.9957
5 31 8 3 206 192 0.9795 0.9956
6 63 8 3 398 384 0.9195 0.9580
7 127 16 4 796 1041 0.8445 0.8803
8 255 48 11 2492 2642 0.9881 0.9926
9 511 96 » 17 4984 6349 0.9765 h 0.9800
10 1023 224 32 17912 14856 0.9883 0.9920
11 2047 448 55° 35824 29460 0.9757 0.9818
12 4095 960 101 136688 67367 0.9757 0.9767

Table 4-3: Hardware requirements for Howell and Agarwal’s scheme and our
new scheme to achieve the same level of reliability at £=0.2

Table 4-4 lists the number of spares required for our scheme to achieve a reliability of at least
0.98 at time t=0.4 for4 < d< 11. It also lists the same values for Howells and Agarwal’s scheme
to achieve a reliability of at least 0.98. If a reliability of 0.98 is not achievable, the reliability of
having 100% spares for the sub-trees are listed. The values in Table 4-1, Table 4-2, and Table 4-4
show that our scheme can achieve higher reliability for a longer period of time when d is large.
Thus, it is more suitable for long-life unmaintained systems than the other proposed schemes for

binary trees with a large d.
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No. of Spares No. of Switches Reliability

d n H& A Chau H&A Chau H&A Chau
4 15 8 3 123 © 96 0.9931 0.9954
5 31 16 4 246 273 0.9862 0.9887
6 63 24 6 606 539 0.9875 0.9816
7 127 112 10 2044 | 1360 09771 0.9805
8 255 240 18 8060 3285 0.9771 0.9879
9 511 480 31 16120 6479 0.9551 0.9843
10 1023 992 56 64760 15168 0.9551 0.9840
11 2047 1984 103 129520 34609 0.9098 0.9812
Table 4-4: Hardware requirements for Howell and Agarwal’s scheme and our
new scheme to achieve a reliability of at least 0.98 at t=0.4
4.5. Modular Sparing

It may not be possible to implement an entire binary tree on a single chip. We could use Howells
and Agarwal’s scheme to split the binary tree into subtrees with one subtree containing the root.
Each subtree could then be placed on its own chip. The global sparing scheme described in Section
4.2 can be applied to each of the subtrees with additional switching networks used to connect the
leaf nodes of the root’s subtree to the roots of the other subtrees. When a spare processor is used to
replace a failed active processor in the root’s subtree, the leaf nodes of the root’s subtree will still

be connected to the appropriate roots of the rest of the subtrees.

The connection between the leaf nodes of the root’s subtree and the roots of the rest of the
subtrees can be constructed using two groups of switching networks. Let f be the number of leaf
nodes in the root’s subtree and & be the number of spare processor in the root’s subtree. Both
groups have f incoming links and f+k outgoing links. For the first group, the f incoming links are
connected to the left children of the leaf node of the root’s subtree. For the second group, the f
incoming links are connected to the right children. The outgoing links of both groups are
connected to the leaf nodes and the spare processors of the root’s subtree. The reconfiguration for

this scheme is the same as described in Chapter 2.
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Let p=T d21 level and q=|_d/2J. Assume that we split up a d-level binary tree into a root’s
subtree of one p level and 27 q level subtrees. Each subtree has k spare processors. Using the
same procedure as described in Section 2.3, the reliability of a fault-tolerant binary tree constructed

using the modular scheme is

— 20
Rp, q.k™ Rp.k(Rq. o

The number of switches required for this scheme is the sum of the number of switches required to
implement a p level binary tree, the number of switches required to implement 27 ¢ level binary
trees, and the number of switches required to implement two switching networks with f incoming
links and f+k outgoing links. The total number of switches required is 21 @-1-1) +1(2P-1)
3T 1ig2 42P+k-2) +PQIQII-1) +129-1) +3ZYia2i +2004k-2))

+20f+ X)) ia2h.

No. of Spares Extra Hardware Reliability
d n Modular | Global | Modular | Global | Modular { Global
4 15 8 3 8.0 3.0 0.9972 0.9954
5 ' 31 16 4 16.1 ” 4.1 0.9912 0.9887
6 63 24 6 24.1 6.3 0.9963 0.9816
7 127 48 10 48.2 10.7 0.9888 0.9805
8 255 64 18 64.6 19.6 0.9885 0.9879
9 511 160 31 161.1 34.2 0.9946 0.9843
10 1023 192 56 193.8 63.6 0.9830 0.9840
11 2047 448 103 451.6 120.3 0.9879 0.9812

Table 4-5: The amount of extra hardware required to achieve the same level
of reliability for the modular and for the global scheme at t=0.4

In Table 4-5, the amount of extra hardware required to achieve the same level of reliability using
modular sparing by splitting an d level binary tree into one p level subtree containing the root and
27 q level subtrees and using global sparing is shown. The amount of hardware is given in

"processor equivalents”, that is the total number of gates divided by 20,000. Each switch is
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assumed to be implémented with 10 gates. The values given in Table 4-5 show that global sparing
can abhieve the same level of reliability as modular sparing with less hardware. Thus, if possible,
global sparing should be used instead of modular sparing. Fpnhermore, the values also show that
the extra hardware required to implement the switching network is small compared with the

hardware required to implement the active processors.



Chapter 5

Cube-Connected-Cycles Architecture

5.1. Introduction

As described in Section 1.2.3, a cube-connected cycles (CCC) network consist of n=h24
processors with £ 2> d. In this chapter, a fault-tolerant CCC architecture is proposed. The proposed
scheme uses fault-tolerant modules as building blocks to realize a CCC. In our construction, we
add spare processors to each cycle of the CCC so that each cycle is a fault-tolerant module. A
module with £ spares can tolerate up to k faults. Using the same number of spares, the new scheme
is more reliable than Banerjee’s schemes {2]. The new modular scheme can also be extended to a
global sparing scheme where the entire CCC can be regarded as a single fault-tolerant module.
That is, the & spare processors in the network can be used to replace any of the active processors in
the network. With global sparing, it is possible to achieve the same level of reliability as modular
sparing while using significantly fewer spares. In Section 5.2, we propose the new modular
scheme for CCC which is extended in Section 5.5 such that the entire cube-connected-cycles can be
regard as a single fault-tolerant module. In Section 5.3, we present the reliability estimate of the
new modular scheme. In Section 5.4, we compare the reliability of the new modular scheme with
other proposed scheines. In Section 5.6, we compare the reliability and hardware costs of the new

global sparing scheme with those of the new modular sparing scheme.

5.2. New Fault-Tolerant Scheme for Cube-Connected-Cycles

A fault-tolerant CCC can be constructed by connecting fault-tolerant cycle modules together. For
a CCC of 24 cycles where each cycle has & processors, the fault-tolerant CCC consists of 24

fault-tolerant cycle modules. Each fault-tolerant cycle module has /4 active processors and k spares,

where k21.

58
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The h active processors and k spares of a module are connected together to form a cycle. Since
only h processors are active at any given time, spare processors and faulty ones are bypassed using
soft switches in the cycle as shown in Figure 5-1. These fault-tolerant cycles are connected

together to form a fault-tolerant CCC.

The connections between the fault-tolerant cycle modules are realized by using either a Type A or
a Type B switching network such that only active processors in the cycle are connected to other
cycles. The reconfiguration process is as described in Chapter 2. In addition, the faulty processor
must also be disconnected through the use of soft switches from the cycle while the spare processor

immediately to the right of the rightmost active processor becomes an active processor and is

connected to the cycle.

.. soft switches

Figure 5-1: A fault-tolerant cycle with k spares

5.3. Reliability Estimate of the Scheme

The fault-tolerant CCC constructed using our modular sparing scheme is a fault-tolerant system
consisting of a series of homogeneous subsystems. Each subsystem is a fault-tolerant cycle with A
active processors and k spare ones. In our reliability analysis, we consider only processor failure.
Other types of failures are accounted for by the coverage factor [17]. If reconfiguration fails due to
the above failures, the entire system is considered to be unreconfigurable. We first give a

reliability analysis of a fault-tolerant cycle.

Let ¢ be the coverage factor, & be the number of spares per cycle, 4 be the number of active
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processor in a cycle, and r be the reliability of a single processor. In each fault-tolerant cycle, at

least h processors must be working. The reliability of a non-redundant cycle RC) is equal to rk.

Usihg the same procedure as described in Chapter 2, for arbitrary &,
RC,=RC,_+("* ¥ V) rh—-nkck.

If the failure rate of a processor is é constant A, the reliability of a single processor is r=e~M.
The reliability of a single module for arbitrary k is
RCy=RC,_1+ ("5 (e My (1-eMykck,

Finally, the reliability estimate RS4 p i of a CCC with 24 cycles, h active processors and k spare
ones in each cycle, is the product of the reliabilities of all the fault-tolerant cycles.

RSy p = RCY.

3.4. Comparison with Previous Schemes

The reliability of a system depends on the number of redundant processors being added.
Although system reliability is not directly proportional to the number of spare processors, the
amount of extra hardware does affect the reliability of a system. If the coverage factor is very close
to one, a higher number of spare processors implies higher reliability. Therefore, we will only
compare reliability for systems that use the same number of spare processors. We will compare the
system reliability of our scheme with Banerjee’s basic and modular schemes. The equation to
calculate the reliability of Banerjee’s basic scheme (2] is |

Rpasic = M2%424(rm2 Tl | (D) rh-i(1-pyici,
Let g be the number of processors in a module for Banerjee's modular scheme and assume that
h=ig where i and g are integers. The reliability of a fault-tolerant cycle using Banerjee’s modular
scheme [2] is

Reycte = (r8+gr8(1-ryc)t.
The reliability of the entire network is

d
Rsys = (Rcycle)2 .
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Using A=0.1, c=1 and k=1, Figure 5-2 shows the system reliability of Banerjee’s basic scheme
and our scheme for fault-tolerant CCC with d=3 and £=8, and d=5 and h=32.

New scheme
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New scheme
A o d=5
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Figure 5-2: Comparing system reliability of Banerjee’s basic scheme and
our scheme with d=3 and A=8, and d=5 and h=32

Similarly, using A=0.1, ¢=1, k=2 and g=h/2, Figure 5-3 shows the system reliability of
Banerjee’s modular scheme and our scheme for fault-tolerant CCC with d=5 and k=6, and d=6

and h=8. Figures 5-2 and 5-3 show that our scheme has higher reliability than Banerjee’s scheme
when the same number of spares are used.

Each fault-tolerant cycle requires only one switching network and there are 2¢ fault-tolerant

cycles. Thus, the entire network has 2¢ switching networks, Assuming that Type A switching
networks are used, the total number of switches required is 24~ 1(2h+k—1)k. A switch can be
implemented with approximately ten gates. For a cube-connected cycle with A=4 and d=3 which

has 32 active processors, with 2 spare processors in each fault-tolerant cycle, that is 16 spares for
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Figure 5-3: Compaﬂné system reliability of Banerjee’s modular scheme using
g=h/2 and our scheme with d=5 and A=6, and d=6 and h=8

the entire system, the additional hardware required will be approximately 360 gates. If Type B
switching networks are used instead of Type A switching networks, the total number of switches
used will be even less. A single processor can be implemented with roughly 20,000 gates. The

amount of extra hardware required is minimal for our scheme.

5.5. Global Sparing for Cube-Connected Cycles

The new fault-tolerance scheme described in Section 5.2 requires that each fault-tolerant module
must be a cycle. With minor modifications to the scheme, the entire CCC can be a fault-tolerant

module. That is, we can have global sparing where the k spares in the network can back up any &
faults.

In Section 5.2, each module must be a cycle. The fault-tolerant cycles are connected together

through the use of switching networks. The same interconnection technique used to connect fault-
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tolerant cycles together can be applied to connect processors together to form a cycle. The
connection of processors into cycles can be realized by at most three groups of switching networks.
For example, for a cycle with four processors, two switching networks are sufficient to connect the
processors in a cycle as shown in Figure 54. This is done by connecting the 1t and 279, and the
31d and 4t incoming communication links of the first switching network. The second group is
~ used to connect the 2* incoming communication lirk to the 3% and connecting the 15t to the 4%,
Using the two switching networks, processors 1, 2, 3 and 4 form a cycle. This scheme can be

extended to cycles with any number of processors.

1 2 3 4 1 2 3 4
connections to the processors as indicated by the number

Figure 5-4: Using 2 Type A switching networks to connect
4 processors together to form a cycle

We now describe how to connect any number of processors together to form cycles. For even A,
two groups of either Type A or Type B switching networks are required. We number the incoming
links to the switching network from 1 to 424. For the first group, the i incoming link is
connected to the i+ 15 incoming link if i is odd. For the second group, the i 5t incoming link is
connected to the i+ 15 incoming link if i is even and i#0 mod . If i=0 mod i then it is

connected to the (i—h+ 1) 5t link.

For odd A, three groups of either Type A or Type B switching networks are required. For the first
group, the i th incoming link is connected to the i+ 15 incoming link if i mod h is odd. For the
second group, the i ! incoming link is connected to the i+ 15t incoming link if { mod 4 is even and
is not equal to zero.  For the third group, the i th incoming link is connected to the i+h—15

incoming link if i = 1 mod 4. These connections will connect the processors into 24 cycles with 4



64

processors in each cycle. For example, in Figure 5-5, processors 1 to 5 and processors 6 to 10 are

connected as cycles through the three switching networks.

first group

1 2 3 4 5 6 7 8 9 101

second group

1 2 3 4 5 6 7 8 9 10 11

connect to processors as numbered

Figure 5-5: Connecting 10 processors into 2 cycles with 5
processors each using 3 switching networks

After the processors are connected to form cycles, one more switching network is required to
connect all the cycles together to form a CCC. Let i =j mod k. For this switching network, the i
incoming link, if it is not already connected to another incoming link, is connected to the (2/~14)
incoming link where 1< j< 4. In addition to the switching networks, consecutive processors are
connected together as in Chapter 2 to provide fast context switching and distributed
reconfiguration. Finally, the reconfiguration for this global sparing scheme is exactly the same as

the one using a cycle as a fault-tolerant module.

A CCC with d=2, h=4 and 1 spare for the entire network is shown in Figure 5-6. Three Type A
or Type B switching networks are required. The first two are used to create the connection for the

four cycles and the third is used to connect the cycles together to form the fault-tolerant CCC.
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Figure 5-6: A fault-tolerant CCC with
d=2, h=4 and 1 spare for the entire network

5.6. Comparing Global Sparing with other Proposed Schemes

Let ¢ be the coverage factor, k be the number of spares for thg entire CCC, and r be the reliability
of a single processor. Using the same procedure as described in Section 2.3, the reliability RG,, of
a fault-tolerant CCC with 2¢ cycles each has  active processors and & spare processors using
global sparing is

dyp
RGy=RG,_+("F ¥ 21 -pkck,

Although any fixed reliability, say 0.999, may not be achievable due to the coverage factor ¢ [17],
global sparing achieves the highest reliability possible. In Table 5-1, the number of spares required
for global sparing to obtain the same level of reliability as Banerjee’s modular scheme with £=0.1

and c=1, is given for 2< d< 8, g=2 and h=d if d is even or h=d+1 if d is odd. From the
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values given in Table 5-1, it is clear that global sparing can achieve the same level of reliability as
Banerjee’s modular scheme or our modular scheme using only a fraction of the spares used by

those schemes.

No. of Spares Reliability
d n Banerjee | Global | Banerjee | Global
2 8 8 2 0.9992 0.9999
3 32 16 2 0.9953 0.9953
4 64 32 3 0.9906 0.9954
5 192 64 5 0.9632 0.9853
6 384 128 7 0.9277 0.9560
7 1024 256 13 0.7799 0.8412
8 2048 512 22 0.6083 0.6740

Table 5-1: The number of spares required to achieve the same level of
system reliability for Banerjee’s modular sparing scheme and the
global sparing scheme using A=0.1, t=0.1, c=1
and h=d if dis even or h=d+1 if dis odd

For even 4, three groups of switching networks are required to construct the fault-tolerant cube-
connected-cycles. For odd d, four groups are required. Let I=1log,k+1 and k=2§-;1 a'2t, where

the g;’s are either 0 or 1. From Section 2.5, each Type B switching network has nl+2f.;i ia2i

switches. Hence, if Type B switching networks are used for the construction and d is even, the

total number of switches required is 3(2¢h1+ 2} ] ia2)+2(2¢h+k-1). If d is odd, the total

number of switches required is 424hl+ X7} ia'2)+2(24h+k-1).

We assume that a processor can be implemented with 20,000 gates [17] and a switch can be
implemented with 10 gates. In Table 5-2, the number of spares and the amount of extra hardware
required for global sparing to obtain the same level of reliability as the modular scheme using a
cycle as a fault-tolerant module with #=0.1 and ¢=1 is given for2 £ d < 8, h=d and 2 spares per
module. The amount of extra hardware is given in "processor equivalents”, that is, the total

number of gates divided by 20,000. The values in Table 5-2 shows that the amount of hardware
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used for the connection is least for the modular scheme. It also indicates that global sparing can

achieve higher reliability than modular sparing while using a lot less extra hardware.

No. of Spares Extra Hardware Reliability
d Modular | Global | Modular | Global | Modular | Global
2 8 4 1 4.00 1.02 1.0000 0.9999
3 24 8 1 8.00 1.07 0.9998 0.9988
4 64 16 1 16.00 1.16 0.9994 0.9924
5 160 32 2 32.00 2.80 0.9981 0.9956
6 384 64 3 64.00 4.54 0.9947 0.9920
7 896 128 5 128.00 11.29 0.9859 0.9897
8 2048 512 9 512.26 23.38 0.9998 0.9904

Table 5-2: The number of spares required to achieve the same level of
system reliability for the new modular sparing scheme and the
global sparing scheme at z=0.2 and h=d



Chapter 6

Multistage Interconnection Networks

6.1. Introduction

As described in Section 1.2.4, a multistage interconnection network (MIN) architecture can be
characterized as having n=2" processors connected together by m stages of switching elements.
In this chapter, a new fault-tolerant multistage interconnection network architecture that can
tolerate processor failures as well as connection failures is proposed. The proposed scheme can
provide coverage either for processor failures or for both processor and connection failures.
Furthermore,v other previously proposed schemes could be used to provide coverage for connection
failures while the new scheme is used to provide coverage for processor failures. Our new scheme
can be used to incorporate k spare processors in the network which can tolerate any k processor
failures. In contrast, Jeng and Siegel’s DR scheme can only tolerate a single processor failure or
very limited instances of multiple failures for the entire network (or for a given module) if more

than one spare processor is used.

In Section 6.2 a new fault-tolerant scheme for multistage interconnection network architecture is
proposed which uses the switching networks described in Chapter 2. In Section 6.3, we compare
the reliability of our scheme with that of Jeng and Siegel’s DR scheme. The scheme is extended in
Section 6.4 to cover both processor failures and switching element failures. In Section 6.5, the
extended scheme is compared to Jeng and Siegel’s DR scheme. Finally, the hardware requirements

for variants of our scheme are discussed in Section 6.6.

68
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6.2. New Fault-Tolerant Scheme For Multistage Interconnection
Networks

In this section we propose a new scheme that provides coverage for processor failures. A
multistage interconnection network or a fault-toleraht multistage interconnection network that can
tolerate switching element failures and link failures, can be realized by different kinds of
intgrconnections [1]. The new scheme can be applied to almost all of the previously proposed

non-fault-tolerant or fault-tolerant interconnection schemes.

A multistage interconnection network can be characterized as having n=2" processors connected
together by log,n stages of switching elements as shown in Figure 6-1. If we only consider
processor failures, a fault-tolerant MIN functions properly when its input and output links are all
connected to non-faulty processors. When a processor fails, if we can disconnect it from the input
and output links of the MIN and reconnect the links to a new non-faulty processor, the MIN will
function properly. This can be done by inserting either Type A or Type B switching networks

between the processors and the m stages of switching elements as shown in Figure 6-2.

1 e el |
2 e g D
_ log n stages of _
- switching elements -
n ———3 ———u n

connections to the processors as numbered

Figure 6-1: A multistage interconnection network

We construct a k fault-tolerant MIN with n active processors and k spare processors using two
groups of either Type A or Type B switching networks. One group is used to connect the input
links of the stages of switching elements to the processors while the other group connects the

output links of the stages of switching elements to the processors. These two switching networks
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switching networks
1 ————p — , —— f———— ]
2 — — log n stages of S_—. ———
- - switching elements - -
. e
N+HK —— T T ———— n+k
connections to the 1 links n links

processors as numbered

Figure 6-2: A fault-tolerant multistage interconnection network
are used to replace faulty processors with spare ones if required. We number the processors from 1
to n+k such that processor i is connected to processor i—1, where 1 < i< n+k. Soft switches are
used to bypass faulty processors as described in Section 2.6. When a processor fails, the
reconfiguring process described in Chapter 2 is initiated. With our scheme, no extra control
information is needed for the fault-tolerant MIN to function properly. The fault-tolerant MIN can
operate as if it is a non-redundant MIN and no modification to the routing is required. Hence, our

scheme is more adaptable than other schemes such as the DR network which requires additional

routing tags to be added.

6.3. Reliability Estimation of the Scheme

The fault-tolerant MIN constructed using our scheme contains # active processors and k spares.
In analyzing its reliability, we consider only processor failure. The failure of switching elements
can be covered by other proposed methods {1]. Let ¢ be the coverage factor, k be the number of
spares processors in the MIN, 7 be the number of active processors in the MIN, s be the reliability
of a single switching element, w be the reliability of a row of switches used in the DR network,
S0=s"/ 2 be the reliability of a stage of switching elements in a MIN with no spare switching

element, r be the reliability of a single processor and m= log,n. The reliability of a non-redundant
MIN R is r"Sg . |
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Using the same calculations as in Section 2.3, for arbitrary k,

Ry=Ry, +S(')"(n+£_l rr(1-r)kck,

Jeng and Siegel [10] showed that the optimal number of spares in a DR network is one in that no
further improvement in reliability can be achieved with more spares. However, with our scheme,
 the optimal number of spares depends on the value ¢ .and is much larger than one. Thus, our
scheme can achieve higher reliability than Jeng and Siegel’s scheme by using multiple spares. In
fact, our scheme with only two spares provides higher reliability than Jeng and Siegel’s DR
network when n 2 200 and r=0.99 even though our scheme only provides coverage for processor
failures.

Lemma 1: Assuming that w2 r and c¢=1, our scheme with two spares has a higher

reliability than the DR network with one spare processor and one extra row of switching

2r
elements when n> T—?"l .

Proof: As shown in [10]}, the reliability of the DR network with one spare is
W) +(n+ 1D (w)*(1-rw). 4 @M

The reliability of our scheme with two spares is
So r*+nr*(1=n+n(n+1)r*(1-r?2]. @)

We now show that (2) > (1).

Since Sy = (™2™ 2 w", we can divide (1) by (rw)" and (2) by r"S;.".
LHS=n+1-nr+n(n+1)(1-9272.
RHS=n+1-nrw.
Since w2 r, (1-r) 2 (1-w). Thus, we can divide the RHS by (1-w) and the LHS by

(1-r) and simplify both sides further.
LHS=(n+1)(1-n/2.
RHS=r.

Putting n on the LHS.
LHS=n.
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RHS=-1-2L—'1.
-r

Thus, the LHS is greater than the RHS. O

According to this lemma, for low values of r (such as 0.9) our scheme using two spares and no
switching element coverage is more reliable than the DR network with one spare processor and one
spare row of switching elements when n = 18. For higher values of r, the value of n has to be
higher for our scheme to be more reliable than the DR network. For example, when r=0.99, n
must be greater than 198. However, when directly comparing the computed reliabilities of both
schemes, our scheme with two spare processors actually achieves higher reliability for smaller n
and larger r since some of the cancellations in the proof of the Lemma are biased towards Jeng and

Siegel’s scheme.

Let r=e‘lpf and s=e~M! [17) where 7Lp is the failure rate of a processor over time ¢ and A is the
failure rate of a switching element over time ¢ [17]. Table 6-1 shows the system reliability of Jeng
and Siegel’s scheme with one spare processor and one spare row of svyitching elements, and the
system reliability of our scheme with two spare processors with 7Lp=0.1 and A,=0.01. According
to these figures, our scheme is better for r< 099 when n>32 and for r in the range
0.99 < r< 0.999, our scheme is better for n = 512. Our scheme can achieve even higher system
reliability with more than two spare processors and by adding other proposed schemes to cover
switching element failures. Thus, our scheme should be able to achieve higher reliability than the

DR networks for smaller n and larger r.

6.4. Extension to Cover Switching Element Failures

In Section 6.2, switching networks are used to provide coverage for processor failures. The same
technique can also be applied' to provide coverage for switching element failures on a variety of
MINs such as the generalized cube, the omega network, the shuffle exchange network and the
baseline network. In this section, we show how the technique can be applied to cover switching
element failures in shuffle exchange networks. Figure 6-3 shows a shuffle exchange network with

eight processors. A shuffle exchange network has the nice property that the connections between
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System Reliability
t=0.001/r=0.9999 t=0.01/r=0.9990 t=0.1/r=0.9900
n J&S Chau J&S Chau J&S Chau

1.0000 1.0000 1.0000 0.9996 0.9984 0.9960
8 1.0000 0.9999 0.9999 0.9988 0.9935 0.9880
16 1.0000 0.9997 0.9997 0.9968 0.9740 0.9678
32 1.0000 0.9992 0.9987 0.9920 0.9037 0.9188
64 0.9999 0.9981 | 0.9944 0.9809 0.7003 0.8019
128 0.9997 0.9955 0.9770 0.9559 0.3279 0.5491
256 0.9989 0.9898 0.9136 0.9006 0.0449 0.1889
512 0.9951 0.9772 0.7266 0.7820 0.0004 0.0114
1024 | 0.9799 0.9499 0.3666 0.5484 0.0000 0.0000
2048 | 0.9244 0.8924 0.0608 0.2151 0.0000 0.0000
4096 | 0.7570 0.7755 0.0008 0.0192 0.0000 0.0000

Table 6-1: The system reliability of Jeng and Siegel’s DR scheme
and our new scheme with k=2

any two stages of the switching elements are exactly the same. Hence, we only have to show how
the technique can be used between any two stages. Figure 6-4 shows the connection between two
stages of switching elements in a shuffle exchange network with 8 active processors and one spare

switching element in each stage.

Fault-tolerance in the switching elements can be provided by inserting four groups of switching
networks between two stages of switching eiements. In this case, the switching networks serve to
collect the outputs from the active switching elements in stage i and direct them to the active
switching elements in stage i+1. Collecting the outputs from the active switching elements in
stage i is done by the first and second group of switching networks, the first one dealing with the
first output of each switching element and the second one dealing with the second output of each
switching element. Similarly, the third and fourth groups of switching networks are used to direct

these outputs to the inputs of the active switching elements of stage i+1 - the third group for the
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switching elements
inputs outputs
— -
[ —— S
— —
— >

e
e— aa—
— e
b . o

stage 0 stage 1 stage 2

Figure 6-3: A shuffle exchange network with 8 processors

connections to switching elements in stage i -

1 2 3 4 5 1 2 3 4 5
first group 1 ,": ,’qn ,”: ,7 | /,.l ,": R ,’77 second group
7] i I 1 72 il
thirdgroup| 13 1N 1N 1N RN fourth group
1T T 1]
1 2 3 4 5 1 2 3 4 5

connections to switching elements in stage i+1

Figure 6-4: The connection between 4 groups of switching networks
first inputs and the fourth group for the second inputs of the switching elements. The standard
shuffle exchange interconnection is used to connect these four groups of switching networks. In

general, for a shuffle exchange network with n processors, the i output link of the first group of
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switching network is connected to the (2i—1)*t input link of the third group if 2i < n/f2. Otherwise,
it is connected to the (2i— 1—n/2)™ input link of the fourth group. Similarly, the i th output link of
the second group is connected to the 2¢ M input link of the third group if 2i < n/2. Otherwise, it is
connected to the (2i—n/2)™ input link of the fourth group.

Between the processors and the switching elements, twb_ additional groups of switching networks
| are required to provide coverage for stage O and the last stage. The first group connects the first
input or output links of the switching elements to the processors depending on whether it is the first
or the last stage and the second group connects the second input or output links. The connections
between the processors and the two groups of switching networks are similar to the connections
between the four groups of switching networks for any two stages. The i ! link of the first group is
connected to the (2i— 1)t processor and the i % link of the second group is connected to the 2i ™
processor. With these switching networks and f spare switching elements in each stage, each stage
of switching elements can tolerate up to f switching element failures. Furthermore, the shuffle
“exchange MIN can tolerate up to k processor failures using the scheme described in Section 6.2.
This technique can clearly be applied to other types of MIN’s besides the shufﬂeﬂexchange

networks and no additional control information is required by the fault-tolerant MIN.

6.5. Reliability of the Extended Scheme

The fault-tolerant MIN constructed using our extended scheme can tolerate both processor
failures and switching element failures. In our analysis, we do not consider the failures in the

switching networks. However, these failures can be covered by duplicating the switching

networks.

Consider a MIN with n active processors and k spares, n switching elements and f spare switching
elements in each stage of switching elements. Let ¢ be the coverage factor, m=1log,n be the
number of stages of switching elements, s be the reliability of a switching element, and ~ be the
reliability of a single processor. The reliability Py of n processors with no spare is r*. The

reliability S of a stage of non-redundant switching elements is s”/2. The reliability Ry o of a
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non-redundant MIN is POS(')" . Using the the same procedure as described in Section 2.3, the
reliability R, f is given by
Ry, f=Pks;"
where »
P=Xf (" rra—-pic
and

Sp= Z{;O ("'/ztfﬂl)s"/z(l—s)"c".

Assuming that the switching elements used in the DR network and our scheme have the same
reliability, and kp=0.1 and A,=0.01, the system reliabilities of both schemes with one spare
processor and one switching element per stage are listed in Table 6-2. The values show that our

scheme is at least as good as the DR network when ¢ is small and is better for larger ¢.

System Reliability
t=0.001/r=0.9999 t=0.01/r=0.9990 t=0.1/r=0.9900
n J&S Chau J&S Chau J&S Chau
4 1.0000 1.0000 1.0000 1.0000 0.9984 0.9950

8 1.0000 1.0000 0.9999 1.0000 0.9935 0.9966
16 1.0000 1.0000 0.9997 0.9999 0.9740 0.9877

32 1.0000 1.0000 0.9987 0.9995 | 0.5037 0.9567
64 0.9999 1.0000 0.9944 0.9980 0.7003 0.8604
128 0.9997 0.9999 0.9770 0.9923 0.3279 0.6234
256 0.9989 0.9997 0.9136 09716 0.0449 0.2580
512 0.9951 0.9987 0.7266 0.9033 0.0004 0.0283
1024 0.9799 0.9950 0.3666 0.7176 0.0000 0.0001
2048 | 0.9244 0.9811 0.0608 0.3724 0.0000 0.0000
4096 | 0.7570 0.9335 0.0008 0.0679 0.0000 0.0000

Table 6-2: The system reliability of Jeng and Siegel's DR scheme and our new
scheme with one spare processor and one spare switching element per stage
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In general, the amount of extra hardware used in our scheme is k spare processors, flog,n spare
switéhing elements and 4log,n groups of switching networks. With k=f=1, each group of
switching network has n/2 switches. The total number of extra switches used in our scheme is
2nlog,n. For Jeng and Siegel’s DR scheme with k=f=1, the number of extra links required is
(n+3)log,n. Thus, our scheme uses slightly more extra hardware than Jeng and Siegel’s DR
scheme but our scheme can achieve higher reliability using the same number of spare processors
and spare switching elements. Furthermore, with £ > 1 and f> 1, our scheme can provide multiple
fault coverage for processors and switching elements. In fact, with k spare processors, our scheme
can tolerate any k processor failures. Similarly, with f spare switching elements in each stage, our

scheme can tolerate any f switching element failures in any stage.

Table 6-3 lists the system reliability of MINs using different values for k& and f with Xp=0.1 and
A,=0.01 at t=0.01 and ¢=0.1. The values clearly show that significant improvement can be
achieved by using more than one spare processor and one spare switching element per stage. For a
MIN with 4,096 processors, the reliability at t=0.01 can be improved from 0.08455 for a MIN
with 1 spare processor and 1 spare switching element per stage to 0.99 by using 9 spare processors

and 9 spare switching elements per stage.

Table 6-4 shows the number of spare processors and the number of spare switching elements per
stage required to achieve a reliability of at least 0.98 at +=0.01 and ¢=0.1 for different values of n.
The values in Table 64 shows that our scheme Can provide high reliability for MINs with large
numbers of processors and for a longer period of time compared to other proposed schemes by
incorporating more than one spare processor and more than one spare switching element per stage.
The reliability that can be achieved by our scheme is only restricted by the value of the coverége
factor ¢ [17]. Hence, our scheme with multiple spare processors and multiple spare switching

elements is well-suited for use in long-life unmaintained applications.
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System Reliability
t=0.01/r=0.9990 t=0.1/r=0.9900
n k=f=1 k=f=2 | k=f=3 k=f=1 k=f=2 k=f=3
4 1.0000 1.0000 1.0000 | 0.9990 1.0000 1.0000

8 1.0000 1.0000 1.0000 0.9966 0.9999 1.0000
16 0.9999 1.0000 1.0000 | 0.9878 0.9993 1.0000
32 0.9995 1.0000 1.0000 0.9574 0.9953 0.9996
64 0.9980 1.0000 1.0000 0.8631 0.9717 0.9954
128 0.9924 0.9997 1.0000 0.6321 0.8594 0.9574
256 0.9722 0.9977 0.9999 0.2740 0.5260 0.7414
512 0.9060 0.9846 0.9981 0.0363 0.1141 0.2466
1024 | 0.7267 0.9150 0.9794 0.0004 0.0023 0.0086
2048 | 0.3928 0.6634 0.8481 0.0000 0.0000 0.0000
4096 | 0.0846 0.2242 0.4147 0.0000 0.0000 0.0000

Table 6-3: The system reliability of our new scheme with different values of £ and f

6.6. Modular Sparing

For a MIN with a large number of processors, it may not be feasible to implement an entire MIN
on a single chip. It may be necessary to split up the MIN into smaller modules and connect these

modules together to form the MIN. Our new schemes can be applied to each module.

Let g be the number of modules, m be the number of active processors in a module, £ be the

number of spare processors in each module, /=[log,k+17, and k=2}_] a;2¢ where the a;’s are

either 0 or 1. The number of switching networks required to provide processor failure coverage
depends on the number of module used. Each module requires 2 switching networks. Hence, 2 g
switching networks are required. Since a Type B switching network has a lot less switches than a
Type A switching network, we assume that the fault-tolerant MINs are implemented using Type B
switching networks. From Section 2.5, a Type B switching network has (nl+ Ef;i i ai2")
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t=0.01/r=0.9990 t=0.1/r=0.9900

Reliability Reliability
n k f T&S | Chau L f T&S | Chau
4 1 1.0000 | 1.0000 1 0.9984 | 0.9990
8 1 0.9999 | 1.0000 1 0.9935 | 0.9966
16 1 09997 | 09999 | 1 09740 | 09877
32 1 | 09987 | 09995 2 0.9037 | 0.9953
64 1 0.9944 | 0.9980 3 0.7003 | 0.9954
128 1 0.9770 | 09923 4 03279 | 09893
256 2 0.9136 | 09977 6 0.0449 | 0.9831
512 2 07266 | 09846 | 10 | 0.0004 | 0.9830
1024 4 0.3666 | 0.9959 17 0.0000 | 0.9811
2048 5 0.0608 | 0.9815 30 0.0000 | 0.9804
4096 9 0.0008 | 0.9905 55 0.0000 | 0.9836

Table 6-4: The number of spare processors, &, and spare switching element,
f, per stage required to achieve a reliability of at least 0.98

switches. The total number of switches required to implement a fault-tolerant MIN is
2g(mi+Z]

Z1ia;2)+2g(m+k—1), where 2g(m+k~1) is the number of switches required to

connect consecutive processors together in each module.

Let d=1log,n and fbe the number of spare switching elements in each module. For the extended
scheme, each module requires 4d switching networks. The total number of switches required to

implement all the switching network is 4gd(lm/2+2f;i ia,-2i). An additional 2g(m+k—1)

switches are required to connect the consecutive switching elements together. The total switches
required for the extended scheme is the sum of the number of switches given above together with
the number required to provide coverage for processor failures. The total number of switches

required for the extended scheme is (4 gd+2g)(ml+ Ef;} ia;2) +2g(m+k—1) +2gd(m+f-1).

For the scheme that provides coverage for processor failures only, the amount of extra hardware
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required for modular sparing is always greater than that of global sparing. In Table 6-5, the amount

of extra hardware required to achieve the same level of reliability for global sparing and for
modular sparing with 2 and 4 modules respectively at ¢+=0.01 is shown. The amount of extra
hardware required is given in "processor equivalents”, that is the total number of gates divided by

20,000, and each switch is assumed to be implemented with 10 gates. The values clearly shown

that global sparing is better for n < 4096.

No. of Spares Extra Hardware Reliability

n | Global | 2 4 | Global | 2 4 Global 2 4
4 1 2 4 1.0 2.0 40 .| 0999 | 0.9996 | 0.9996
8 1 2 4 1.0 2.0 40 | 0.9988 | 0.9988 | 0.9988
16 1 2 4 1.0 2.0 40 | 09967 | 0.9967 | 0.9968
32 1 2 4 1.1 2.1 41 | 09915 | 09918 | 0.9919
64 2 4 4 2.2 42 41 | 0.9809 | 0.9810 | 0.9805
128 3 6 12 34 6.4 | 124 | 09562 | 0.9562 | 0.9562
256 4 6 12 1 50 6.8 | 12.8 | 0.9027 | 0.9026 | 0.9027
512 5 8 12 7.1 10.1 | 13.6 | 0.7942 | 0.7942 | 0.7942
1024 7 10 16 111 | 141 | 201 | 05993 | 05993 | 0.5993
2048 9 14 20 193 | 222 | 28.2 | 03242 | 0.3242 | 0.3242
4096 13 18 28 335 | 385 | 444 | 0.0856 | 0.0856 | 0.0856

For the extended scheme, the situation is more complicated due to the small size of a switching
element. That is, the savings in the number of spare switching elements for global sparing cannot
offset the extra number of switches required. Table 6-6 and Table 6-7 list the same values as in
Table 6-5 using the extended scheme for t=0.01 and r=0.1, respectively, where a switching

element is assumed to be implemented with 100 gates. The values show that it is better to split the

Table 6-5: Extra hardware required for global sparing and modular sparing
with 2, and 4 modules having the same level of reliability at t=0.01 and ¢=1

MIN into more modules as n increases.
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No. of Spares Extra Hardware Reliability
n | Global 2 4 Global 2 4 Global 2 4

4 1 2 4 1.0 2.0 4.1 1.0000 1.0000 1.0000
8 1 2 4 1.1 2.1 4.1 1.0000 1.0000 1.0000
16 1 2 4 1.2 22 4.2 0.9999 [ 0.9999 1.0000
32 1 2 4 14 24 4.5 0.9995 0.9997 | 0.9999
64 1 2 4 1.9 3.0 5.0 0.9980 | 0.9990 | 0.9995
128 1 2 4 3.1 4.1 6.2 0.9923 0.9959 | 0.9979
256 2 2 4 9.0 6.7 8.8 0.9977 0.9846 | 0.9919
512 2 4 8 17.5 19.6 | 23.8 | 09846 | 0.9953 | 0.9987
1024 4 6 8 494 | 402 42.5 0.9959 0.9961 0.9907
2048 5 8 12 103.7 | 107.0 | 86.6 | 0.9815 09919 | 0.9923
4096 9 12 16 276.2 | 226.1 | 230.5 | 0.9905 0.9897 0.9838

Table 6-6: Extra hardware required for global sparing and

modular sparing using the extended scheme at t=0.01 and c=1
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No. of Spares Extra Hardware Reliability

n | Global | 2 4 | Global| 2 4 | Global 2 4
4 1 2 4 10 | 20 | 41 | 09990 | 09994 | 0.9996
8 1 2 4 11 | 21 | 41 | 09966 | 09980 | 0.9988
16 1 2 4 12 | 22 | 42 | 09877 | 09931 | 0.9961
2| 2 4 4 | 26 | 47 | 45 | 09953 | 09986 | 0.9863
64 3 4 8 45 | 55 | 97 | 09954 | 09906 | 0.9971
128 | 4 6 8 83 | 93 | 114 | 09893 | 0.9909 | 0.9814
256 | 6 10 | 12 | 156 | 198 | 195 | 0.9831 | 09955 | 0.9819
512 | 10 | 14 | 20 | 364 | 354 | 419 | 09830 | 09895 | 0.9909
1024 17 | 22 | 32 | 863 | 802 | 91.3 | 09811 | 09859 | 0.9941
2048 | 30 | 36 | 48 | 180.6 | 187.4 | 1756 | 0.9804 | 09804 | 0.9892
4096 | 55 | 64 | 76 | 434.8 | 4455|4044 | 09836 | 09854 | 0.9805

Table 6-7: Extra hardware required for global sparing and

modular sparing using the extended scheme at t=0.1 and c=1




Chapter 7

Conclusion

Two types of switching networks and a scheme for constructing fault-tolerant multi-computer
networks using these switching networks to interconnect the processors have been proposed. The
scheme can be applied to several types of multi-computer network architectures with only minor
modifications. With our scheme, we can provide global sparing in which the network is
k-fault-tolerant with only k spares. This is clearly optimal in terms of spares required to achieve
k-fault-tolerance. Our global sparing scheme compares favorably with other proposed schemes for
multi-computer networks. It can achieve higher reliability than the other proposed schemes using
no more extra hardware. In most cases, it only uses a fraction of the extra hardware required by the
other schemes to achieve the same level of reliability as the other schemes. Furthermore, the

amount of extra hardware used is small compared to the hardware requirements of a non-redundant

network.

If a network is too large to be implemented as a single fault-tolerant module, a modular approach
can be used using the same technique. In most architectures where the number of switches
required to implement the network is small, global sparing can achieve the same level of reliability
as modular sparing using only a fraction of the extra hardware used for modular sparing. However,
for architectures that require a large number of switches in the connection, the result is not as clear.

In particular, modular sparing may be better when the network has a large number of active

Processors.

A fault-tolerant multi-computer network constructed using our new scheme functions as if it was
a non-redundant network. No extra control information is needed to ensure the fault-tolerant

network functions properly. When a processor fails, the reconfiguring process can be initiated
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distributively. Fast context switching is also provided to speed up reconfiguration. These
properties together with the ability to provide a high level of reliability for a long period of time

make our scheme suitable for long-life unmaintained applica’tions.
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