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of bipedal running. Joint mornen@ and the initial' kinematic state are the variable inputs to 
' - the system The objective was a reasonable computer generated reproduction of a human 

running performance. The simulation represents the fundamental basis for the development 
of a computer program that enables prediction of changes in a movement patterp which - 

- 

result fmm change in magnitude and t'uning of muscular contraction. The applications 7 
range from the production of aesthetically interesting styles to mechanically desirable 

styles. 

Emphasis has been plaqed on the strategic development of the model and the 
- 

numerical solution of the diffkrential equations of motion. Discussion of the data coh.ion 

. process focussed on the procedural simplifications and the associated assumptions. 
Although the model is restricted to planar motion, extension to three cfimensional motion is 

feasible but not implemented. 

A single male subject ran over ground while being filmed by a high speed camera 
Segmental positional data were obtained by digitization of body markers, such data were 
manipulated to generate a set of angles consistent with the definition of the model. This 
involved the fabrication of data for the co&al9teral side of the body as this information was 

\ 

unavailable from film. The reference position and segment angles were smoothed and 

differentiated using a quintic spline routine. 
1 

. 7 ,  

\ 
The model ofthe human body comprised twelve linked rigid segments. Net joint 

moment profdes and the initial kinematic state were input to a system of ordinary 

differential equations. The only constraint was ground contact during stance and was 

represented by an analjtic rolling constraint. The equations of motion were derived using a 
combination of Newtonian and Lagrangian dynamics and were integrated using the L-SODI 
numerical integration routine. The recorded kinematics were reproduced by the solution of 

a series of boundary value problems. 
2 - 

The rudimentary interactive computer program developed is a research and teaching 
- .. . 

tool which provides the basis for simul&n . ..,. and -cation of the motion of any linked 

rid segment model. The computer program allows online modification of the moment 

profi%k, and therefore the movement, during the simulation. 
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Chapter 1 
Introduction 

This research was initiated bp the auth to improve the biomechanical 
1 

analysis techniques currently us yman running. In particular, this " 

dissertation describes a q t h e m  of running based on a mechanical made1 of . 

the human body. Of underlying importan& to the choice of the . mathematical ~ representati& - ,  : .+ , 

of the human body is the assumption that the principal determinants of running r, i. 

performance are the inertial properties of the body. This unv&fiable assumption is based 

on the belief that since the human body is an inertial object moving in an inertial world, . 
mechanics provides a sensible basis from which to describe human mov,ement. This 

dissertation centres on the developbent of a mathematical simulation of,a planar analo 
human running consisting of thvovement of twelve interconnected rigid segments. 6 
simulation is the basis for an inte?;tive computer graphics programme which enables the 
user to modify selectively the movement technique by altering the driving forces. A 
rudimentary interactive programnie is presented and used to examine the practicalities of 
this approach. This $esis suggests that the use of computer simulation need not be . , 
restricted to a group of mathematically competent researchers, but through interactive, 

graphics can be made available to every one. 

" ,  . , The introduction to this thesis consists of a general discussion of the various 
' 

biomechanical a)alysis techniques commonly used io describe human movement The 
, -, 

, . 'development of a dynamic sirnulati~'~ of running is presented as an altemat&oti, tU 
t - 

existing approaches. Criteria for determining the appropriateness of the simul&onwill be :. 

presented in the conclusions, 

Traditional methods of analysing gross h k  movement skills are based primarily 

oh visualhformation. The &a1 assessment of performance places a tremendous burden 

on afl but highly sldfied qtfservea as it is difficu t to both assimilate all of the information 
- 

and to mentall corn are &ccessive performan s. The implication of this dependence on Y P 2  k . . 
human perception is that there are relatively few people proficient at assessing the 

nlechanics of movdment. The advent of quantitative analysis techniques has increased the. 
4 .. 



number of skilled observers by presenting movement characteristics in many different 

ways. The function of quantitative analysis technique is not the prescription of optimal 
' performance but the presentation of information. 

The dominwt prerequisite of a quantitative biomechanical analysis of human 

movement is the definition of a model that describes the fundamental functional 

characteristics of the human body. This functionality is necessarily dependent on ihe 

movement being &alysed. The following sections will discuss the various general analysis 

techniques that employ m a e m a t i d  models. 

1.1. Mathematical Models For the Study of Human Movement 
V - 7  . - . - -* . - 

. : = The principal reason forhe development of a ientkeatatical repnsentation of the 
dynamic characteristics of the human body is the reduction of the natural system to a 
general formulation. A model is a symbolic abstraction of a system. A general formulation 

allows one to concentrate on the mathematical task nther than the specific system. It is 
possible to economise time and effart in the study of movement by using mathematical 
descriptions of the human body which are equivalent to systems that have already been 

theoretically analysed. This rninimises the necessity of conducting physical experiments. 
One can capitalise on the multitude of research results produced by other studies of natural 

or r o b o t i w m s .  The philosophical importance of the modelling and simulation of the 
movement of the human body is the resulting capability of making predictions concerning 

novel tasks. The use of predictions may range from the identification of the principles 
determining why the human body behaves in a specific manner, to the modification of 

. . 
movement patterns. 

The choice of the type of model to be &or simulation is dependent on the 

resolution of several issues such as, the requisite degree of complexity and the type of 
- 

mathematical control implemented. 

Mathematical modelling necessarily involves a simplification of the original system. 

A determining factor for the ultimate usefulness of a model is the initial selectio~ of the 

principal relationships which are to be included. The requisite degree of complexity of the 

model of the human body varies in accordance with the movement intended to be ' 

simulated. Care must be taken in this selection process, as redundant complexity may mask 

the inherent elegance of the system, while oversimplification may result in the omission of 



: fundaxmntal properties. If the model is overly simplistic, it will be incapable of performing 

the desired movement. On the other hand, excessive complexity is equally unconstructive 

in that it may not produce any valuable information (e.g. modelling the hands will note 
provide meaningful infomation for the study of a running stride). Furthermore, an 

excessive degree of complexity makes interpretation of the d l  results extremely difficult 

because much of the information is superfluous. In light of these objections, along with the 

high computing costs associated with excessive model complexity, it is submitted that the 

complexity of a model shod-cted to those principal characteristics of the original 

system which affect the movement to be analysed i 

The value of a &el is related to its predictive capability, and this can not be 

determined a priori. The selection of the degree of complexity of the model is of 

fwdamenta.1 importance to its ultimate m c t i v e  capability, but is, perhaps unfortunately, a 

subjective decision. The researcher is free to choose the desired level of complexity. 
However, it is suggested that there is an optimal degree of complexity which is dependent 

upon the qovernent to be studied. Unfortunately that optimal degree of complexity can not 

be specifically determined1. One approach to the issue of determining an appropriate degree 

of complexity is the utilization of one elaborate, al l  inclusive model (Hatze, 1983b). Such a 

model must necessarily be &tremelY complex if it is to be capable of perfoming all 
movements2. However, as noted above, there are a number of problems as&iated with 

extremely complex models. 

Excessive model complexity may also necessitate the identification of several 
redundant parameters and inputs. This parameter identification problem can be a serious 
limiEation of a complex model. . 

It was decided that for this simulation of human running, it would be most useful to 
develop a simple model. The model includes the principal mechanical relationships of 

running such as, the inemal properties of the limbs. This is arguablya severe limitation of 

this thesis (and every other biomechanical analysis as well) as there are m k y  physiological 

characteristics that undoubtedly tional role in running. The next sections 
describe the metho& by which iue itilised in a biomechanical analysis. r 

'As discussed in a later section this is due to the impossibility of validation. 
2 ~ a t z e  (1983b) uses a 17 segment hominoid with 44 degrees of freedom. 



1.2. Descriptive Biomechanical Analyses of Human Movement. 

A biokhanical analysis of human movement is normally defined as one of two 
general classifications of quantitative techniques. These two classes of analysis are . .- 
commonly ref& to as kinematic or kinetic. A kinematic analysis quantitatively describes "V . . . - . * 

.+ 

the geometry of a movement with respect to some variable, such as time (Ariel, . - 2  

r = 
' - A  - t" 

1980, Chapman & Medhurst, 1981). In this type of analysis lit& attempt is made to 

determine the cause of the movement studied. This dissertation does no€ focus on the many 

types of kinematic analyses that have been presented in thd&emture. Kinematics is an 
- adequate way to describe the p a m  of movement, but with04 a causal mechanism it offers 

little in the way of predictive capability. Kinematics would be more useful if the movement 
could be non-dimensionalised so as to eliminate the problem of similitude between people 

of difkrat  anatomical proportions. + 

A kinetic analysis assumes a causal relationship between a force producing - 
mechanism and the observed kinematics. This type of analysis requires the derivation of 

equations of motion which represent a mathematical description of the model dynamics. 
-- 

The& equations are commonly derived trom ~ e k o n ' s  law (F=rna). The derivation and 

formulation of the equations is discussed in greater detail in Chapter 2. There are two sub 
classes of a kinetic analysis of mov'ement that will be discussed: inverse dynamics and 

forward dynamics. . 

An inverse dynamics analysis requires the specification of the kinematics. Asset of 
force or toque profiles is then calculated from the algebraic equations. Discussion is 

centred on these force profiles, or on the mathematical transfomtions of the force profiles, 
such work or power (chapman & Caldwell, 1983a, Chapman & Caldwell, 1983b. 

- 

Chapman, Lonergan & Caldwell, 1984, Chapman et al., 1985). A forward dynamics 

analysis requires specification of the driving forces. The resulting motion is determined by 
integration of a system of non-linear differential equations. 

1.2.1. Inverse Dynamics 
i 

Inverse dynamics has a more traditional acceptance in the biomechanics co-unity 

and will be discussed first. An obvious requirement for an inverse dynamic analysis of 
\ human movement is that the kinematics of a performance must be experimentally recofded. 

A typical experiment involves the collection of a time series of positional data for a 



--% 

5 
*k 

. . 

specified set of M y  markers. Mathematical ttansf021118tions then produce the necessary 
infarmation for the analysis. An overview of the procedure will be discussed in this 

- - 

section. Emphasis will be on thq experimental detmmination of the kinematics and the lack 

of predictive capability. " - * . . . - # .  - ,  
. .I ' , _ .  . I . * ' .  

It, is necessary that metho& of dua collection should affect the perfafman~e of the 
movemeig as little as possible. The most efficient non-invasive recording techniques 

-- 

cmnt ly  in use record the movement of specific external body markers. High speed 
w g  or real-ti& coUectim equipment, such as SELSPOT, collect data while allowing 

the performer to carry out the movement in familiar siuroundings unencumbered by 

recording equipment. Unfortunately, because of the problems associated with existing 
digitization techniques, such as, the movement of body markers, perspective errur, and 

other anomalies, a considerable amount of random variability is introduced by that type of 
recording process. Errors are also introduced to the kinematics by the inconsistency of 

human movement. Hatze (1986) gives an extensive overview of the causes of human 

motion variability. "They Include initial perturbations of the skeletal, muscular, and neural 

systems as well as perturbations due to incremental changes, during motion execution, of 

external forces, muscular parameters (fatigue), afferent sensory inputs, ahd of the motor 
* -  

programmes controlling the execution of the movement". The result of this uncertainty in 

the data is that subtle changes in the pattern of the movement cannot be analysed. The 

necessity of studying distinct movement pa#erns, insuring differences greater than the 
statistical miability results in a disjokted analysis. Owing to the limitations of the accuracy 

of the data collection process, the r e m h e r  has a limited choice of acceptable mathematical 

representations of the human body. The models must necessarily be relatively simple in 

order that the data are reliably transformed to the model smcture. 

In addition to the problems created by the data collection process, there are a 
number of other amu in which traditional biomechanical analyses fall short of being the 
best possible approach to the analysis of human movement. More sigmficantly, descriptive 

- .  

analyses of movement have limited predictive capabilities. 

1.3. Prectictive Biomechanical Analyses ef Human Movement 

A &ere restriction of traditional descriptive analyses of human movement arises 
from the requirement that the movement must be performed prior to its analysis. Simulation 

of the movement of a human analogy would reduce the amount of experimentation required 



by pr*ding ..- predictions as to how thehumsn body would &dorm undcr;$mg 
>-v 

conditibos. The researcher could determine mathematically a desired change in technique, 
with &&enefit that thc individual neexi not actually puform t .  movemeg,. lt is sugge;ted . - 
that the ability to predict the effect of a change in performance without h a h g  w involve the 

subjcct is a useful objective. 
; -=<, * 

-- 

As mentioned earlier, forward dynamics is the result of the specificatiop of the driving 

forces and the mathematical determination of the movement. On& the rekarcher is 

committed to a paqicular model the theoretical decisions focus ofi the deterrhnation . - of a 
reasonable set of fode inputs. The following sections discuss some of the possible . . 
approaches to identifying these forces. - . , . 

. I .I< 
2 
1 "  

/ I  

Forward d m c s  can be classzed by the type of conttds employed. In particular, 
whether the model is under autonomous adaptive control, or under rigid user supplied 

control. These spedications are not universal definitions but are convenient for this thesis. 

A brief review of two types of dynamic controls will be given, as the utilisation of each 

was considered in the formulation of the present simulation. 

1.3.1. Autonomous Adaptive Control Models 

The first type of dynamic model to be discussed is that which is most often applied 
in the field of robotics; autonomous adaptive control. One of the primary c~ncerns in 

robotic locomotion is the search for a control strategy which efficiently produces a stable 
running or walking stride in a robot. Control theory implies that the system is internally 

forced to satisfy some objective criterion (e.g. running speed). Since the controls are 
essentially inherent to the system they are adaptive, and the system is blessed with 

p&ctive capabilities. 

+ ,  1 

Despite the fact that one of .the objectiives in robotics research is the development of 

robots that an capable of walking and running, the information gained from this type of 

modelling may also be si@cant for the understanding of human motion, particularly as 

these models are usually autonomous. Urtforturmtely, are d y ,  a fe#r Foeotie .- 

developments that offer information that is of interest to the field of biomechanics. The 

following two sections present two of thes~ developments. 



1.3.2. Autonomous Hopping Robot 
, ' - , '  

We develb&t-;f an autonomous hopping robot in 1984 was a sigpificant 
engineering develo&xat (kaibert, 1984, ~aibe1&-'1$36). Raibert produced a robot capable 
of a stable hopping motion at +-. a user determined spocd He has suggested that the one 

legged hopping machine is tk simplest analogy to human running. Locomotion of the 
robot is achieved by a combination of a stance and an airborne phase, with the distinction 
between hopping and running being the alternation of the support leg. It is not 

unreasonable to suggest that the robot controls are similar to the human neural counterpart, 
as the overall objective in bath cases is unaided locoqmtion. This is not to suggest that there 

is either an equivalence or functional mapping between the two control systems. 

Theoretically, an understanding of the mechanics of hopping could give us an insight into 

how to approach the analysis of running. It i5 suggested that the relevant mechanical 

relationships would be similar in both cases. 

The obvious strengths of Raibert's nlodels are their simplicity and predictive 
capability. The user, with minimal intervention, can generate a variety of movements. The 

user can test the limitations of the mudel, rnodify the system parameters, and retest. In this 

heuristic manner, the researcher can deveiop an intuitive understanding of the system 
dynamics. A b r i s  overview of the control strategy will be presented as an example of the 

simplicity and degance of Raibert's dcsign. . 
? r . r  

The control str@egy was sqkrated into two distinct phases: an airborne phase and a 

stance phase. During stance, a linear control torque was applied between the torso and the 

leg with the objective behg to keep the torso vertical. When thespring of the stance leg 

was fully compressed a position actuatur was turned on, which further compressed the 
spring. The position actuator was employed to ofPset the loss in momentum at inpact and 
takeoff. ,. . 

During the airborne phase, the leg was oriented so that ground contact was made at 
a desired angle. The choice of desired angle was based on the difference betweendie 

desind and cumnt hoiiz0ntit.l velocity, and the meesaq position of l e  robot% &tre of 

mass relative to the contact point. This 1% calculation required knowledge of thepgeneral 

behaviour of the robot during stance. The resulting autonomous robot was robust and 

capable of hopping over a yide range of speeds and changes in direction. The only user 

input required was the desired liorizontal velocity. 



. r >  

During the research into this dtissertation the author had the opportunity to .. 
reproduce the simulation of the hopping robot. The results of this research have not been 

included in this & w o n  as its only functional significance for the thesis is the 

fundamental naturc of Ole dontrol system In the author's rcsearch Raibert's control strategy 
was modified to control the movement of a hopping model consisting of a jointed leg. 

Subsequently, a second leg was attached to prodt$e a running stride. It was found that, as 
. the complexity of the model increases, the subqtknt size of the control strategy must also 

4 
- increase, and therefore, at some level of model complexity, the control will become the 
do&t characteristic and the natural passive dynamics of the model are not discernible. 
Preliminary research indicated that a simple extension for Raibert's hopping robot did not 
result k movement qualitatively determined as natural for the human body. 

This was the predominant reason for the current exclusion of a control strategy for d 

this dissertation. Another less serious, disadvantage of this approach is that the use of 

control theory for the study of human motion often induces negative responses from many 
researchers. Despite the fact that no one has suggested that mathematical controls mimic the 

human motor control system;many criticise this supposed analogy. A reasonable 

alternative was to study those stable walking or running robots that do not have contrived 

controls. Their movement is a result of their inherent dynamics properties and the initial 

kinematic conditions. 
* 

1.3.3. Passive Walking Robot 

> 
- C '  

Recently, McGeer has adopted a passive contrcil appeach in his research into 
,, ; Lv 

walking and running Pobots (Mcgeer, 1989). His initial re- was based on an analysis 

of a shple child's tdy,;vhich whenplaced at the top of a slope, "walkedtt down hill 

unaid& by controlling h c e s  (MC&~&QXJ, 1984). The "walking" was a by-product of the 

nanual'dynamic characteristics of the toy. McGeer has provided a complete theoretical 

analysis of how and why the toy walked He has also built an unpowered walking machine 

based upon the principles of the child's toy. The madel of the'toy was modified slightly to 

overcome the limitation of quiring a slope. For example, simply by shortening the swing 

leg before impact, and a subsequent lengthening of the leg during stake, the robot ") 
achieved a stable walking cycle on a horizontal surface, (although it is ki ted in its ability 

to walk uphill). Unlike most other walking robots in which the control strategy is the 
C dominant characteristic of the system and the dynamic chkteristics are natural obstacles, 



the dominant characteristics of McGeer's walking machine 
making it a better analogy fur the study of human motion. 

- 

were the natural dyna&cs, 
- - 

Mdjeer hopes to discover the theoretical underpinnings of a passively stable 

running cycle. He would then introduce a minimal control strategy into his model, which 

would incorporate the natural dynamic characteristics, and by these means develop a 
running robot. It is submitted that this approach to the development of a robot that will be 

capable of running is pferable to the approach taken by Raibert, because the natural 

dynamics are retained in the passive conttol modeL 

The possible ilevance of this passive control model research to the understanding 

of hlrman running is particularly intensting. It is konceivable that an individual's preferred .< ( 

r u d g  stride is one w ~ ~ ~ , ~ u i r e s  - - minimal control. Considerable biomechanical research 
, ., 

has focussed on developing criteria for the identification of an efficient dg stride 
(Chapman et al., 1985, Williams & Cavanaugh, 1983, Lonergan, 1988). Lonergan has 
demonstrated the difficulty of identifying an appropriate criterion cost function employed 
by the human motor control system. Hypothetically, the passive running cycle may provide 
a unique approach to this issue. It may be postulated that the p r e f e d  or most efficient 
running style is that which is closest to passive running, and therefore; hat which requires 
the fewest controlling inputs from the muscular system. 

' In summary, the analysis of stability and reproducibility are fundamental concepts 

for robotics. With respecf, to human mov-nt, iris obviously true that both the system and 

the movemnt are stable. and that these are not fun;tamental issues for the modellini iind 

simulation of human movement. The goal of simulaGg human movemnt as em$&ised in 

this thesis, stretches beyond these studies of stability &d reproducibility. We arehterested 
in the gross properties of human movement directly observed, and are n z  in a search for . & 

motor control theories. One of the objectives of the simulation of human movement is to 
.lead to an understanding of the modifcation of kovernent technique, and the development 

of many possible ways of performing the same task. 

1.3.4. Rigid User Supplied Control Models - 

- 

The second type of system dynamics models that were examined in the - , 
B. 

development of the author's simulation of human running, w m  those models that are 

controlled by rigid user supplied inputs. These models are not-adaptively controlled and the 



user is n q d  to controlling forces. In effect, the simulation user is a , .- :. 
replacement for the in system described in the previous section. The primary 
objective in the development of these models was to p v i d e  a better mans of modifying 

human movement. 

A number of physiological models of the human body have been developed. Some 
. of these models are extremely complex, and claims have been made that they describe the 

neurophysiologid system as well as the musculoskeletal system (Hatze, 1983b, Bauer, 
1983). hi spite of claims that the development of physiological analogues is the only 

reasonable direction for the biomechanical study of human motion to prdceed, it is 

suggested here that such an argument is not valid. As indicated previously, there are a 
number of problems associated with complex Illodels of the human body. In terms of 

controls for the model, parameter estimation in a complex model becomes unreliable 

because of the limitations in experimental techniques. Physiological analogue models may 

become so elaborate that the parameter estimation becomes in fact the major objective. 
These e&hrate models can only be reas&ably tested with such simple movements that 

nothing valuable is gained from the analysis. For example, the kicking simulation presented 
by s at& (1984), does not provide any practical infonnation gther than a review of the 
mathematical task. 

Another problem associated with current physiological models of the human body 
is that their performance is dependent upon several assumptims that are not directly 
justifiable from experimental results. Rather than be limited3y these experimental 

difficulties, the limitations imposed by a less complex model were accepted in this research 
on the grounds that it would be better to have a simple model that provides useful 

information, rather than a complex model which might be incapable of offering any 
C 

additional insight. 
2 

Following the development of a reasonable model, the movement of a h u h  
. analogy can be simulated S e v d  warchers are currently working in the area of human 

movement simulation. Their work can be divided into two general areas: the fmt is the 

-. modelling of human performaace, and the second is the modelling of the system dynamics 

of a movement. 



1.4. Simulation of Human Performance 
.) 

- 

1 .  

+The majority of research reports on human movement simulations can be assigned 
9L 

to a group within which the major emphasis is on modelling human perfommce (Hill, 

1927, Keller, 1974, Vaughan, 1983% w&-smith, 1985a). These are not simulations of 

the mechanics of movement. The models presented in these publications emphasize human 

pcrf~fflliince'characteristics such as, speed; distance, and physiological capacity. In some 

papers, the author's have claimed to have made a mechanical analysis of the movement. - 

For example, Vaughan (1983% 1983b) modelled the body as a point mass propelled 
forward by a horizontal force. The horizontal force consisted of two components, a term 
representing the horizontal ground reaction force and a term representing wind resistance. 

The equation parameters were statistically determined from performance times for various' 

running distances. Predictions of running time were made from these differential equations. , 

However, little or no emphasis was placed on mechanical characteristics. Only the 
a, 

movement of the centre of mass was Myzed. 

1.5. Dynamic Simulations of Human Movement - 

Several researchers have chosen t~ simulate the movement of the human body. 
.-'Y 

Much of the early wodr in this area presented &nswined simulations in which only a few - 7 

i '  

of the mechanical degrees of freedom were considered variable. Studies of jumping, 

s-g, diving and pole vaulting were aiil documenM in the literature in the 1970's ( 
- .  

i Passerello & Huston, 1971, Chao & Rig 1973, Gallenstein & Huston, 1973, Ramey, 
1973, Boysen, Francis & Thoqs,  1977, Walker, 1973). These simulations can be + 

separated into, fmtly, those which represented the torque produced by muscular 
contraction, eiher as net joint torques or via muscle models, and secondly, those which 

kinematically described the relative movement of the individual segments. A similarity in all 

of this work is that the simulations were not dynamically autonomous. This does not'imply 
that they r e q M  an external force, but rather tha they required some predetermined 

I 

kinemati&, and that therefore, the movement was m entirely a dynamic simulation. 
- 

.- 

In the following two sections the concept of a constrained simul@n will be 

expanded. Constrained simulations of human movement have been as ei&r 
kinematically or dynamically constrained simulations. ,.+ 

. . 



a the moment of inertia would maximise the angular veloci-ty and consequently, the amount 

- of rotation. yeadon has shown that the twist is accompanied with rotation about another of 

the principle axis of rotation and that it is beneficial to delay the reduction of the moment of 

inertia. When the predictions based on Yeadon's simulations were put into practice, it was 
a 

discovered that the rotation of the dive was in fact increased. More recently, external forces 

and torques, and environmental constraints fiave been adad to dds type of s rmuion  

(Hahn, 1988). This cation has resulted in greater flexibility and the capability of , 

simulation more th irborne movements. ,- - ,! 9 

. - - 

A programme has recently been developed (Isaacs & Cohen, 1988) which 

introduces complex kinematic constraints into the dynamic simulation. The programme also 

. - 
x2  . A - * 

1.5.1.. Kinematically Constrained simulations , , 

Kinematically constrained simulations will be discussed first, as they are more 

numerous in the literawe. The equations of motion in these studies were written to 
demibe the movement of a multisegment &rodel. Many of these models restricted the 
simulation to the a i r b e  phase and the motion of many of the degrees of freedom were 
specified Only a few of the variables were actually simulated. Qommonly, the orientation - ,  

of the torso was determined by the solution of the equations of motion. In m y  of the 
, 

airborne simulations the equations were derived based on the conservation of angular 
momentum, As this represents only a single ecpation in planar motion and three quatiens 

in three dimensional motion, only a limited number of degrees of freedom could be 

considered to be variable. By restricting the unknowns it is easier to make predictions from 

these models since there is less information to assimilate, and itis therefore, 

computationally less expensive. For example, the mathematical model of pole vaulting by I 

Walker (1973) predicted that trained athletes would capable of pole vaulting over twenty 
feet, long before any one else considered it to be possible. 

The diving simulations produced by Yeadon (1986) present the most significant 
predictive capability currently published in biomechanics literature. In spite of the fact that 

only three variables were actually simulated, Yeadon has introduced a new approach to the 

performance of twisting dives. Of yarticufar significance is the fact that the predictions 

based on simulations contradicted the prevailing views of the coaching community, and 

proved to be correct. It was:commonly accepted in the diving community that in order to 

rnaximise the rotation of twist in a dive, the diver must reduce the moment of inertia about 
the longitudinal axis immediately after takeoff. The gist of the theory was that minimising 



includes the addition of inverse kinematics. One of the difficulties with this approach is that 
-- - - - - - 

a poorpoor de&tidn of the constraints can produce k overdet&&ed -- solution. The benefit of 

such an approach-is that the researcher is able to minimize the effective complexity of the 
9 

model. , . 

1.5.2. Dynamically 
L 

Constrained Simulations 

Published simulations of human movement in which torque inputs were 

implemented are few in number and unsophisticated. F Q ~  example, an early running 

simulaticm(Chow & Jambsen, 1971) requireh specification of both the hip movement and 
the ground reaction forces. Therefore, that simulation was not autonomous and was 
capable of making few predictions, as any change in system input would ultimately effect 
the specified variables. 

,:. 
0 ~ h k  motion of the ncovery leg in was simulated u&ng a a0 segmn  - ,. 

. L 
, . .. - . 

in an a w j  , . to quantify the non muscular reactions between the adjacent segments .. . -.  -- 
1. ,I- 

(Phillips, Roberts, Huang, 1983). The movement was simulated without reference to . %, -. ..: -. 
knee torque and the results were compared with the human performance. The apparent a \ 

differences in motion were attributed to muscle wtion. This explanation is misleading 
because muscular forces modify reactions between adjacent kgments in an interactive way, 

suggesting that there is not the direct relationship that Phillips has proposed. 

1.5.3. Optimization 

* 

Another method for constraining a simulation so that the control problem ii - * . 

rninirnised, is to require the simulation to satisfy some objective criterion such as - ".-- 

minimisation of energy. In effect producing a local optimal solution. 

# * 
I -  . 

It has been suggested in the literature (H&e, 1984) that the primary impact of the ', . ' 

successful simulation of hunt& movementwill lie in its utilisation as a tool for the , j A > , 
-- - _--. * - - 

optimisation of human movement It has even been suggested that, at point, the 
. . 

. . o ~ o n o f h - ~ c e d @ g r e B t t s e B - b y t k e & ~ ~ o f  ' .  - 

the movement of a model (Hatze, 1984, Vaughan, 1984). -Within this suggestion lies the - - ,  - . 
. . 

implicit assumption that the  mathematical.^ can be fuhctionally representative of the . -  - .  X . 

human body. -. - I 



0 

. - .  - 
e 

Mathhatical optimisiZtion of a modd is restricted to mhimishg a s w e  bbjective \ 

- k- . 
function (e.g. the eminimal mcWical me% kquired) withinthc ~ & t r o f ~ h ~ s i c a l  . * ' - ; 
constraints. However, it is submitted that thk human body does not s h i l d y  opthist o w  ' 

a single variable. The human body n ~ s s a r i l y  op&se~ ~ v & ~ v &  yariables, 'L+ ' 
' u  

involv& some intermediate combination of objextiQe functions (Nelsbn, 1983). It may 6. 
. . 

. reasonable to develop an objective function that consists of a keighted avmgl of &erat * % 
Q 

objective criteria. The identification of such a function that re&ybly explains h e  natural &- . 
motion seems implausible to this author. The~fore, one cannot assume that the" 

optimisati& of themovements of a model will have &direct effect of aptimisirlg the , 
CI 

- %&spite the fact that mathematical bptimisation of the rqovement bf a model cannot 
dm&lead to the optimisation of human movement, it may newheless provide relevant 

. z 

infor&a&m. For example, in one study (Nelson, 1983), a simp& movement of the model 
was optitnised far severs1 objective functions and the resulting movements web plotted. It 

was submi&ed that the plots formed an envelope, and that the optiml hulhan movement lay 
within it. The tighter the envelopes, the greater were the chances of predicting the best , - 
movement of the athlete. * a  

Marshall, Wood & Jennings (1985b) examined the efficiency of w e n  optimisation 
i criteria to predict the kinemauks ofwdking; DifTerences were n o ~ i n l h e ' a ~ i l i '  ofthe I ' 

objective functions to predict stank leg or swing leg lrinkmatics, which sdggestd tq the 

: authors the possibility that there may be more than one performance objective in a system at 
I I *. , 

7 - v -.. . .-, - . , , ' n  '.. . ..;. one time. 
i - ,  r ,  - r 

#. 

" 
- ~ ,  

such as straight kicking, optirnisation of the two segment , 

reasonable prediction of the optimal human perf~~mpnce: = 

(Hatze, 1984). However, this is not the case for e r e  com'plex h h a n  mov&nknts. 

Mathematical optimisation of the ~mvcmen~of a model may prohde a useful 

method for identifying the criteria detefmihing how$ie human boay naturaIIy ckises to, 

perform a g i p  movement. Future &vdl~pnmaf  this thesis wil l  m h k a d &  & 
the use of optimisation as an aid in developing strategies for mdifyhg ~hnique . .  
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- In a &;it revit& . . article on the use of simulations in biomechanics, Vaughan 

(1 984) suggested that "a possible limitation of cc$bputer simulation i s  that an advanced 
&- 

: .  .- ' . - .  
knowledge of mathematics and computers may k necessary. Indeed one of &e greatest A ,.- 

-_, ,.& 

dangers is using the computer model as a "black box" without understm$ng its . ., - 
- : ,. '7 T ,  

-* 

complexities, limitations or validiiy". statement is typical of the view ok ktichbf the 
he 

0 .  1 

hers in biomechanics who c k l y  use simulation in heir analysis of 
tze (1983b) has suggested that it is necessary to  have an 

understanding of phys&logy, mathematics and physics before one can tackle the problem 
of simulating the movement of the human body. This elitist attitude has resulted in the . 

* " .-. 
development of models which are both to understand and tome. 

. An attempt is made in this thesis to provide a simulation of human running that can 
- ,,w - b& used as a research tool by both professional and lay individuals. The elements of the .- 

model are simple, with simple,relaition&ips of intrr&tion. The user d o e ~  not need to have ' 

direct access to the some coda as the programme is intetactive. Marshall, Wood & 

Jemings (1985a) have"deve1oped an interactive simulation of simple human movements, 
* /  

but the-interactive aspect requires the user to edit add modify the toque profiles. It is ---- - 
suggested that a truly interactive model m&t provide the u r n  with theability to interrupt ; 

' 

the simulation, modify ihe profiles and continue the <mulation. The interactive programme # s  

Virya (Wilhelms, 1987) and more a n t l y  Kaya (Wilhelms, 1988) are examples of . 
elaborate interactive computer programmes for the animation of human pavement. In terms '- 

of the simulation of human movement, p e h p s  future programmes will allow the uset to . 
modify the force profiles without stopping the programme. Preliminary investigations, 

using the programme developed for this thesis, indicates that the movement is too quick for 

this to be a practical approach. The user would simply be able to modify the forces in . - 

advance of the simulation reaching a given point in time. >, 

lr P 

- -  C 
1 

One of the coricms about an interactive simulation that involves several variables, - 

, . 
is that there must be some movement torn-. The task of producing a h e  movement - 

- 

in its entirety is formidable (Armstrong, Green & Lake, 1987). Therefore, rather th& - 
leaving the whole task to the user of the interactive pro&ramme, kveral gene& m~v-rii 
patterns should be made available. It is suggested that-rquiring the usem make hinor. 

modifications of existing movements is a more reasonable task than having W e r  

generate novel tasks. It was therefore necessary tb develop a procedure for reproducing a 



known movement. The obvious solution was to perform an inverse dynamic analysis on a 
* 

reeded movement (Isaacs & Cohen, 1988) and then to use the calculated forces as inputs 
to the simulation. This mtbod is commonly used to validate a simkation (Ju & Man-, 
1988), although it is known a priori, 'that the original movement will not be replicated. This 

is evident, because the inverse dynamic analysis'caiculates instantaneous forces, whereas 

the simulation uses average force over an iteration step. To overcome this difficulty, a 
boundary value problem was set upbetween successive states. The required forces were 

then calculated using this approach. The boundary value problem involved a'shooting 

method in which the objective was to match the velocity state at the endpoint Originally the 
problem was designed to match the position state (Chao & Rim, 1973), but unusually l e e  

0 fluctuations in forces over time became apparent. Matc&g velocity sta-uced a 

reasonablexeproduction. . 
sV- 

In summary, this dissertation presents the development of a dynamic simulation of 
- human running. All relevant aspects of the simulation will be reproduced and discussed. Of 

particular significance is the autonomy of the simulation from external constraints. The 

, simulation requires the input of generalized farces but is otherwise independent of the 

environment. The fomes can either be derived by requiring the reproduction of a set of 
kinematics or by interactive modification. This autonomy suggests that it is practical to 
discuss the presentation of this simulation in an interactive computer graphics programme. 

A rudirnentarykintective simulation has been developed as a basis for assessing the 
practicality of the approach. The purpose of the interactive pro&ramme is to provide the 

user with the benefits of dynamic simulation while insulating h W e r  from the 

mathematical detail. The simulation is intended as a teaching and research tool. 



Chapter 2 
Methods 

This chapter has been divided into three distinct sections. The first section is 

devoted to an overview of the mechanics and the integration of the equations of motion. 
The second section deicribes the data collection process and focuses on the fundamental 
assumptions required f& the specification of the model kinematics. The third section 

describes the interactive gaphics programme. 

2.1. The Mechanics 

The model of the human body comprised twelve linked rigid segments. Net joint 

torque profiles and the initial kinematic state were input to a system of ordinary differential 
equations. The only external constraint was ground contact during stance and was 

represented by an analytic rolling constraint. h i s  section expands on the mathematics 
involved in the development of the running simulation. 

2.1.1. Derivation of the kcpations of Motion 

One essential component of the modeling process is the development  differential 

equations representing the system dynamics. Any one of the following five general 

methods, or several bthers not listed, can be used to derive the necessary equations of 

motion. 
1. Newtonian Mechanics (Newton-Euler Formalism) 

(Marshall, Jenson & Woods, 1985a) , 

2. Lagrangian Dynamics 

(Bourassa & Morel, 1983, Chao & Rim 1973, Hatze, 1981) 
3. Hamilton's Principle 

(Dapena, 198 1, Yeadon, 1986, Passerello & Huston, 197 1) 

4. Kane's Method 

(Kane & Levinson, 1983, Ju & Mansour, 1988) 



5. Gibbs~Appell Method 

* ,  
I . ,  . 

-The choice of method is of minor importance; as a'lgebraic manipulation can reduce 
I 

the formulationsKrieentical equations. This is a natural consequence of all derivations 
beag ultimatelyreduced to Newton's law (F-lllit). It is acknowledged that some 
researchers prefer not to use algebraic manipulation on the derived equations (Hollerbach, 
1980) and thus feel it is necessary to use a mathematical derivation which directly results in 

8 

* the form of the equations they desk. It. is suggested that emphasis on the best method of 
derivation is unnecessary and the method chosen should be the one in which the researcher 
feels the most proficient. It is only the final form of the equations that is important, not the 

method of derivation. For much of this work the equZiGiEs of motion were derived using 
the Lagrange formalism. This method was chosen, firstly, because of the author's personal 

preference for algebraic manipulation over vector calculus, secondly, because the resulting 

equations are of minimal rank and the inertihatrix is symmetric and positive definite (this 

, produces a desirable form for the numerical integrator) and thirdly there arises only one 

equation of motion far each d e w  of freedom of the model. The Lagrange method requires " 

that the internal constraints of the model be holonomic. If non-holonornic 

constraints are neces articular purpose (e.g. friction), the number of degrees of 
freedom must be extent that the resulting equations of motion implicitly 
include the cons wledged, that under certain conditions it ky be prudent . 
to adopt another method. For example, impact conditions in this thesis are derived 

4 

assuming an inelastic collision with no slipping and uses the principle of conservation of 

angular momentum about the instantaneous contact point. The rolling constraint is derived 
using Newtdnian mechanics2. The equations for the twelve-segment model were derived 

using a combination of Newtonian and Lagrangian dynamics. The dynamics of the foot 
were described using the Newtonian method and the dynamics of the rest of the body were 

derived using the Lagrangian method.  he* models were coupled through the reaction 

force at the ankle joint. 
i . ? 

+ 

The construct of the final model was the end result of the development of a series of 

models. The development started from the analysis of a simple one segment model. The 
* 

'For example, through the introduction of Lagrange Multipliers. 
la he foot is modeled as a finite radius arc and the ground constraint as a rolling 
constraint. 
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- -purpose of the first model was to test the mathematical methods. Subsequent models 
involved a successive increase in complexity. &th stage was an &emit to determine the 

construct df the succeeding model as well as p i i c i n g  a better model for the purposes of 
the simuktion of running. All of the models wen constructed using the following 

\ 

assumptions: * f\ 
1. All modekco b rised a series of planar interconnected rigid segments. 

2. The segments had constant mass and constant length. 

3. The inertia tensor was assumed to be iri dyadic forrn 
(e.g. the reference axes were considered principal axes). 

The segment lengths were determined from the film data. The other anthropometric 
values (inertia, mass, distance to centre of mass) were obtained from the literature (Winter, 
1979). The joints were holonomic constraints and were the points of articulation between 

scgments. Coordinate ax& for each segment were chosen at the proximal end of the 

segment. The segments were numbered so that joint i c nects segments i-1 and i. All 3 
joints were rotational and the joint variables qi were referenced either to the vertical up (as 

shown in Figure 2-1) or to the vertical down. 

The reference vector to the body R is dependent upon the choice of model. It was 
normally located at a mathematically convenient point (e.g. the point of contact of an 

-- 

external constmi- reference vectors Ti extend from the origin of an external reference 

system to the centre of mass of segment i and were expressed as: 

where: 
- 
qi- 1 = Position vector at the distal end of segment i-1 

'i = Proximal distance between the joint and the centre of 

mass of segment i 



segment i-1 

Figure 2-1 Specification of the variables and reference orientation 
for two segments of a planar model. 

The angular velocity of segment i is expressed as: 

The Lagrangian L is defined by : 

where : 
- 
j = Unit vector in the vertical direction 
mi = Mass of segment i 

Ii = Moment of Inertia of segment i 

The Lagrange quation can be written: 

, . where : 

L = Lagrangian = T-V 

- T = Kinetic Energy 



n = Nu* of Degrees of Freedom 

Fqr 
= The Applied Generalized Forces ,. -, 

d 

The differentiation can be ca'rried out to yield a set of non-linear second order 
. ,  

- ordinary differential equations: 
- ,  

41 
=' . 

- 

This equation can be written in the form: 

A(q)i= B(q, ;1) + F iJ= 1, 2, ..., n 

where : 

'i A = The Inertia Matrix 

B = The Vector of Transient Terms .. 
F =  he Applied Generalized Farces 

The task of differentiation can be quite tedious, but is not a limitation, as suggested 

in the literature (Pandy & Berme, 1988a). The equations of motion are symmetric and a 
recursive algorithm is tractable. An explicit declaration of the branching that would e~able a 

computer generation of the equations of motion for the twelve segment model used in this 

thesis was not designed Anexample of a recursive algorithmic formulation.for a single 

kinematic chain is presented in Appendix F. It is also possible to use a simulation language 

(MACSYMA, 1977) to perform the differentiation analytically (Ju & Mansour, 1988). 
1 

With the exception of the simplest wand order system: + wO2 q = 0 where a 

numerical second order int&ration method is possible (e.g. Numerov's methda (Gladwell 

& Thomas, 1981) ), it is usually necessary to transform the system of second order 

equations4nto a system of first order equations. This can be easily done as follow$ 
(Burden, Faires & Reynolds, 198 1): , 

, . 

f . . 



i 

The equation can then be written in the form;- 
. , 

AO.)~ ,=B@)+F . .  % 

2.1.2. Introduction of an External consirhint 

,. 
. One of the natural consequences of simulating running is the necessity to 

incorporate the ground constraint. The contraction of the human muscles causes only a 
reorientation of the segments relative to each other, and in fact, it is only the interaction 

between the foot and the ground which propels the runner forward Three methods of 
imposing the ground constraint have been considered. The first, and technically the 

simplest method of applying fhe constraint would have been to introduce a massless spring 
and damper at the poiqt of contact between the foot and the grpund. This method was 
rejected because it intmduced artificial eigenvaluesl and was computationally expensive. 

The second method considered was to determine mathematically the force required 
to maintain the constraint (Hatze & Venter, 1981). This method would require the 

introduction of a new set of equations, but would not introduce artificial eigenvalues. This 
method would be pqrticularly useful when several possible constraint violations exist both 

independently and simultaneously. For exhmple, tripping the runner and having the m e r  

land hat on the ground and start lolling. A similar method of constmining movement was 
used for the f i t  of the two twelve-segment running simulations in this thesis. In this thesis 

the constraint forces were determined by introduchg a boundary value problem which 

specified that the point of contact between the foot and the ground remain stationary. 

The third method was to redefine the model such that the constraint would be 

incorporated into the equations df motion, and the number of degncs of fi-eedom reduced. 

This involved separation of the movement into two distinct phases (e.g. airborne and 

stance). The ground constraint forces are inherent to the equations describing the stance 

phase. They are neither necessary nor calculated. This is ;an elegant, approach for the 

simulation of movements with only a few independent states, but is hgorithrnically 

intractable when there are numerous constraints. Fortunately, the analysis of rmming need 

only consider the @und constraint, and only contact with one foot. This 

method required the researcher to indichte explicitly the impact and take-off conditions. An 

elaborate mathematical derivation of the impact conditions has been presented in the 
' 

'See the next section for an explanation of the importance of the eigenvalues. 



literature (Zheng & Hemami, 1984, Moore & Wilhehs, 1988), but this complexity is 

unnecessary here, as only a single point of constraint and only one constraint at a time were 
imposed. The impact conditions were calculated using the fact that the angular momentum 

, - 
, - of the body about the constraint point is conserved on impact. 

I , -  
For planer motion the angular momentum about a unique point 0 can be expmsed 

as: " . . 

where : 
- 
'i = A Vector for 0 to the Centre of Mass of Segment i 
- 
vi = The velocity of the Cenm of Mass of Segment i 

Wi = The Angular Velocity af Segment i 

' ki = The Radius of Gyration of Segment i 

At Impact : 

A simcant difficulty was presented by this type of representation of the 

constraint. During natural running the position of the force vector on the sole of the foot - 

changes continuously from the time of foot strike to 9 off. Mathematically constraining a 
single point may be inappropriate. Three methods of dealing with this problem were 

considered The fmt method was to* ignore the movenknt of the force vector, and assume a 

fix@ constraint position. This is often done when the leg is represented asa single 

extensible segment (Pandy & Berme, 1988% Pandy.& .Beme, 1988b). This method was 
used in hopping simulations, but was considered to be unnatural for the running 

. . 
simulations as there is a sigmficant displaoc&nt of the force vector. 

The second method was to represent -the fwt  with a more elaborate d l  and 
introduce more than one point of c~nstraint,'(e.~. a combination of springs and dampers 

and fuced points). Bourassa & Morel (1983) simdated the ground constraint with three 

separate constraint points. The process they used for changing the constraint from heel to 

metatarsal to toe was not described. This method was studied, for this research, for two 

constraint points, both of which can be active at the same time, but was disc~ntinued in 

favour of the third method, as follows. 
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I ' 
The third method was to represent the plantar surface of the foot by an algebraic 

* ,  

expression-Ju & Mansour (1988) represented the foot by a second order polynomial and 
~cGcer~<l$89)̂ kpresented the foot as a finite radius arc. In this thesis the foot was dso 

modelled as a finite radius arc. This allows the force vwtor to move naturally with the 

movements of the foot via a rolIing constraint. The equation of motion describing the @el 
of3gure 2-2 is derived from Newton's laws (see Appendix G): 

(x,y) : instantaneous cen tre 
of rotation 

: distance to cep! tre of 
mass from arc centre 
: radius of arc '' ' 

( X I Y )  

Figure 2-2 A description of the foot model. 

The equation 'Auces to : 

t = m (kZ + R~ + ? - 2 r ~ c o s ~ G  + mgrsin q 

where: ~ 

R . = The radius of the arc 
r = The distance frob the centre of the arc to the ankle 

The movement of the constraint pint  instantaneous centre of rotation is described 
.. ...+ * ' 

by: '> 



4 

A foot comprising a fixed raclius arc was e r n p l w  in this simdaticm as it was 

considered to be more general, and easier to modify. Parameters were estimated by 
i + 

a 

4euristically initching the movement of the ankle position of the model, to the recorded 
movement of the ankle. This was a relatively simple p e d u r e ,  agd is explained in greater 

detaik in chapter Three and Appendix G. 
I > .  , 

2.1.3 ~i&,~tation of the Equations of Motion 

Thebveqient of the model is simulated by integrating a set of ordinary dZfl?frential 

equations @ken the initial conditions and controlling farces. With the exception of simple 

physical rnaels or linearised systems of equations, an analytical solution is unlikely. 

. 
Two: distinct approaches to the solution of the equations of motion have been 

considered. One 'method is to consider a linearised form of the equations at a given state, 
I 

and to use a stan&trd technique such as Laplace transforms to derive a local solution. The 
second method involves thC numrical integration of the differential equations and requires 
the selection of an integrator from a myriad of aWable numerical techniques. Both of these 
methods requir$knowledge of the system eigenvdues. 

, * 

- e 

/ 1 

~he'eigenvectm represent the "normal modes- system, and in combination 
with the eigenvalues define the solution of the system of diffekntial equations. The . 

equations of motion for all of the models discussed in this thesis are non-linear and , 

consequently, by definition, the eigenvalues are dependent on the instantaneous state of the 
system. Linearisation of the equations is reasonable only if the eigenvalues vary little over - 
the range of s tws for a particular movement 

t, 

1. 

stand& numerical techniques can be used to calculate the eigenvalues for the 

system linearised about specific stated. The system of equatiok can be reduced to the 

form: 
" 8 

where: 

A = The Inertia Matrix 

J = Jacobian of the Transient T m s  

1IMSL routine ElGZF was used for this thesis. 



1 = The Eigenvalue Vwt& , 

. . - -. 

The eigenvalues haye been calculated for various shes  of fhe different models. 
With respect to all of the models studied in this thesis, the &envalu& can range from a 
purely imaginary term to a purely real term. The non-linearity of the eigenvalues increases 
with the addition of distal segments. It is i m p o d t  to notehowever, that for a specific 

simulation, the eigenvalues may never traverse this exmmd'range, but it is suggested that 
the variability is sufficiently large that linearisation of the eq&kbns'of motion for the 

simulation of running was inappropriate. 
. .  

/' a 

C < ' 

There has n a significant amount of &h. examining the integration of linear 
- .  

systems of differential equations. It has been shown that the solution of a linear system 

requires that the eigenvalues lie within the stability rehon of the numerical method chosen 

for integration (Numerical Analysis Come Notes, Payne, 1985). It is assumed that the 

same stability th& applies to nonlinear'&pations and therefore the ei&nvalues, as 

linearised aboutgset of conditions, lie within the stabihty region of tlie knerical 

integration method over a reasonable step size. . . 

With respect to the system eigenvdues, the two worst case scenarios are stiff 
problems and oscillatory problems. A stiff problem can be considered to be one in which 
one or more of the system eigenvalues are very large relative to the other eigenvalues. 
Integration with an inappropriate technique may result iq a meaningless solution. An 

oscillatory phblem is one in which the eigenvalues lie on the imaginary axis (for example 

an undamped pendulum). Integration with an inappropriate technique results in either an 

artificial in- in energy or ah artificial decrease in energy. Both of these scenarios are 
possible conditions for linked rigid segment models (See Appendix A). 

t 
/ 

In Biomechanics, researchers oft* an expGcit b g e - ~ u t t a  integration method 
which behaves poorly under both of the above conditions. Eviden& of numerical instability 
for the simulation of jumping is documented by ~ a r s h d l ,  je=n B woods (l98kL In 

that simulation, the authors had to adopt a piecewise integration of a simulation of a vertical 

jump. The jumping simulation was performed in groups of five steps and the average 

output from the last two steps was used as input for the fvst step of the succeeding p u p .  

It is suggested that this technique is undesirable, and that a capable integration s c h ~  
should be employed instead of this hewistic approach. However, since the existing 



shulations involve so few iterations the numerical problems may be minimal. 'I&UODI 
-- -- A - 

subroutine (Hindmarsh, 1980) was used for the running simulations in this payen:It 
, provides a series of backward differentiation fmulas  which are appropriate for Stiff ' 

problems. The integrator be instructed to use an A-stable method to deal with 

oscifiatory problems. The MOD1 integrator contains a convergence monitor that is often 
useful for detecting mathematical inconsistencies in the equations or divergent solutions. 

.- Lastly, the LSODI integrator internally modifies the integration step size and the brdir of 
the method to maximise the mathematical efficiency and therefore minimise the * " _ 

i - 

cgmputational cost. , 

r 

. , "  
, H&ing chosen a robust numerical integrator one can be satisfied that thq'simulation . . 

, .. . . 
of @&movement of a physical mode) will be adequate. However, one cannot ip&e the . - -. 

< - -  
possibility that under certain dynamic conditions the system will be unstable. Id . ' - . I 

# conclusibn, no integrator is capable of handling all possible situations. The user i h i l d  
learn to recognise poor conditions &d monitor the system eigenvalues when in doubt. It is 

&, .- 
essential that the researcher use caution Whm incorporating artificial eigenvalues via some 

control strategy or constraint application. 

2.1.4. The Boundary Value Problem 

The reproduction of the recorded performance was achievedLby introducing the 

following boundary value problem. 

5 i r - .  
' , unknown : F -,. - 

, 5 . - -  -2. 

' .  . 
Note, that the final endpoint condition requ&s only the specificatik ofveloci4 

d - and not position as proposed by Chao & Rim (1973). The oiigind f i d a a & n  used'mal 
- 

end position, but the estimated f o m  profiles showed high flwmWiis with 
- 1  time. Matching the velocity profiles produced a reasonable match in pdsition profiles as 

well as reasonable force pq1f11a. It is suggested that the use of the boundary value problem - 
is essentially an i n v m  dynamic analysis. The major differences between the two king . . . 
that inverse dynamics calculates instantaneous forces and the bdundary value problem 

calculates average forces over a time step. 
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. . The b6ic approach taken .to solving ihe boundary value problem was to employ a 
" ;h&ting d o d .  This technique involves, firs6 estimating thC xxquired faces, and then 

the task is finished. Otherwise, 

.A 

- .fwd methods were used to modify %forces . The first method is a quasi- 
> I ' 

~e&njqn metha  (Burden, Fains & Reynolds, 1981)(see Appendix ~ ) 1 .  This method 

.shows a fast convergence, but is extremely sensitive to the starting conditions. It is 
- necessary for the initial guess to be very close b the correct solution. In fa&, the stability 
- region is too small for this method to be of practical use on its own. Therefore, it was 

L necessary to choose a second method, which modified the forces unGl they were within the 
stability region df the Quasi-Newton method. The method chosen was similar to a bisection 
method Forces were modified by an amount relative to the di&reemnt betwekn desired 

h a 1  state and achieved final state. This method is very slow to converge, but is very i_ 
stable. The two methods were used in combination, and the relative stability region of the 
masi-Newton method was heuristically dekmined, and varied with me conditions. An 
interesting restriction of this method was imposed by the nature of the numerical integrator. 
Since the integrator internally determined the hethod order a d  the'sbep size, it has 

happen& that the Solution was on the bcxdmbnr of h e  ofgamrswitching. ConsequmFy, 
the predetermined error bound was never Satisfied. The author subjectively intemupted the 

, - infinite loop created, and gave up hope of matching that rare condition. The problem was 
always associated with very large force values. Subtle modification of the kinematics was . 
ound to be a practical solution. Although it is possible to input random force values t~ the 7 boundary e e  problem, it is computationally more efficient to use the output forces from 

an inverse dynamic Gihlysis. 

d 

l ~ h e  quasi-Newton method employed was a modification of the classic procedure. 
Traditionally the approximation to the jacobian matrix was determined by repeating 

.the integration with changes in parameter of the order of E = 0.001 but it was 

.discovered that the convergence region was much larger if e was made much greater 
0.g. E = 10.0. 

' a  



2.1.5. Validation 

, + %*is suggested that validation of the model is a two step procedure. The first stage 

is the validation of ihe mechanical model and the second stage is the validation of the- . 

'movement of the model as an analogue to the natural movement. - , ,  

d 

"a The mechanical model can be conditionally vali ated by verifying conservative 

movements (e.g. conservation of angular momentum i$fiee flight) and limited cases of 

n -conservative movements. These tests are used to shdy the mathematical consistency of ff 

dynamics. The LSODI integration subroutine used in this thesis incl 4 
, convergence monitoring. A divergent solution for these models is normally an indication of I 

a nlathernatical inconsistency in the equations. This is a significant advantage of the LSODI 
solvei.over other numerical iht6grators. An experimental method of validation of the 

mechanical model could be provided-by the development of a physical model. @owever, 

this technique is reasonable only for the simplest cfmodels. 

Validation of the movement of the model as an analogue to the natural movement is 
7 

a complex problem (Panjabi, 1979). Assessmerlt of the degree of verisimilitude is 

subjective and therefore open to debate. The model is necessarily a simplification of the 

natural system and therefore is limited in scope. The model is qualitatively validated by 

human assessrmnt. Future work will attempt a more rigorous validitian by examining the 

model's predictive capabilities. It is acknowledged that the modei can never be absdutek : 

vdidated. . - - 1. ., 
< 

2.2.   he Data Co1lectio.l Prodess 
7 - ,. 

% r 
A --, 

adty Having developed a method for-mathematic describing the movement of a linked 
rigid segment planar model, the significant task of ve~fying a human ;inalogy began. The 

W L  

initial objective was to obtain &ta from high spe ine analysis. The simulation task was % - = _  

theri to adequately represent this motion. The us e boundary value problem to 

reproduce kinematics suggests that any cmtinuous set of kinematics is reproducible. One 

of the tasks of the research is therefore to generate the ernatics. 

. "F 
It is important to recognise that human running is three and a result of 

the movement of a deformable body composed of hundreds of of which are 
4 

4 

connected by holonomic constraints. It is therefore unreasonable to a3sdme that the 
3 - 



recorded human performance will be uniquely translated to our.12 segment rigid body 

mddel. The data require interpretation before they can be used. For example, in planar 
t 

recording the segments appear to change length due to perspective changes. 

This thesis focussed on the simulation of running and not a replication of the human 
-L 

performance. A simple method for producing movement was considered desirable and 

sufficient si&e future work will be directed at mod3cation of the simulated perfomiance ' - 
t.4 

and only indirectly the modification of the human performance. It was suggested that a two 

dimensional high speed fh recording would be sufficient to provide the required data as 

the analysis of a three dimensional film recording is an unnecessarily complex task. 

A single male subject ran overground across a force plate while being filmed by a 
camera (sampling rate for both instruments = 180 Hz). The line of sight of the camera yas 

perpendicular to the sagittal plane. The subject performed runs with his own preferred 

comfortable style. The film speed of 180 Hz was chosen to allow accurate identification of 

cycle events (e.g. foot strike), although digitisation of body markers was performed on 

every third frame (time interval 0.01676 seconds). The positional data were used to. 

generate a set of angles consistent with the definition of the model, as well as a ; 

predetermined reference marker. The recorded positional data were used to estimate 
> 

segment angles and not joint position. The raw kinematics, therefore did not results in a 

changing of the segment length as would be seen if one used the joint positional data. The 

reference markers and angles, not joint position, were smoothed using a-quintic - spline 

smoothing routine. One of the problems associated with using the quintic spline is that the 

smoothed data only p d l y  represent the original signal at the start and end frames. To 
I 

overcorpe this difficulty, artificial data were created at both ends of the data array. This was 

done by assuming that th running stride was cyclic and producing a part of the stride at 8' 
both the beginning and end of the digitised cycle. Having done @is it became apparent that 

the additional data were slightly discontinuous with the original data, The new data were 

then subjectively modified so that the profiles were smooth. This technique was used only 

to overcome the problem of the quintic spline smoothing. Once the data were smoothed 

these extra data were rejected. The amount of smoothing required is determined by 

explicitly stating a smoothing factor. This facioireflects the root mean square difference 

between the smoothed signal and the original signal. This factor is not normalised and so it 

is inappropriate to predetermine the value of the smoothing factor. The choice of smoothing 
lb 

factors was subjective. Sufficient smoothing was achieved when the resulting acceleration 



prof~les were both smooth and subjectively ~asbnable for the smallest value of smoothing 

factor. 

b I 

, , It was necessary to;reproduce the kinematics of the contralateral side of the bddy. 
This was achieved by assuming that the fecorded mnning style was both symmetric and 
cyclic. The original &ta were shifted in time by a half cycle so that the mnning style was 
reasonable. The movement of the contralateral hip - and shoulder were assumed to be the 
same as the ipsilateral hip and shoulder. This is the same as 180 degrees out of phase. The . 

-. final data array contained information for a half cycle; from contralateral toe off to ipsilateral 
toe off. 

-- 

It is suggested that the purpose of the foot for the simulation of running was to 

adequately represent the movement of the ankle and the relative position of the plantar 
surface of the foot at heel strike and toe off. Therefore, the size and shape of the foot were. 
detemihed by examining the recoded positional &ta of the ankle. A computer programme 

was developed which graphidally presented the original ankle kinematics and allowed the 
user to mod@ interactively the radius of the arc and location of the ankle. The parameters 

were heuristically determined using this programme. It is submitted that digitisation of the 
ankle markers is sufficiently noisy that the mid-stance difference between the recorded 
movement and the simulated movement can be ignored The data collection process at first 
glance appears quite artificial since so much data was inferred from so little information. As 
the simulated movement profile will nev& look exactly like the recorded movement because 

of physical differences and because of random noise associated with the data collection 

process, the simplest data collection process possible was employed. It issuggested that 

the recorded movement is only a general basis for the simulation and that any reasonable 

movement wouldsuffice. 

2.3. The Interactive Graphics Programme 

In a p k e s s  analogous to the development of the model, the intemctive programme 
was designed in distinct phase:. The first programme consisted of a simulation of the one . 
segment model. This implementation is of minimal simulation complexity thus the task 

i ,  

focussed on the interactive algorithm. The second programme introjuced the running stride . 
and was used to test the practicality of modifying technique by modifying interactively the - 
force profiles. Photographs of the three interactive graphics screens can be seen in Figures - 
2-3a, 2-3b and 2-3c. 



Figure 2-3a Interactive Graphics Screen I 
,.- . -Ad? 





Figure 2-3c Interacitve Graphics Screen 111 



2.3.1. . The Basic Programme 
. * 

The final set of interactive p r o d e s  were developed on a Personal Iris Graphics 

Workstation. With the exception of. the LSODI integrator, the programme has been written 
in C, using-Silicon Graphics 4sight graPhi~~.windows and GL'&;hics library. The 

LSODI ihtegrator was written in Fortran and was modified only slightly for adaptation to 
this thesisl. The programme consisted of two gyphics windows situated side by side on 
the compuJer screen. The left window was used as the display window. The user was 

presented with the option of clearing the screen after redrawing the model.Jt was 
determined that it is easier to understand the interactive pmedure by not clearing the screen 

between redraws. The computational task was minimal and there was no delay in the 

presentation of the simulation, the simulation proceeded too fast for -cation during the 

simulation time. It was found to be more practical to wait until the simulation was f&hed 
befm the force profiles were modified The programme was organised to identtfy the 

location of the left mouse button when it was depressed. The location of the cursor 
determined the magnitude of the force value for that particular time. Note that the user can 
modify only the magnitude and not the timing of the forces. When the user is satisfied with 
the farce modifications the simulation can be restarted. _ >  

2.3.2. The Two Segment Simulation 

The major changes to the second interactive programme were the iritroduction of the 

forces calculated han th? boundary value problem and the optional use of a bezier 
polynomial to represent &h force profile. The simulated movement was therefore, thaiof 
a running stride. The modification of the for= protiles had the obvious effect of modifying 

the running stride. Of siwca&e, was the fact that only minor changes in forces resulted ' 
.? 

in simulated movements that were not representative of running. Running seems to be 
sensitive to the distribution of force inputs, and the modification of a single force requires 
the modification of all the rest of the forces. A major improvement to the user friendliness 

of the programme was the implementation of a representation of the force profiles by bezier 
- 

polynomials. The user then need only modify the bezia control points. Since these are far 
F 

fewer in number, as low as six points for 60 force values, and ensure continuity of the 

force profiles, it was easier to produce sensible movements. The be* control points can 

'The programme was modified to include quser defined procedure 'for identification of 
the violation of the ground constraint. 



be seen as the black points in the force prof~le windows. Close examination of the two 

photographs of the two segment interactive progmmm reveat that the six bezier control 
points have been modified in the second picture. It was a simple process to modify the 

control points to produce an approximation to the original force profile1. A more accurate 

representation of the forces would require a greater number of bezier control points but no 
significant change in complexity. A third window was introduced which provided controls 
to modify the display s& (e.g. shift the focal point and zoom). . 

. . 1 ..' 

", 
- 2  

2.3.3. The Twelve '~eghent Simulation 

-The algorithm for the twelve segment simulation was identical to the algorithm for 

the pkvlous two programmes. The major distinction between the programmes is that the 
:*. 

twelvt! segment interactive programme displays only five of the force profiles at one time. 

The user'must click the mow-in the window to scroll through all of the force windows. 

The programme was sufficiently fast on the Personal Iris Workstation that the limiting 

factor is the time to make force modifications, not t h ~  length of time to simulate the 

movement 

In summary, the interactive programmes are easy to use and provide the user with a 

menu interface for choosing the representation of the force profiles, either individual 

forces, bezier polynomials or predetermined forces from a fde. The user is also able to 
modQ the initial kinematic state. The inclusion of kinematic constraints is currently being 

implemented " 

- --- 

I In fact, it only took two minutes to generate the four profiles shown. 



k L  This chapter presents the results of the simulated performance of five different 

4. A Twelve Segment Rigid Body with a Simple Foot. 

5. ATwelve Segment Rigid Body with Rolling Constraint. 
a d 

Four major aspects of the model development were addressed: 

1. The physical construct of the model. 

2. Derivation of the equations of motion. 
3. Integration of the equations of motion. 
4. Validation. 

C 
< 

The fmt stage in the development of the running model was identification of the 

dynamic properties~f the simplest component in the model. This simp12 model had 

relatively little practical value, but was ii reasonable theoretical starting point for the 

development of tk itriming sirnulati&. Using this simple model several stages of the 
simulation process w& examined unencumbered by algebraic complexity: The advantage 
of testing the analytical procedure on a simple model is apparent, as errors can be more 

easily identified and corrected at this d&e. t 

'r 
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Figure 3-1 Reference Orientation for the Compound ~endul l im + 

3.1. Compound. Pendulum 
7 

For a model of the human body the,ieast complex component is a compound . .  
pendulum. The equation of motion for the model of Figure 3-1 can be written as: 

2 

Fq = (1+rnr2)i+mgrsinq 

where: 
I ' = Moment of Inertia about the Centre for Mass ; 

sn - = Mass of the Pendulum 
r = Proximal Distance to the Centre of Mass . 
%. = Applied Torque 

In this section the segmental parameters are arbitrary and were chosen for 

convenience. The equation of motion was linearised about 32 evenly spaced angular 

.. positions cov&ng a range of 2 pi radians with the eigenvalttes subsequently &ulated. 

The eigenvalues were calculated from the following formalism: , . 



. n 
r 

A y = l J y  
where: 

i: 

A = The Inertia Matrix 
1 = The Jacobian of 6 Transient Terms 

1 = The Eigenvalue Vector 

Note &at thereis 40 velocity d e p d e f i a  in either of these terms. The eigenvalues 
' 

h k e  been dculated-for several positions and are listed in Figure 3-2. The large range of 

eigenvaluek, both "haginary and mil, sigdfy a potential instability for the numerical 

integrator. The LSODI integrator used in this thesis limits the effect of a numerical 

instability-& an instability will likely produce a recognizable divergent solution. The 
resulting e m  message and system -pt f r q  the integrator will p v e d t  the output of 

useless information. , . 

Orientation - ~igenvalue 
0 + i . 3.836 

Figure 

2.943 f 

eigenvalues lor the Simple 

3.498 
3.687 - 

3.799 

Pendulum 

, . 

Figure 3-1. 



'3.1.1. validation 
r I 

Once h e  milel w& defined and the equations d motiqn written, movemnts of the 
. - 

model &ere validatedl. , 
I 

- 
' , 

i ? .  > 

' , .*. The &v&nt of the one segment pedulurn w q  simulated over several different 
initial conditioq using the LSODI integration subroutine. The initial kinematic state was 

6 

;upplied to -the initial value problem figure 3-3 shows the movement of fie pendulum for 
'three Merqnt hi& conditions. Included in the sameSaMefigures are the solutions fdr the 

mathematical pendulums for the same conditions. Note that the analytic solution and the 
' qumerical solkon are similar for the smallest angle but are less reasonible for the larger 

angles. Sirlcq running shows large variations in angle it is suggested that a linearised model 
fix running B inappropriate. The period of oscillation'is seen to vary with the ampIitude. 

i -* mere was 60 lntifi~ial.~ain in ene& p d  no phase delay for these simulations. The phase 
" delay was ksumed to be negligible on the basis that kccessive periods of themovement , 

I were idehtical. A phase shift would cause a gradual change the period of the cycle. As - -. 
' L 

, . (  %I-cail be &n in Appendix A, eqpcit numerical &mods introduce artificial gains in energy. 
. ; , ' The insbtanmus energy of the simulation of the cxinservative movement was calcdlated at 

- - - specifid intervals of time. The nmxiaum deviation was less $@.001%. . , ,: 'Several Mhcr conditions were t & ~  to endun that the n m c a l  mthod was ' . - 
. . I -, ' conveGent ad that the solutions wer&ualitatively reasonable. These con@tions consisted 

' of vqous initial states of the pendulmh, and v4ous force profdh. As indication of the + ,. 
* * 

amount of non-linearity Figure 3-3 indudes the solution to a linekised pendulum for the 

same +initial conditions. An initial vali&tion test far a compound pendulumconsisted of a 

comparison of the sirnulationresults with the soluriol of a mathematical pebdulum 
- I 

L 

I - - .  
. - 

1 ,  . .. .* 
' z .  . I 

, 

'The validation tests were discussed in the previous sectkn.' 
J% ' 



. . Figwe 3-3 Time ~ o u d e  Solution 
' Pendulum for three 

. _ . -  

'. , 

for the Mdvement of a Simple 
different Initial Conditions: 

qo = 1.5 , 0.80 , 0.20 radians. The dotted . . 
line showsethe &ithematical pendulum; The solid line show$' 

* 

, the simulated pendulunl. 
s .  

h 
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The mhematical pendulum is a result of linearising a k t  q=O as follows: 

for $4 for sing' 1 the equation of motion for the pendulum is approximated by: 

1 F; = (~+m?)q+mgrq = o , 
, . 

4 ," 
* + .Given the initial conditions: 

Q(Q)= 1 i (o)= O .. > *  - * 
7 

I I 

h z  , 
The solution is: 'h 

q (t)=-cosa where ; 
, , 

Although absblot&alidation is iinpZksible, it is submitted that the rcsula from the ' . -' 
, - 

modelling of the single segment pendutom provide justification for increasing the 

> -  

complexity of the model. 'lk simulation of the compound pendulum veriEied that methods - 

of deriving and integrating the equations 6f.motion were reasonable and that the ksulting 
2 & 

x, < 
.. * - 

numerical simulations we& consistent with the results of the mathematical pendulum - 

Comparison with a &thematical pendulum is by h: mans an adequate validation of the' 
model but does indicate tha8fthq simulated movement is reasonable. 

- 6  
. I  

3.2. A One Segment Planar Object 
- a .- 

's a < / 

. . The skcond stage in the deqelopxfknt of a'full body model involved an i n k s  in I Y 

the number of degrees of freedorn.Cor the one segment pendulum. This was done to allow 

the object tq move h l y  through space with three, degree&f w o r n  (two translation and 

one rotation). me model was then used to study impact c~nditions when a free body , . - B 

suddenly h o m e s  constrained k 



, 3.2.1. Equations of Motion . //'./ " . .  - v 

. - .  
'A - 

* * ,  
+ ,  'Ihe equations of motion weE detivd using Lapgiandynamics. The equatidns - 

A $ 

of motion for the m W  described in ~ i b  3-4 can be written as: " 

* 

' 2  F, = & - mr(&osq-q sinq) ' 

I F~ ' = m(i+g) - mr(;isinq+;l 2cosq) 
, - 

l.' . - Fq = (1+mr2); - rnr(kosq+(>&sinq) 

~ i ~ t t r ;  3.4: Definition of the One Segment Model with Three Degrees 
of Freedom. The Proximal End is Constrained. 

These three second order differential equations wen then transformed inlo=Kfht. 
>. 

c. 
order equations, using the method describe in Chapter 2. The resulting system of equations 



.. 
and the representation of these equations e numerical integrator ah: listed in Appendix . - 

3.2.2. Validation - 4  

4.d 

The first validation test involved allowing the model to drop k l y  in space with 

different orientations of the segments. The initial conditions were various positions from . . 
zero velocity. W- ..+ 

i 

Theoretically, the system should fall vertically with constant acceleration of 9.8 1 'L rns-*, with no reorientation of the segments. There should be no movement in the 
1 

horizontal direction. Using the equations y= $ and v= Igt it is possible. to calkdate the .d 

2 .  

distance which the centre of mass of the system will fall in a given time, and the final 

velocity it will attain1. if t= 1.0 seconds& substituted into the equations of prdjectile 

motion the displacement calcd&d is 4.905 metres and the fmal velocity is -9.81 ms-l. 
.r: 

% .  - 
The equations were integrated using the LSODI subroutine. The ~hUhh6n  yielded 

a distance of 4.905 metres and a velocity of -9.81 &-l and was therefore consistent with 

the theoretical results. 

validatjon test involved the study of the rotation of the'inodel under 

The segment was given an initial angular velocity and no external 

forces we6  applied. e object was given an initial w= 1.0 s - l ,  after two seconds of 

simulation w= 1.0 s - 4 Note that the angulat velocity remained constant as expected. 

p e  reference p ih t  was then constrained stationary. The resulting equations of 

motion are: 

This derivation of the pendulum is only superficially different from that described in 

the previous section. The reference orientation is chosen as a matter of convenience. For 
0 

- - 

'With respect to the computer algorithm the reference point is a more convenient point 
to follow than the centre of mass and its movement is analogous'to that of the centre 
of mpss if there is no rotation of the segment thus constraining every point to fall with 
exactly the same acceleration and velocity. 

H+ 



dcomparison with a mathematii psndvlum it is convenient to use the &o angle down for 

t .  sakc of hearisation. For the study of impact it was desired to consider the,mo angle 
&ted up. In the final runnin~ mode4 the reference angle positid is specifi;d h one of 
two reference positions, eit&up or down depending on the segment. It was considered 
useful to have the mwement of a segment confined to the f i t  positive and first negative 

tion of increasing angle does not however.change. It is submitted that 

tests we& successful. The model could easily be defined id both the 

constrainedk.and unconstrained states. The nexttask was to develop equations to account for 

the transition between states. 

C- 

3.2.3. Impact Conditiond 

At impact the angular momen- about the instantaneous point of m$&aint is 
t 

4t. 

conserved during the state change. The linear momentum is obviously not conserved as an 

instantaneous impulse is applied. The mathematical conditions at impact are: 

before impact: 

after impact: 

Figure 3-5 shows the result of dropping the object from an initial height letting it 
fall for a specific amount of time and suddenly constraining the reference point 

/' 

At Impact 



Figure 3-5 Impact experiment: The object is constrained after falling --. 
for 0.25 s 

400 N 

force 

Figure 3-6 Showing vertical constraint force profile. The object is 
constrained after falling for 0.5 secon'ds 

./ 
'B 

P 

One can also study the release conditions if one assumes that the constraint force 

acts only3in one direction (e.g. a ground constraint). Release occurs when'the constmint 

force becomes directed down rather than up. Figure 3-6 shows the calculation of the 

vertical force while the pendulum is constrained. Note that a negative force would indicate a 

release of the ground constraint. Obviously the constraint was not released in the movement 

described in Figure 3-6. 



L -3.3. Two Segment Planar Object 
7 

The next stage in the development of a fbll body model involved an increase in the 

number of segments. The second model consisting of a two segment object which 
comprised four degrees of freedom, two translational (movement of the reference) and two 
rotational. The model was used to simulate the movement of a two segment leg during a , 
running stride. It was given the anthropometric measurements equivalent to the thigh and 

6: the shank & foot segments of the subject. . +  
, * - ,  

t 1 ,  

3.3.1. Equations of ~ o $ o n  I 

I 
d 

The equations of motion were derived using Lagrangian dynamics. The equations / of motion ( ~ e  Figure 3-7 for rc6rence orientations) can be written as follows: 



, ". 
Figure 3-7 Reference Orientation for the Two Segment Rigid Body. 6 

These four second order differential equations wep then transformed into eight first order 

equations as listed in Appendix D. The eigenvalues were calculated for various states of the 

system. The wide range of possible values was similar to the range for the one segment 
model. A change in velocity results only in a change in the magnitude of the cigcnvalues. It 

F 

was not necessary to consider the movement of the reference vector as it had no effect on 

the eigenvalues. There was a high degree of nonlinearity in the system equations, for the 
arbitrary states examined. The orientations near'the horizontal were the most nonlinear. It is 

interesting to note that the eigenvalues for conkalive srates always lay either on the 
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- imaginary or real axis, and as discussed in the methods, purely imaginary eigenvalues 

require an A-stable numerical integration methat. - 

3.3.2. Validation 

Validation tests similar to the ones used for the one segment object were examined. 
The results for these tests were analogous to the one segment tests and it was determined 
that the mathematics were consistent with theory and that it was necessary to test the model 
as an analogy to the human leg. 

3.3.3 Simulation of a Running Stride 

- The movement of the free leg during a running stride was then simulated. The 

model represented the thigh and the shank & foot segments. The data collection procedure 
was explained in Chapter 2. As an example only, the recorded data were not manipulated to 
improve the smoothing. Ln particular, no extra data were added to the beginning and end of 

the data array before smoothing. The position and velocity profiles were _input to the 
boundary value problem for the calculation of the necessary forces. The simulation was 

then performed with the calculated forces. The results of the simulation the recorded 

kinematics are displayed in Figure 3-8. Note that forces due to the groubd constraint were 
not explicitly considered. For simplicity, they are included in the joint torques and in the 
reference forces. The joint torques calculated are therefore not the net torque contributions , 

from the musculature during the support phase. 
@ 

4. 

It is submitted that the resulting simulated movement is a reasonable reproduction of 
B 

, the originat Wmatics & as such is a reasonable analogy to the movement of the human 
: 

leg. Note thaj'@e iniW vela& veetor is obviously not comct as there is a significant 

difference betwee&& original ;ud simulated pmflles. It is suggested that modification of 

the initial kinematic state would impn>ve the match between simulated and reeded 

kinematics. The climqmcy between the simulated and recorded movement has been 
attributed to the smoothing of the data. The quintic spline smoothing routine is particularly 

poor at defining the start and end of the data array. Manipulation of the data as explained in - 

Chapter 2 rectified this problem. The resulting simulation from the new data cannot be ' 

graphically distinguished .from the original data. 



Figure 3-8 The simulated running movement for the two segment 
I 

model. The original kinemajics are the dotted line. . . 

3.4. Twelve Segment Model using an Extern* Force . 

The model was extended to three $egmer)ts, then to six segments and fma@ to 

/ twelve segments. Two twelve segrnen t models 'were developed They differed &,the . 
4 

T 

manner in which the ground constraint was represented. L , . 
- * / 



Figure 3-9 ~ e s c r i ~ t i o n  of the twelve segment model without a foot. 
I 



-, 
* .  

I ' 

Intermediate models were also iu@emented but have not been presented as they 

hKelve segment models were mathematically verified in the same manner as the orha r. 
i .* 

models. The equations of motion are presented in Appendices H and I. The running stride * 

was simulated h m  Contralateral Toe Off to Ipsilateral Toe Off. The movement was " ,.-* 

unwnstrElincd during the airborne phase. In the first model the ground constraint was 
h 

imposed by introducing an externat force at the ankle joint. The kinematic results are 
* 

presented in Figure 3-9. The s& foot kinematics were not a meaningful addition to the 

&el since they were the result of adding a second model at the reference point. This was 
added for completeness and was eliminated when the foot model was added later. ./ 

.# 

The constraint force was applied at the anklb, as this description of the model was c 

best suited to the addition of a foot segment attadhd to the ankle. This f o m  vector d m  - 
..r 

not accurately represent the ground constkkt i& the properties of the foot are not included. 

It is however a reasonable representation of the joint reaction force at the ankle and 
i 

therefore the joint torque profiles for the rest of the body are adequate. The simulation was 
i, 

useful as it showed that the model (with the exception of the foot) was in fact capathe of 
reproducing the required kinematics. Figure 3- 10 shows the comparison of the simulated 
kinematics and the recorded kinematics along with a stick figure representation of the 
simulated running stride. 



Foot 

time 

I Ankle x 

I-' 

Torso 
1 Shank 

rime 

Figure 3-10 Simulation of the Running Stride from Contralateral Toe 
Off to Ipsilateral Toe Off using an external force as the 
ground constraint. The Ipsilateral side of the body is ' 

shown with the solid lines. The original kinematics are - 

drawn in dotted lines. 



... 
- . ,  . . . ,  . . .- : . '  c; , t : 

:i . . 
... . . . .  , 

. C . . 
. . .  : - r  

I. 

. , 

4,. <,5d4 .. ;- .. 
I _ . .  , . ., 

~ . .  . . .  . . 
, . . , 

. ,. I .  - 4 . - .. - , . 
. . .  

', . . *  ?. -.,< $ , 2  --. . . .  . ,. 

.... . . .  .. , . * ,. *. > .  
I., < 

I. . - . *., 
. . . . . . . . . . .  . . 

. \ ,  , 
. . 

7 .  . . . . .  .... .$3. 'T,wklv&&gment Mode1 With a Foot . .  :- 
- ,. 

The inclusion of the foot into the model was.a relatively straightfo~ward ~ s k ,  The 
equaiioh of motioi of the foot was combined with the equation of motioi, of an eleven 

.?7 

segm&t-body whose refepnce vector was. at the ankle. The nub sets ofequations were 
combined by intrddu'cing the reference force of the 11 segment model as a distal force to the 
foot modelawith y t  hematics being defined by the ankle kinematics of the foot 
This method allowed the d&vation of the foot by Newtonian mechanics and the derivation - ' 

of the rest of themodcl by Lagrangian mechanics (scc ~ihndix G). The equations of ., 

motion are listed in Appendix I. A graph of the hg le  of the foot during stance is shown in 

~ i g $ e  3-14. The &cmatics of the &st of the angle are unchanged from Figure 3-10. 
d *- 

1' - 

angle 

Figure 3-11 The simulated movement, o f  the angle- of the foot. 
I 

, 

3.5.1. Representation of the Foot - .  

This section describes the construct of the model of the foot. Ju & Mansour (1 988) 
P 

represented th2 plantar surface of the foot by a sewnd order ~ l y n o m i a l ~ t h e  sagittal 

plane. The curve was constructed from a statistical fit to recorded data. This method i s  

satisfactory for ~ ~ u c i n g t h e  movement but is suggested that this is inadequate for a 
, *  

general model. In this thesis the foot w e  reP~sentedas a fmite radius arc with the ankle 

joint l$ng part wayalong the radial arij to h e  center of the arc, as seen in Figure 3- 12.' 

The ground c6nstraint was then represented by a rolling constraint and, no external force 

was rrquired. With this representation the foot model can be changed by modifying only 

the radius of the arc. For a general model, it may alsbbe possible to define the radius as a 



_ * 
* ,- < & 

, - l ? ~  second &nulation test cwfimKd that the kwded kinmtia of the ktkle.;.; i . - la 

< - * . -  
- - 

jointla could , . + reasonable represented by the movexhint of this foot. Figure 3- 14 sh&s . ' - : , : 
the comparison of the recorded kinematics with the s b l s t e d  movement of the ankl~i &i< . . 

7 ,  

j ,  

sugg&ed thAt the impmtant attributes of ihe ankle kineriatics are the iniw and final -: - 

velocity during stance. A mmputer programme was developed which graphically presented 
\ A - I, , .. .. 

, 7 - . . "  - .  
. ' T ~ B  choice of fobf &e&tation was based on an attempt to re@mdude the ankle - 

U- - 
kine~atics from a rolling constraint. 

h .  

I- 
- c 

J -is 
A 



. , 
4 - 

- the &iginal kin6matics I& allowed the user to modify intcmkivclY thc&us of the arc an& 
- 

l e c a t i e ~ d k k s . T k s ~ . e ~ ~ ~  - 

. . . -  
~t is submitted that digitization of the a* markers is sufficiently noisy that the inidstance 
difference between* the recorded movenknt and the simulated movement can be ignored. I ,  

, 
i ! 

- 
& " 

4 .  . J 
, 

~ i ~ u r e ' 3 - 1 3  Simulation o f b e  foot rtxking back and forth. The foot 

Figure h 1 4  A comparisod o f  the simulated movement of the ankle 

1 i s  initially given an anghlar velocity of 1 s 

- and the recorded-ankle kinematics. The simulation results 
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. chapters 4 
Discussion 

- * 

This discussion has been divided intb two sections: a summary ofkey ikwxiin the 
P 

methods chapter and a critique of the fundamental structure of the prototype interBotive 

graphics programnie. . 
' 4.1. The Methods* 

. . 
, ,  - T& section addresses five aspects of the mathematical development of the running 

simulation: 

1. Derivation of the e q u a t i e  motion, 

2. Int&tion of the equations of motion, 

3. ~ef id t ion  of the boundary ! a value problem, . 
" .  L . .  

' :. . . . 4. Inhoduc-tion of the goind constraint, 

5. Representation of the foot. 

4.1.1. ~erivation of the Equations of Motion 

11- 

The most notable aspect of the method ~f~derivation was the use 6f both La-gian 

b d  Newtonian mechanics. + Although it is more common for researchers to choose a single 

m& of derivation, it is submitted that it was beneficial to combine the methods for this 

task. With the kxception of the final model, thi equations..af motion were prefgkntially 

derived using Lagrange dynamics, and impact conditions were always . based on the ' 

assumption that the angular momenpm is conserved about the instantaneous contact point. , 

The introduction of a foot model consisting of a fmite radius arc rolling on the grcund was - 

a more complex task for Lagrange dynamics than the previous mrdels consisting of 
3 

, holonomic constraints. It was considered straightforward to 



model the rolling constrhht using Newtonian mechanics, thereby avoiding the introduction 
of Lagrange multipliers. Rather thaFl redefining the rest of the &I, as the equations of 
motion for the unconstrained state were Blready derived, the reaction force at the ankle joint 

was used to cougle the foot tothe rest of the body model. The equations describing the - 
reacti~n forces at the ankle were algebraically eliminated The system of differential 
equations was therefore of minimal rank. It is suggested that this approach was an 
improvement on using a single method of derivation. Several researchers have yggestch-. 
that the method of deriving equations of motion is of the utmost irnpartance to the 

efficiency of the simulation (Armstrong, Green & Lake, 1987, Wilhelms, 1988). It is 

suggested that)wxiuse of the explicit definitionof the model, the choice of derivation 

technique here was inconsequential, particularly since the equations were subsequently 
altered after derivation for algorithmic presentation to the numerical 4tcgrator. Any 
differences in the initial form of the equations could be eliminated at the algorithm stage. 
The presentation of the equations to the integrator is the stage at which the equations should 

be in an optimal form. 

4.1.2. Integration of the Equations of Motion 

Simulation is the result of the integration of the equations of motion given the initial 

kinematic state and the torque proflles. The consideration of several-issues was prerequisite P 

to the integration of the equations of motion. One of the key factors was the determination \ .  

of the range of possible eigenvalues for the model. The eigenvalues are presented for only 

the one and two segment models to substantiate the claim that care must be taken when 

choixing an integrator. The eigenvalues were also calculated for several different models * 

and it becamegpparent that they were similar for all undamped linked rigid segment 

models, varying only in magnitude. It was unnecessary to calculate them for every model. 
In summary, eigenvalues range from purely real to purely imaginary values. It is 

suggested tha ? there are no numerical integration methods with this large a stability region. 
i 

It is therefore advisable to choose an integration method dhich inmqbrates a convergence 
monitor, a variable step size and variable order numerical methods. Corrf-ldence in the 

simulation results should be directly related to confidence in the integrator. It was observed 

that the overall time course of the dynamic simulations was reasonably short. With the 

exception of the Stiff problems any of the techniques would have been adequate. Sink 

most of the dynamic simulations presented in the literam are of short duration it is 

suggested that numerical problems had little time to manifest themselves. Irrespective of 



the instability problem the computational efficiency of the integrator is evident even to 

simulations of short duration. & 

4.1.3. Specification of the Integration Parameters 

This section discusses the specification of integrator inputs required in the main 
programme. The LSODI numerical integrator requires the algorithm to define several 
internal integration parameters. Most of the parameters have default values but these were 
modified to ensure that certain consexvative movements were satisfied. If the default values 
of the integrator are used the model does not fall with an acceleration of gravity, nor is 
angular momentum conserved, nor is the energy of a pendulum conserved. The integrator 
parameters were heuristically determined based on the satisfaction of these three conditions. 
The relevant optional hputs were the tolerance specifications to the convergence monitor, 
the types of integration methods allowable, and the maximum internal step size. The 
Backward Differentiation Formulas were used because they contain both an A-Stable 

method and a higher order method suitable for Stiff problems. The Jacobian matrix was 

analytically defined as the numerically calculated Jacobian is significantly less efficient and 

less accurate. 

4.1.4. Specification of the Boundary Value Problem 

Several researchers have indicated that the forces calculated from an inverse \ 
dynamic analysis can'be used to reproduce the original kinematics (Wilhelms, 1988, saacs I * .  
& Cohen, 1988). It is submitted that the calculation of instantaneous forces using 

experimentally obtained kinematics will not replicate these kinematics. Integration 

necessarily uses average force over a time step and it is unreasonable to suggest that th 
average fmes  and the instantaneous fbrces are identical. Furthermare, the calculation o 

acceleration profiles from experimental data is mare sensitive to noise in the experimen 

data than either position or velocity. It is submitted that the use of the boundary value 

a traditional inverse dynamic analysis. 

1 
problem calculates forces firom kinematics and is therefore adogous, but not equivalent, to 

\ - 
The desired kinematics of the model were reproduced by solving a bun& value 

Y' 
problem. The boundary value problem was solved using a non-linear shooting method 

Modification of the forces was based on a combination of two methods>The fmt method 

simply modified the value of the forces in the direction of the error between desired end 
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velocity and achieved end velocity. This algorithm was robust but very slow to converge. 

The second method used was a madification of the quasi-Newtonian algorithm for- 

calculating zero crossings of non linear systems of equations. This second &thod was 

considerably more efficient if the estimated forces were within a small tolerance of the 
B 

actual forces. The algorithm was a of the classical text book algorithm 

(Burden, Faires & Reynolds, 1981):Rather than calculating an approximate Jacobian . 

Matrix using a small increment in the force estimate, a large increment was used. A large 
increment imposes the use of an average gradient'rattker than an approximate instantaneous 

gradient. The kinematic effect of the modification of some of the estimated forces was 
dramatic. The use of an average gradient improved both the rate - of convergence and the 
stability. The use of an inverse dynamic analysis to specify&&&itial force values was 

consiaered computationally beneficial. 

" 

The choice of defining the boundary value pmblem bith respect tolthe velocity 
rather than the p i t i o n  state was pragmatic. When the programmes were initially p n  using 
boundary position states there were abnormally high fluctuatio successive force 

,values. Specifying bo&dary velocities eliminated this it is 

suggested that the fluctuations in forces may have jxen caused b$ the .initial smoothing 

method. Originally the data were smoothed without the addition of artificial data at the 
beginning and end of the file. The data were therefore particularly poor for thg first several . 
steps. The uqeliab'liity of the fiist few forces was apparently unrecoverable and the forces 

oscillated in time. The original boundary value problem was conskcted using kinematics 

without the addition of artificial data (&discussed in the methods). The final method of 

smoothing resulted in position at were more reasonable and it is suggested that 

specifying the boundary value terms of position rather than velocity is 
reasonable. It is submitted that boundary velocity speclficqtion is still preferential for the 

calculation of forces as only one integral separates acceleration and velocity while two 

integrals sepete  acceleration from position. 'Therefore, position may not be sensitive 

enough to changes in force values over the time steps used in this thesis. 

4.1.5. Introduction of the Ground ~ o n a r a i n t  
a 

The action of human muscles is such that limb segments rotate 

other. Translation of the human body is achiev&gly by interaction with the external 

environment In running, the progression is due to the interaction between the foot and the 

ground. Representation of the ground constraint in this simulation was'the most difficult 



technical problem encountered. The sbplest method of matfiematically constraining an 
object is the inclusion of an artificial spring damper combination between the point of 

contact of the model and the constraint This metbod was rejected for several reasons. One 

of the reasons was the fact that the operation of the cunstra.int introduces artificial 
eigenvalues. Artificial eigenvalues impose mathematical Stiffness on the equations of 

motion and render the integration computationally expensive. As well, they effect the 

quality of the results. Another reason for the rejection of this type of constraint was the fact 
that the spring damper constraint may require the user of the interactive computer 
prog-e to input adc!itional informalion relating to the type of constraint parameters * - -  

necessary. Redefmition of the spring constants is unlikely but is c&y theoretically 

reasonable. Choosing a single constraint parameter for all conditions is unnecessarily 

inefficient. The spring parameters may vary from task to task and this puts an unnecessary 

burden on the user. It was considered to be desirable that the user should specify as few 
details as possible in the simulation, and an analytical constraint was therefore 
implemented 

The analytic constraint employed in this thesis was inherent to the equations of 
motion, thus two sets of equations were required, one for the air borne phase and one for 
the stance phase. It would have been possible to use one set of equations and then - 
introduce Lagrange multipliers to describe the constraint Since there are only two states in 

running, it is computationally more efficient to use the methods employed in this thesis. 
I 

It is also possible to incorporate a preprocessor to provide the necessary forces to 

maintain a constraint (Wilhelrns, 1988) but this is not a sensible way to deal with a system 
that has only a single constraint The problem with this method'i~that the use of ipn- . - 
proceF separates the task into two levels of control. First the constraint is imposed and 

then hi user makes interactive modifications. It is likely that the user modifcation w ~ d d  

necessitate the redefinition of the constraint. 
* 3 

In summary, the explicit definition of the constraint used in this article makes it 

more appropriate for an interactive graphics gmgramgle of running than any of the other 
methods mentioned. The principal limitation of the m e w  of constraint used for this 

programme is that it is fi6t generalizable. Tne constraint used is considered an appropriate 

way to represent the ground constraint for human running. It is suggested that it can also be 

used for walking, during single support, and jumping. This method is not considered 
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appropriate when either the location of the constraint or the type of constraint is unknown. 

This precludes the use of this method of constraint for a general sim'ulation package. 

Determining a general constraint method is particularly difficult. It may be possible 

to generate a data base of procedyres which qmsent  the most common constraints. This 

is possible if the model has a limited number of constraints. All other constraint violations 
e 

: must be implewnted using a more g e d  but fess efficient mthod. 

4.1.6. T& 'Representation of the lz , .- 

The introduction of an analytic constraint actually reduced the computational cost 

with respect to the free system, as th.e number of degrees of freedom was reduckd. 
However, this required the intrduction of mathematically instantaneous impact and take6ff 

conditions. During ground contact in human running the. force vector on the plantar surface 
of the foot is continually changing, usually progressing from heel to toe. This required a 

definition of the foot that would model thii movement. The use of multiple descriptions of 
the foot was considered to be an inelegant solution. The inc ius i~  of a foot of fmite radius 

that employed a rolling constraint kith respect to the grouod.'appeared to he the most 
suitable metiiod. Although an algorithm was not written to statistically detenniLle the 

p&eters of the foot, it is certainly possible to do hat (Ju & Mansour, 1988). The 
parameters chosen were subjectively determined using an interactive graphics programme 
to give a reasonable approximation to fie ankle kinewtics. 

* 

4.2. The Interactive Graphics Programme 

The discussion of the interactive graphics programme focuses on the practicality of 

modifying the force prof'iles. From a purely mechanistic point of view the modification of 

force pro•’Xes would seem to be the logical mathematical level at which to modify the 

movement. As will be presented in this,section, it may not be the logical perceptual level. 

The levels referred to are related to the three levels of specifying and controlling behaviour 

presented by Zeltzer (1985): 

1. The user specifies all of the information. 

2. A special programming language interprets the user input and 

translates this informatiorr for the programme. 

3. The programme implicitly responds to task level commands. 



The approach taken in this theses was to study the simple& form of user d 

interaction. The user was presented with the model and the ability to n&iQ the force 
values. Forces represent the lowest levei of input to the system as they are the causal 
mechanism for the movement. To simpw the task the user was presented with a sample 

\ 
movement and predetermined generalized force profiles. I .  ushg the interactive programme . 

- •’jx the two segment model it was noted that a seemingly minor change in a single force 
'I, 

d u e  would disrupt the entire movement. A sigdicatlt improvement in the ability to 

generate sensible movements by modifying thefom profiles came as a result of 

representing the f o ~ e  by a bez i~pol~omial .  The user modifies the clwe by - 
.' 

modifying the bezier conml points. The3twlting force profiles were continuous and eas);' , 

to modify. 

The fbndarnerml dMclllty with this approach is the naivete of the user concerning 
the concept of a force. It is submitted that ihe idea of a faa is not intuitively obvious to 

most people and that human perception of force is quite inaccurate as it can not be seen and 
the effect is manifested only over time. Funheanore, &e modification of an individual force 

-has a delayed effect upon the movement and modifies all of the kinematic yytbles in the . 
., system It is conceivable that a user could develop the ability to produce/desired 

+ -  

movements of a two segment d l  using a heuristic approach. It is inconceivable to the 

author that a user could develop, thc mchanical insight necessary to produce a desired 
movement of a twelve segment model. 

One of the problems concerns the number of degrees of M o m  controlled by the 
user. The amount of control presented to the user must be restricted. A significant amount 
of information must be algorithmically specified allowing the user to modify only a few 

variables. Three or four may be sufficient. The constraint of many of tne system variables 
can be accanplished by pctional kinematic specification or by dynamic constraints. As 
mentioned in the intrduction this is similar to the approaches advkated in the 1970's. This 

previous research had strict specification of the constrai bles. It is suggested here 
that a functional approach would ha& adaptive con 

the arms and the skulders could be phasically. li 
req'uires the sensible assumption that the movement of the 

antisymmetric w the movement of the pelvis and legs. This approach has been used for the 

animation of hu3walking. 



Recent research hto the animation of h u m  walking is consided particularly 
relevant (Brudalin, 1988). Bruderlin's work simulated the basic dynamic chara&stics of 

Raibert's Hopping Robot control strategy'. &'&st of the kinematics w m  produced by a . , 

set of kinematically defined I.elationshiljb~EssentiallY, the'movemcnt of the body is 
*' phwically linked to the movement of the stance leg. Thidmodcl is interesting txcausc it 

- provides an avenue for the production of nove1,hurna.n movements. A dynamic analysis can 

- be performed on these simulations after the fact. In many ways this approach is analogous 

t~ the one presented in this thesis, since the user will modify the torque profile on a 
kinematic basis. The kinematic simulations may however produce 

J 

require torques that the human body is incapable of producing. This can 
in the dynamic simdations by constraining the & force. The inclusion of simple 

kinematic relationships reduces the internal control problem. 

The recent work of Isaacs & Cohen(1988) has shown the simulations can combine 

elaborate kinkmatic and dynamic constraints into the dynamic simulation. The major 

drawback to the approach is that a poor specification of the constraints can lead to an over 
determined system of equations. A minor drawback is that the constraints must be twice 

differentiable and specified completely by the user. The constraiks can therefore be 

algebraically complex. 

m e  recent work of Hahn (1988) has shown d e  simulations based onkc' 

conmyation of angular momentum and user specification of internal kinemk&an include 

external fomes and constraints. As discussed earlier, in this type of simulation thewer 
' v .  

rnodifies the internal kinematics of the system and dynamics of the body as.a whole is 
calculated. The appeal of this approach is that most users have a better intuitive feel for 

f .  - 
kinematic modification as opposed to force modification. This type of dynamic simulation 

is also computationally more efficient than the dynamic simulation presented in this thesis. 
The major drawback of this approach is that it is possible to specify kinematics that are 

physiologically unreasonable. 

The dynamic simulatiun presented in this thesis is the base bvel for fttture 
simulations. Regardless of the control strategies employed in the future, the task of these 

strategies is to provide the forces. The fundamental mechanics of this thesis is easily 

adaptable to the inclusion of a control stiategy. The inclusion of kinematic constraints is 

manageable through the introduction of Lagrange multipliers. 
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. Conclusion -. * 
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The conclusions focusm -&.tee fundamen2 issues: . . 1 \ C 
1. appropriateness of the simulation, , , - . i . - 
2. functibnality of the interactive simulation, - - . 

f 

3. possible future research. . _' . ,"- 

* L r 

i " 

5.1. Appropriateness Of The Simulation I . 
I 

6 a 

One of the difficult philosophical aspects of this dissertation is identifyin 
1 

, . criteria for determining if the simulation has been successful. The following 
. . discuss the issue of validation of the model. It is submitted that the approPriatenek of a - 

I <. 

simulation should be judged according to the criteria of v&dity and utility. Th&fit  
criterion for the judgement of the success of a simulation i$ the validation of the inode1 and 

1 

the simulated movement. one obvious difficulty in theask of validation is detenllining the 
+ 

necessary degree of corroboration bepeen the simulated mjbvement of the model and the 
human movement. It is recognised that nei~her a-theoredcal representation nor the 

* 
measurement of a natural system can be acpurat& Absolute validation is impossible and 

therefore, a model will be invdidated only when it is clearly unrepresentative of the natural 

moveme_nt, or when a better W e 1  is de+lo&d. It is suggested thatpe kinematics 

presented in this work adequately described the &ning movement, and as the simulation 

replicated these kinematics, &e mod4 iswnditionally valid 
. 2 .  % 

J 
The second crite jon for judging the success of the simulation relates to its utility. 

- 

The fundamental issue fa be determined is the pwctive capability of the model. It is 

modification of the movement. The simulation is therefore capable of making predictions of 
I 2 

novel performance. ' 
I 



-*. 

In light of the facts that absolute validation is impossible, and that hctional 
simplicity is necessary for gemefal use, it is submitted that the simdaiion is approptiate. 

- 
I , 

C 1 * 

5.2. ; ~oss ib le  Future Directions 
a- ?? 

. - 

The genesis of the research was a suggestion that the development of an interactive 

computer simulation would be beneficial for the modification and undmeanding of human 

running. The objective was to develop a computer simulation that could be used by anyone. 

This enmil* the development of a model of minhd complexity with intuitively obvious 
control strategies. within the field of research into the simulation of human movemnt, 

the& are a number of researchers who have espoused the elitist view that, simulations 
should be used only by a select few individuals with exceptional x&th&atical skills. As 
well, it is assertd,that these "qualified" researchers must mHaborate with professional 

computer programmers and engineers if they hope to produce effective simulations (Hatze, 
1983b, Vaughan, 1984). They also suggest that the researcher must have significant 
biomechanical insight. This researcher contends that such a restrictive view of simulation is 
shortsighted. The potential advantages of simulating human motion should be made 
available to all, and should not be put into the "protective custody" of a few individuals 
who feel that they are uniquely qualified to handle such "sensitive" material. I 

The objective of the research is to produce a simulation tool that can be used by 
both novel and experienced users. Therefore, the focus of future psearch should be on the \ 
development of a better computer interfke. 

i 
1 

Four possible directions for further research will be briefly discussed Firstly, the 
user of the int&ctive programme is cumntly restricted to changing the input state of the - 

, system and modifying the torque pro&$& the default running stride or producing the 
entire movement. A major improvement i i ~  the model would be achieved by the inclusion of " 

L 

a data base of various kinematic patterns. This would allow the user to be aware of various 
'' 

? 

force profiles and their relationship to different movementi This would maki it easier to 

depmfme the necessary to achieve a desired result 
- ,. 

Secondly, the system may be modified to incorporate a mechanical model of human 

muscle. This would allow the user to obtaic a more accurate estimate of how muscles 

produce movement. The major attributes of such a muscle model would be a contractile 

component and a series elastic component. It is likely that muscle elasticity has a signPIficant 



effect on the kinematics. It is possible that the fnrc  profile of the contractile compcuicnt of 
muscle is far less comple$ than the exmnal pint toque pmz. ModeIhg the elasddty 

may provide a bc#a understanding of humsn motor con&. The m u s k  models would 
likely represent functional muscle groups rather thati.+individud muscles. The logical 

muscle groups for the study of runningWdd be the flexors and extensors of the hips, + 

knees, ankles and metatarsals. , .. 

%. - 
Thirdly, thz system may be modified to contain default kinematic relationships that 

wghld rrminimise the number of variables that the user would \ht requircd to specify. 
~kderlin (1988) has developed a simulation of walking that - q y  requin:s a sin& 

input parameter from the user, such as walking speed, and the programme calculates an 
a~pnopriate movement based on i n t d  default x~lationships. , 

Fourthly, a control strategy cuuld & inaoduw. This possibly would have the 

same effect as would the inclusion of defaflt kinematic redationships. The result wduld be 

that it would rcduce the amMlnt of infomytion rtq* by the user. The 

rUnctionally analogous but d e  mathemtical task is q u i ~  different. 

Om of the intenti?s in carrying out this project was to provide the bio&hani& 

rcscarch community with an interactive sknulatim of human m i n g .  It b h l d  bq' . . 
emphasized that the author assums that human conceptud understanding is s&ciently 
developed so that it is desirable to allow intuition to playa major role in i;lodifyingp. 
movement. An understanding of how a human user manipulates mat101 v,&ables to 

produce a movement may 1;ad to the development of an expert system cap&le of the same 
task. It is$uggested that there is currently insufficient - infomiition I aGailab1e to mimic 
human perception and learhing by a mathematical analogy. s~nsiderable attention has been 
given to the question of how to control the inputs to~thq&&l and in p&cular, how to 

affect changes in its perfcmnmce. It was chided that goal of the research was to Y 
produce a tool for understanding human running. The emphasis is clearly on human 
running, and the ability to modify a simulated performance using an interactlvecomputer 

<. - 

In conclusion, an interactive colrtputer graphics simulatiou of fiuman running was 

sueassfully developed. An understanding of computers or mathematics is not a 
& 

prerequisite for the user of this programme. This pxqmmme represents a significant step 

towards providing h e  yse of +mulation techniques tqusers with a broad :mge of skills. It 

i 



h ? L - .. , ? , * -  

- - , 
, is also acknowledged-that the &oi& bf fqrcc as the intencti"e variable in the sikulation . . 

mag not &-the w s t  appropriate inkmctive variable. The use of face is a . .  pcraptually - . . 
dif&xlt task fbfplost people. Thc average user hap a nych better intuitive knowledge of 

- . &nematic inforutation. FU- 'int&active simuhtions must address either the problem of -[ 
presenting the farcs in a more appr6priate manner or by presenting the user with the ability 
to modify other informupi&.- ' 

It is obvious fXat &c programme was not o;lly.developed for the naive user and as 1 
' 

such the iequijiement of ofspecifying force infwmation is not always a probkm. The . / 
P 

n%ea~~her may be introducing the force profiles usingsome external algoritjm as such 
, , 

is not intimidated by &e force proflies in any way.. '- 
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Appendix A 
Artificial gain in energy created by 6 explicit integiator 

This appendix considers the artificial gain in energy introduced by ushg an explicie 
numerical integration method to solve a &odic system &equations. ~ p r  simplicity this 

section will conrider the application of Euler's method to Simple Harmonic Motion. 

' 
Consider the simplified oscillatory problem 

Transform this second order system into two first order systems 

Using Euler's method discretize these equhtions 

Consider solutions to the discretized equations of (1) and (2) . t:' 

\ 
- 

As this problem is purely oscillatory we can make the assmption that only the Real part 

of g be considered 
d 

Substituting into equations (3) and (4) , 



both equations reduce to 

Rewrite this eqtqtion as 

igDt  = l n ( l + i w o D t )  

The imaginary term (i.e. second term ofthe expansion) means 
y = Re(A eigt) has exponential growth. 

These conclusions are representative of all explicit integration techniques (e.g. 

, Runge-Kutta methods) and the Predictor part of Predictor-Corrector algorithms (e.g. 

Adams methods). Care must be taken if purely imaginary eigenvalues must be considered. 



Appendix B J 

. Solution To The Boundary Value Problem 

, . unknown : F 

The ba$c approach ta@n to solving the boundary vdue problem was to Gploy a 
shooting method. This technique involves first, estimating the required forces, and then 

integrating the equatio~~s. If the fmal conditions are satisfied the task is finished. Otherwise, - - .  

the forces must be modifiicdud the in&grations perfamcd again. P 
4 

Two methods were used to modify the forces. The first method is a quasi- . , 
Newtonian method (Burden, Faires and Reynolds 1981). This method shows a fast 

convergence, but is extremely sensitive to'the staning oondi$onk It is necessary &kt the , ,  . 
initial guess be viry close to the correct solution. In fact, the mbility region i b  tbo small for 

.this method to be of practical use on its own. 
1 

given : F(x) = 0. Solve for x. 

afn afn afn 

\ 
q) m;; ... a;;;; 

., 7 .  

define the vector : G(x) = x - J - ~  (x) F ( 3 ,  

It is not always possible to adequately define : J(x)- l 



Instead the f d h v h q  two step procedure is use& 
P 

~ e w t o &  mthod can only b rised if there is an analytic expression of the Jacobian J(x). 
The equations of motion are non-linear and it is necessary to use a quasi-Newton method 
which uses an approximate Jacobih. The Jacobian is approximated by integrating the same 

time step several times, each t&m the force i$chmged by some amount. 

For example: . . 
. L 

In theory the value of h should be small since an approximation to the derivative is 

desired. It was discovered @at the convergence was better for a large value of h. (In this 
'k, 

thesis of value of h=10.0 was used.) 



Appendix C 

Compound Pendulum 

Equation of Motion 

Mass 

Specification of the subroutinesbfor the LSODI integrator ,3 

res : 
p[lI= Fq - (1+rnr2)s[5] - rngrsinq . 

jac : 
M ll[Ol= -rnrgcosq 



Appendix D 
One segment planar rigid body 

Q 

'This appendix describes the equations of motion for a one segment rigid body. 
Both the constrained (one degree of fhdorn) and unconstrained (three dcgnes of freedom) 
states arc specified In thi representation for the LSODI integrator : y is a vector of the 
generalized COOPdinates after expansion to a first onkr system. s is a vector defining the 
approximate derivative to y. 

*r : Proximal distance to the centre of mass 
m: Mass of the! segment 

- . I : rnk2 



unconstrained i I (three degrees of freedom): ' 

Constrained (one degree of freedom) 
-. + F~ = (~+rr r?&xw~sin~ 

Impact 'conditions 

H;- = (1+mr2&--~i-co~+i-sinq) 

HA + = (I+&&+ 

At Impact * 

Specification of 

Constrained ; State 
adda: 

& .  a[ll[ll +F I+& 

subroutines for t v  LSODI integrator 

res : 

jac : 
b[1][0]= ' rhgrcosq 



. - 
- r 

t , * 

" ,  . v  

-, , . 
82. ' .  

, ' ~nebs tra ined  State * 
a[1][1] += m I - a .  

a[1][5] -= y ' 
a[3][3] += m. 
a[3][5] -= mrsinq . ,  

a[51[ 11 -= mrcosq a .  

a[5][3] -= m i n q  
i 

, ' a~51[51 += I+& . * 

ms : 
p[lI= Fx - ms[l] + rnr(s[~]cosq-~f5]~sin~) 

. I 
p[31= F~ - m(s[31+g) + mr(s [5~s in~+~[~~cosq)  

P[~I=  Fq - @+mr2)s[5] + W s [  lIcosq+(s[3]+g)sinq) , , 4 . " 

jac: ' 
bj i j [4]= -mr(s[5]~in~+~[5]~cos~) 

I 

" I 

b[ 1][5]= -2.0 mr 'y[5]sinq 





+m2r211 (ilf os(q2-C11 )+il 2sin(qyql 1) 
' .?-- 

Specification of the subroutines for the LSODI integrator 

a[7][1] += m2r2cosq2 
i 

< 
i 

a[71[3] += m2r2sinq2 9 - 

a[71[51 += m2r211 cos(q2-q 1 ) 
a[7][7] += ~ ~ + m ~ r ~ ~  

- 

res : 

pDI= F, - (m1+ m2)WI - (mlrl+m211)(~[51cosqI-~[512sinql) 
- m2r2(~[7~cosq2-y [712sinq2) A 





Appendix .F - -  
h, 

Recursive Fordulation of the Equations of Motion 
b . -- 

The equations of motion for planarpbjects cah be readilg adapted to a general . , 
algorithm formulation. W e  following &pzithrn is not intended to be the most efficient 
algorithm available but does w o k  Tiie algorithm is specified for the YODI numerical ' 

integrator. Modification of the algorithm to another numaical integrator is a straightfaward 
task. This section describes a scheme for specifymg the equations of a planar n-segment 
linked rigid body(nd9). The ~ference point is s-ed at the proximal end of the chain. 
The recursion is expnssed in pseudo-code very similar to c-code. 'f%=2quations have been 

written so the R and L positive defines the segment directed vertically up. 
.4 

Define the number of segments 

NSEG . lhurnber of rigid segments *I 
WQ = 2*(NSEG+2) 'I* Number of differential equations */ 

Define the inertial variables. - a .4 

I[NSEG] /* Moment of Inertia *I 
M[NSEG] I* Mass */ 
R[NSEG] I* Proximal Distance to Centre of Mass */ 
L[NSEG] I* Length of Segment */ 

Define the algorithm inertial parameters 



Define the trigonometrs variables 

- 1 
1 

Define the Inertia Matrix 

for(i=O; i<NEQ; i += 2) 
adda[i][i] += 1 .O; 



Define the Residual V e e t o l j  

~ e f i n e  the Jacobian Matrix 



Appendix G 
One Spgment Object with Curved Foot 

This appendix contains an example of the method of combining Newtonian and 

rolling constraint used for the foot is defined with Newtonian - 

dynamics. The is defined using Lagrangian dynamics. 'This method was\ 

final running modeL For convenience the centre of mass of 
the foot was chosen t i  be at the ankle joim This approximation is considered reasonable 

since the mass of the foot is so sm'all. 

\. 

(x,y) : instantaneous cen t re 
of rotation 

: distance to cen tre of 
mass from arc centre 
: radius of arc 

OLY) 

(x7y) = (x, + R(qqJ7 Yc ) 
(x, , y,) is the contact point at impact : 

r = (rsinq,R-rcosq) 

v = w x r= -;I (R-rcosq,-rsinq) - 
a = = a x r + w x w x r = -q(~-rcosq,-rsinq)-~2(rsinq,~-rcosq) 

(F,,F,) = ma = -m(~~-rcos~,-rsin~)-~~(rsin~,~-rcos~))+rn(~,~) 

Fq + F, (R-rcosq) - Fy rsinq = 1q 

Fq = [1+m(R2-2rRcosq+$)] q + mgrsinq 



instantaneous cen t r e 
of rotation 

: distance to cen tre -of 
mass from arc centre 
: radius of arc 

The equations are combined through the joint force a t b e  ankle. The following 
section presents the method of combination. 

Equations .of motion for the two models 

Foot 

Fq = [ 1 + m ( ~ ~ - 2 r ~ c ~ s q + r ~ ) ]  ;I + rngrsinq 

Segment 



9 1 

combining the Two Sets of Equations - 

Fql = [I +(m 1 +m2+m3)(R2-2rl ~ c o s q ~ + r ~  i1 + (ml +m2+rn3)rlgsinql 

+m2r2rl Gps(s2-q l  )-i22~in(q23 1) - 

substituting 



Appendix H 

Twelve Segment Planar Object 

L 
This appendix describes the equations of motion for a twelve segment rigid body. ' 

Th& ground constraint was represented by an external f m e  introduced at the ankle joint. In 
the representation for the LSODI integrator : y is a vector of the generatized coordinates~ 
after expansion to a first order system. s is a vector defining the approximate derivative to 

Y. 
. 

Define the number of segme6ts 
NSEG /* Number of rigid segments *I 
NEQ = 2*(NSEG+2) P Number of differential equations */ 

Define the inertial variables. 
I[NSEG] P Moment of Inertia */ 
M[NSEG] P Mass */ 
R[NSEG] P Proximal Distance to Centre of Mass*/ 
L[NSEG] P Length of Segment *I 

Define some convenient inertial variables . 
mhi [O]= M[O]+M[l]+mhl[l] 
mhl[l]= M[2I+mw21 - - 

mhl[2]= M[3]+M[4]+M[5]+M[6]+mhl[3] 
mh1[3]= M[7]+M[8]+M[9]+M[lO]+M[ll] 

mhl[20]= 
Lnhl[21]= 
d [ 2 2 ] =  
mh1[23]= 
mh1[24]= 
mhl [Z]= 
mhl[26]= 
mhl[27]= 
mh1[28]= 
mhl [Dl= 
mhl[30]= 
d [ 3  1]= 











1 

Define the trigonometric variables 

Cosl= 
cos2= 
cos3= 
cos4= 
CosS= 
C,os6= 
COS~=  
Cos8= 
COS~=  
Cos lo= 
Cosl l= 
Cos 12= 

Cos32= Cos3*Cos2+Sin3*Sin2 . 
Cos42= Cos4*Cos2+Sin4*Sin2 
Cos52= CosS*Cos2+S~*Sin2 
Cos62= Cos6*Cos2+Sin6*Sin2 
Cos72= Cos7*Cos2+Sin7*Sin2 
Cos82= Cos8*Cos2+Sin8*Sin2 
Cos92= Cos9*Cos2+Sin9*Sin2 
Cos 102= Cos lO*Cos2+Sin 10*Sin2 
Cosll2= Cosl 1 *Cos2+Sin 1 l*Sin2 
Cos122= Cos12*Cos2+Sin12*Sin2 

~os43= Cos4*Cos3+Sin4*Sin3 
Cos53= CosS*Cos3+SinS*Sin3 
Cos63= Cos6*Cos3+Sin6*Sin3 
Cos73= Cos7 *Qs3+-Sh7 Win3 
Cos83= Cos8*Cos3+Sin8W 
Cos93= Cos9*Cos3+Sin9*Sin3 
Cos103= Cos1O*Cos3-tSinlO*Sin3 
Cosll3= Cos 1 1 *Cos3+Sinll *Sin3 
Cos123= Cos 12*Cos3+Sin12*Sin3 

Sin32= Sin3*Cos2-Cos3*Sin2 
Sin42= Sin4*Cos%Cos4*Sin2 

% Sin52= SinS*Cos2-CosS*Sin2 c 

Sin62= Sin6*Ch2-&s6*W 
Sin72= Sin7*Cos2-&~7*Sin2 
Sin82= Sin8*Cos2-Cos8*Sin2 
Sin92= Sin9*Cos2-Cos9*Sin2 
Sin l02= Sin lO*Cos2-Cos 1 O*Sin2 
Sinl 12= Sinl 1 *Cos2-Cosl l.*Sin2 
Sin 122= Sin l2*Cos2-Cos l2*Sin2 

Sin43= Sin4*Cos3-Cos4*Sin3 
Sin53= SinS*Cos3-CosS*Sin3 
Sin63= Sin6*Cos3-Cos6*Sin3 
Sin73= Sin7bCes3-Cos7*Sin3 
Sin83= Sin8*Cos3-Cos8*Sin3 
Sin93= Sin9*Cos3-Cos9*Sin3 

@ Sinl03= SinlO*Cos3-CoslO*Sin3 
Sinl 13= Sinl l*Cos3-Cosl l *51n3 
Sin123= Sinl2*Cos3-Cosl2*Sin3 

Cos87= Cos8*Cos7+Sin8*Sin7 Sin87= Sin8*Cos7-Cos8*Sin7 
Cos97= Cos9*Cos7+Sin9*Sin7 Sin97= Sin9*Cos7-Cos9*Sin7 
Cos107= Cos lO*Cos7+SinlO*Sin7 Sin l07= Sin10*Cos7-CoslO*Sin7 I 

Cosll7= Cosl 1 *Cos7+Sinll *Sin7 Sin1 17= Sin1 l*Cos7-Cosl l*Sin7 
Cos127= Cos12*Cos7+Sin12*Sin7 Sin127= Sinl2*Cos7-Cosl2*Sin7 



< 

Define the Inertia Matrix 

+= mhl[O]; 
-= mhl[21] Cos2 
+= mh1[23) Cos4 
+= mh1[25] Cos6 
+= mhl[27] Cos8 
+= mh1[29] Cos 10 
-= mhl[3 11 Cosl2 

+= mhl[O]; 
-= mh1[21] Sin2 
+= mhl[23] Sin4 
+= mh11251 Sin6 
+= mh1[27] Sin8 
+= mhl[29] Sin10 
-= mhl[3 11 Sin 12 

O*  adda[5][1] += mhl[20] Cos 1 
adda[5][5] += mh1[40] , 

+= mh1[20] Cosl 
-= mhl[22] a s 3  
+= mh1[24] CosS 
-= mhl[26] Cos7 
+= mhl[28] Cos9 
+= mh1[30] Cos 1 1 

+= mh1[20] Sinl 
-= mhl[22] Sin3 
+= mh1[24] Sin5 
-= mh1[26] Sin7 
+= mh1[28] Sin9 
+= mhl[30] Sinl 1 

II 

.i 
+= mhl[20] Sin 1 



adda[23][1] += mh1[29] CoslO adda[23][3] += mh1[29] Sin 10 
- adda[23][7] -= mh1[29] L[1] Cos 102 adda[23][9) -= mh1[29] L[1) CoslO3 

adda[23][17] -= mhl L[6] Cos 107 adda[23][19] += mhl[49] 
[30] L[9] Cos 1 1 10 adda[23][21] < \ 

i 

adda[251[ 1 1 adda[25][3] += mh1[30] Sin 1 1 
adda[25] [7] - adda[25][9] -=mhl[30]L[l]Cosll3 
adda[25] [ 171 adda[25][23] += mh1[30] L[9] Cosl 1 10 
adda[25] [25] += mhl[50] 

* - 
a d d a d ~ l -  - =  mh1[31] a s 1 2  adda[27] [3] -= mh1[3 11 Sin 12 
adda[27][7] += mh1[31] L[1] Cos122 adda[27][9] += mhl[3 11 L[1] Cosl23 
adda[27] [I71 += mhl[3 11 L[6] Cos 127 adda[27][27] += rnhl[5 11 

J res : f' 

- mhl[O] s[l] - mh1[20] (s[5] Cosl -y[5)y[5] Sinl) + 
(s[7] Cos2 -y[7] y[7] Sin2) + mh1[22] (s[9] Cos3 -y[9]y[9] Sin3) - 
(s[l lICos4 -y[l l]y[l llSin4) - mhl[24] (s[13]Cos5 -y[13]y[13]Sin5) - 
(s[l5]Cos6 -y[15]yf 15lSin6) + mh1[26] (s[17]Cos7 -y[17]y[17]Sin7) - 
(s[19]Cos8 -y[19]y[19]Sin8) - mhl[28] (s[2 11Cos9 -y[2 1]y[2 1lSin9) - 
(~[23]CcslO-y[23]y[23]SinlO) - mhl[30] (~[25]Cosll-y[25]y[25]Sin 1 1)+ 
(s[27]Cos 12-y[27]y[27]Sin 12) 

p [ 3 I = W l  -mhl[Ol(s[3I+g) - mh1[20] (s[5] Sin1 +y[5]y[5] Cosl) + 
dl[21]  (s[7] Sin2 +y[7] y[7] Cos2) + mh1[22] (s[9] Sin3 +y[9]y[9] Cos3) - 
mhl[23] (s[l lISin4 +y[l l]y[l lICos4) - mhl[24] (s[13]Sin5 +y[131y[13]Cos5) - 
mhl[25] (s[15]Sin6 +y[15]y[15]Cos6) + mh1[26] (s[17]Sin7 +y[17]y[17]Cos7) - 
mhl[27] (s[19]Sin8 +y[19]y[19]Cos8) - mh1[28] (s[21]Sin9 +y[21]y[21j&s9&- - 
mh1[29] (s[23]SinlO+y[23]y[23]Cos 10) - mh1[30] (s[25]Sin 1 1 +y[25]y[25]Cos11)+ 
mhl[31] (s[27]Sinl2+y[27]y[27]Cos12) 

6 
p[5] = F[3] - mh1[40] s[5] - mh1[20] (s[ l]Cos 1 +(s[3]+g)Sin 1) 



, p[7] = F[4] - mh1[41] s[7] + mh1[21] (s[l]Cos2+(~[3]+g)Sin2) - 
L[lI*( 
mh1[22] (s[9]Cos32-y[9]y[9]Sin32) - mhl[23] (s[l lICos42-y[l l]y[l 1lSin42) - 
mh1[24] (~[13]Cos52-y[13]~[13]Sin52) - mhl[25] (~[15]Cos62-y[15]y[15]Sin62) + 
mh1[26] (~[17]C~s72-y[17]y[17]Sin72) - mh1[27] (~[19]C0~82-y[19]y[19]Sin82) - 
mhl[28 ] (s[2 l]Cos92-y[2 l]y[21]Sin92) - mhl[29] (s[23]Cos102-y[23]y[23]Sin 102) - 
mh1[30] (s[25]Cos 1 12-y[25]y[25]Sin 1 12)+ mhl[3 11 (s[27]Cos 122-yI27]y[27] Sin 122)) 





mh1[20] (sill Sinl-(s[3]+g) Cosl) 

mhl[22] U l ]  (s[9]Sin32+y[9]y[9]Cos32) 
2.0 mh1[22] L[1] y[9] Sin32 
-mhl[23] L[1] (s[l l]Sin42+y[l l]y[ll]Cos42). 
-2.0 mh1[23] L[1] y[l 1] Sin42 
- d [ 2 4 ]  L[1] (s[13]Sin52+y[13]y[13]Cos52) 
-2.0 mh1[24] L[l] y[13] Sin52 
-mh1[25] L[1] (s[l5]Sin62+y[15]y[15]Cas62) . 
-2.0 mh1[25] L[1] y[15] Sin62 
mh1[2q L[l] (s[17]Sin72+y[17]y[17]Cos72) 
2.0 mh1[26] L[1] y[17] Sin72 
-mhl[27] L[1] (s[19]Sin82+y[19]y[19]Cos82) 
-2.0 mh1[27] L[1] y[19] Sin82 
-mhl[28] L[1] (s[21]Sin92+y[21]y[2 lICos92) 
-2.0 mh1[28] L[1] y[21] Sin92 
-mh1[29] L[1] (s[23]Sin 102+y[23]y[23]Cos102) 
-2.0 mh1[29] L[1] y[23] Sin102 
-mh1[30] L[ l] (s[25] Sin 1 12+y[25]y[25]Cos 1 12) 
-2.0 mh1[30] L[1] y[25] Sinl 12 
mhl[3 11 L[ 11 (s[27]Sin122+y[27]y[27]Cos 122) 
2.0 mhl[3 11 L[1] y[27] Sin122 

-mhl[21] (s[l] Sin2-(s[3]+g) Cos2) - b[7][4] - b[7][8] - b[7][10] " 
- b[7][12] - b[7][14] - b[7][1q - b[7][18] - b[7][20] - b[7][22] 
- b[7][24] - b[7][26] 

' f 
-mh1[23] L[1] (s[7]Sin32-y[7]y[7]Cos32) 
-2.0 mh1[23] L[1] y[7] Sin32 
-mhl[23] L[2] (s[ll]Sin43+y[l l]y[l llCos43) 
-2.0 mh1[23] L[2] y[l 11 Sin43 
-mhl[M] L[2] (s[13]Sin53+y[13]y[ 131Cos53) 
-2.0 mhl[24] L[2] y[13] Sin53 
-mh1[25] L[2] (s[15]Sin63+y[15]y[15]Cos63) . 
-2.0 mh1[25] L[2] y[15] Sin63 

2.0 mh1[26] L[2] y[17] Sin73 
(- mhl[26] L[2] (s[17]Sin73+y[ 7]y[17]Cos73) 

-mhl[27] L[2] (s[19]Sin83+y[19]y[19]Cos83) 
-2.0 mhl[27] L[2] y[19] Sin83 
-mh1[28] L[2] (s[21]Sin93+y[21]y[2 lICos93) 
-2.0 mh1[28] L[2] y[21] Sin93 
-mhl[29] L[2] (s[23]Sin103+y[23]yf23]Cos103) 
-2.0 mh1[29] L[2] y[23] 'Sin103 
-rnh1[30] L[2] (s[25]Sin113+y[25]y[25]CoS113) 
-2.0 mh1[30] L[2] y[25] Sinl 13 
mh1[31] L[2] (s[27]Sin123+y[27]y[27]Cos123) 
2.0 mhl[3 11 L[2] y[27] Sin123 
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mhl[29] L[1] (s[7]Sinl02-y[7]y[7]Cos102) 
2.0 mh1[29] L[1] y[7] Sin102 
mh1[29] L[2] (s[9]Sinl03-y[9]y[9]Cos103) 
2.0 mh1[29] L[2] y[9] Sin lo3 
mhl[29] L[6] (s[17]Sin107-y[17]y[17]Cosl07) 
2.0 mh1[29] L[6] y[17] Sin107 
mh1[30] L[9] (s[25]Sinll10+y[25]y[25]Cosl110) 
2.0 mh1[30] L[9] y[25] Sin 1 1 10 

mh1[29] (s[l] Sin 10-(s[3]+g) CoslO) - b[23][6] - b[23][8] ' 

mh1[30] L[l] (s[7]Sinl12-y[7]y[7]Cosl12) 
2.0 rnh1[30] L[l] y[7] Sinl 12 
mh1[30] L[2] (s[9]Sinl13-y[9]y[9]Cosl13) 
2.0 mh1[30] L[2] y[9] Sinl 13 
mh1[30] L[6] (s[17]Sin117-y[17]y[17]Cos117) 
2.0 mh1[30] L[6] y[17] Sin 1 17 
-mhl[30] L[9] (s[23]Sin1110-y[23]y[23]Cos1110) 
-2.0 rnh1[30] L[9] y[123] Sinl 110 



mhl[30] (s[l] Sin1 1-(s[3]+g) Cosll) - b[25][6] - b[25][8] 
- b[25][16] - b[25][22] 

mhl[31] L[1] (s[7]Sin122-y[7]y[7]Cos122) 
2.0 mhl[3 11 L[1] y[7] Sin122 
mhl[31] L[2] (s[9]Sin123-y[9]y[9]Cosl23) 
2.0 xnhl[3 11 L[2] y[9] Sin 123 
mhl[31] L[6] (s[WjSin127-y[17]y[l7]Cos127) 
2.0 mh1[31] L[6] y[17] Sin127 



Appendix I 

Twelve Segment Planar Object Including the Foot Segment 
This appendix describes the equations of motion for a twelve segment rigid body. 

The foot has been included using the method explained in Appendix G. In the 
representation for the LSODI integrator : y is a vector of the generalized coordinates after 
expansion to a first order system s is a vector defining the approximate derivative to y. 

There are 24 degrees of freedom in this model. 

Define the number of segments - 

NSEG P Number of rigid segments */ 
NEQ = 2*(NSEG+2) P Number of differential equations */ 

Define the inertial variables. 
I[NSEG] P Momm of Inertia */ 
M[NSEG] /* Mass *I 
R[NSEG] /* Proximal Distance to Centre of Mass*/ 
L[NSEG] P Length of Segment */ 

Define some convenient inertial variables 
Lnhl [O]= 
Lnhl[l]= 
Lnhl[2]= 
mhl[3]= 
mhl[4]= 

mhl[20]= 
mhl[21]= 
mhl[22]= 
mh1[23]= 
Lnhl[24]= 

- Lnhl[25]= 
Lnhl[26]= 
mhl[27]= 
mh1[28]= 
Lnhl [XI]= 
d [ 3 0 ] =  
mh1[3 1]= 

mhl[40]= 
mhl[41]= 
mhy42]= 
Lnhl[43]= 
Lnhl[44]= 
mhl[45]= 
mh1[46]= 
mh1[47]= 
rnh1[48]= 
mh1[49]= 











Define the trigonometric variables, 
% 

Cosl=_ 
cos2= L -. 
cos3= 
cos4= 
Cos5= 
Cask 
COS~=  
Cos8= 
Cos9= 
Cos lo= 
Cosl l= 
Cos 12= 

Cos2l= Cos2*Cosl+Sin2*Sin 1 
Cos3 1= Cos3*Cosl+Sin3*Sin l 
Cos41= Cos4*Cosl+Sin4*Sin 1 
Cos5 1= CosS*Cosl+SJn5*Sin 1 
Cos6l= Cos6*Cosl+Sin6*Sin 1 
Cos7 1= Cos7*Cosl+Sin7*Sinl 
Cos81= Cos8*Cosl+Sin8*Sinl 
Cos91= Cos9*Cosl+Sin9*Sin 1 
CoslOl= CoslO*Cosl+Sin10*Sinl 
Cosll l= Cosl l*Cosl+Sinl l*Sinl 
Cos121= Cosl2*Cosl+Sinl2*Sinl 

Cos32= Cos3*Cos2+Sin3*Sin2 
Cos42= Cos4*Cos2+Sin4*Sin2 
Cos52= CosS*€os2+SinS*SIn2 
Cos62= Cos6*Cos2+Sin6*Sin2 
Cos72= Cos7*Cos2+Sin7*Sin2 
Cos82= Cos8?Cos2+Sin8 *Sin2 
Cos92= Cos9*Cos2+Sin9*Sin2 
Cosl02= CoslO*Cos2+Sin 10*Sin2 
Cos112= Cosl 1 *Cos2+Sin 1 PSin2 
Cos122= Cosl2*Cos2+Sin l2*Sin2 

Cos43= Cos4*Cos3+Sin4*Sin3 
Cos53= CosS*Cos3+SinS*Sin3 
Cos63= Cos6*Cos3+Sin6*Sin3 
Cos73= Cos7*Cos3+Sin7*Sin3 
Cos83= Cps8*Cos3+Sin8*Sin3 
Cos93= Cos9*Cos3+Sin9*Sin3 
Cosl03= CoslO*Cos3+Sin10*Sin3 
Cosll3= Cosl l*Cos3+Sinl l*Sin3 
Cos123= Cosl2*Cos3+Sin12*Sin3 

Sinl= sin(y 
Sin2= sin(y 
Sin3= sin(y 
Sin4= 
Sin5= 

sin(y 
sin(y 

Sin6= WY 
Sin7= S ~ ( Y  
sing= *(Y 
_Sin9= sin(y 

Sin 10= 
Sin11= 

in(y r 181) 
sin@[ 201) 

Sinl2= MY [ 221) 

Sin21 = Sin2*Cosl -Cos2*Sinl . 
Sin3 1= Sin3*Cos 1-Cos3*Sin 1 
Sin4 1 = Sin4*Cos \-Cos4*Sin 1 
SW1= Sk5*Cosl-CasS*Sinl 
Sin61 = Sin6*Cos 1-Cos6*Sin 1 
Sin7 1= Sin7*Cos 1 -Cos7*Sin 1 
Sin8 1= Sin8*Cos 1 -Cos8*Sin 1 
Sin91= Sin9*Cosl-Cos9*Sinl 
SinlOl= SinlO*Cosl-CoslO*Sinl 
Sinl 1 l=  Sinl l*Cosl-Cosl l*Sinl 
Sinl21= Sinl'2*Cosl-Cosl2*Sin 1 

Sin32= Sin3*Cos2-Cos3*Sin2 
Sin42= Sin4*Cos2-Cos4*Sin2 
Sin52= SinS*€os2-€osS*Sin2 
Sin62= Sin6*Cos2-Cos6*Sin2 
Sin72= Sin7*Cos2-Cos7*Sin2 
Sin82= Sin8*Cos2-Cos8*Sin2 
Sin92= Sin9*Cos2-Cos9*Sin2 
Sinl02= SinlO*Cos2-CoslO*Sin2 
Sinl 12= Sinl l*Cos2-Cosl l *Sin2 
Sin122= Sinl2*Cos2-Cosl2*Sin2 

Sin43= Sin4*Cos3-Cos4*Sin3 
Sin53= SinS*Cos3-CosS*Sin3 
Sin63= Sin6*Cos3-Cos6*Sin3 
Sin73= Sin7*Cos3-Cos7*Sin3 
Sin83= Sin8*Cos3-CosS*Sin3 
Sin93= Sin9*Cos3-Gos9*Sin3 
Sin lO3= Sin lO*Cos3-Cosl O*Sin3 
Sinl 13= Sinl l*Cos3-Cosl l*Sin3 
Sin123= SinTZ*Cos3-Cosl2*Sin3 



4 11 2 
i- 

CoslO7= CoslO*Cos7+SinlO* Sin7 Sinl07= Sinf O*Cos7-CoslO*Sin7 
Cosl17= Cosl l*Cos7+Sinl l*Sin7 Sinll7- Sin1 1•‹C 7-Cosl l*Sin7 
Cos127= Cosl2*CoST+Sinl2*Sin7 Sin I?'?= Sin I 2 V h  -Cusf 2%h7 
Cos98= Cos9*Cos8+Sin9*Sin8 

% 
Sin98= Sin9*Cos8-Cos9*SinS 

Cosll lO= Cosll*CoslO+Sinl l*Sin10 Sin1+10= Sinll*Cosl~Cosl l*SinlO 

Define the Inertia Matrix 

adda 
ad& 
ad& 
adda 
adda 
ad& 
adda 
adda 
adda 
ad& 
adda 
adda 

+= mhi[40] - 2mh1[20]Rad 
+= mhl[2 1 ] (Rad Cos2- R[( 
+= mhl[22](Rad Cos3- R[( 
-= mhl[23](Rad Cos4- RIO 
-= mhl[24](Rad CosS- RIO 
-= mhl[25](Rad Cos6- RIO 
+= mh1[26](Rad Cos7- R[I 
-= mh1[27](Rad Cos8- R[O 
-= mhl[28] (Rad Cos9- RIO 
-= mhl[B] (Rad Cos 10-RIO 
-= mhl[30] (Rad Cos 1 1 -R[O 
+= mhl[3 11 (Rad Cos 12-R[( 

adda[3] [3] += mh1[4 11 
adda[3] [7] -= mh1[23] L[1] Cos42 
adda[3] 1111 -= mh1[25] L[ 1 ] C0s62 
adda[3][15] -=mhl[27]L[l]Cos82 
ad&[3][19] -= mh1[29] L[l ] Cos 102 
adda[3][23] += mhl[3 11 L[l] Cos 122 

adda[5][3] += rnh1[22] L[ 11 Cos32 
adda[5][7] -= mh1[23] L[2] Cos43 
adda[5] [ 1 la -= mh1[25] L[2] Cos63 
adda[5][15] -= mh1[27] L[2] Cos83 
adda[5][19] -= mh1[29] L[2] Cos lo3 
adda[5][23] += mhl[3 11 L[2] Cos123 

addat1 1][3] -= mh1[25] L[1] C0s62 
- addail l][7] += mh1[25] L[3] CosM 

adda[ll][ll] +=mh1[45] 
7 

adda[l3][3] += mh1[26] L[1] 4 3 ~ 7 2  
adda[13][13] +=rph1[46] 
ad&[1 N U ]  -= mlf1[28] L[61 cosC)7 
adda[l3][21] -= mh1[30] L[6] Cos 1 l7 

Cosl 
'ISin21) 
11Sin3 1) 
ISin41) 
ISin51) 
Sin61) 
]Sin7 1) 
SkI3l) 
Sin91) 
SinlOl) . 
Sinl 11) 
lSinl21) 

+=%1[22] L[1] Cos32 
I 

-= mhi[24] L[1] C0s52 
+= mh1[26] L[1] Cos72 
-= mh1[28] L[1] C0s92 
-= mhl[30] L[1] Cos 1 12 



adda[l9][3] -= mh1[29] L[11 CoslO2 
adda[19][13] -=mh1[291 L[61 Cosl07 
adda[19] [17] += mhl[30] L[9] Ccsl 1 10 

res : 
/ 

= F[O] - (mhl[40] - 2mhl[20]Rad Cos 1) ! 
[2 1]( R(s[3]Cos2 - y[3]y[3]Sin2) - 
[22]( R(s[5]Cos3 - y[S]y[5]Sin3) - 
1231 ( R(s[7]Cos4 - y [7]y[7] Sin4) - 
:24]( R(s[9]Cos5 - y[9]y[9]S@5) - 
:25]( R(s[l lICos6 - y[l l]y[l lISin6) - 
[26J(R(s[13]C0~7 - y[13]~[13JSin7) - L 
:27]( R(s[15]Cos8 - y[15]y[15]Sin8) - L[ 
:28]( R(s[17]Cos9 - y[17]y[17]Sin9) - L( 
:29]( R(s[l9]CoslO - y[l9]y[19]SinlO) - L[ 
:30]( R(s[21]Cos11 - y[21]y[21]Sin11) - L[ 
[3 1]( R(s[23]Cos12 - y[23]y[23]Sin12) - L 

adda[21][5] -= rnh1[30] L[1] CosLl3 . 
adda[21][19] += mh1[30] L[9] Cosl 1 10 





jac : 



b[3][14] = 

i 

b[3][19] = -2.0 mh1[29] L[1] y[19] Sin102 
-mhl[30] L[1] (s[21]Sinl12+y[21]y[21]Cosl12) 
-2.0 mhlf301 Lllly1211 Sinl 12 

- 
-mhl~2]~[0](s[l]~in3 1 - y[l]y[l]Cos3 1) 
-2 mhl[22]y[l]L[O]Sin3 1 
-mhl[23] L[1] (s[3]Sin32-y[3]y[3]Cos32) 
-2.0 mh1[23] L[l] y[3] Sin32 
-mh1[23] L[2] (s[7 JSin43+y[7]y[7]Cos43) 
-2.0 mh1[23] L[2] y[7] Sin43 
-mhl[24] L[2] (s[9]SinS3+y[9]y[9]Cos53) 
-2.0 mh1[24] L[2] y[9] Sin53 
-1nhl[25] L[2] {s[l l]Sin63+y[l l]y[l 11Cos63) 
-2.0 mh1[25] L[2] y[l 11 Sin63 
mhl[26] L[2] (s[13]~ii~3+y[l3]y[13]Cos~3) 
2.0 mhl[26] L[2] y[13] Sin73 
-mh1[27] L[2] (s[15]Sin83+y[15]y[15]Cos83) 
-2.0 r~h1[27] L[2] y[15] Sin83 
-&[28] L[2] (s[17]Sin93+y[17]y[17]Cos93) r- -\ 
' -2.0 mh1[28] L[2] ~€171 Sin93 
-mhl[29] L[2] (s[19]Sin103+y[19]y[19]Cos103) 
-2.0 mh1[29] L[2] y[l9] Sin103 
-mh1[30] L[2] (s[21]Sinl13+y[21]y[21]Cosl13) 
-2.0 ~1hl[30] L[2] y[21] Sinl 13 
mhl[31] L[2] (s[23]Sin123+y[23]y[23]Cos123) 
2.0 mh1[31] L[2] y[23] Sin123 



-mh1[25] g Cos6) - b[11][0] - b[11][2] - b[11][4] - b[l l][6] - b[11][8] 

-mhl[26]L[O](s[l]Sin71 - y[l]y[l]Cos7 1) 
-2 mhl[26]y[l]L[O]Sin7 1 
-mh1[26] L[1] (~[3]Sin72-y[3]y[3]Cos72) 
-2.0 mhl[26] L[1] y[3] Sin72 
-mh1[26] L[2] (s[5]Sin73-y[5]y[5]Cos73) 
-2.0 mh1[26] L p  y[5] Sin73 
-mh1[27] L[6] (s ]Sin87+y[15]y[l5]Cos87) 
-2.0 mhl[27] L[6] % y 151 Sin87 
-mhl[28] L[6] (s[17]Sin97+y[17]y[17]Cos97) 
-2.0 mh1[28] L[6] y[17] Sin97 
-mhl[29] L[6] (s[19]Sin107+y[19]y[19]Cos107) 
-2.0 mhl[29] L[q y[19] Sin107 
-mhl[30] L[6] (s[21]Sin117+y[21]y[21]Cos117) 
-2.0 d [ 3 0 ]  L[6] y[21] Sin 1 17 
mh1[31] L[6] (s[23]Sin127+y[23]y[23]Cos 127) 
2.0 mhl[3 11 L[6] y[23] Sin127 

mhl[26] g C O S ~  - b[13][0] - b[13][2] - b[13][4] - b[13][14] - b[13][16] 
- b[13][18] - b[13][20] - b[13][22] 

mhl[27]LfO](s[l]Sin81 - y[l]y[l]Cost? 1) 
2 mhl[27]y[l]L[O]Sin8 1 
mhl[27] L[1] (s[3]Sin82-y[3]y[3]Cos82) 
2.0 mh1[27] L[1] y[3] Sin82 
mhlf271 L[2] (s[5]Sin83-y[5!y[5]Cos83) 
2.0 mh1[27] L[2] y[5] Sin83 
mhl[27] L[6] (s[13]Sin87-y[13]y[13]Cos87) 
2.0 mh1[27] L[6] y[13] Sin87 
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