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The primaty focus of this research yvafs‘tlie;&evelopment ofa computerksimulation

,of bipedal running. Joint momens and the 1mt1al kinematic state are the variable inputs to
e the system. The objective was a reasonable computer generated reproduction of a human

running performance. The simulation represcnts the fundamental basis for the development
of a computer program that enables predxcuon of changes in a movement pattern which -~ .
‘ result from changes in magnitude and timing of muscular contractlon The apphcanons
range from the production of aesthetically interesting styles to mechamcally desuable

styles

Emphas1s has been placed on the strateglc development of the model and the
numerical solutlon of the differential equations of motion. Discussion of the data collection
process focussed on the procedural simplifications and the associated assumptions.
. Although the model is restricted to planar motion, extension to three dimensional motion is
feasible but not implemented. |
, COA single male subject ran over ground while being filmed by a high speed camera. )
o *',Segmental posmonal data were obtained by digitization of body markers, such data were
" manipulated to generate a set of angles consistent with the definition of the model. This
4 »:mvolved the fabrication of data for the contralateral side of the body as this information was
‘unavailable from film: The reference position and segment angles were smoothed and
differentiated using a quintic spline routine. o
The model of the human body comprised twelve linked rigid segments. Net joint
moment profiles and the initial kinematic state were input to a system of ordinary
differential equations. The only constraint was ground contact during stance and was
t'epresented by an analytic rolling constraint. The equations of motion were derived using a
combination of Newtonian and Lagrangian dynamics and were integrated using the ESODI
numerical integration routine. The t'ecord_ed kinematics were reproduced by the solution of
a series of boundary value problems. ' |

The rudimentary interactive éelnputer. program developed is a research and teachin g
tool which provides the basis for shnulafign and modification of the motion of any linked
rigid segment model. The computer program allows online modiﬁeation of the moment
ptoﬁTes, and therefore the movement, during the simulation. :
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Chapter 1
Int,ro,_d‘uction
This research was initiated by the author 'Aesi > to improve the biomechanical

- ®

. Uman running. In particular, this

analy51s techniques currently used to ,
dissertation describes a mathema i¢al simulation of runnin g based on a mechanical model of
the human body. Of underlym g importance to the choice of the mathematical representanon 2
of the human body is the assumption that the principal determinants of running _
performance are the inertial properties of the body. This unverifiable assumption is based .
on the.belief that since the human body is an inertial object moving in an inertial world,
mechanics provides a sensible basis from which to describe human movement. This
dissertation centres on the development of a mathematical simulation of a planar analogy to
human running consisting of tha{novement of twelve interconnected rigid segments. {’he
simulation is the basis for an mteractlve computer graphics programme which enables the
user to modify selectively the movement technique by altering the driving forces. A
rudimentary interactive programmie is presented and used to examine the practicalities of
‘this approach. This thesis shggests that the use of computer simulation need notbe
restricted! to a group of mathematically competent researchers, but through interactive,
graphlcs can be made available to every one.

The introduction to this thesis consists of a general discussion of the. various,
- -, biomechanical apalysis techniques. commonly used to describe human movement The

' ldevelopment of a dynamic stmulatlon of runnin g is presented as an alterndj ,: (=3

e existing approaches. Cntena for detenmmng the appropnateness of the simulation will be

presentcd in the concluswns.
Tradmonal methods of analysmg gross human movement skills are based prnnanly

oh vasuallinfonnatlon The. v1sual assessment of performance places a tremendous burden

on all but highly skllled observers as it is difficult to both assimilate all of the information

and to menta]lx compare successwe performances. The implication of this dependence on

human perception is that there are relatively few people pI‘OfiClCnt at assessing’ the R

mechamcs of movdment The advent of quantitative analysxs techniques has mcreased the

i
- .~—




number of skilled observers by preseriting movement characteristics in many different
ways. The function of quantitative analysis technique is not the prescription of optimal
performance but the presentation of information. ~

The dominant prerequisite of a quantiative biomechanical analysis of human
movement is the definition of a model that describes the fundamental functional
characteristics of the human body. This functionality is necessarily dependent on the
movement bcmg analysed The following sections will discuss the various general analysas
techniques that employ mathematical models.

1.1. Mathematical Models For‘the Study of Human Movement

-

-
- -

N ’ The principal reason for the development of a mathematical representation of the

' dynamic characteristics of the human body is the reduction of the natural system to a
general formulation. A model is a symbolic abstraction of a system. A general formulation
allows one to concentrate on the mathematical task rather than the specific system. Itis
possible to economise time and effort in the study of movement by using mathematical
descriptions of the human body which are equivalent to systems that have already been
theoretically analysed. This minimises the necessity of conducting ph‘ysical experiments. .
One can capitalise on the multitude of research results produced by other studies of natural
or robotig-gystems. The philosophical importance of the modelling and simulation of the
movement of the human body is the resulting capability of making predictions concerning .
novel tasks. The use of predictions may range from the identification of the principles

' determining why the human body behaves in a specific manner, to the modification of
movement patterns. .

The choice of the type of model to be used<or simulation is dependent on the
resolution of several issues such as, the requisite degree of complexity and the type of
mathematical control implemented.

Mathematical modelling ncceséari]y involves a simplification of the original system.
A determining factor for the ultimate usefulness of a model is the initial selection of the
principal relatlonshlps which are to be included. The requisite degree of complexlty of the
model of the human body varies in accordance with the movement intended to be
simulated. Care must be taken in this selection process, as redundant complexity may mask
the inherent elegance of the system, while oversimplification may result in the omission of



 fundamental properties. If the model is overly simplistic, it will be incapable of performing
the desired movement. On the other hand, excessive complcxlty is equally unconstructwe 7
in that it may not produce any valuable information (e.g. modelling the hands will not
provide meaningful information for the study of a running stride). Furthermore, an
excessive degree of complexity makes interpretation of the model results extremely difficult
because much of the information is superfluous. In light of these objections, along with the
high computing costs associated with excessive model complexity, it is submitted that the -
complcxity' of a model should-be-restricted to those principal characteristics of the original
system which affect the movement to be analysed. \

The value of a model is related to its predicﬁvc capability, and this can not be
determined a priori. The selection of the degree of complexity of the model is of
fundamental importance to its ultimate predictive capability, but is, perhaps unfortunately, a
subjective decision. The researcher is free to choose the desired level of complexity.
However, it is suggested that there is an optimal degree of complexity which is dependent
* upon the movement to be studied. Unfortunately that optimal degree of complexity can not
be specifically determined]. One approach to the issue of determining an appropriate degree
of complexity is the utilization of one elaborate, all inclusive model (Hatze, 1983b). Such a
model must necessarily be cktremcly complex if it is to be capable of performing all
movements2. However, as noted above, there are a number of problems associated with

extremely complex models.

Excessive model complexity may also necessitate the identification of several
redundant parameters and inputs. This parameter 1denuﬁcat10n problem can be a serious
limitation of a complex model.

£

It was decided that for this simulation of human running, it would be most useful to
develop a simple model. The model includes the principal mechanical relationships of
running such as, the inertial properties of the limbs. This is arguably'a severe limitation of
this thesis (and every other biomechanical analysis as well) as there are many phyéiological
characteristics that undoubtedly play'a tional role 113 running. The next sections
describe the methods by which mech cal models are utilised in a biomechanical analysis.

-l

1As discussed in a later section this is due to the impossibility of validation.
2Hatze (1983b) uses a 17 segment hominoid with 44 degrees of freedom.
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1.2. Descriptive Biomechanical Analyses of Human Movement.

A biomechanical analysis of human movement is normally defined as one of ’two
general classifications of quantitative techniques. These two classes of analysis are

commonly referréd to as kinematic or kinetic. A kinematic analysis quantitatively describes | w

the geometry of a movement pattcm with respect to some variable, such as time (Anel
1980, Chapman & Medhurst, 1981). In this typc of analysis little attempt is made to
determine the cause of the movement studied. This dissertation does notfocus on the many
types of kinematic analyses that have been prcsented in the literature. Kinematics is an
adequate way to describe the pattern of movement, but without a causal mechanism it offers
little in the way of prediétive capability. Kinematics would be more useful if the movement
could be non-dimensionalised so as to eliminate the problem of sumhtude between people
of different anatomical propomons B

A kinetic analysis assumes a 'causal relationship between a force producing
’mechanism and the observed kinematics. This typer analysis requires the derivation of
equauons of motion which represent a mathematical description of the model dynarmcs
These equauons are commonly derived from Newton s law (F=ma). The derivation and _
formulation of the equations is discussed in greater detail in Chapter 2. There are two sub
classes of a kinetic analysis of movement that will be discussed: inverse dyhamics and

forward dynamics.

*

An inverse dynamics analysis requires the specification of the kinematics. A_sét 6f -
force or torque profiles is then calculated from the algebraic equations. Discussion is

centred on these force profiles, or on the mathematical transformations of the force profiles, =

such as work or power (Chapman & Caldwell, 1983a, Chapman & Caldwell, 1983b
Chapman Lonergan & Caldwell, 1984, Chapman et al., 1985). A forward dynamics
-analysis requires specxficatmn of the driving forces. The resulting motion is determmed by '
integration of a system of non-linear differential equations.

'1.2.1. Inverse Dynamics

\ Inverse dynamics has a more traditional acceptance in the biomechanics commumty
and will be discussed first. An obvious requirement for an inverse dynamic analysis of

' human movement is that the kinematics of a performance must be experimentally recorded.
A typical experiment involves the collection of a time series of positional data for a.

4 -



specified set 6f body‘ markers. Mathematical transformations then produce the necessary
information for the analysis. An overview of  the procedure will be discussed in this
section. Emphasm will be on the expenmental dcnermmanon of the k1nemat1cs and the lack |
of predictive capability. R LA |

It is necessary that methods of data collection should aﬁ'ect the performance of the
movement as little as possible. The most efficient non-invasive recording techiniques
~ currently in use record the movement of specific external body markers. High speed
~ filming or real-time collecuanieqmpment, such as SELSPOT, collect data while allowing |

the performer to carry out the movement in familiar surroundings unencumbered by
 recording equipment. Unfortunately, because of the problems associated with existing
digitization techniques, such as, the movement of body markers,_'perspective error, and
other anomolies, a considerable amount of random variability is introduced by that type of
- recording process. Errors are also introduced to the kinematics by the inconsistency of
' '.human movement. Hatze (1986) gives an extensive over\iiew of the causes of human

motion variability. "They include initial perturbations of the skeletal muscular, and neural
systems as well as perturbations due to incremental changes dunng mouon execution, of
external forces, muscular parameters (fatigue), afferent sensory inputs, and of the motor
. programmes controlling the execution of the movement". The result of this i;ncertainty in
the data is that subtle changes in the pattern of the movement cannot be analysed. The
necessny of studying distinct movement patterns, insuring differences greater than the A
statistical variability results in a dlspmted analys1$ Owing to the limitations of the accuracy
of the data collection process, the researcher has a limited choice of acceptable mathematical
representations of the human body. The models must necessarily be relatively simple in
order that the data are reliably‘u'an_sfprmed to the model snucnxrc.

In addition to the problems created by the data collecuon process thcre are a
number of other areas in which traditional biomechanical analyses fall short of being the
best possible approach to the analysis of human movement. More significantly, descriptive
analyses of movement have limited predictive capabilities. * |

1.3. Predictive Biomechanical ‘Analyses of Human Movement

A sévere restriction of traditional descnpuve analyses of human movement arises
from the requirement that the movement must be performed prior to its analysis. Simulation
of the movement of a human analogy would reduce the amount of experimentation required -
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T”*

. by providing predictions as to how the human body would perform underarymg
condiuons The researcher could determine mathematically a desired change in tcchmquc,
with t’heebencfit that the individual need not actually perform the movement. It is suggcsted

that thc ability to predlct the effect of a change in performance without havmg 0 mvolvc thc -

subject is a useful obJectlve

B

-~ As mentioned earlicr‘, forward dynémics is the result of the specification of the dnvmg
forces and the mathematical determination of the movement. Once the researcher is
committed to a particular model the theoretical decisions focus on the dctcrmmauon ofa
reasonable set of force inputs. The following sections d15cuss some of: thc posmblc
approachcs to identifying these forces. - 4 o

Forwa'rd dgnatmcs Chn be claSsiﬁed by the type of controls employed. In particular.ﬁ

whether the model is under autonomous adaptive control, or under rigid user supplied

~ control. These specifications are not universal definitions but are convenient for this thesis.

A brief review of two types of dynamic controls will be given, as the utilisation of each
was considered in the formulation of the present simulation.

1.3.1. Autonomous Adaptive Control Models

The first type of dynamic model to be discussed is that which is most often applied
in the field of robotics; autonomous adaptive control. One of the primary concerns in
robotic locomotion is the search for a control s;tratcgy which efficiently produces a stable
running or walking stride in a robot. Control theory implies that the system is internally
forced to satisfy some objective criterion (e.g. running speed). Since the controls are
essentially inherent to the system they are adaptive, and the systcm is blessed with
predlctlvc capablhncs o

Ay
*

Despite the fact that one of the obj(‘:cti?/-gs in robotics research is the development of
robots that are capable of walking and running, the information gained from this type of "
modelling may also be significant for the understanding of human motion, particularly as
these models are usually autonomous. Unfortunately, there are only.a few robotic -
developments that offer information that is of interest to the field of blomechamcs The
following two secnons present two of thess developments. ’

Tl e
. ot TE
Ce .



1.3.2. Auttmomo_us Hopping Robot ~ )

The development of ‘an autonomous hoppmg robot in 1984 was a s1gmﬁcant _
engineering developmem (Rajbert, 1984, Raibert; 1986) Raibert produced a robot capable -
of a stable hopping motion: at ‘auser detemnedspeed. He has suggested that the one
legged hopping machine is the simplest analogy to human running. Locomotion of the
robot is achieved by a combinadon of a stance and an airborne phase, with the distinction
- between hopping and running being the alternation of the support leg. It is not -
unreasonable to suggest that the robot controls are similar to the human neural counterpart,
as the overall objective in bath cases is unaided locomotion. This is not to suggest that there
is either an equivalenee or functional mapping between the two control syStems
Theoretically, an understanding of the mechanics of hopping could give us an insight into
how to approach the analysis of running. It is suggested that the relevant mechanical
relationships would be similar in both cases. ’

The obvious strengths of Raibert's miodels are their simplicity and predictive
capability. The user, with minimal intervention, can generate a variety of movements. The
user can test the limitations of the model, rnodify the system parameters, and retest. In this
heuristic manner, the researcher can deveiop an intuitive understanding of the system
dynamics. A bﬂBf overview of the control strategy will be presented as an example of the
simplicity and elegance of Raibert's de:sign. .

The control stritegy was scparated i into two distinct phases: an airborne phase and a
stance phase. During stance, a linear control torque was applied between the torso and the
leg with the objective being to keep the torso vertical. When the spring of the stance leg
was fully compressed a position actuator was turned on,’which further compressed the
spring. The posmon aciuator was employed to offset the loss in momentum at unpac:t and
takeoff.

During_ the airborne phase, the leg was oriented so that ground contact was made at ‘L
a desired angle. The choice of desired angle was based on the difference between. the' |
desired and current horizontal velocity, and the necessary position of the robof's eentre of
mass relative to the contact point. This last calculation required know ledge of the general
behaviour of the robot during stance. The resultmg autonomous robot was robust and
capable of hoppmg over a wide range of speeds and changes in direction. The only user
‘input required was the desired Korizontal velocity.




Dunng the research into this dlssertauon the author had the opportunity to
reproducc the sunulauon of the hopping robot. The results of this research have not been
included in this dlssertatmn as its only functional s1gmﬁcanoe for the thesis is the .

- fundamental nature of* the (\:ontrol system. In the author's research Raibert's control strategy
was modified to control the movement of a hopping model consmtmg of a jointed leg. - |
Subsequently, a second leg was attached to produge a runmng stride. It was found that, as
. the complcxlty of the model ircreases, the subsequent size of the control strategy must also

mcrease, and therefore, at some level of model complexity, the control will become the

" .doiﬁiﬁan; characteristic and the natural passive dynamics of the model are not discemnible.
Preliminary research indicated that a simple extension for Raibert's hopping robot did not
result in movement qualitatively determined as natural for the human body. ‘

This was the predominant reason for the current exclusion of a control strategy for
this dissertation. Another less serious, disadvantage of this approach is that the use of

" control theory for the study of human motion often induces negative responses from many

researchers. Despite the fact that no one has suggested that mathematical controls mimic the
human metor control systent, many criticise this supposed analogy. A reasonable
alternative was to study those stable walking or running robots that do not have contrived
controls. Their movement is a result of their inherent dynamics properties and the initial
kinematic conditions.

'1.3.3. Passive Walking Robot

Rcccntly, Mchcr has adoptcd a passive control appr’o“ach in h1s research into B L
walking and runmng :ﬁ)bots (Mcgeer, 1989). HlS initial research was based on an analysxs
ofa s1mp1c child’s toy, whwh when placed at the top of a slope, "walked" down hill
_ unmdcd by comrollmg forces (McMahoq, 1984). The "walking" was a by-product of the
natural dynamJC characteristics of the toy. McGeer has provided a complctc theoretical
- analysis of how and why the toy walked. He has also built art unpowercd walking machine
based upon the principlés of the child's toy. The model of ﬂic“"itoy was modified slightly to
overcome the limitation of requiring a slope. For example, simply by shortening the swing
leg before impact, and a subsequent lengthening of the leg during stahcfe, the robot. N
achieved a stable walking cycle on a horizontal surface, (although it is limited in its ability
to walk uphill). Unlike most other walking robots in which the control strategy is the
dominant characteristic of the system and the dynamic characteristics are natural obstacles,



the dominant characteristics of McGeer's walkmg machme were the natural dynamws
makmg it a better analogy for the study of human motion.

McGeer hopes to discover the theoretical underpinnings of a passively stable
running cycle. He would then introduce a minimal control strategy into his model, which
would incorporate the natural dynamic' characteristics, and by these means developa
running robot. It i$ submitted that this approach to the development of a robot that will be
capable of running is preferable to the approach taken by Raibert, because the natural
dynamics are retained in the passive control model.

The possible relevance of this passive control model research to the understandin g
of human running is paﬂ:rcularly interesting. It is conceivable that an individual's prefen‘ed \
" running stride is one which,reqmres minimal control. Considerable b10mechamca1 research

has focussed on developmg criteria for the identification of an efficient runmng stride '

(Chapman et al., 1985, Williams & Cavanaugh, 1983, Lonergan, 1988). Lonergan has

demonstrated the difficulty of identifying an appropriate criterion cost function employed

by the human motor control system. Hypothetically, the passive running cycle may provide

a unique approach to this issue. It may be postulated that the preferred, or most efficient

running style is that which is closest to passive running, and thereforé’-;:"fhag which requires
_ the fewest controlling inputs from the muscular system.

In summary, the analysis of stability and reproducibility are fundamental concepts

for robotics. With respe& to human movement, itis obviously true that both the system and
the movement are stable, and that these are not fundamental issues for the modelhng and
simulation of human movement. The goal of s1mu1aung human movement as empha51sed in
‘thJS thesis, stretches beyond these studies of stablhty and rcpmdumblhty We are interested

; in the gross properties of human movement directly obscrvcd, and are not in a search for
motor control theories. One of the objectives of the, s1mulat10n of human movement is to
-lead to an understanding of the modification of movement technique, and the development

of many possible ways of performing the same task.

1.3.4. Rigid User Supplied Control Models . R o
The second type of system dynamics models that were examined in the Y

development of the author's simulation of human running, were those models thaf are

controlled by rigid user supplied inputs. These models are not adaptively controlled and the
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useris reqmred to spec1fy of the comrolhng forces. In effect, the simulation userisa
replacement for the in trol system described in the prewous section. The primary
objective in the development of these models was to prov1de a better means of modlfylng
human movement. :

-

A number of physiological models of the human body have been developed. Some
of these models are extremely complex, and claims have been made that they describe the
neurophysmloglcal system as well as the musculoskeletal system (Hatze, 1983b, Bauer,

-1983). In spite of claims that the development of physiological analogues is the only
reasonable direction for the blomechamcal study of human motion to proceed, it is -
suggested here that such an argument is not valid. As indicated previously, there are a
number of problems associated with complex models of the human body. In terms of
controls for the model, parameter estimation in a complex model becomes unreliable _
because of the limitations in expenmental techmques Phys1olog1cal analogue models may
become so elaborate that the parameter estimation becomes in fact the major objective.
These elaborate models can only be reasonably tested with such simple movements that
nothing valuable is gnined from the analysis. For example, the kicking simulation presented
by Hatze (1984), does not provide any pracncal information other than a review of the
mathematical task.

Another problem associated with current physiological models of the human body
is that their performance is dependent upon several assumptions that are not directly
justifiable from experimental results. Rather than be ﬁmitéd’f:y these experimental
difficulties, the limitations imposed by a less complex model were accepted in this research
on the grounds that it would be better to have a simple model that provides useful
information, rather than a complex model which might be incapable of offeﬁng any
additional insight. | )

Following the development of a reasonable model, the movement of a hurhan
analogy can be simulated. Several researchers are currently working in the area of human
movement simulation. Their work can be divided into two general areas: the first is the
modelling of human performance and the second is the modelling of the system dynanncs
of a movement. ;



1.4. Simulation of Human Performance

“The méjority of research reports on human movement simulations can be asSigned
to a group within which the majbr emphasis is on modelling human performance (Hill,
1927, Kcllcr, 1974, Vaughan, 1983a, Ward-Smn.’n 1985a). These are not simulations of
the mechanics of movement. The models presenwd in these publications emphasize human
performancc characteristics such as, speed; distance, and physiological capacity. In some
papers, the author's have claimed to have made a mechanical analysis of the movement.
For example, Vaughan (1983a, 1983b) modelled the body as a point mass propell_ed
forward by a horizontal force. The horizontal force consisted of two components, a term
fepresenting the horizontal ground reaction force and a term representing wind resistance.
The equation parameters were statistically determined from performance times for various
running distances. Predictions of ‘Tunning time were made from these differential equations.
Howevcr little or no emphasis was placed on mechanical charactensths Only the
movement of the centre of mass was anaTyzcd. ’ ‘

1.5. Dynamic Simulations of Huinan Movement

Several researchers have chosen to s1mulate the movement of the human body
Much of the early work in this area presented conistrained simulations in which only afew
_ of the mechanical degrees of freedom were considered variable. Studies of jumping,

- swimming, diving and pole vaulting were all documented in the literature in the 1970's (

Passerello & Huston, 1971, Chao & Rim, 1973, Gallenstein & Huston, 1973, Ramey,
1973, Boysen, Francis & Thomas, 1'977, Walker, 1973). These simulations can be -
separated into, firstly, those which represented the torque produced by muscular
contraction, either as net joint torques or via muscle models, and secondly, those which
kinematically described the relative movement of the individual segments. A similarity in all
of this work is that the simulations were not dynamically autonomous. This does not’ 1mply |
that they reqmred an external force, but rathcr that they required some predetermined
kinematics, and that therefore, the movemcqt was not entirely a dynamic simulation.

In the following two sections the céncept of a constrained simulation will be
expanded. Constrained simulations of human movement have been presentcd as either
kinematically or dynamically constrained s1mulat10ns _ :
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1.5.1.: Kinematically Constrained Simulations = | S
Kinematically constrained simulations will be discussed first, as they are more
numerous in the literature. The equations of motion in these studies were written to
describe the movement of a multisegment r}odcl. Many of these models restricted the -
simulation to the airborne phase and the motion of many of the degrees of freedom were -
speciﬁcd. Only a few of the variables were actually simulated. Gommonly, the orientation
of the torso was determined by’thé solution of the equations of motion. In many of the
airborne simulations the equations were derived based on the conservation of 'angula’r
‘momentum, As this represents only a single. cquauon in planar motion and three equations
in three dimensional motion, only a limited number of degrees of freedom could be
considered to be variable. By restricting the unknowns it is easier to make predictions from
these models since there is less information to aSsirnilate and it'is therefore, '
computaﬂonally less expensive. For example, the mathematical model of pole vaulting by
Walker (1973) predicted that trained athletes would be capable of pole vaultmg over twenty
feet, long before any one else considered it to be possible.

The diving simulations produced by Yeadon (1986) present the most significant
predictive capabxhty currently published in biomechanics literature. In spite of the fact that
only three variables were actually simulated, Yeadon has introduced a new approach to the
performance of twisting dives. Of particular significance is the fact that the predictions

. based on his simulations contradicted the prevailing views of the coaching community, and

proved to be correct. It was.commonly accepted in thé diving community that in order to
maximise the rotation of twist in a dive, the diver must reduce the moment of inertia about
- the longitudinal axis immediately after takeoff. The gist of the theory was that mlmrmsmg ,
the moment of inertia would maximise the angular veloc1ty and consequently, the amount )
" of rotation. Yeadon has shown that the twist is accompanied with rotation about another of
the principle axis of rotation and that it is beneficial to delay the reduction of the moment of -
inertia. When the predictions based on Yeadon's simulations were put into practice, it was
discovered that the rotation of the dive was in fact increased. More recently, external forces'
7 : (Hahn, 1988). This mogdification has resulted in greater ﬂCXIblllty and the capablluy of .-
- simulation more than j auborne movements. e T Lo
A programme has recently been devéloped (Isaacs & Cohen, 1988) which
introduces complex kinematic constraints into the dynamic simulation. The programme also

I,
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includes the addmon of inverse kmematlcs One of the d1fﬁcult1es with this approach is that
a poor. deﬁmtlon of the constraints can px:oduce an overdetermmed solutlon The benefitof
such an approach is that the researcher is able to minimize the éffective complex1ty of the .

model

1.5.2. Dynamically Constrained Simulations

Publistied simulations of human movement in which torqne inputs were
implemented are few in number and unsophlstlcated. For example, an early running
simulation-(Chow & Jacobsen, 1971) requlred spec1ﬁcat10n of both the hip movement and
~ the ground reaction forces Therefore, that simulation was not autonomous and was
capable of making few predictions, as any change in system mput would ulumately effect )
the spec1ﬁed variables.

The motion of the recovery leg in running was simulated uéing a two segment \le‘
in an attemﬁt to quantify the non muscular reactions between the adjacent segments |
' (Phillips, Roberts, Huang, 1983). The movement was simulated without reference to the > %
knee torque and the results were compared with the human performance. The apparent o o 5 y
differences in motion were attributed to muscle action. This explanation is misleading ' |
because muscular forces modify reactions between adjacent Segments in an interactive way, -
suggesting that there is not the direct relationship that Phillips has proposed.

' 1.5.3. Optimization = / i

Another method for constrammg a simulation so that the control problem is
minimised, is to require the simulation to satisfy some objective criterion such as - . L
minimisation of energy In effect producmg a local optlmal solution. s

It has been suggested in the literature (Hatze, 1984) that the primary impact of the
_successful simulation of human movement will lie in its utilisation as a tool for the
optimisation of human movement. It has even been suggested that, at some point, the
optimisation of human performance will be produced by the mathematical optimisationof '~ .. —
the movement of a model (Hatze, 1984, 'Vaughan, 1984). Within this suggesnon lies the o
1mphcxt assumption that the mathemaucal model can be functlonally representatlve of the
human body - e



o a smgle variable. The human body necessanly optnmses dver several vanables, and this-

Lo - o [
. . . L
2' 4 . . R
N M _ ’ . . - g
’ ) ° B T
- £

-

Mathématical optumsatlon ofa model is restricted to mmnmsmg a slngle obJectlve Y

e

' function (e.g. the minimal mechanical energy required) within the Timits of physmal
constraints. However, it is submitted that the human body does not similarly gptumse over

mvolves some mtermedtate combination of objective functions (Nelson 1983) It may be -

.. reasonable to develop an objective function that consists of a welghted average of several

- objective criteria. The identification of such a function that reasonably explains the natural
,-:}motton seems implausible to this author. Therefore, one cannot assume that the

e opttmlsanon of the movements of a model will have thedu'ect effect of opt1m1s1ng the .
a 4mov€ment of the subject_ - o : O

e -

: Desplte the fact that mathemancal opttmlsatlon of the movement ofa model cannot

dlrectlylead to the opt1m1sauon of human movement, it may neVertheless prov1de relevant

mfomatton For example, in one study (Nelson, 1983) a s1mple movement of the model

- was optnmsed for several objective functions and the resulting movements were plotted It

was submltted that the plots formed an envelope, and that the optimal human movement lay .
within it. The tlghter the envelopes the gneater were the chances of predlctmg the best

12

movement of the athlete. - o : N c s

-

B

Marshall, Wood & Jenmngs (1985b) examined the efﬁctency of seven optumsatlon

criteria to predict the kmemancs ofwallnng Differences were noted in'the: ability of the . *
objective functions to predlct stance leg or swing leg kinematics, which suggested tothe

. onetime. ' A

>

-~

For simpl¢ movements, such as stralght lqckmg, optimisation of the tWo segment
" model is considered to prov1de a reasonable predlctlon of the opnmal human performance -
(Hatze, 1984). However, th1s is not the case for more complex human movements ’

o“_"

Mathematical optlm:lsatlon of the movemcnt of a model may prov1de a useful

*".':_:'j.' * authors the possibility that there may be more than one performance obJecnve ina system at

method for identifying the criteria detenmmng how the human body naturally chooses o, .

perform a givep movement. Future developmenmf this thesis will unddubtedly conmder
the use of optimisation as an aid in developing strategles for modlfymg techmque

L]



. _ be used as a research tool by both professronal and lay mdrvrduals The elements of the

S

In arecent revrevg art1cle on -the use of srmulatlons m bromechamcs Vaughan
) (1984) su ggested that "a possrble hmltatlon of computer simulation is that an advanced
knowledge of mathematics and computers may be ‘necessary. Indeed one of. the greatest
dangers is using the computer model as a "black box" without understandmg rts —
complexities, limitations or vahdrty" Thrs statement is typical of the vrew of much of the
community of seamhers in biomechanics who currently use simulation i in thelr analysis of
human movements Hatze ( 1983b) has suggested that it is necessary to have an ‘
understanding of physfré;logy, mathematics and physics before one can tackle the problem
of simulating the movement of the human body. This elitist attitude has resulted in the e
* development of models which are both difﬁcult ‘to understand-and touse. ¥

“An attempt is made in thrs thesrs to provrde a SImulatlon of human running that can o

- ,.'model are simple, with simple, relauonshrps of i mteractron The user does not need to have o "’7
" direct access to the source code as the programme is mteracuVe MarshaH Wood &
Jennings (1985a) have’ developed an interactive simulation of S1mple human movements,
but the'i mteractrve aspect requires the user to edit and modlfy the torque profiles. Itis. = -
- - suggested that a truly interactive model must provrde the user with the: ablhty to mterrupt , l if -
the srmulatlon modrfy the profiles and contmue the simulation. The interactive programme e

o Virya (W 11he1ms 1987) and more recently Kaya (Wilhelms, 1988) are examples of .

elaborate i mteracuve computer programmes for the animation of human movement. In terms
of the simulation of human movement, perhaps future programmes will allow the user 10
modify the force profiles without stoppmg the programme. Preliminary i mvesugauons /
using the programme developed for thrs thesrs indicates that the movement is too qurck for
this to be a practrcal approach. The user ‘would s1mply be able to modify the forces in .
advance of the simulation rcachmg a g1ven pornt 1n tlmc ‘ o ,
- ' L .- W E ST S ;23’;‘—' :
One of the concems about an mteracuve srmulanon that mvolves several vanablcs
is that there must be some movement o modrfy ‘The task of producmg a human movement o
-‘m its enurety 1s formldable (Armsmong, Green & Lake, 1987) Therefore, rather than
a leavmg the whole task to the user of the interactive programme; ‘several general move,ment
patterns should be made avarlable It is suggested that requiring ‘the userto make minor: -
modifications of existing movements is a more reasonable task than having him/her
generate novel tasks. It was therefore necessary to develop a procedure for reproducing a
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' Akno{wn movement. The obvious solution was to perform an inverse dynamic analysis ona
recorded movement (Isaacs & Cohen, 1988) and then to use the calculated forces as inputs
to the simulation. This method is commonly used to validate a simulation (Ju & Mansour,
1988), although it is known a priori, that the original movement will not be replicated. This
is evident, becausé_the inverse dynamic analysis calculates instantaneous forces, whereas
the simulation uses average force over an iteration step. T_ov 6vercomc this difficulty, a
boundary value problem was set up-between successive states. The required forces were
then calculated using this approach. The boundary value problem involved a shooting
method in which the objective was to match the velocity state at the endpoint. Originally the

- problem was designed to match the position state (Chao & Rim, 1973), but unusually large

fluctuations in forces over time became apparent. Matching velocity state@®produced a
reasonable reproduction. o )

In summary, this dissertation presehts the development of a dynamic simulation of
human running. All relevant aspects of the simulation will be reproduced and discussed. Of
parn'cillar significance:is the autonomy of the simulation from external constraints. The
- simulation requires the input of generalized forces but is otherwise independent of the
environment. The forees can either be derived by requiring the repi'oductioxi of asetof
kinematics or by interactive modification. This autonomy suggests that it is practical to
discuss the presentatiori of this simulation in an interactive computer graphics programme.
A rudimentary’interactive simulation has been developed as a basis for asscssing the
practicality of the approach. The purpose of the interactive programme is to provide the
user with the benefits of dynamic simulation while insulating him/her from the
mathematical detail. The simulation is intended as a teaching and research tool.
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| Chapter 2
Methods

This chapter has been divided into three distinct sections. The first section is
devoted to an overview of the mechanics and the integration of the equations of motion.
The second section de§cxjibcs the data collection process and focuses on the fundamental
assumptions required for the specification of the model kinematics. The third section

describes the interactive graphics programme.

2.1, The Mechanics

. The model of the human body comprised twelve linked rigid segments. Net joint

torque profiles and the initial icinematic state were input to a system of ordinary differential
equations. The only external constraint was ground contact during stance and was
represented by an analytic rolling constraint. This section expands on the mathematics
involved in the development of the running simulation. |

2.1.1. Derivation of the Equations of Motion

One essential component of the modeling process is the development of differential
equations representing the system dynamics. Any one of the following five general
methods, or several others not listed, can be used to derive the necessary equations of
motion. '

1. Newtonian Mechanics (Newton-Euler Formalism)

(Marshall, Jenson & Woods, 1985a)
2. Lagrangian Dynamics

(Bourassa & Morel, 1983, Chao & Rim 1973, Hatze, 1981)
3. Hamilton's Principle - | .

(Dapena, 1981, Yeadon, 1986, Passerello & Huston, 1971)
4. Kane's Method

(Kane & Levinson, 1983, Ju & Mansour, 1988)
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'5. Gibbs-Appell Method
' (Wilhelms, 1987)

“The choice of method is of minor importance, as algebraic manipulation can reduce
the formulations-to-identical equations. This is a natural conseciuencc of all derivations
being ultimately reduced to Newton's law (F=ma). It is acknowledged that some
~ researchers prefer not to use algebraic manipulation on the derived equations (Hollerbach,
1980) and thus feel it is necessary to use a mathematical derivation which directly results in
* the form of the equations they desire. It is suggested that emphasis on the best method of
derivation is unnecessary and the method chosen should be the one in which the researcher
feels the most proficient. It is only the final form of the equations that is important, not the
method of derivation. For much of this work, the equations of motion were derived using
the Lagrange formalism. This method was chosen, firstly, because of the author's personal
preference for algebraic mampulatlon over vector calculus, secondly, because the resulting
equations are of minimal rank and the mema?matnx is symmetric and positive definite (this
produces a desirable form for the numerical integrator) and thirdly there arises only one
equation of motion for each degree of freedom of the model. The Lagrange method requires
that the internal anﬁx constraints of the model be holonomic. If non-holonomic
constraints are necessary fona particular purpose (e.g. friction), the number of degrees of
freedom must be mcreascd to the extent that the resulting equations of motion implicitly
include the constraintl. It is,aéknowledged, that under certain conditions it 'may be prudent
to adopt another method. For example, impact conditions in this thﬁcsis are derived
assuming an inelastic collision with no slipping and uses the principle of conservation of
angular momentum about the instantaneous contact point. The rolling constraint is derived
using Newtonian mechanics2. The equations for the twelve-segment model were derived
* using a combination of Newtonian and Lagrangian dynarhics. The dynamics of the foot

were described using the Newtonian method and the dynamics of the rest of the body were
derived using the Lagrangian ‘method. The&tvo models were coupled through the reaction
force at- thc ankle joint.

- »

+

The construct of the final model was the end result of the development of a series of
models. The development started from the analysis of a simple one segment model. The

o

TFor example, through the introduction of Lagrange Multipliers.
. 2The foot is modeled as a finite radius arc and the ground constraint as a rollmg
constraint.
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- — —purpose of the ﬁrst model was to test the mathéfnatical meihods; Subsequent models

involved a successive increase in complexity. Eébh stage was'an Et’tempt to determine the
construct,g;f’ the succeeding model as well as producing a better model for the purposes of
the simulation of running. All of the models were constructed using the following .

assumptions: -

1. All models comprised a series of planar interconnected rigid segments.

2. The segments had constant mass 'anq» constant length. ‘

3. The inertia tensor was assumed to be iﬁ‘dyadic form

(e.g. the reference axes Wéx;e considered principal axes).

The 'segmentll,e'ngths were determined from the film data. The ,othe‘r anthropometric
values (inertia, mass, distance to céntre of mass) were obtained from the literature (Winter,
1979). The joints were holonomic constraints and were the points of articulation between
segments. Coordinate axis for each segment were chosen at the proximal end of the
segment. The segments were numbered so that joint i connects segments i-/ and i. All
joints were rotational and the joint variables q; were referenced either to the vertical up (as
shown in Figure 2-1) or to the vertical down.

" The reference vector to the body R is dependent upon the choice of model. It was
normally located at-a mathematically convenient point (e.g. the point of contact of an

external constrai@,]?he reference vectors r; extend from the origin of an external reference

system to the centre of mass of segment i and were expressed as:

= Qj.1 + 7 (-sinqi,cosqi)T ' >
where:
q;.; = Position vector at the distal end of segment i-1

T ‘= Proximal distance between the joint and the centre of

mass of segment i
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segment i

~segment i-1

1]
---_‘u——-‘--

X

o

Figure 2-1 Specification of the variables and reference orientation
for two segments of a planar model.

The angular velocity of segment i is expressed as:
Wi =gk

The Lagrangian L is defined by :
n

U Foo =
L=.S GmTiTi+350%-mgT;j)

= Unit vector in the vertical direction

where :
i
my = Mass of segment i

[l

i = Mom_ent of Inertia of segment i

The Lagrange equatioﬁ can be written:

igk - §L=qu' r=1,2,..,n
dt dq, dq - -
where : .

L = Lagrangian =T-V

T = Kinetic Energy
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"V =Potential Energy
G = Generahzed Coordinate
n = Numbcr of Degrees of Freedom , - :
qu = The App}led Generalized Forces ~ J o

o

The differentiation can be camed out to yield a set of non-linear second order - ‘
ordmary differential equations: '

» ¥ .

- This equation can be written in the form:

A@q=B(g @ +F ij=1,2, .., n

where : ,
5 A = The Inertia Matrix
B = The Vector of Transient Terms ' ",

F = The Applied Generalized Forces

The task of differentiation can be quite tedious, but is not a limitation, as suggested
in the literature (Pandy & Berme, 1988a). The equations of motion are symmetric and a
recursive algorithm is tractable. An explicit declaration of the branching that would enable a
computer generation of the equations of motion for the twelve segment model used in this
thesis was not designed. An-example of a recursive algorithmic formulation for a single
kinematic chain is presented in Appendix F. It is also possible to use a simulation language
(MACSYMA, 1977) to perform the diffcrénﬁating analytically (Ju & Mansour, 1988).

With the exception of the simplest second order system: q + w02 q= 0 where a

numerical second order mtegratlon method is possible (e.g. Numerov's method (Gladwell
& Thomas, 1981) ), it is usually necessary to transform the system of second order
equatxons into a system of first order equations. This can be easily done as followg
(Burden, Faires & Reynolds, 1981): )

¥2i-1 ® = qj(t)
y2i® =y2i.1 ®  =qi®
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: ) 4
The equation can then be written in the form;™

A()y =B(y) +F
2.1.2. Introduction of an External Consifﬁin"t

2 One of the natural consequences of simulating running is the necessity to
incorporate the ground constraint. The contraction of the human muscles causes only a
reorientation of the segments relative to each other, and in fziét, it is only the interaction
between the foot and the ground which propels the runner forward. Three methods of
imposing the ground constraint have been considered. The first, and technically the
simplest method of applying the constraint would have been to introduce a massless spring
and damper at the point of contact between the foot and the ground. This method was
rejcctcci because it introduced artificial eigenvalues! and was computationally expensive.

~ The second method considered was to determine mathematically the force required
to maintain the constraint (Hatze &.Vcntcr, 1981). This method would require the
" introduction of a new set of equations, but would not introduce artificial eigenvalues. This
method would be particularly useful when several possible constraint violations exist both
independently and simultaneously. For example, tripping the runner and having the runner
land flat on the ground and start rolling. A similar method of constraining movement was
used for the first of the two twelveéscgmcnt running simulations in this thesis. In this thesis
the constraint forces were determined by introducing a boundary value problem which
specified that the point of contact be;wcen the foot and the ground remain stationary.

The third method was to. redeﬁnc the model such that the constraint would be
incorporated into the equations of motion, and the number of degrees of freedom reduced.
This involved separation of the movement into two distinct phases (e.g. airborne and
stance). The ground constraint forces are inherent to the equations describing the stance
phase. They are neither necessary nor calculated. This is an elegant approach for the
simulation of movements with only a few independent states, but is algorithmically
intractable when there are numerous constraints. Fortunately, the analysis of running need
only consider the gmund constraint, and m,pamaular only contact with one foot. This ]‘ .
method required the rescarcher to indicate oxphculy the impact and take-off condmons An i

elaborate mathematical denvanon of the impact condmons has been presented inthe  ~ ¢

1See the next section for an explanation of the importance of the eigenvalues.
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literature (Zheng & Hcmaml, 1984, Moore & Wilhelms, 1988), but this complexity is
unnecessary here, as only a single point of constraint and only one constraint at a time were
imposed. The impact conditions were calculated using the fact that the angular momentum
of the body about the constraint point is conscrved on impact.

For planer motion the angular momentum about a unique point O can be expressed .

- a v
Ho= S mikw?+Ti%myy; -

where : , .
T = A Vector for 0 to the Centre of Mass of Segment i
Vj =The veiocity of the Centre of Mass of Segment i
w;  =The Angular Velocity of Segment i

Kk = The Radius of Gyration of Segment i
At Impact :
Hpt = Hy .

A significant difficulty was presented by this type of representation of the
constraint. During natural running the position of thcforce vector on the sole of the foot
changes contmuously from the time of foot strike to toe off. Mathematically constrammg a
single point may be inappropriate. Three methods of deahng with this problem were
considered. The first method was to ignore the movement of the force vector, and assume a
fixed constraint position. This is o{tén done when the leg is represented as a single
extensible segment (Pandy & Berme, 1988a, Pandy & Berme, 1988b). This method was
used in hopping simulations, but was considered to be unnatural for the running
simulations as there is a significant Mmhmﬁent of the force vector.

The second method was to represent the foot with a more elaborate model and

" introduce more than one point of constraint, (e.g. a combination of springs and dampers

and fixed points). Bourassa & Morel (1983) simulated the ground constraint with three
separate constraint points. The process they used for changing the constraint from heel to
metatarsal to toe was not described. This method was studied, for this research, for two
constraint points, both of which can be active at the same time, but was dxscontmued in
favour of the third method as follows.
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'I:he third method was to represent the plantar éurface of the foot by an algebraic
expressxom Ju & Mansour (1988) represented the foot by a second order polynomial and
McGeer: (1‘989) represented the foot as a finite radius arc. In this thesis the foot was also o
modelled as a finite radius arc. This allows the force vector to move naturally with the B

“movements of the foot via a rolling constraint. The equation of motion describing the mbdel
of Figure 2-2 is derived from Newton s laws (see Appendix G): ‘ ’ -

~
[

=%19=a,t(mk2w+fxm7) N

(x,y) : instantaneous cen tre
of rotation

T : distance to cen tre of
mass from arc centre

R : radius of arc ™

(x,y)
Figure 2-2 A description of the foot model.

The equation reducesto: B \ | o ;
t=m (k2+ R2 +12 - 2chosq)51 + mgrsin q |
where: _
R -= The radius of the arc
r = The distance from the centre of the arc to the ankle

The movement of the constramt point instantaneous centre of rotation is described

=x¢c +R(Q-q;)
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A foot comprising a fixed radius arc was employed in this simuilation as it was
considered to be more general, and easier to modify. Parameters were estimated by ;
g heunsttcally matchtng the movement of the ankle position of the model ‘to the recorded
movement of the ankle. This was a relatively simple procedure, and is explamed in gneater
- detail'in Chapter Three and Appendix G.

2.1.3 Integratlon of the Equations of Motion

The movetnent of the model is simulated by integrating a set of ordinary différential
equations gi?en the initial conditions and controlling forces. With the exception of simple
physical models or linearised systems of equations, an analytical solution is unlikely.

. Twa distinct approaches to the solution of the equations of motion have been
considered. One method is to consider a linearised form of the equations at a given state,
and to use astandard techniqtle such as Laplaée transforms to derive a local solution. The
second method involves the numerical integration of the differential equations and requires .
the selection of an mtegrator from a myriad of available numerical techmques Both of these
o methods requme knowledge of the system elgenvalues
'I‘he'eigenvectors represent the "nortnal modes""’Tthe system, and in combination
with the elgenvalues define the solution of the system of differential equations. The
equations of motion for all of the models discussed in this thesis are non-linear and
consequently, by definition, the eigenvalues are dependent on the instantaneous state of the -
system. Linearisation of the equations is reasonable only if the elgenvalues vary little over
the range of states for a particular movement.

£

1.

Standax‘d numerical techniques can be used to calculate the eigenvalues for the
system linearised about specific statesl. The system of equations can be reduced to the

form: -
Ay=1ly
where: v
A _ = The Inertia Matrix
J = Jacobian of the Transient Terms

\ ' <

1IMSL routine EIGZF was used for this thesis.
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'y =TheState Vector ’.

1 = The Elgenvalue Vector

The eigenvalues have been calculated for various states of the different models.
‘With respect to all of the models studied in this thesis, the élgenvalues can range from a
purely imaginary term to a purely real ferm. The non-linearity of the eigenvalues increases
with the addition of distal segments. It is important to note: however, that for a spec1fic
simulation, the eigenvalues may never traverse this extreme range, but it is suggested that
the variability is sufficiently large that linearisation of the equatnons ‘of motion for the ‘
simulation of running was inappropriate.

There has been a significant amount of reséarch examining the integration of linear '
systems of differential equations. It has been shown that the solution of a linear system
requires that the eigenvalues lie within t.he stability reglon of the numerical method chosen
for i mtegmtmn (Numerical Analysis Course Notes, Payne, 1985). It is assumed that the
same stability theory applies to nonlmear equatlons and therefore the elgenvalues, as
linearised abouLa» set of conditions, lie within the stablhty reglon of the numerical
integration method over a reasonable step s1ze

Wlth respect to the system eigenvalues, the tWO WOrst case scenarios are stiff
problems and oscillatory problems. A stiff problem can be con51dercd to be one in Whlch
one or more of the system eigenvalues are very large relative to the other eigenvalues.
Integration with an inappropriate technique may result ina meaningless solution. An
oscillatory fjfoblem is one in which the eigenvalues lie on the imaginary axis (for example
an undamped pendulum). Integration with an inappropriate technique results in either an
artificial increase in energy or an artificial decrease in energy. Both of these scenarios are
possible conditions for linked rigid segment models (See Appendix A). e

In Biomechanics, researchers ofter&e an explicit Runge_Kutta integration method
“which behaves poorly under both of the above conditions. Evidence of numerical instability
for the simulation of jumping is documented by Marshall, Jensen & Woods (1985a). In
'~ that simulation, the authors had to adopg a piecewise inteération of a simulation of a vertical -
jump. The jumping simulation was performed in groups.of five steps and the average
output from the last two steps was used as input for the first step of the succeeding group.
It is suggested that this technique is undesirable, and that a capable integfhtion scheme
should be employed instead of this heuristic approach. However, since the existing
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' snnulauons mvolve so few iterations the numencal problems may be minimal.: The LSODI
subroutine (Hindmarsh, 1980) was used for the running simulations in this papen It -
- prov1des a series of backward differentiation formulas which are appropriate for Snﬂ’
‘problems. The mtegrator can be instructed to use an A-stable method to deal with
' oscﬂlatory problems. The ESODI integrator contains a convergence monitor that is often
useful for detecting mathematical inconsistencies in the equations or dxvergent solutions. -
Lastly, the LSODI i mtegrator internally modifies the integration step size and the' order of

. the method to maxlmlse the mathemaucal efficiency and therefore minimise the

“cpmputanonal cost. ‘ S

Having chosen a robust numerical integrator on¢ can be satisfied that the simulanon
of the movement of a physical mode] will be adequate. However, one cannot 1gnore the .
poss1b111ty that under certain dynamic conditions the system will be unstable In
conclus1bn, no integrator is capable of handlmg all possible situations. The user should
learn to recognise poor condmons and momtor the system eigenvalues when in doubt. It is
essential that the researcher use caution when i mcorporatmg artificial elgenvalues via some
control strategy or constramt application.

2.1.4. The Boundary Value Problem

The reproduction of the recorded performance was achieved by introducing the
following boundary value problem. |

Ay =B(y,y)+F
given : y(0), y(0), y(t) _
unknown : F ' ' . M | ﬁ

Note, that the final endpomt condition requues only the speclﬁcauon of velocuy\,
and not posmon as proposed by Chao & Rim (1973). The original formulatlon used ﬁnal
end position, but the esumated foroe profiles showed unn:asonably high ﬂnctuatlons mth
time. Matching the velocity profiles produced a reasonable match in positiori proﬁles as .
well as reasonable force profiles. It is suggested that the use of the boundary value problem
is essentially an inverse dynamic analysis. The major differencés between the two being
that inverse dynamics calculates instantaneous forces and the boundary value problem o “
calculates average forces over a ume step. B



he basic approach taken to solvmg the bounda:y value problem was to employ a
»ootmg meﬂfod "This technique involves, ﬁrst, estxmatmg thc nequlred forces, and then

”‘?mtegxaung the equations. If the final conditions are-satisfied the task is finished. Otherwise,
e the forc' "'must be modlﬁed and the mtegrauon is performed again. -

s Two methods were used to modlfy the forces The first method is a quasi-
_'_’ f"l-‘Newtoman method (Burden, Faires & Reynolds 1981)(see Appendix B)1. This method
";fshows a fast convergence, but is extremely sensmvc to the starting conditions. Itis
" 'necessary for the initial guess to be very close to the correct solution. In fact, the stabllity
. region is too small for this method to be of practical use on its own. Therefore, it was -
neccssary to choose a second method, which modified the forces until they were within the
stablhty region of the Quasi-Newton mcthod The method chosen was similar to a bisection
method Forces were modified by an amount relative to the dJsagrecment between desired
final state and achieved final state. This method is very slow to converge, but is very (L
stable. The two methods ?‘were used in combination, and the relative stability region of the
Quasi-Newton method was heuristically determined, and varied with tie conditions. An_
interesting restriction of this method was imposed by the nature of the numerical integrator.
Since the integrator internally determined the rhethod order and the step size, it has
happenéd that the solution-was on the borderline of the integrator switching. Consequently,
the predetermined error bound was never $atisfied. The author SUbjecﬁvely intersupted the
© infinite loop created, and gave up hope of matching that rare condmon The problem was
always associated with very large force values. Subtle modlficauon of the kinematics was _
>found to be a practical solution. Although it is possible to input random force values tq the
boundary ‘@!99 problcm it is computationally more efficient to use thc output forces from
_ 7 aninverse dynarmc analysis.

lTThe quasi-Newton" method employed was a modification of the classic procedure.
- Traditionally the approximation to the jacobian matrix was determined by repeating
“-the integration with changes in parameter of the order of € = 0.001 but it was
.discovered that the convergence region was much larger if ¢ was made much greater

eg.e =10.0."
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215 Validation'

l ::: SR *T.It is: suggested that validation of the model is a two step procedure. The first stage

= ;lls the valldatlon of the mechanical model and the second stage is the validation of the. .

s ._; ;valldated

L ’mmal Db_]CCthC 'was to obtain data from high speed cine analysis. The simulation task was

‘movement of the model as an analogue to the natural movement. \ '

The mechanlcal model can be conditionally validated by verifying conservative

- movements (e.g. conservation of angular momentum ip/free flight) and limited cases of '
n ‘conservatlve movements. These tests are used to study the mathematical consistency of s
; dynmmcs The LSODI mtegranon subroutme used in this thesis inclfés considerable

convergence monitoring. A divergent solution for these models is normally an indication of .
a. mathemancal 1ncon51stency 1n the equations. This is & srgmﬁcant advantage of the LSODI ¢

solver over other numerical mtegrators An experrmental method of validation of the /
mechamcal model could be prov1ded by the development of a physical model. However

this technique is reasonable only for the simplest of'models.

Valldatlon of the movement of the model as an analogue to the natural movement is
a complex problem (Pan_]abl 1979) Assessment of the degree of verisimilitude is ,
o subjecnve and therefore open to debate. The model is necessarily a simplification of the
natural system and therefore is limited in scope. The model is qualitatively validated by
human assessment Future work will attempt a more rigorous vahdauon by examining the
model s predrcnve capabxlmes Itis acknowledged that the model can never be absolutely

: 22 \.’TI’_h‘e; I)a"ta Collectioa Proc-"ess
, Havmg developed a method for mathemanc describing the movement of a linked
' ;jrrg:d segment planar model, the srgmﬁcant task of verifying a hurnan analogy began. The

_then 10 adequately represent this motion. The use oF the boundary value problem to

’ reproduce krnematxcs suggests that any continuous set of kinematics is reproducible. One | V
of the primar'y‘ tasks of the research is therefore to generate the kTematics.

N - Itis important to recognise that human running is three dimensionaf; and a result of - )
the movement of a deformable body composed of hundreds of elements, none of which are
connected by holonomic constraints. It is therefore unreasonable to aSsume that the
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rec_erded human performance will be uniquely translated to our'12 segment rigid body
medel. The data require interpretation before they can be used. For example, in planar
- recording the segments appear to change length due to perspective changes.

This the51s focussed on the simulation of runnmg and nota rephcanon of the human
performance A simple method for producing movement was considered desirable and
sufficient since future work will be directed at modification of the simulated performance '
and only indirectly the modxﬁcauon of the human performance It was suggested that a two. |
dimensional high speed ﬁlm recording would be sufficient to provide the required data as
the analysis of a three dimensional film recording is an unnecessarily complex task.

A single male subject ran overground across-a force plate while being filmed by a
camera (sampling rate for both instruments = 180 Hz). The line of sight of the camera was
perpendicular to the sagittal plane. The subjee‘t performed runs with his own preferred
comfortable style. The film speed of 180 Hz was chosen to allow accurate identification of
cycle events (e.g. foot strike), although digitisation of body markers was performed on
every third frame (time interval 0. 01676 seconds). The positional data were used to .
generate a set of angles consistent with the definition of the model, as wellasa - -
predetermined reference marker. The recorded positional data were used to estimate
segment angles and not joint position. The raw kinematics, therefore did not results in a
changing of the segment length as would be seen if one used the joint positional data. The
reference markers and angles, not joint position, were smoothed using a'quintic spline
smoothing routine. One of the problems associated with using the quintic spline is that the
smoothed data only peerly represent the original signal at the start and end frames. To |
overcome this difficulty, artificial data were created at both ends of the data array. This was
done by assuming that thf’running stride was cyclic and producing a part of the stride at
both the beginning and end of the digitised cycle. Having dong this it became apparent that
the additional data were slightly discontinuous with the original data, The new data were
then subjectively modified so that the profiles were smooth. This technique was used only
to overcome the problem of the quintic spline smoothing. Once the data were srn_oothed |
these extra data were rejected. The amount of smoothing required is determined by
explicitly stating a smoothing factor. This factor reflects the root mean square difference
between the smoothed signal and the original signal. This factor is not normalised and so it
is inappropriate to predetermine the value of the smoothing factor. The choice of smoothing
factors was subjective. Sufficient smoothing was achieved when the resulting acceleration

. ' N
T o :
'
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\ profiles were both smooth and subJectlvcly reasonable for thc smallest valuc of smoothing

factor.

It was ncccssary to.reproduce the kmemancs of the contralateral side of the body
This was achieved by assuming that the recorded running stylc was both symmcmc and
cyclic. The original data were shifted in time by a half cycle so that the running style was
reasonable. The movement of the contralateral hip and shoulder were assumed to be the
m as thc'ipsilatcral hip and shoulder. This is the same as 180 degrees out of phase. The .
final data array contained information for a half cycle; from contralateral toe off to ipsilateral

toe off.

It is suggested that the purpose of the foot for the simulation of ruhning was to
adequately réprcsent the movement of the ankle and the relative position of the plantar |
surface of the foot at heel strike and toe off. Therefore, the size and shape of the foot were
determined by examining the recorded positional data of the ankle. A computer programme

.was developed which graphid’ally presented the original ankle kinematics and allowed the
user to modify interactively the radius of the arc and location of the ankle. The parameters
were hcﬁristic;xlly determined using this programme. It is submitted that digitisation of the
ankle markers is sufficiently noisy that the mid-stance difference between the recorded
movement and the simulated movement can be ignored. The data collection process at first
glance appears quite artificial since so much data was inferred from so little information. As
the simulated movement profile will never look exactly like the recorded movement because
of physical differences and because of random noise associated with the data collection
process, the simplest data collection process possxblc was cmploycd It is suggested that
the recorded movement is only a general basis for the sunulatlon and that any reasonable

movcmcnt would suffice.

2.3. Thé Interactive Graphics Programme

Ina proccss analogous to the development of the model, the interactive programme
was designed in distinct phases. The first programme consisted of a 51mu1at10n of the one .
segment model. This implementation is of minimal simulation complexity thus the task )
focussed on the interactive algorithm. The second programme introduced the running stride .- |
and was used to test the practicality of modifying technique by modifying interactively the
force profiles. Photographs of the tln'ce interactive graphics screens can be seen in Figures
2-3a, 2-3b and 2-3c.



Sim 1

32




33

Figure 2-3b Interactive Graphics Screen II
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Figure 2-3¢ Interacitve Graphics Screen III



2.3.1. The Basic Programme

The final set of interactive programmes were developed on a Personal Iris Graphics
Workstation. With the exception of, the LSODI integrator, the programme has been written
in C, usmg -Silicon Graphics 4sight grapmcs windows and GL. graphics hbrary The
‘ LSODI mtegrator was written in Fortran and was modified only slightly for adaptauon to
this thcs1s1. The programme consisted of two graphics w1ndows situated side by side on
the computer screen. The left window was used as the display window. The user was
presented with the option of clearing the screen after redrawing the model. It was
determined that it is easier to understand the interactive procedure by not clearing the screen
between redraws. The computational task was minimal and there was no delay in the
presentation of the simulation, the simulation proceeded too fast for modification during the
simulation time. It was found to be more practical to wait until the simulation was finished
before the force profiles were modified. The programme was organised to identify the
location of the left mouse button when it was depressed. The location of the cursor |
determined the magnitude of the force value for that particular time. Note that the user can
modify only the magnitude and not the timing of the forces. thn the user is satisfied with
the force modifications the simulation can be restarted. -

2.3.2. 'flh'g Two Segment Simulation

The major'changcsy to the second interactive programme were the iritroduction of the
forces calculated from the boundary value problem and the optional use of a bezier
polynomial to represent each force profile. The simulated movement was therefoi‘c, that of .
a running stride. The mod1ﬁcauon of the force profiles had the obvious effect of modifying
_the running stride. Of slgmﬁcancc, was the fact that only minor changcs in forces rcsuhcd ‘
in simulated movements that were not representative of running. Running seems to be
sensitive to the distribution of force inputs, and the modification of a single force requires
the modification of all the rest of the forces. A major impro\}cmcnt to the user friendliness
of the programme was the implementation of a representation of the force profiles by bezier
polyriomials. The user then need only modify the bezier control pE)ints. Since these are far
fewer in number, as low as six points for 60 force values, and ensure continuity of the
force profiles, it was easier to produce sensible movements. The bezier control _points can

1The programme was modified to include a,user defined procedure for identification of
the violation of the ground constraint.
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be seen as the black points in the force profile windows. Close examination of the two
photographs of the two segment interactive programme reveal that the six bezier control
points have been modified in the second picture. It was a simple process to modify the
control points to produce an approximation to the original force profilel. A more accurate
representation of the forces would require a greater number of bezier control points but no
significant change in complexity. A third window was introduced which prowded controls
to modlfy the display screcn (e g. shift the focal point and zoom)

2.3.3. The Twelve Se;glment Simulation '
The algonthm for the twelve segment simulation was 1dentlca1 to the algorithm for
the prevaous two programmes. The major distinction between the programmes is that the
twelvé . segment interactive programme djsplays only five of the force profiles at one time.
The usermust click the mouse in the window to scroll through all of the force windows.
The programme was sufficiently fast on the Personal Iris Workstation that the limiting
factor is the time to make force modifications, not thc length of time to simulate the

’44

movement.

In summary, the interactive programmes are easy to use and provide the user with a

| \ " menu interface for choosing the represcntaﬁon of the force profiles, either individual

forces, bezier polynomials or predetermined forces from a file. The user is also able to |
modify the initial kinematic state. The inclusion of kinematic constraints is currently being
implemented. ~

1in fact, it only took two minutes to generate the four profiles shown.
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“Chapter 3 .
Results

e This chapter presents the results of the simulated performance of five different
models: ; ' | '
1. A Compound Pendulum.
2. A One §égment Rigid Body.-
3. A Two Ségment Rigid Body.
4. A Twelve Segment Rigid Body with a Simple Foot. ,
5. ATwelve Segment Rigid Body with Rolling Constraint,

-Four major aspects of the model development were addressed:

1. The physical construct of the model.

2. Derivation of the equations of motion.

3. Integration of the equations of motion.

4, Validation.

The first stage in the development of the running model was identification of Ehe
dynamic properties of the simplest component in the model. This simple model had
relatively little practtcal value, but was a reasonable theoretical starting point for the
development of the runnmg simulation. Using this simple model several stages of the
simulation process wére examined unencumbered by algebraic complexity. "The advantage
of testing the analytlcal procedure on a 51mp1e model is apparent as errors can be more

AN
-
*

easily identified and corrected at this stage ,
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Centre of Mass

Figure 3-1 Reference Orientation for the Compound Penduluia
3.1. Comp'o_ur_':id".“ Pendulum

For a model of the human body the 1east complex component is a compound
pendulum ‘The equation of motion for the model of Flgurc 3-1 can be written as:

Fq (I+mr2)q+m grsmq

whcrc E
I = Moment of Inertia about the Centre for Mass =~ ;"
. .m - =Mass of the Pendulum
. 1.7 =Proximal Distance to the Centre of Mass -

: Fq = Applied Torque

In this section the segmental parameters are arbitrary and were chosen for
convenience. The equation of motion was linearised about 32 evenly spaced angular

positions covering a range of 2 pi radians with the eigenvalues subsequently calculated.

The eigenvalues were calculated from the following formalism:



. ,‘ﬂ->
P . N

Ay=1]ly
where:

A= The Inertia Matrix

J=  The Jacobian of the Transient Terms
y=  The State Vector

1= The Eig]i;qulue»Vector

useless information.

Orientation
0

0.196
0.393
0.589
0.785
0.982
1.178
1.374
1.571.
1.767

1963
L2160
235
2553 -
1749
2943
Figure 3«2 The elgenvalues for the Slmple Pendulum of Figure 3-1.
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Note that there 1s ﬁo 'v‘elocity dependence in either of these terms. The eigenvalues
have bcen calculated for several positions and are listed in Figure 3-2. The large range of -
elgenvalues both imaginary and real, s1gmfy a potentlal instability for the numerical
integrator. The LSODI integrator used in this thesis limits the effect of a numerical
mstablhty as an instability will likely produce a recogmzable divergent solution. The
resultmg error message and system %yt from the integrator will prevent the output of

;Ei'g‘envalue

+i. 3.836
+i~ 3.799
+i  3.687
+i  3.498
+i  3.226
+i, 2.859
+i 2373
+i 1.694
+i  0.002
+ 1694
+ . 2373
+ 0 2.859
4+ ¢ 3226

3.498

3.687

3.799

: :L;ﬁmj‘_f‘c -

5
.....



“3.1.1. Validaiion‘ o R

_ Once thc modcl was deﬁned and the equatlons of motlon written, movements of the
modcl were vahdated1 § ' ‘

f" L
..{ K

. The movemcnt of the one scgment pendulum was s1mulated over scveral dlffcrent

mmal condmons using the LSODI integration subroutine. The initial kinematic state was

L supphed to the mmal value problem. Figure 3-3 shows the movement of the pendulum for
'\ '~ “three dxffcrent initiat conditions. Included in the same ﬁgures are the solutions for the
. ' mathematlcal pendulums for the same conditions. Note that the analyuc solntlon and the
o numcncal solution are similar for the smallest angle but are less reasonablc for the larger
“angles. Smcc running shows large variations in angle it is suggcsted that a linearised model
for runmng is i mappropnatc The pcnod of oscillation'is seen to vary with the amplitude.

. There was no artificial gain in cnergy and no phase dclay for these simulations. The phase

" delay was assumed to be negligible on the basis that successive periods of the-movement ;

were identical. A phase shift would cause a gradual change in the perlod of thc cycle. As ‘

. “i-can be secn in Appendix A, explicit numerical methods introduce aruﬁmal gains in cnergy ‘ |

* | The instantaneous energy of the simulation of the conservative movcment was calculatcd at

spcmﬁcd intervals of time. The maxmium devxauon was less than, 0 001%.
| . Several other conditions were tgstcd to cnsure that the numencal method was
convcrgent and that the solutions were. quahtatlvcly rcasonablc These conditions consisted

of varjous initial states of the penduluﬁh and various force proﬁles As an indication of the -

~amount of non- hncanty Figure 3-3 mciudcs the solution to a linearised pendulum for thc

same mmal conditions. An initial validation test fora compound pendulum consisted of a -

companson of the sunulatlon results with thc solution of a mathcmatmal pendulum.

-

1The validation tests were discussed in the. previous section.”
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. f Figure 3 3 Time Course Solution for the Movement of a Slmple'

Pendulum for three different Imtlal Conditions:

qo = 1.5, 0.80:,70.20 radlans The dotted

line shows the mathematlcal pendulum The "SOlld line shows
. the snmulated pendulum ' ' :
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The txﬁthcm’atical pendulum is a rcsuit of linearising aboui q=0 as follows:
for q<<1 for sinq * 1 the equation of motion for the pcndulum is approxlmated by
Fq (I+mr2)q+mgrq 0

'leen the mmal condmons

a(@=1 30=0

) v

3 t)=-cos where w2 = —% B
« () 3 v z,I‘*f | | .

Y

Although absoltte vahdatlon is 1m}ﬁsmble it is submitted that the results from thc
modclhng of the smgle segment pendulum prowdc justification for increasing the

complcxuy of the modcl The simulation of thc compound pendulum verified that mcthods _
. of deriving and mtegratmg the equations of mouon 'were reasonable and that the reeultmg o
-* numerical simulations were consistent with thc rcsults of the mathematical pcndulum. :

:%3."5,,“”‘3.‘2, A One Segment Plgr;ar’ Object

) % 3 o s ‘ N
The second stage in the dcvbloprﬁcnt of a'full body mmodel involved' an increase in

the number of degrees of freedom-for the one segment pcndulum This was done to allow

the object to move freely through space with three degrecs of ﬁ'eedom (two:translation and
one rotatwn) The model was then used to study impact conditions when a free body
suddcnly becomes constrained.

Ao gt

~ The solutlon is: . D T : ’ Y

: Comparison with a mathemancal pendulum is by 10 means an adequate validation of the
- model but does indicate that‘tfnq simulated movement is reasonable. ’

T

. A
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The equatlons of motion were dcnved using Lagrangian dynarmcs The equauons
of motion for the modcl descnbed in Figure 3-4 can be written as ’ :

L3

M mx - mr(qcosq q smq)

¥ _m(y+g) mr(qs1nq+q1 cosq)
F q (I+m1'2)q mr(xcosq+(y+g)smq)

Flgure 34 Definition of the One Segment Model with Three Degrees
of Freedom. The Proximal End is Constrained.

/ These three second order differential equalmns were then transformed mto sﬁ“ﬁrs(
"+ order equations, using the method describe in Chapter 2 The resulting system of equations -
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and the representation of these equations.fgthé numerical integrator are listed in Appendix - -

k2

Dv. s | : ’ ‘. ¢ -
3.2.2. Validation i

The first validation test involved allowing the model to drop freely in space with
different orientations of the segments. The initial conditions were various positions from
zero vclocity. A ,* "

hd
-~

Theoret1ca11y, thc system should fall vcrtlcally with i\/nstant acccleranon of 9.81
ms~2, with no reorientation of the segments. There should be no movement in the

- horizontal direction. Using the equations y=% : gt2 and v= ~gt itis p0551b1c to calculate the

distance which the centre of mass of the system will fall in a given time, and thc final
velocity it will attainl. If t= 1.0 seconds is substituted into the equations of pI‘O_]CCtllC
motion the displacement calculated is 4.905 metres and the final velocity is -9.81 ms™!

The equations were integrated using the LSODI subroutine. The simulat‘idnmyielded.
a distance of 4.905 metres and a velocity of -9.81 ms™! and was therefore consistent with
 the theoretical results.

’

second validation test involved the study of the rotation of the model under
free-faJl conditions. The segment was given an initial angular velocity and no external

Note that the angular velocity remained constant as expected.

forces wepg applied. The object was given an initial w=1.0's -1, after two seconds of
simulation w=1.0s "1

The reference point was then constrained stationary. The resulting equations of
motion are: ‘ ‘

Fgq= (I+rnr2)a - mggsing

This derivation of the pendulum is only superficially different from that described in
the previous section. The reference orientation is chosen as a matter of convenience. For

¢

Twith respect to the computer algorithm the reference point is a more convenient point
to follow than the centre of mass and its movement is analogous-to that of the centre

" of mass if there is no rotation of the segment thus constraining every point to fall with
exactly the same acceleratuon and velocity. ‘

r
-

-

- ‘:,-t‘
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‘)companson with a mathemaueal pendulum it is convenient to use the 2610 angle down for
the sake of linearisation. For the study of impact it was desired to consider the zero angle
 directed up. In the final runmng model the reference angle posmofx is spec1ﬁcd in one of
two reference positions, elthg up or down depending on the segment. It was considered
useful to have the movement of a segment confined to the first positive and first negative

quadrant. The-girection of increasing angle does not however change. It is submltted that
the initial v. tion tests were successful. The model could easily be defined i in both the

constrained‘and unconstrained states. The ncx&task was to develop equations to account for
the transition between states. |

3.2.3. Impact C_(;nditioné
At impact thcrangillar momentum about the instantaneous point of constraint is
conserved during the state change. The linear momentum is obviously not conserved as an
instantaneous impulse is applied. The mathematical conditions at unpact are:
before impact: R
Hp ™ = (I+mr2)q +mr(x"cosq+y sing)
after impact: '

Hpt = ((+mr?)q*

At Impact
HAT=Hy
q q + = " cosq+y “sinq)
I+mr2

Figure 3-5 shows the result of dropping the object from an initial height letting it
fall for a specific amount of time and suddenly constraining the reference point.

L Y
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Figure 3-6 Showing vertical constraint force profile. The ‘object is
constrained after falling for 0.5 Si‘iﬁi} N

One can also study the release conditions if one assumes that the constraint force
acts only-in one direction (e.g. a ground constraint). Release occurs when the constraint
. force becomes directed down rather than up. Figure 3-6 shows the calculation of the
vertical force while the pendulum is constrained. Note that a negative force would indicate a
release of the ground constraint. Obviously the constraint was not released in the movement
described in Figure 3-6.
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~ 3.3. Two Segment Planar Object
The next stage in thc development of a full body model involved an increase in the
number of segments. The second model consisting of a two segment object which
comprised four degrees of freedom, two translational (movement of the reference) and two
rotational. The model was used to simulate the movement of a two segment leg duringa .
S .»funning stride. It was given the anthropometric measurements equivalent to the thigh and
“ thcshank & foot segments of the subject.
" 3.3.1. Equations of Motion o

J 2

/ The equations of motion were derived using Lagrangian dynamics. The equations
of motion (see Figure 3-7 for reference orientations) can be written as follows:

= (m1+ m2)x+ (m1r1+m211)(qlcosq1 ql smql)
+m2r2(q2cosq2 q2 smq2)
= (my+ mp)(g) + <m1r1+m211)(q1 singp+aosd) Y

2

+m2r2(q2s1nq2+q2 c08q»)

Fq = (I+myr;2+myl; 2)qp+ (myr+moly(Keosqy +(7+g)sing )
- +myraly(qeos(dz-qy )-dzzsiﬁ(Q2-Q1))
qu = (12+rr;2r22)62+ m2r2(§c03q2+(§+g)sinq2)

+m2r211(511008(Q2-q1)+‘.l128in(Q2fflwf‘)‘)“



Figure 3-7 Reference Orientation for the Two Segment Rigid Body. e

*

These four second order differential equatibns were then transformed into eight first order
eQuations as listed in Appendix D. The eigenvalues were calculated for various states of the
system. The wide range of possible values was similar to the range for the one segment
model. A change in velocity results only in a change in the magnitude of the cigenvalues. It
was not necessary to consider the movement of the reference vector as it had no effect on
the eigenvalues. There was a high degree of nonlinearity in the system equations, for the
arbitrary states examined. The orientations near the horizontal were the most nonlinear. It is
interesting to note that the eigenvalues for conservative states always lay either on the
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: | 1mag1nary or real axis, and as discussed in the methods, purely i unagmary elgenvalues
requu'e an A-stable numencal mtegrauon mcthod

. 3.3.2. Validation

Validation tests similar to the ones used for the one segment object were examined.
The results for these tests were analogous to the one segment tests-and it was determined
that the mathematics were consistent with theory and that i it was necessary to test the model

as an analogy to the human leg.

3.33 Simulation of a Running Stride

- The movement of the free leg during a running stride was then simulated. The
model represented the thigh and the shank & foot segments. The data collection procedure
was explained in Chapter 2. As an example only, the recorded data were not manipulated to
improve the smoothing. In particular, no extra data were added to the beginning and end of
the data array before smoothing. The position and velocity profiles were input to the
boundary value problem for the calculation of the necessary forces. The simulation was
- then performed with the calculated forces. The results of the simulation an&‘ the recorded
kinematics are displayed in Figure 3-8. Note that forces due to the ground constraint were
~ not explicitly considered. For simplicity, they are included in the joint torques and in the

reference forces. The joint torques calculated are therefore not the net torque contributions
from the musculature during the support phase. | R

. It is submitted that the resulting simulated movement is a reasonable reproduction of A
_ the original kinematics and as such is a reasonable analogy to the movement of the human
) leg. Note thahhe mmal velocrty vector is obviously not correct as there is a significant
difference betweenvtﬁe original and simulated profiles. It is suggested that modlﬁcanon of
the initial kinematic state would improve the match between simulated and recorded
kinematics. The discrepancy between the simulated and recorded movement has been
attributed to the smoothing of the data. The quintic spline smoothing routine is particularly
poor at 9eﬁning the start and end of the data array. Manipulation of the data as explainedin -
Chapter 2 rectified this problem. The resulting simulation from the new data cannot be A
graphically distinguished from the original data.

3
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Figure 3-8 The simulated running movement for the two segment
model. The original kinemafics are the dotted line.

3.4. Twelve Segment Model ﬁsmg an External Force

The model was extended to three segments, then to six segments and f'mal}y to
twelve segments. Two twelve segment models were developed. They differed i'n‘the
manner in which the ground constraint was represented. N : | A

o~
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tion of the twelve segment model without a foot.
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Intermediate models were also 1111plemented but have not been presented as they
wete developed purely for mathematical reasons and not as endproducts in themselves. 'n;e ”
‘twelve segment models were mathematically verified in the same manner as the other - )
models. The equations of motion are presented in Appendices H and 1. The running stndc -
was simulated from Contralateral Toe Off to Ipsilateral Toe Off. The movement was - S
unconstrained during the airborne phase. In the first model the ground constraint was |
imposed by introducing an cxte{rnitjllforcc at the ankle joint. The kinematic results are
presented in Figure 3-9. The stance foot kinematics were not a meaningful addition to the
‘model since they were the result of adding a second model at the reference point. This was
added for completeness and was eliminated when the foot model was added later. ‘

” The constraint force was applied at the anklc as this description of the model was . ...
best suited to the addition of a foot segment attached to the ankle. This force vector does
not accurately represent the ground oonstramt 45 the properties of the foot are not included. )
It is however a reasonable representation of the j joint reaction force at the ankle and
therefore the joint torque profiles for the rest of the body are adequate. The smulanon was
useful as it showed that the model (with the exception of the foot) was in fact capaHle of
reproducing the required kinematics. Figure 3-10 shows the comparison of the simulated
kinematics and the recorded kinematics along with a stick figure representation of the
simulated running stride.

EONR A
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Figure 3-10 Simulation of the Running Stride from Contralateral Toe
Off to Ipsilateral Toe Off using an external force as the
ground constraint. The Ipsilateral side of the body is
shown with the solid lines. The original kinematics are
drawn in dotted lines. ‘
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35 | "Tw‘elv‘é’ ‘"Segm,ent Model with a Foot EE | B
The mclusmn of the foot into the model was-a relanvely stralght:forward task. The
equat:ton of motiop of the foot was combmed with the equation of motion of an.eleven .
segment body whose reference vector was at the ankle. The twb sets of equauons were
combined by mu:oducmg the reference force of the 11 segment imodel as a distal force to the
foot model with the apkle Kinematics being defined by the ankle kinematics: of the foot.
. This method allowed the derivation of the foot by Newtonian mechanics and the derivation
~ of the rest of the model by Lagrangian mechanics (see Appendlx Q). The equations of

motion are listed in Appendix I. A graph of the angle of the foot during stance is shown in -

thﬁre 3-14. The kig'ematics of the rest of the angle are unchanged from Figure 3-10.

angle r—, o
* >

Figure 3-11 The simulated movementf,ef_ the angle: of the foot.
3.5.1. Representation of the Foot ;‘\ RS

This secnon describes the construct of the model of the foot. Ju & Mansour (1988)
represented the plantar surface of the foot by a second order polynormal in the sagittal
plane. The curve was constructed from a statistical fit to recorded data. This method is
satisfactory for reproducing the movement but is suggested that this ts‘madequate fora
general model. In this thesis the foot was ‘represented-as a finite radius arc with the ankle .
joint ly1ng part way. ‘along the radial axls to the center of the arc, as seen in Figure 312,

The ground constraint was then represented by arolling constramt and no external force
was required. With this representation the foot model can be changed by modifying only
the radius of the arc. For a general model, it may also be possible to define ttte radiusasa



function of.the running speed. It has been suggested (Personal unication with Tad

McGeer) that the radius of the foot varies proportionatly to the-igivér:
speed. This has not been tested but is a reasonable pro;ecf for fu ire research, The
_ equations of motion representmg the foot are: :

- Fq é_[I+m(R2¢2chosq+r2)]a + mgrst'nq ™~
9 . ‘ (x,y) mstatitanebu's cen tre Sl
v .- . ofrotation - . -
’ A e F : distance to cen tre of

-mass from arc centre
radtus of arc S

R
) L A
Flgure 3-12 The descrlptlon of the foot o e

The movement of the foot was srmﬂmgm 1solatlon to vahdate the physr
construct. Figure 3-13 show's the results ofa s1mu1ated rockmg movement of the
Rocking was mmated by rotattng the footto an angle q to the verncal and releasm’

rest. The centre of mass is located at the ankle j joint and smce itis closer f to the gr
" the centre of the arc, the foot should rock back and. forth as. observed.

‘_>,

‘ ‘Jhe second srmulauon test confirmed that the mcordedkmemancs of the ankle
jointl. could be reasonable represented by the movernent of this foot. Figure 3-»14sltof
‘the comparison of the recorded kinematics with the simulated movement of the a'n'kle\i;
suggested that the important attnbutes of the ankle kinematics are the initial and final {
velocrty dunng stance A computer programme was developed Wthh graphtcally presented

o . LA 3 Nﬁ'* X
1Ths choice of foof represéntation was based on an. attempt to reproduce the ankle ﬁ S

kmernatlcs from a rollmg constramt




 the ongmal kmcmatxcs and allowed thc user to modlfy mtcracuvcly theA‘adms of thc arc and

‘lecatlenoftheankle 'I‘hepammeterswereheunsucauy dewm;nedgmgm?rogamm& -
. It is submitted that dlgmzanon of the. ankle markers is sufficiently noisy that the midstance -

* ?d1ffercncc betwecn the recorded movement and the smulated movcmcnt can bc 1gnored. .
v ) N
0.264 - \A " 3 .
Flgure 3-13 Simulation of 't he foot roeking back and forth. The foot
. - is mmally given an angular velocity of 1 s -1
Ya
| 02m 4 -
* -
h ‘ X ;
" p— +—0
4 . F T+ 005m {
anure 3'-14 A companson of the snmulatcd movement of the ankle
' and the recorded ankle kinematics. The simulation results _
are plotted with a ke ' ;



“Chapter 4-
Discussion

&
-

This dlscusslon has been d1v1ded into two sections: a summary of key 1&ucsﬁn the
methods chapter and a crmque of the fundamental structure of the prototype mtcracuve

graphxcs programme

4.1:3“The Me/thodsﬁ

Thxs section addresses five aspects of the mathemaucal development of the runnmg"
s1mulat10n

. 1. Derivation of the equauwf mouon,

2. Intqgrauon of the equations of motlon, i

3. Definition of the boundary value problem, . - - \

4. Introduction of the ground constraint, ' L

5. Representation of thé'fpbt.

411 I’)ei‘"i:‘vation of the Equations of Motion

The most notableaspég;t of the method of derivation was the use of both Lagrangian
\a{i[:;wtonian mechanics. "Alythough it is more common for researchers to choose a single
me of denvatxon it is submitted that it was beneficial to combine the methods for this

task. W1th the excepuon of the final model, the equations. of motlon were prefefentlally
derived using Lagrange dynarmcs and impact conditions were always based onthe
assumption that the angular momentum is conserved about the instantaneous contact point.
The 1ntroduct10n of a foot model consisting of a finite radius arc rolling on the ground was )
a more comple_x task for Lagrange dynamics than the previous models consisting of
. holonomic cbﬁsuajnts. It was considered straightforward to g
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model the rolling constraint using Newtonian mechanics, thereby avoiding the introduction
of Lagrange multipliers. Rather than redefining the rest of the model, as the equations of
motion for the unconstrained state were already derived, the reaction force at the ankle joint
was used to couple the foot to the rest of the body model. The equations describing the - e
reaction forces at the ankle were algebraically eliminated. The system of differential
. equations was therefore of minimal rank It is suggested that this approach was an :
improvement on using a single method of derivation. Several researchers have s(uggcstcd;_w
that the method of deriving equations of motion is of the utmost importance to the

~ efficiency of the simulation (Amsmng Green & Lake, 1987, Wilhelms, 1988). It is
suggested that‘becausc of the explicit definition-of the model, the choice of derivation
technique here was inconsequential, particularly since the equations were subsequently
altered after derivation for algorithmic presentation to the numerical ifftegrator. Any

.. differences in the initial form of the equations could be eliminated at the algorithm stage.

The presentation of the equations to the integrator is thcfstagé at which the equations should
be in an optimal form.

4.1.2. Integration of the Equations of Motion

Simulation is the result of the integration of the equations of motion given the initial
kinematic state and the torque profiles. The consideration of several issues was prerequisite
to the integration of the equations of motion. One of the key factors was the determination
of the range of possible eigenvalues for the model. The eigenvalues are pfesemcd for only
the one and two segment models to substantiate the claim that care must be taken when
choosing an integrator. The eigenvalues were also calculated for several different models
and it became ‘apparent that they were similar for all undamped linked rigid segment
models, va'ryihg only in magnitude. It was unnecessary to calculate them for every model.
In summary, ?é eigenvalues range from purely real to purely imaginary values. It is
suggested that there are no numerical integration methods with this large a stability region.
It is therefore advisable to choose an integration method g&h'i'ch incoxﬁordtes a convergence
" monitor, a variable step size and variable order numerical methods. Confidence in the
simulation results should be directly related to confidence in the integrator. It was observed
that the overall time course of the dynaniic simulations was reasonably short. With the
exception of the Stiff problems any of the techniques would have been adequate. Since
most of the dynamic simulations presented in the literature are of short duration it is
suggested that numerical problems had little time to manifest themselves. Irrespective of
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the instability problem the computatmnal efficiency of the i mtegrator is evxdent even to
simulations of short duration. B

4.1.3. Specification of the Integration Parameters

This section discusses the specification of integrator inputs required in the main
programme. The LSODI numerical integrator requires the algorithm to define several
internal integration parameters. Most of the parameters have’ default values but these were
modified to ensure that certain conservative movements were satlsﬁed If the default values
of the integrator are used the model does not fall with an acceleration of gravity, nor is.
angular momentum conserved, nor is the energy of a pendulum conserved. The integrator
parameters were heuristically determined based on the satisfaction of these three conditions.
The relevant optional inputs were the tolerance specifications to the convergence monitor,
the types of integration methods allowable, and the maximum internal step size. The
Backward Differentiation Formulas were used because they contain both an A-Stable
. method and a higher order method suitable for Stiff problems. The Jacobian matrix was
analytically defined as the numerically calculated Jacobian is sxgmﬁcantly less efficient and
less accurate.

4.1.4. Specification of the Boundary Value Problem

Several researchers have indicated that the forces calculated from an inverse \

dynamic analysis can "be used to reproduce the original kinematics (Wilhelms, 1988, saacs f

& Cohen, 1988). It is submitted that the calculation of instantaneous forces using
cxpenmentally obtained kinematics will not replicate these kinematics. Integration
necessarily uses average force over a time step and it is unreasonable to suggest that the,
average forces and the instantaneous férces are identical. Furthermore, the calculation o
acceleration profiles from experimental data is more sensitive to noise in the experimen

data than either position or velocity. It is submitted that the use of the boundary value
problem calculates forces from kinematics and is therefore analogous but not equlvalcnt to
a traditional inverse dynamic analysis.

The desired kinematics of the model were rep?‘oduced by solving a bounda}y value
problem. The boundary value problem was solved using a non-linear shooting method.
Modification of the forces was based on a combination of two methods. The first method
simply modified the value of the forces in the direction of the error between desired end

q
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velocity and achieved end vélocity.‘This;élgOﬁthm was robust but very slow to converge.
The second method used was a modification of the quasi-Newtonian algoﬁth'xh for- -
célcu{e}ﬁng zero crossings of non linear systems of equations. This second method was
considerably more efficient if the estimated forces were within a small ;olérancc of the
actual forces. The lgorithm was a modification of the classical text book algorithm
‘(Burden, Faires & Reynolds, 1981). Rather than calculating an approximate Jacobian _ -
Matrix using a small increment in the force estimate, a large increment was used. A large

B

increment imposes the use of an average gradient rather than an approximate instantaneous
gradient. The kinematic effect of the modification of some of the estimated forces was
dramatic. The use of an average gradient improved both the rate of convergence and the
stability. The use of an inverse dynamic analysis to specifyf{ﬁi:ii;itial force values was
considered computationally beneficial. ‘

“The choice of defining the boundary value problem with respect to the velocity
rather than the position state was pragmatic. When the programmes were initially run using
boundary position states there were abnormally high fluctuatiohs in successive force
values. Specifying boundary velocities eliminated this problem. In retrospect, it is
suggested that the fluctuations in forces may have been caused by the initial smoothing
method. Originally.the data were smoothed without the addition of artificial data at the

beginning and end of the file. The data were therefore particularly poor for the first several
l steps. The ungeﬁabﬁity of the first few forces was apparently unrecoverable and the forces
oscillated in time. The original boundary value problem was coﬁs&ucted using kinematics
without the addition of artificial data (as discussed in the methods); The final method of
smoothing resulted in position proglﬂmat were more reasonable and it is su‘ggcstedq that
specifying the boundary value prol in terms of position rather than velocity is
reasonable. It is submitted that boundary velocity specification is still preferential for the
calculation of forces as only one integral separates acceleration and velocity while two
integrals separate acceleration from position. .'Ihcreforc, position may not be sensitive
enough to changes in force values over the time steps used in this thesis. -

4.1.5. Introduction of the Ground Constraint

The action of human muscles is such that limb segments rotate relaj&'c to each
other. Translation of the human body is achieved oply by interaction with the external
environment. In running, the progression is due to the interaction between the foot and the
ground. Representation of the ground constraint in this simulation was'the most difficult

1
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technical problem encountered. The simplest method of mathematically constraining an
object is the inclusion of an artificial spring damper combination between the point of
contact of the model and the constraint. This method was rejected for several reasons. One
of the reasons was the fact that the operation of the constraint introduces artificial
eigenvalues. Artificial eigenvalues impose mathematical Stiffness on the equations of
motion and render the integration computationally expensive. As well, they effect the
qtiality of the results. Another reason for the rejection of this type of constiaint was the fact
that the spring damper constraint may require the user of the interactive computer - '
programme to input addiﬁonél information relating to the type of constraint parameters
necessary. Redefinition of the spring constants is unlikely but is certainly theoretically
reasonable. Choosing a single constraint parameter for all conditions is unnecessarily
inefficient. The spring parameters may vary from task to task and this puts an unnecessary
burden on the user. It was considered to be desirable that the user should specify as few
details as possible in the simulation, and an analytical constraint was therefore
implemented.

The analytic constraint employed in this thesis was inherent to the equations of
motion, thus two sets of "équation_s were required, one for the air borne phase and one for
the stance phase. It would have been possible to use one set of equations and then
introduce Lagrange multipliers to describe the constraint. Since there are only two states in
running, it is computationally more éffi_ciént to use the methods employed in this thesis.

. .

It is also possible to incorporate a pre-processor to provide the necessary forces to
maintain a constraint (Wilhelms, 1988) but this is not a sensible ‘way to deal wuh a system
that has only a single constraint. The problem with this method'is that the use of a‘prc-
processor separates the task into two levels of control. First the constraint is 1mposed and
then the user makes interactive modifications. It is likely that the user mod1ﬁcat10n would
necessitate the redefimtlon of the constraint.

In summary, the explicit definition of the constraint used in this article makes it
more appropriate for an interactive graphics programme of running than any of the other
methods mentioned. The principal limitation of the method of constraint used for this
~ programme is that it is not generalizable: Tie constraint used is considered an appropriate
way to represent the ground cohstr_aint for human running. It is suggested that it can also be
used for walking, during single support, and jumping. This method is not considered
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appropriate when either the location of the constraint or the type of constraint is unknown
This precludes the use of this method of constraint for a general simulation package.

Determining a general constraint method is particularly difficult. It may be possible
to generate a data base of prowdurcs which represent the most common constraints. This
is p0551ble if the model has a hmlted number of constraints. All other constramt violations
¢ must be unplemcnted usmg a more general but féss efficient method.

4.1.6. The “Representation of the t ~ , B

The introduction of an analytic constraint actually reduced the computational cost
with respect to the free system, as the number of degrees of freedom was reduced.
However, this rcquired the introduction of mathematically instantaneous impact and takeoff -
conditions. During ground contact in human running the force vector on the plantar surface
of the foot is cohtinually changing, usually progressing from heel to toe. This required a
definition of the foot that would model this movement. The use of multiple descriptions of
the foot was considered to be an inelegant solution. The mciusio—n of a foot of finite radius
that employed a rolling constraint with respect to the ground appeared to be the most
suitable method. Although an algorithm was not written to sp;lﬁsﬁcany determine the
parameters of the foot, it is certainly possible to do that (Ju & Mansdur, 1988). The
parameters chosen were subjectively determined using an mteracuve graphlcs programme
to give a reasonable approximation to the ankle kmematlcs

4.2. The Interactive Graphics Prrogra‘mme

The discussion of the interactive graphics programme focuses on the practicality of
modifying the force profiles. From a purely mechanistic point of view the modification of
force profiles would seem to be the logical mathematical level at which to modify the
movement. As will be presented in this.section, it may not be the logical pcrccpti;al level.
The levels referred to are related to-the three levels of specifying and controlling behaviour
presented by Zeltzer (1985):

1. The user specifies all of the information.

2. A special programming language interprets the user input and

translates this information for the programme.
3. The programme implicitly responds to task level commands.
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The approach taken in this theses was to study the sxmplest form of user
interaction. The user was presented with the model and the ability to modify the force
values. Forces represent the lowest level of input to the system as they are the causal
mechanism for the movement. To simplify thcgisk the user was presented witha sample
movement and predetermined generalized force profiles. In using the interactive programme
: ﬁor the two segment model it was noted that a seemmgly mmor change in a single force
value would disrupt the entire movement. A mgmﬁcant 1mpmvement in the ability to
generate sensible movements by modifying the force profiles came as a result of
representing the force profiles by a bczm: polynomlal The user modifies the curve by S
modifying the bezier control pomts The resultmg force profiles were continuous and easy

to modify.

The fundamental difficulty with this approach is the naivete of the user concerning
the coxicept of a force. It is submitted that the idea of a force is not intuitively obvious to
most people and that human perception of force is qmte inaccurate as it can not be seen and
the effect is manifested only over time. Furthermore, the modlficatlon of an individual force
| ‘has a delayed effect upon the movement and modifies all of the kinematic w&blcs inthe _
o system. It is conceivable that a user could develop the ability to producedesired
movements of a two segment model using a heuristic approach. It is inconceivable to the
author that a user could develop. the mechanical insight necessary to producc a desired
movement of a twelve segment model.

One of the problems concerns the number of degrees of freedom controlled by the
user. The amount of control presented to the user must be restricted. A significant amount
of information must be algorithmically specified allowing the user to modlfy only a few
- variables. Three or four may be sufficient. The constraint of many of the system variables
can be accomplished by f{mcﬁonal kinematic specification or by dynamic constraints. As
mentioned in the introduction this is similar to the approaches advocated in the 1970's. This
previous research had strict specification of the constrained vanables. It is suggested here
that a functional approach would have adaptive constraints. F¢r example, the kinematics of
the arms and the shouldcrs could be phasically. linked to the ement of the legs. This
requires the sensible assumption that the movement of the and shoulders are
antxsymmctnc to the movement of the pelvis and legs. This approach has been used for the
animation of hum%walkmg
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Recent research into the animation of human walking is considered particularly
relevant (Bruderlm 1988). Brudcrhn's work smulated the basic dynamic characteristics of
Raibert's Hopping Robot control stratcgy The rest of the kinematics were produced by a
set of kinematically defined rclatlonshxps Essentxally, the ‘movement of the body is

" phasically lmkcd to the movement of the stance leg. Thi§ model is interesting because it
- 7»~prov1dcs an avenue for the production of novel human movements. A dynamic analysis can
4“:"' be performed on these simulations after the fact. In many ways this approach 1s_analogous

to the one presented in this thesis, since the user will modify the torque profile on a
kinematic basis. The kinematic simulations may however produce movements which
require torques that the human b(;dy is incapable of producing. This can ‘easily prevented
in the dynamic simulations by constraining the maximal force. The inclusion of simple
kinematic relationships reduces the internal control problem. 7 |

The recent work of Isaacs & Cohen(1988) has shown the simulations can combine
elaborate kinematic and dynamic constraints into the dynamic simulation. The major

“drawback to the approach is that a poor specification of the constraints can lead to an over

determined system of equations. A minor drawback is that the constraints must be twice
differentiable and specified completely by the user. The constraints can therefore bc
algebraically complex. T ‘ d

The recent work of Hahn (1988) has shown t.hc simulations based on thc
conservation of angular momentum and user spec1ﬁcat10n of internal kmcmaucs can include
external forees and constraints. As discussed earlier, in this type of simulation the user
modifies the internal kinematics of the system and dynamics of the body as a whole is
calculated. The appeal of this approach is that most users have a better intuitive feel for
kinematic modification as opposed tofforce modification. This type of dynamic simulation
is also computationally more efficient than the dynamic simulation presented in this thesis.
The major drawback of this approach is that it is p0551ble to specify kinematics that are
physiologically unreasonable.

The dynamic simulation presented in this thesis is the base level for future
simulations. Regardless of the controi strategies employed in the future, the task of these
strategies is to ‘providc the forces. The fundamental mechanics of this thesis is easily
adaptable to the inclusion of a control strategy. The inclusion of kinematic constraints is
manageable through the introduction of Lagrange multipliers.
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Chapter 5 . -~
- Conclusiqn | e T

The conclusions focus on ‘thiee fundamcntal issues:
1. appropriateness of the simulation, -
2. funcnonahtx of the interactive sunulatxon, —
3. possible futurc research. ‘

‘-

5.1. Appropriateness Of The Simulation

Cy

One of the difficult philééophical aspec'ts‘:of this dissertation is identifying the
criteria for determining if the simulation has been successful. The following sd’cff will
discuss the issue of validation of the model. It is submitted that the appropnatcnch ofa
simulation should bc Jjudged according to the criteria of vahthy and utility. Thq first
cmcnon for the judgement of the success of a simulation i is the validation of the model and
the simulated movement. One obvious dlfﬁculty in the task of vahdatlon is detcrmlmng the
necessary degree of corroboration between the simulated mpvcmcnt of the model and the
human movement. It is recognised that neither a “theoretical representation nor the
measurement of a natural systcm can be accurate Absolute validation is 1mpossxble and
therefore, a model will be invalidated only when it is clearly unrepresentative of the natural -
movement, or when a better miodel is developed Ir. 1s suggested that’the kinematics
presented in this work adequatcly described the nmmng movement, and as the simulation
replicated these kinematics, the modei is eondmonally valid. .
The second criterjon for judging the success of the simulation relates tf) its utility.
The fundamental issue ta be determined is the predlcnvc capabxh ty of the model. It is |
apparent that modification of the driving fprccs produces a.
modification of the movcmcnt The sxmulatlon is therefore capablc of making predlctlons of
novel performance. '

|
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. In light of the facts that absolute validation is impossible, and that functional
simplicity is necessary for general use, it is submitted that the simulation is appropriate.

+

5.2. Possible Future Directions - }

-The genesis of the research was a Suggestion that the dévelopment of an interactive

. computer simulation would be beneficial for the modification and understanding of human
’ - running. The ob]ectwe was to develop a computer simulation that could be used by anyone.

This entailed the dcvelopmcnt of a model of minimal oomplexlty with intuitively obvious
control strategies. Within the field of research into the simulation of human movement,
theré are a number of researchers who have espoused the elitist view that simulations
should be used only by a select few individuals with exceptional mathefnatical skills. As
well, it is asserted that these "qualified" researchers must collaborate with professional
_computer programmers and engineers if they hope to produce effective simulations (Hatze,
~ 1983b, Vaughan, 1984). They also suggest that the researcher must have significant
- biomechanical insight. This researcher contends that such a restrictive view of simulation is
~ shortsighted. The potential advantages of simulating human motion should be made
available to all, and should not be put into the "protective custody" of a few individuals
who feel that they are uniquely qualified to handle such "sensitive" material. . .

‘ The objective of the research is to produce a simulation tool that can be used by
both novel and experienced users. Therefore, the focus of future research should be on the
development of a better computer interface.

Four possible directions for further research will be briefly discussed. Firstly, the
‘user of the interactive programme is cum:ntly restricted to changing the input state of the
- system and modifying the torque profiles ‘of the default running stride or producing the
‘ entire movement. A major improvement in the model would be achieved by the inclusion of ™
a data base of various kinematic patterns. This would allow the user to be aware of vmious :
force profiles and their relationship to different movements. This would make it easier to
degerrhine the necessary modifications to achieve a desired result.

Secondly, the system may be modified to incorporate a mechanical model of human
muscle. This would allow the user to obtair a more accurate estimate of how muscles
produce movement. The major attributes of such a muscle model would be a contractile
component and a series elastic component. It is likely that muscle elasticity has a singfj;ﬁcant
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effect on the kinematics. It is possible that the force proﬁlo of the contracnle component of -

muscle is far less complex than the external joint torque proﬁle Modelling the elasticity
'may provide a better understanding of human motor control. ‘The muscle models would

likely represent functional muscle groups rather thari mdmdual muscle& The logical

muscle groups for the study of running: Would be the ﬂexo:s and extensors of the h1ps, '

knees, ankles and metatarsals ,

: Thirdly, the system may be modlﬁed to contam default kinematic relationships that )
woilld minimise the number of variables that the user would be required to specify. =~
Bruderlin (1988) has developed a simulation of walking that minimally requires a single
1nput parameter from the user, such as walkmg speed, and the programme calculates an
appropnate movement based on internal default relationships.

, Fourthly, a control strategy could be introduced. This possibly would have tlte
same effect as would the inclusion of default kinematic rclanonshlps The result wduld be
that it would reduce the amount of information requn'ed by the user. The tWO processes are
functionally analogous but the mathematical task is qmte different.

One of the mtennons in carrying out this pro;oct was to provide the blomcchamcs

research community with an interactive simulation of human running. It should be.

" emphasized that the author assumes that human conceptual understandmg is suffic1ently

) developed so that it is desirable to allow i intuition to play a major role in modlfymg a

~movement. An understandmg of how a human user mampulates control vanables to
produce a movement may lead to the aevelopment of an expert system capable of the same -
task. It is,suggested that there is currently msufﬁment mformanon avatlable to mimic

+ human perception and learhing by a mathematical analogy @wdmble_auennm has been
given to the question of how to control the inputs to’*th@el and in particular, how to
affect changes in its performance. It was decided that ‘ goal of tlle?esearch was (o
produce a tool for understanding human running. The emphas1s is clearly on human
running, and the ability to modify a simulated performance using an mteracnve computer

gtapht%h){lkl

In conclusion, an mteracnve computer graphics simulation of human running was
successfully developed. An understandmg of computers or mathemancs isnota

prerequisite for the user of. tlns programme. This programme represents a s1gmﬁcant step |
towards providing lhe use of sunulanon techniques to\users with a broad range of skills. It -
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' is also acknowledged that the chonce of force as the mteracnve vanable in the snnulanon

~ may notbe_ the most appropnate mteracuve variable. The use of force is a perceptually

" difficult task for most people. The average user has a much better intuitive lmowledge of
o kmemanc mformanon. Future intéractive srmulauons must address elther the problem of . ( PR
presentmg the forcesin a- more appropnate manner or by presentmg the user wnh the ability -

to modrfy other inforn
, Ttis obwous that the prog'amrne was not only developed for the naive user and as
such the requlrement of specrfymg force information is not always a problem. The
.researcher may be mtroducmg the force pmﬁles usmg some external algonthm and as such
_is not mtumdated by the force profiles in any way : '
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Appendix A
Artificial ggﬁix__lw m enérgy created by an explicit ii'ntegfator‘

This appendix considers the artificial gain in energy introduced by nsmg an explicit-
numerical integration method to solve a periodic system of equations. For simplicity this
section will contider the application of Euler's method to Simple Harmonic Motion.

&

Consider the simplified oscillatory problem
d2 2.

—} +wn<y=0

dt , 07y

Transform this second order system into two first order systems

d

) u1=atx _ ,
. dUI 2 X . -4

(2) Uy = =Wy .

4

Using Euler's method discretize these equations |

(3 y(t+Dt)-y(t) =uy Dt .
(4) Ul(i‘+Dt)-ul(t). ='W()2yDt _ s

1 4

Consider solutions to the discretized equations of (1) and (2)

y =Aeigt o -N
uy =Aige#

As this problem is purely oscillatory we can make the assumption that only the Real part
of g be considered

L4

ug =Aiw0ei’--rt

&

Substituting into equations (3) and (4) -

A ei8 (t+DD) _ 4 cigt =Aiwgel8tDt
iwg( A el8 (#DD _ A ¢igty = A jwqel8t Dt

-



both équaﬁoﬁs reduceto
gDt _ | =iwg Dt
Rewrite this equation as
gDt =In(l+iwgDt)
igDt =iwyDt-7GwoDn2+..
g’Dt =wq Dt - %—1 wzoth2 +...

The imaginary term (i.e. second term of the expansion) means
y = Re(A ¢'8!) has exponential growth.

These conclusions are representative of all explicit integration techniques (e.g.
. Runge-Kutta methods) and the Predictor part of Predictor-Corrector algorithms (e.g.
Adams methods). Care must be taken if purely imaginary eigenvalues must be considered.

~
)

r
& . 4
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¢ . Appendix B
Solution To The Boundary Value Problem

=

A(y)y -B(y,y)+F
given : y(O) y(O) y(t)
unknown : F

The bagic approach taken to solving the boundary value problem was to employ a
. shooting method. This tcchniquc involves first, estimating the required forces, and then
integrating the equatmns If the final condmons are satxsﬁed the task is finished. Othermsc,
the forccs must be modified and the mtcgrauons performcd again.

3

-

A Two methods were used to modify the forces. The first method 1s a quasi-
Newtonian method (Blirdcn, Faires and Reynolds 1981). This method shows a fz}st
| convergence, but is extremely sensitive to<thc starting condigionél Tt is necessary- that the
initial guess be very close to the correct solution. In fact, the stability rcglon is too small for
this method to be of practical use on its own.

given : F(x) = 0. Solve for x.

c ¥ Ay Ay \

37‘—0 m o ax_n ,
o of,  of

J0=| Jg I I,
A, o, o
(% )

QCﬁnc the vector : G(x) =x - J’l(x) F(x).

the new value of x is defined by : x(k) =G(x{k-1))

It is not always possible to adequately define : J (x)'1
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Instcad thc fdllowmg two step procedure is used. |

J(x<k)> y= -F(x(k>>
(k+1)_ x®) 4y

~ Newtons method can onl)bbc used if thcre is an analync exprcsswn of the Jacobian J (x)
The equations of motion are non-linear and itis. recessary to use a quasi-Newton method -
which uses an apprommate Jacoblan The Jacoblan is approximated by integrating the same
time step several tlmes, each nme the fonce 15 changed by some amount.

For example:‘
of; .
@)y =
&i— x\Y)
In theory the valuc of h should be small since an approximation to the derivative is

desired. It was discovered that the convergence was better for a large value of h. (In this
thesis of value of h=10.0 was used.)

fj(x(i)Thz - fj(x(i))
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| Appendix C

Compound Pendulum

Ceontre of Mass

&

Equation of Motion.
Fq = (+mr?)q+mgrsing
Specification of the subroutines for the LSODI integrator

adda:
a[1][1] += I+mr2

Ics : ' ‘
pl1]= Fq - A+mr2)s[5] - mgrsing -
jac :

b[1][0]= -mrgcosq
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| 8
‘ - Appendix D

One segment plalggr rigid body

"“This appendix describes the equations of motion for a one segment rigid body.
Both the constrained (one degree of freedom) and unconstrained (three degrees of freedom)
states are specified. In the representation for the LSODI integrator : y is a vector of the
generalized coordinates after expansion to a first order system. s is a vector defining the
approximate derivative to y.

Y

X

,_ r: Proximal distance to the centre of mass
~m: Mass of the segment
UL mk®
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Unconstramed (three degrees of freedom):-"
.I":x ='mx - mr(qeosq-g2sing) |
= m(y+g) - mr(gsing+q; *cosq)
Fq (I+un2)crmr(mosq+(y+g)smq)

Constramed (one degree of freedom)

Fq= (Ifmrz)q-mrgsmq
Impact C‘onditions

H A= (I+mr2)q -mr(x" cosq+y smq)
Hpt (I+mr2)q+

At Impact

Hp*=Hyp"

qt= q-- _mr (k'cosq+"s“i‘nq)
Temr- Yo |
7

Speclficatlon of the subroutines for tl< LSODI mtegratof

Constramed State
adda:

a[1][1] += I+mr2

res. . - : *
pl1]= Fg - (I+mr2)s[5) + mgrsifq

jac:
b[1][0]= mgrcosq

.

ek
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o Unczhstrained‘ State
Ca[l][l]+=m l L

a[1][5] -= mrc?sq ‘
a[3][3] +=m’
a[3][5] -= mrsing

a[5][1] -=mrcosq
a[5](3] -= mrsinq

 a[S][5] +=T+mr2
"’res: _ o . ‘
pl11=F, -ms[1] +  mr(s[5lcosq-y[5}2sinq)
- p[3]=Fy -m(s[3]+g) + mr(s[SIsing+y[5}*cosq)
P[S]= Fq - A+mr2)s[S] + mr(s[1]cosq+(s[3]+g)sing)
'» ©jac: | | | ﬁ
biiji4]= -mr(s[S)sing+y[S)%cosq)
bi1](S]= -2.0 mr y[Slsing

b[3][4)= mr(s[5]cosq-y[5]2sing)
+b3IISI= 2.0 mr y[Slcosq

. bISI[4]= -mr(s[1]sinq-(s[3}+g)cosq)
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Two Segment Planag ngld Body o -

This appendix. dcscnbcs the equanons of motion for a two scgmcnt ngld body o
Both the constrained (two degree of freedom) and unconstrained (four degrees of fréedom) - .-
states are speclﬁed In the representation for the LSODI mtegrator 'y is a vector of the
generahzed coordinates after expansion no a first order systcm. s is a vector dcﬁmng thc
" approximate derivative to y. : : : s A
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. 'a;i-Equa!if@;ilﬂs v‘°.f'f;-iM0ti,0't;;lf:‘"’f_

= (m1+ m2)x+ (m1r1+m211)(q1cosq1 qlzsanl)

}—(m1+ mﬁ(y‘fg)+(mlrl“‘mz]1)(‘115"“11+ql cosap)

2

+m2r2(qzsmq2+q2 €0sq»)

< ,v ‘,:T";;;T?‘,EFql (Il+m1r12+m2112)q1+ (m1r1+m211)(xcosq1+(y+g)smq1)

| +m2r211(q2cos(q2 ql) q2 sm(qz-ql))
£ :qu (12+m2r22)qz+ mzfz(xcosq2+(y+g)smq2)
el @eostazap+ BinGyar)
g } ‘,Speclﬁcatwn of the subroutines for the LSODI mtegrator
E | |
o ;é[l][l] +=m|+myp | \ | |
a[1][5] += (mqr;+ myl})cosq - X : _ e
a[1][7] += myrycosqy RS , oo A
a[3][3] += my+ my - 7‘ a o

a[3][5] += (mr{+ myl)sing; | |
a[3][7] += myrpsing) : .

a[SI[1] += (m 1y + myl )cosq;
a[51[3] +=(mr+ myl psing
a[51[5] += I+mr)2+myl;2
a[S][7] +=myryl cos(qy-q P

a[7][1] += myrycosq, ' . - ;
a[7][3] += myrysingy , ™ o
a[7][5] += m2r21 ICOS(QZ-ql) '
a[71{7] += 12+m2r22 7
res: S
plll=F, - (my+mys[1] - (myry*+myl;)(s[Sicosqy-y[5]2sing ;)
| ;l‘r‘n2r2(s[7]cosq2-y[7]zsinqz)
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.,\*_‘ . ‘

p[3l= Fy - (my+ mp)(s[31+g) (mlrl+m211)(s[5]smq1+y[5]2cosq 1)
‘ | - mzrz(s[71san2+ym2cosq2) |

plS)= Fql (Il-\mlr12+m2112)s[5] .
(m1r1+m211)(s[l]cosq1+(s[3]+g)smq1/5f\
- myralj(s{7]cos(qp-q1)-y{71%sin(ay-qy))
p[7] Fq2 (12+m2r2 )s[7] -m2r2(s[1]cosq2+(s[3]+g)smq2)

- m2r211(5[5]cos(q2 q1)+y[5]25m(q2 -q1))
jac: | .
b[1][4]= (mjry+myl;)(s[Slsings+y[5}%cosqy) |
b(1](5]= 2.0 (m1r1+m211)y[5]§inq1 »

_b[11[6]= myra(s[7]singy+y[71%cosqs)
b[1][7]= 2.0 myryy(7] sinq2

b[3][4]= (m1r1+m211)(s[5]cosq1 y[5]2smq1)
. b[3][5]= -2.0 (m1r1+m211)y[5]cosq1

"~ b[3][6]= -myrp(s7]cosqy-y[7)2singy)

b[3][7]= -2.0 mpryy[7lcosqy

b[51(4]= (m1r1+m211)(s[l]si’nql-(s[3]_+g)tcosq1)
- myryly (s[71sin(qy-q1)+y[71%cos(qy-q1))

b[SI[6)=" myraly (s[7lsin(az-q1)+y[7)%cos(qpqy))
b[51[7]= 2.0 myryl;y[7]sin(qy-q¢)

b7][41=" -myryl;(s[Slsin(qy-q7)-ylS12cos(@p-ay))
b[7]1[5]= -2.0 m2r211y[5]sin(q2-q1)
b[7][6]= moyry(s(1]singy-(s[3]+g)cosqy) - bI7][4]
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Recursive Forniulation of the Equations of Motion

Appendix,fF -

R 4

The equations of motion for plmmrbbjects can be readﬂy adapted to a-genefal o
algorithm formulation. The followmg algonthm is not intended to be the most cfﬁment
algorithm available but does work. The algonthm is specified for the gODI numerical

A mtcgrator Modification of the algonthm to another numcncal integrator is a sumghtforward
task. “This section dcscnbes a scheme for speclfymg the equauons of a planar n- -segment
linked rigid body(n<19) The rcference point is spemﬂed at the proximal end of the chain.
. The recursion is expressed in pseudo—code very similar to ¢c-code. Theequations have been
written so the R and L positive defines the segment directed vertically up. : ‘

Define the number of segments

NSEG . " /*Number of rigid segments */
NEQ = 2*(NSEG+2) > /* Number of differential equations */
Define the inertial variables. ~ -

" I[NSEG] /* Moment of Inertia */
M[NSEG] ‘ /* Mass */
RINSEG] /* Proximal Distance to Centre of Mass */
L[NSEG] /* Length of Segment */

Define the algorithm inertial parameters

for(i=0;i<NSEG;i++) {
mhl[i]=0;
for(j=i;j<NSEG;j++)
mhl[i] += M[j};

for(i=0;i<NSEG;i++) (
mhl[20+i]= M[iJ*Ri] + mhl[i+1]*L{i);
r}nhl[40+i]= I[i) + MJ*RE]*R[i] + mhI[i+1J*LE*LL);
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Define the trigonometric variables
~ Cos [NSEG], Sin [NSEG], COS[NSEG][NSEG], Sm[NSEG][NSEG],

for(i=0;i<NSEG;i++) {
' Cos_[i]= cos(y[2*(i+2)]);
Sin_J[i]= sm(y[2*(1+2)])
if@) {
for(=0;j<i;j++) {
Cosli][j] = Cos_[i]*Cos_ []]+Sm_[1]*Sm []],
?m[l][_]] Sin [1]"‘Cos G- COSJI]*SII‘I_L]], :

)
b
Define the Inertia Matrix

for(i=0; i<NEQ; i +=2)
adda[i][i] += 1.0;

adda[1][1] += mhl[0];
adda[3][3] += mhl[O];

for(1=0 1<NSEG i++) {
<adda[2*1+5][l] -= mhl[20+i]*Cos_][i];
adda[1][2*i+5] -= mhl[20+i]*Cos_[i];

addaf2%i533)-= mhi[20+i]*Sin_[i);
adda[3][2*i+5] -= mhl[20+i]*Sin_][i];

adda[2*i+5][2%i+5] += mh1{40+i]

for(i=0; j<i; j++) - B
addal2*+5][2%i+5] += mhI[PON]*LEGI*Cosfil(j];
a0dal2 (24451 += mhIC20]*LGI*CostIL)



Define the Residual Vector

for(i=0;i<NEQ;i +=2) .
- blil=yli+1); | v

b[1] = force[0] - mhl[0]*s[1];
b[3] = force[1] - mhl[O]*(s[3]+g)

 for(i=0;i<NSEG;i++) {
b{1] += mhI[20-+]*( S[2*i+5]*Cos_[i]-y[2%i+5]*y[2*i+5]*Sin_[i] )
b[3] += mhl[20-+]*( s[2*i+5]*Sin__ [+Y12%5+3]%y [2*1+5]*Cos [i]);

,b[2*1+5] force[i+2] - mhi[40+i)*s[2*i+5] '
+ mhl[20+i]*(s[1]*Cos_[i]+(s[3]+g)*Sin_[i]);

fOl’(j=O,J<l,,]++)
b[2*1+5] -= mhl[20+i]*L[j]*
( 8[2*J+5]*COS[1][J]+y[2*J+5]*y[2*J+5]*Sln[ll[l] )

for(]—1+1,J<NSEG,J++)
: b[2*1+5] -= mhl[20+j]*L[1]
( s[2*jF5]1*Coslj][i]- )’[2*J+5]*)’[2*J+5]*Sm[l][l] );

=5

Define the Jacobian Matrix

for(i=0;i<NSEG;i++) {
‘ j[1][2*i+4]= -mhl[20+i]*(s[2*i+5]*Sin_ [1]+y[2*1+5]*)’[2*1+5]*Cos [iD;
j[l][2*i+5] -2*mhl[20+1]*y[2*1+5]*Sm [i]); .

j[3][2%i+4]= mhI[20+i]*(s[2*i+5]*Cos_[i]-y[2*i+5]*y[2*i+5]*Sin_[i]);
3I[2*i+5]= 2*mhl[20+1]*y[2*1+5]*Cos [i;

for(j=0;j<i;j++) {
J[2%i+5][2*j+4] = -mhl[20+i)*L[j]*
(5[2"‘J+5]*Sm[1][J]+y[2*J+5]* [2*J+5]*COS[1]D]);
J][2*1+5][2*J+5] = -2*mhl[20+1]*L[]]*y[2*J+5]*Sm[1][J]
for(j=i+1;j<NSEG;j++) { h
J[2%i+5][2*j+4] = mhl[20+j]*L[i]* .
(8[2*J+5]*Sm[.l][1]+y{2*J+5]*y[2*J+5]*COS[l][1])
J}[2*1+5][2*J+5] 2*mhl[20+J]*L[1]*y[2*J+5]*Sm[)][1]k

J[2*i+5][2¥*i+4] = -mh1[20+i]*(s[1]*Sin_[i]-(s[3]+g)*Cos_[i]);

for(j=0,j<i;j++) - )
J[2¥+5][2%i+4] -= j[2%i+5][2%j+4];
} for(j=i+1,j<NSEG;j++)
j[2*i+5][2*1+4] -= j[2*i+5][2%j+4];
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Appendix G
One Sggment Object with Curved Foot

This appendix contains an example of the method of cbmbining Newtonian and
Lagrangian ics. The rolling constraint used for the foot is defined with Newtonian
dynamics. The distal seginent is defined using Lagrangian dynamics. This method was-
employed in the thesis for the final running model. For convenience the centre of mass of
the foot was chosen to be at the ankle joint. This approximation is considered reasonable
since the mass of the foot is so small.

(x,y) : instantaneous cen tre
of rotation

r : distance to cen tre of

mass from arc centre

: radius of arc

R

~—

(x.y)

(x,y) = (x. + R(q-q.), y. )
(X, » y.) is the contact point at impact :

r = (rsinq,R-rcosq)

V=wWXr=-q (R-rcosq,-rsinq)

a==aXT+WXWXTI= ‘-cnl(R-rcosq;-rsinq)-élz(rsinq,R-rcosq)
(F F)=ma= -m(q(R-rcosq,-rsing)-q2(rsing,R-rcosq))+m(0,g)
Fq +F, (R-rcosq) - EF, rsinq - Ia ‘

Fy= [l+m(R%-2rRcosq+2)] q + mgrsing
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e

: mstantaneous cen tre
of rotation -
: distance to cen tre of
mass from arc centre
: radius of arc

\, '
(x;y)

The equations are combined through the joint force at\tpe ankle The following
section presents the method of combmatxon

Equations .of motion for the two models

Foot
= [I+m(R2-2rRcosq+r2)] q + mgrsing

Segment
Fy = mz;c - m2r2(62cosq2-d22sinq2)
Fy = m2(§+g) - m2r2(62sinq2+6122cosq2) o

qu = (12+m2r22)62-m2r2(;<cosq2+(§-+ g)sinqz)

e



91
Combining the Two Sets of Equatlons

Fqp = [Il+(m1+m2+m3)(R2 2r;Reosqp+119)] q +(m1+m2+m3)r1gsmq1

+m2r2r1(qzcos(q2-q1) q2 s1n(q2~q1)) m2r2R(q2cosq2 q2251nq2)
Fgp = (szmzrzz)az-mzrz(§cosq2+(§-+'g)sinq2)
i substituting
(x, 9) = —q(R-rcosq,-rsmq) q (rsmq R-rcosq)
Fqy = (12+m2r22)q2+m2r2R(q1¢osq2+dlzsinqz) - My grasingy
* -myryl1 @1c0s(a2-q1)+1 %sin(az-qy))
s
N
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Twelve Segment Planar Object

This appendix describes the equations of motion for a twelve segment ngxd body. -
Thje ground constraint was represented by an external force introduced at the ankle joint. In
the representation for the LSODI mtegxator y is a vector of the genera.hzed coordinates~ -
after expansion to a first order system s 1s a vector defining the approximate dcrxvatlve to
y. ]
Define the number of segments |

NSEG ! /* Number of rigid segments */
NEQ = 2*(NSEG+2) /* Number of differential equations */

Define the inertial variables.

mhl[50]=

IINSEG] /* Moment of Inertia ‘ */
M[NSEG] ' [* Mass , */
R[NSEG] /* Proximal Distance to Centre of Mass*/
L[NSEG] /* Length of Segment _ */
Define some convement inertial variables
’ mhl[0]= MI0]+M[1]+mhi[1]

mhl[1]= M[2]+mhi[2]) -
mhl[2]= M[3]+M[4]+M[5]+M[6]+mhl[3]

mhl[3]= M[7]+M[8]+M[9]+M[10]+M[11]

mhi[20]= M[0]*R[0]

mhl[21]= M[1]*R[1] + mhl[1]*L[1]

mhl[22]= M[2]*R[2] + mhl[2]*L[2]

mhl[23])= M[3]*R[3] + (M[4]+M[5])*L[3]

mhi[24]=  M[4]*R[4] + M[5]*L[4]

mhl[25])= M[S5]*R[5]

mhl[26]= M[6]*R][6] + mhil[3]*L[6]

mhl[27]= M[7]*R[7] + M[8]*L[7]
'mhl[28]= M[81*R[8]

mhi[29]= M[9]*R[9] + M[10]*L[9]

mhl[30]= M[10]*R[10]

mhl[31])= M[111*R[11]

mhl[40]= I[0] + M[0]*R[0]*R[0] .

mhl[41]= I[1] +M[1]*R[1]*R[1] +mhl[1]*L[1]*L[1]
mhl[42]= I[2] + M[2]*R[2]*R[2] + mhl[2]*L[2]*L[2]
mhl[43]= I[3] +M[3]*R[3]*R[3] = + (M[4]+M[5]D*L[3]*L[3]
“mhl{44]= 1[4] + M[4]*R[4]*R[4] '+ M[S5]*L[4]*L[4]

~ mhl[45]= I[5] + MJ[5]*R[5]*R[5]

mhi[46]= I[6] + M[6]*R[6]*R[6] + mhl[3)*L{6]*L[6]"
mhl[47]= I[7] +M[71*R[7]*R[7] + M[8]*L[7]*L[7]
mhl[48]= I[8] + MJ[8]*R[8]*R[8]

mhl[49]= 1[9] + M[O]*R[9]*R[9] + M[10]*L[9]*L[9]

I[10] + M[10]*R[10]*R[10]



mhl[51]=

= mhl[0] x

-mhl[21)(Gpc0sqp-0p%singy) -
+mhi[23] (&4¢osq4-c'142sinq4) +
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I[11] +M[11]*R[11]*R[11] .

=

+  mhl[20] @cosq- q) smql) -
mhl[22](q3cosq3 q3 smq3)

mhl[24] (q5cosq5- q5 sinq5)
5 ‘

~ +mhl[25] (a6rcosq6-.('162sinq6) - mhl[26] (&—7¢osq7- c'17 sinq7)
+mhl[27] (ggcosqg-qgZsingg) +  mhl[28](Ggcosqg- qgZsingg)
- +mhl[29] (E]l Ocosqlo-él102sinq10) + mhl[30](511 1€0sq11- ('11 lzsinql 1)

-mhI[31] (q15¢05q12-072sing; )

F, = mhi[0]  +8) +  mhi[20] @sing;+ q;2cosqy)
-mhl[21] (gpsingp+gp2cosqy) - mhl[22] (gzsing3+ q32cosqs)

* +mhl[23] (qsinqq+qq2cosqq) +  mhl[24] (Gssings+ q52cosqs)
+mhi[25] (q6smq6+q62cosq6) - mhi[26] (Gsingg+ az%cosap)
+mhl[27] (q851nq8+q8 cosqg) + mhl[28] (Elgsinq9+ E;'92cosq9)

+mhl[29] (glosinq10+qlozcosqlo) + mhl[30](£11 lsinql 1+ (.11 12005(11 1)

2 T

-mhl[31] (ﬁ12c05q12+c'112 sinqq7)

- Fqq = mhl[40] q;+ mhi[20] (;cosq1+(§~+g)sir3q1)

Fqp = mhi[41] G- mhi[21] (xcosqy+(y+g)sing,) +
L[1)(mhI[22] (gzcos(a3-ap)-a3sin(a3-a)) -
mhi[23] (4¢05(a4-92)-4sin(@4-42)) -
mhl[24] (gscos(qs5-q2)-q52sin(qs-q2)) -
mh[25] (gecos(qg-q2)-62sin(a6-92)) +
mhl[26] (qc0s(q7-a2)-d7%sin(q7-92)) -
mhl[27] (ggcos(ag-qp)-agZsin(ag-y)) -
mhi[28] (ﬁgcos(qg-qz)-dgzsin(Q9-Q2)) -
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mhi[29] (511ocos(qloﬂi)ﬁ1ozsin(q10*lz))_i |

© mhi30] @@ 1c05@1 1-9)-ap 1 2sin@y g +

— ml?‘1[3 1:] (5112C°S(q124Q25-511225in(Q12-qz)) )

Fq3 mhl[42] q3- mh1[22] (o +(y+g)smq3- o o
" lg?(qgcos(qg q2)+q23.sm(q3ﬂz)) |
L{2)( mhl[23] (%COS(CM Q3)-Q4 Sm(Q4'<13)) +
mhl[24] (%COS(Qs Q3) g5 Sm(Qs q3)) +
mhI[251 (ggcos(qg- q3) a6 sm(q6 q3)) -
‘mhl[26] (q;cQS(q7 q3)- q_7 sm(q7 q3)) +
mhi[27] (dgcos(ag-a3)-agsin(qg-q3)) +
mhi[28] (dgcos(qg-q3)-dg>sin(dg-q3)) +
mhi[29] (aloCbS(q107Q3)-511025iﬂ(qlo-Q3)) +
p _ mhi[30] (g1 1c08(q11-93)-q 1%sin(q 1-Q3)) -
mhi[31] (q 2COS(q12-Q3)-C'171225in(q12-Q3)) )

Fqy4 = mhi[43] g4+ mhl[23] (xcosqq+(y+g)singy +(\
L[1] (qe0s(aq-ap)+ap2sin(qq-qp)) +
L{2] (G3c0s(a4-03)+d3%sin(a4-q3)) +
- L[3]( mhl[24] ('ciscos(q5-q4)-c'1528in(q5-q4)) + |
mhl[25] (q5c0s(q6-q4)-q6>5in(g-94)) )

Fgs = mhl[44] g5+ mh1[24] (xcosqs+(y+g)sings +
L[1] (qe0s(95-a2)+dz sin(a5-q2) +
L[2] (q3¢08(q5-03)+q32sin(q5-q3)) -
L{3] (q4005(q5-04)+q4sin(q5-q4)) +
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L[4]( mhl[25] (q6cos(q6-qs) a6 sm(qms)) )
| Fq6 mhl[45] q6+ mhl[25] (xcosq6+(y+g)smq6 +
L[1] (qpcos(qg- q2)+q2 sm(qsﬂz)) +
L[2] (Gacos(qg-a3)+32sin(ag-43)) -
'LI3] (g4005(q6-04)+d4°5in(a6-04)) -
| L{4] (a5005(96-95)+4525in(q6-5)) )
Fqy = mhi[46] &- mhl[26] (xc0sq7+(y+g)singy -
L[1] (qgcos(q7-q2)+qz Slﬂ(Q7'CI2))
| L[2] (Q3COS(Q7-Q3)+Q3 sin(q7-93)) ) -
LI6)(mhl(27] (Ggeos(ag-a7)-a57GNag-a7) +
mhi[28] (agcos(ag-a7)-q92sin(ag-q7)) +
mhi[29] (41 0c0s@10-47)-a10%sin(a10-a7) +,
mhl[30] (§ 1008(q11-q7)-d1 1 28in@11-07) -
- mhl[31] (g 9c08(q12-97)-q12%sin(q12-97)) )
Fqg = mhl[47] qg + mhl[27] (xcosqg+(y+g)sinqg +
L{1] (gycos(qg-ap)+dzsin(ag-qp) +
L{2] (g3cos(qg-q3)+q32sin(qg-q3)) +
L[6] (&7005(618.-(17)+51728in(q8-q7)) )+
L{7)( mhl[28] (dgcos(qg-qg)-dg2sin(ag-ag)) )
Fqg = mhl[48] g9 + mhl[28] (xcosqg+(y+g)singg +
~ L[1] (gcos(ag-ap)+ap°sin(qg-q2)) +
L{2] (égcos(qg-q3)+d3_zsin(q§-q3)) +
L{6] (q7cos(dg-q7)+a7°sin(qg-a7)) -
L[7] (agcos(qg-ag)+ag2sin(qg-ag)) )
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F'qm = mhi[49] g + mhi[29] (xcosq g +(y+g)singrg +
L[1] (Gpe0s(q10-02)+a2sin(a1 0-a2)) +
L[2] (63cOS(q1o-q3)+€1328in,(q1oﬂ3)) +
" L[6] (47¢05(q10-97)+q7 sm(qlo*h))# |
L[9]th1[28] (Q11COS(<111-<11()) a1 Sm(ql1-q1o))+ ‘
Fq11 = mhl[50] ql 1+ mhl[30] (xcosql 1+(y+g)smq11 +
L{1] (qe0s(q1 1-92)+a2sin(q 1-Q2)) +
L{2] (q3cos(qy 1-Q3)+Q3 sin(q11-q3)) +
L[6] (gycos(qg 1-Q7)+€172$in(Q1 1-97)) -
£ L{9] (q19c0s(qy 1-Q1o)+511028in(Q1 1910))
Fq12 = mhi[51] 415 mhi[31] (xcosq o +(y+g)singy -
L{1] (Gc08(q12-92)+d2sin(@12-90)) -
L[2] (ﬁ3COS(q12-Q3)+€'1328in(Q12-Q3)_) + s
L{6] (q7cos(a1-a7)+d7°sin(a12-97)) )
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~ Define the tngonometnc vanables

-Cosl- T cos(y[4])
Cos2= \  cos(y[6))

Cos3= cos(y[8])
Cosd= = cos(y[10D)
Cos5= cos(y[12])
Cos6= . _ cos(y[14])
Cos7= cos(y[16])
Cos8= cos(y[18])
Cos9= cos(y[20])
Cos10= cos(y[22])
Cosll= cos(y[24])
Cosl2= cos(y[26])

Cos32= Cos3*Cos2+Sin3*Sin2
Cos42= Cos4*Cos2+Sin4*Sin2
Cos52= Cos5*Cos2+Simf*Sin2
Cos62= Cos6*Cos2+Sin6*Sin2
Cos72= Cos7*Cos2+Sin7*Sin2
Cos82= Cos8*Cos2+Sin8*Sin2
Cos92= Cos9*Cos2+Sin9*Sin2
Cos102= Cos10*Cos2+Sin10*Sin2 -
Cosl112= Cos11*Cos2+Sin11*Sin2 -
Cos122= Cos12*Cos2+Sin12*Sin2

Cos43= Cos4*Cos3+Sin4*Sin3
Cos53= Cos5*Cos3+Sin5*Sin3
Cos63= Cos6*Cos3+Sin6*Sin3
Cos73= Cos7*Cos3+Sin7*Sin3
Cos83= Cos8*Cos3+Sin8*Sin3
Cos93= Cos9*Cos3+Sin9*Sin3

Cos103= Cos10*Cos3+Sin10*Sin3 &

Cos113= Cos11*Cos3+Sin11*Sin3
Cos123= Cos12*Cos3+Sin12*Sin3

Cos54= Cos5*Cos4+Sin5*Sin4
Cos64= Cos6*Cos4+Sin6*Sin4

Cos65= Cos6*Cos5+Sin6*SinS

Cos87= Cos8*Cos7+Sin8*Sin7
Cos97= Cos9*Cos7+Sin9*Sin7
Cos107= Cos10*Cos7+Sin10*Sin7
Cos117= Cos11*Cos7+Sin11*Sin7
Cos127= Cos12*Cos7+Sin12*Sin7

Cos98= Cos9*Cos8+Sin9*Sin8

Cos1110= Cos11*Cos10+Sin11*Sin10
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Sinl= sin(y[4])

Sin2= sin(y[6]) -
Sin3= sin(y[8])
Sind4= sin(y[10])
Sin5= sin(y[12])
Sin6= sin(y[14])
Sin7= sin(y[16]) -
Sin8= sin(y[18])
Sin9= sin(y[20])
- Sinl0= sm(y[22]) .
Sinll= sin(y[24])
Sinl2= sin(y[26])

Sin32= Sin3*Cos2-Cos3*Sin2
Sin42= Sin4*Cos2-Cos4*Sin2 ,
" u Sin52= Sin5*Cos2-Cos5*Sin2  *
Sin62= Sin6*Cos2-Cos6*Sin2.
Sin72= Sin7*Cos2-Cos7*Sin2
Sin82= Sin8*Cos2-Cos8*Sin2
Sin92= Sin9*Cos2-Cos9*Sin2
Sin102= Sin10*Cos2-Cos10*Sin2
Sin112= Sin11*Cos2-Cos11*Sin2
Sin122= Sin12*Cos2-Cos12*Sin2

Sin43= Sin4*Cos3-Cos4*Sin3
Sin53= Sin5*Cos3-Cos5*Sin3
Sin63= Sin6*Cos3-Cos6*Sin3
Sin73= Sin7*Cos3-Cos7*Sin3
Sin83= Sin8*Cos3-Cos8*Sin3
Sin93= Sin9*Cos3-Cos9*Sin3
Sin103= Sin10*Cos3-Cos10*Sin3
Sin113= Sin11*Cos3-Cos11*Sin3
Sin123= Sin12*Cos3-Cos12*Sin3

Sin54= Sin5*Cos4-Cos5*Sin4’
Sin64= Sin6*Cos4-Cos6*Sind

Sin65= Sin6*Cos5—Cos6*Si'n5
Sin87= Sin8*Cos7-Cos8*Sin7
Sin97= Sin9*Cos7-Cos9*Sin7
Sin107= Sin10*Cos7- Cole*Sm7
Sin117= Sin11*Cos7-Cos11*Sin7
Sin127= Sin12*Cos7-Cos12*Sin7
Sin98= Sin9*Cos8-Cos9*Sin8

Sin1110= Sin11*Cos10-Cos11*Sin10



- Define the Inertia Matrix

adda[1][1]

adda[1][7]

adda[1][11]
adda[1][15]
adda[1][19]
adda[1][23]
adda[1][27]

adda[3](3]
adda(3](7]
adda(3](11]

adda[3][15]

adda([3][19]
- adda[3][23]
adda([3][27]

* adda[5][1]

adda[5](5]

adda[7][1]
adda([7][7]

adda[7][11]
~adda[7][15]
adda[7][19]
adda[7][23]
adda[7][27]

adda[9][1]

adda[9](7]

adda[9][11]
adda[9][15]
adda[9][19]
adda[9][23]
adda[9][27]

adda[11]f1]
adda[11](7]

adda[11][11]
adda[11][15]

adda[13][1]
adda[13][7]
adda[13][11]
adda[13][15]

adda[15][1]
adda[15][7]
adda[15][11]
adda[15][15]

+=mhi[0};
-=mhl[21] Cos2

‘+=mhl[23] Cos4

+=mhl[25] Cos6
+=mhl[27] Cos8
+= mhl[29] Cos10
-=mhl[31] Cosl12

+= mhl[0];
-=mhl[21] Sin2

+= mhl[23] Sind
+=mhl[25] Sin6 .
+= mhl[27] Sin8 -
+= mhl[29] Sin10.
-=mhl[31] Sin12

+= mhl[20] Cosl
+= mhl[40]

-=mhl[21] Cos2
+=mhl[41]

-=mhl[23] L[1] Cos42
-=mhl[25] L[1] Cos62
-=mhl[27] L[1] Cos82

-=mhl[29] L[1] Cos102 -

+=mhl[31] L[1] Cos122

-=mhl[22] Cos3 -
+=mhl[22] L[1] Cos32
-=mhl[23] L[2] Cos43
-= mhl[25] L[2] Cos63
-=mhl[27] L[2] Cos83
-=mhl[29] L[2] Cos103
+=mhl[31] L[2] Cos123

+= mhl[23] Cos4
-=mhl[23] L[1] Cos42
+= mhl[43]

+= mhl[25] L[3] Cos65

+= mhl[24] Cos5

-=mhl[24] L[1] Cos52
+= mhl[24] L[3] Cos54
+= mhl[25] L[3] Cos65

+= mhl[25] Cos6
-=mhl[25] L[1] Cos62
+= mhl[25] L[3] Cos64
+= mhl[45]
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- adda[1}[5]

adda[1][9]

adda[1][13]
adda[1](17]
adda[1][21]
add€[1][25]

adda[3][5]
addaf3][9]
adda[3][13]
adda[3][17]
adda[3][21]
adda(3][25]

adda[5](3]

adda[7](3]
adda[7](9]
adda[7][13]
adda[7][17]
adda([7](21]
adda[7][25]

. adda[9](3]

adda[9][9].
adda[9][13]
adda[9](17]
adda[9][21]
adda[9][25]

adda[11][3]
adda[11][9]
adda[1 1][13]

adda[13](3]
adda[13][9]
adda[13][13]

adda[15][3]
adda[15][9]
adda[15][13]

+=mhl[20] Cosl
-=mhl[22] Cos3 *
+= mhl[24] Cos5
-= mhl[26] Cos7
+=mhl[28] Cos9
+=mhl[30] Cosl11

+= mhl[20] Sin1
-=mhl[22] Sin3
+= mhl[24] Sin5
-=mhl[26] Sin7
+=mhl[28] Sin9
+= mhl[30] Sin11

L]
t

1
+=mhl[20] Sinl

-=mhl[21] Sin2

+= mhl[22] L[1] Cos32.
-=mhl[24] L[1] Cos52
+=mhl[26] L[1] Cos72
-=mhl[28] L[1] Cos92

-=mhlI[30] L[1] Cos112

-~

-= mh[22] Sin3
+= mhl[42]
-= mhi[24] L[2] Cos53

~+= mhlf26] L[2] Cos73

-=mhl[28] L[2] Cos93
-=mhl[30] L[2] Cos113

+= mhl[23] Sind .
-=mhl{23] L[2] Cos43 ‘
+=mhl[24] L[3] Cos64

4= mhi[24] Sin5

-= mhl[24] L[2] Cos53
+=mhl[44]

+= mhl[25] Sin6
-=mhl[25] L[2] Cos63
+=mhl[25] L[4] Cos65



adda[17][1]
adda[17][7]
adda[17][17]
adda[17][21]
adda[17][25]

adda[19][1]

~adda[19](7]

~adda[19][17]
adda[19][21]

adda[21][1]
adda[21](7]
adda[21](17]
adda[21][21]

_ adda[23][1]
" adda[23][7]
adda[23][17]

adda[23][21] ¢

adda[25][1]

adda[25][7] —

adda[25][17]
* adda[25][25]

adda[27](1] -

adda[27][7]

Ies ©

pl1] =F[0]

-=mhl[26] Cos7.
+=mhl[26] L[1] Cos72
+= mhl[46]

-=mhl[28] L[6] Cos97

-=mhl[30] L[6] Cos117

+=mhl[27] Cos8
-=mhl[27] L[1] Cos82
-=mhl[27] L[6]} Cos87

+=mhl[28] L[7] Cos98

+=mhi[28] Cos9

-= mhl[28] L{1] Cos92
-= mhi[28] L[6] Cos97
+= mhl[48]

+= mhl[29] Cos10
-=mhl[29] L[1] Cos102"
=mhl

+= mhl[50]

~=mhl[31] Cos12
+=mhl[31] L[1] Cos122
adda[27][17] +=mhl[31] L[6] Cos127

- mhl[0] s[1]
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adda[17][3]
adda[17][9]
adda[17][19]
adda[17][23]

adda[17][27]

adda[19][3]
adda[19](9]

* adda[19][19]

adda[21][3]
adda[21][9]

- adda[21][19]

adda[23][3]
adda[23][9]

‘adda[23][19]

adda[25][3]
adda[25][9]
adda[25][23]

adda[27](3]
adda[27](9]
adda[27][27]

-= mhl[26] Sin7

+= mhl{26] L[1] Cos72
-=mhl[27] L[6] Cos87
-=mhl[29] L[6] Cos107
+=mhl[31] L{6] Cos127

+=mhl[27] Sin8
-=mhl[27] L[1] Cos82
+=mhl[47] .

+= mhl[28] S'm9
-=mhl[28] L[1] Cos92
+= mhl[28] L[7] Cos98

+=mhl[29] Sin10
-=mhl[29] L[1] Cos103
+= mhl[49]

\

+= mhl[30] Sin11
-=mhl[30] L[1] Cos113
+= mhI[30] L{9] Cos1110

-= mhl[31] Sin12
+= mhl[31] L[1] Cos123
+= mhl[51]

- mhl[20] (s[5]‘Cos'1..—)"[5]y[5] Sinl) +
mhl[21] (s[7] Cos2 -y(7] y[7] Sin2) + mhl[22] (s[9] Cos3 -y[9]y[9]

mhl[23] (s[11]Cos4 -y[11]y[11]Sind) - mhl[24] (s[13]Cos5 -y[13]y[13]Sin5) -
mhl[25] (s[15]Cos6 -y[15]yf15]Sin6) + mhl[26] (s[17]Cos7 -y[17]y[17]Sin7) -
- mhl[28] (s[21]Cos9 -y[21]y[21]Sin9) -
mhl[29] (s[23]Cos10-y[23]y[23]Sin10) - mhl[30] (s[25]Cos11-y[25]y[25]Sin11)+ .
mhl[31] (s[27]Cos12-y[27]y[27]Sin12)

mhl[27] (s[19]Cos8 -y[19]y[19]Sin8)

p[3] = F(1]
“+

mhl[21] (s[7] Sin2 +y[7] y(7] Cos2) +mhl[22] (s[9] Sin3 +y[9]y[9]
mhl[23] (s[11]Sin4 +y[11]y[11]Cos4) -

- mhl[0] (s[3]+g)

- mhl[20] (s[5] Sinl +y[5]y[5] Cosl)

- mhl[24] (s[13]Sin5 +y[13]y[13]Cos5) - .

Cos3) -

mhl[25] (s[15]Sin6 +y[15]y[15]Cos6) + mhl[26] (s[17]Sin7 +y[17]y[17]Cos7) -
- mhl[{28] (s[21]Sin9 +y[21]y[21§€esD)_-
mhl[29] (s[23]Sin10+y[23]y[23]Cos10) - mhi[30] (s[25]Sin11+y[25]y[25]Cos1 D+
mhl[31] (s[27]Sin12+y[27]y[27]Cos12)

mhl[27] (s[19]Sin8 +y[19]y[19]Cos8) -

p[5] =F[3]

- mhl[40] s[S’]

- mhl[20] (s[1]Cos1+(s[3]+g)Sinl)

Sin3) -
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p[7]=F[4] - mhl[41] s[7] -+ mhl[21] (s[1]Cos2+(s[3]+g)Sin2) -

- L[1] *(
mhi[22] (s[9]Cos32-y[9]y[9]Sin32) - mhl[23] (s[11]Cos42-y[11]y[11]Sind2) -

mhl[24] (s[13]Cos52-y[13]y[13]Sin52) - mhl[25] (s[15]Cos62-y[15]y[15]Sin62) +
mhl[26] (s[17]Cos72-y[17]y[17]Sin72) - mhl[27] (s[19]Cos82-y[19]y[19]Sin82) -
mhl[28] (s[21]Co0s92-y[21]y[21]Sin92) - mhi[29] (s[23]Cos102-y[23]y[23]Sin102) -
mhl[30] (s[25]Cosl 12-y[25]y[25]Sin112)+ mhl[31] (s[27]Cos122- y{27]y[27]Sm122))

p[9]=F[5] - mhl[42]s[9] +
Irfl[hI][Z(Z] (s[1]Cos3+(s[3]+g)Sin3 - L[l](s[7]Cos32+y[7]y[7]Sin32) ) +
\ ,

mhl[23] (s[11]Cos43-y[11]y[11]Sin43) +mhl[24] (s[13]Cos53-y[13]y[13]Sin53) +
mhl[25] (s[15]Cos63-y[15]y[15]Sin63) -mhl[26] (s[17]Cos73-y[17]y[17]Sin73) +
mhl[27] (s[19]Cos83-y[19]y[19]Sin83) +mhi[28] (s[21]Cos93-y[21]y[21]Sin93) +
mhi[29] (s[23]Cos103-y[23]y[23]Sin103) +mhl[30] (s[25]Cos113-y[25]y[25]Sin113) -
mhl[31] (s[27]Cos123-y[27]y[27]Sin123) )

p[11]=F[6] - mhi[43] s[11] - mhl[23] (s{1]Cos4+(s[3]+g)Sin4 -
I1:[[ ;l];s([7]Cos42+y[7]y[7]sln42) ) - L[2](s[9]Cos43+y[91y[91Sin43) ) -
mhi[24] (s[13]Cos54-y[13]y[13]Sin54) - mhI[25] (s[lS]Cos64-y[15]y[15]Sin64) )

p(13]1=F[7] - mhl[44] s[13] - mhl[24] (s[1]Cos5+(s[3]+g)Sin5 -
L{1](s[7]Cos52+y[7Iy[71Sin52) - L[2](s[9]Cos53+y[9]y[9]Sin53) +
L{3](s[11]Cos54+y[11]y[11]Sin54) ) -
L[4]( mhl[25] (s[15]Cos65-y[15]y[158in65) )

p[15]=F([8] - mhl[45] s[15] - mhl[25] (s[1]Cos6+(s[3)+g)Sin6 -
L[1])(s[7}Cos62+y[7]y[7]Sin62) - L[2](s[9]Cos63+y[9]y[9]Sin63) +
L[3])(s[11]Cos64+y[11]y[11]Sin64) + L[4](s[13]Cos65+y[13]y[13]Sin65))

p[17])= F[9] inhl[46] s[17] + mhl[26] (s[1]Cos7+(s[3]+g)Sin7 -
II-_:{61]]$‘s([7]Cos72+y[7]y[7]Sm72) ) - L[2](s[9]Cos73+y[9]y[9]Sin73) ) +
mhl[27] (s[19]Cos87 -y[19]y[19]Sin87) -mhl[28] (s[21]Cos97 -y[21]y [21]§m97) -
mhl[29] (s[23]Cos107-y[23]y[23)Sin107) -mhi[30] (s[25]Cos117-y[25]y[25]Sin117)-
mhl[31] (s[27]Cos127-y[27]y[27]Sin127)) -

p[19]= F[10] - mhl[47] s[19] - mhl[27] (s[1]Cos8+(s[3]+g)Sin§ -
L[1](s[7]Cos82+y[7]y[9]Sin82) - L[2](s[9]Cos83+y[9]y[9]Sin83) -
L[6](s[17]Cos87+y[17]y[17]Sin87) ) -
L[7]( mhl[28] (s[21]Cos98-y[21]y[21]Sin98) )

p[21]=F[11] - mhil[48] s[21] - mhl[28] (s[1]Cos9+(s[3]+g)Sin9 -
L[1])(s[7]Cos92+y[7]y[7]1Sin92) - L[2](s[9]Cos93+y[9]y[9]Sin93) -
L[6](s[17]€Cos97+y[17ly[17]Sin97) + L[7](s[19]Cos98+y[19]y[19]Sin98) )

p[23]=F[12] - mhl[49]s[23] . - mhl[29] (s[1]Cos10+(s[3]+g)Sin10 -
L[1)(s[7)Cos102+y[7]y(7]Sin102) - L[2](s[9]Cos103+y[9)y[21Sin103) -
L[6](s[17]Cos107+y[171y[171Sin107) ) -
L{9]( mhi[30] (s[25]Cosl 110-y[25]y25]Sin1110) )



p[25]=F[13] - mhl[50] s[25]
L{1])(s[7]Cos112+y[7]y[7]Sin112)
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- mh[30] (s[1]Cos11+(s[3]+g)Sin11 -
- L[2](s[9]Cos113+y[9]y[9]Sin113) -

L[6](s[17])Cos117+y[17]y[17]Sin117) + L[9](s[23]Cos1110+y[23]y[23]Sin1110) ) - |

pl27]=F[14] - mhl[51] s[27]

+ mhl[31] (s[1]Cos12+(s[3]+g)Sin12 -

L[1](s[7]Cos122+y[7]y[7]Sin122) - L[2])(s[9]Cos123+y[9]y[9]Sin123) -
L[6](s[17]Cos127+y[17]y[17]Sin127))

jac:

b[1][4]=

b[1][5]=
b[1][6]=

- b[1][7])=

b[1](8]=
b[1][9]=
b[1][10]=
b[1][11]=
b[1][12]=
b[1][13]=

1][14]=
b{N[15]=
b[1]N 6]=
b[1][17]=

b[1][18]=
b[1][19]=

1][20]=
b[1§[21]=

b[1][22]=
b[1][23]=
b[1][24]=
b[1][25]=

- b[1][26]=

b[1][27]=

b[3][4]=
b[3](5]=
b[3][6]=
b[3](7]=
b[3](8]=
b[3][9]=
b[3][10]=
b[3][11]=
b[3][12]=
b[3](13]=
b[3][14]=
b[3](15]=

b[3][16]=

b[(3][17])=
b[3](18]=
b[3][19]=
b[3](20])=
b[3][21]=
b[3][22]=

mhl[10]( s[5]Sin1+y[5]y[5]Cos1)

2.0 mhi[10] y[5]Sin]

-mhl[11]( s[7]Sin2+y[7]y[7]Cos2)
-2.0 mhi[11] y[7]Sin2

-mh[12]( s[9]Sin3+y[9]y[9]Cos3)
-2.0 mhi[12] y[9]Sir3

-mhl[13]( s[11]Sin4+y[11]y[11]Cos4)
—2.0mhl[13] y[11]Sin4

mhl[14]( s[13]Sin5+y[13]y[13]Cos5)
2.0 mhi[14] y{13]Sin5

mhl[15]( s[15]Sin6+y[15]y[15]Cos6)
2.0 mhi[15] y[15]Sin6 }
-mhl[16]( s[171Sin7+y[171y[17]CosT)
-2.0 mhi[16] y{17]Sin7

mhl[17]( s[19]Sin8+y[19]y[19]Cos8)
2.0 mhi[17] y[19]Sin8

mhl[18]( s[21]Sin9+y[21]y[21]Cos9)
2.0 mhi[18] y[21]Sin9 |
mhl[19]( s[23]Sin10+y[23]y[23]Cos10)
2.0 mhi[19] y{23]Sin10-

mhl[20]( s[25]Sin11+y[25]y[25]Cos11)
2.0 mhi[20] y{25]Sin11

-mhl[21]( s[27]Sin12+y[27]y[27]Cos12)
-2.0 mhi[21] y{27]Sin12

-mhi[10]( s[5]Cos1+y[Sly[5/Sinl) -
-2.0 mhl[10] y[5]Cos1

mhl[11]( s[7]Cos2+y[7]y[7]1Sin2)

2.0 mhi[11] y[7]Cos2

mhl[12]( s[9]Cos3+y[9]y[9]Sin3)

2.0 mhl[12] y[9]Cos3 _
-mhl[13]( s[11]Cos4+y[11]y[11]Sin4)
-2.0 mhi{13] y[11]Cos4

-mhl[14]( s[13]Cos5+y[13]y[13]Sin5)
-2.0 mhi[14] y[13]Cos5

-mhl[15]( s[15]Cos6+y[15]y[15]Sin6)
-2.0 mhl[15] y[15]Cos6 3
mhl[16]( s[17]Cos7+y[17]y[17]Sin7)

2.0 mhl[16] y[17]Cos7 t\
-mhl[17]( s[19]Cos8+y[19]y[19]Sin8)
-2.0 mhl[17] y[19]Cos8

-mhl[18]( s[21]Cos9+y[21]y[21]Sin9)
-2.0 mhl[18] y[21]Cos9

-mhl[19]( s[23]Cos10+y[23]y[23]Sin10)



b[3][23]=
b[3][24]=
b[3][25]=
b3](26]=
B3I27)=

b[51[4]=

b[7](8]=
b[7](9]=

b[7][10]= .

b[7][11]=
b[71[12]=
b{7](13]=
b[7][14]=
b[7][15]=
b[7][16]=
b[7][17]=
b[7](18]=
b[7][19]=
b[7](20]=
b[7][21]=
b[7][22]=
b{7](23]=
b[7][24]=
b[7](25]=
b[7][26]=
b[7](27]=

b[7][6]=

b[9][6]=
b[9](7]=
b[9](10]=
b[9][11])=

b[9](12]= -

b[9][13]=
b[9][14]=
b[9][15]=
b[9][16]=
b[9][17]=
b[9][18]=
b[9][19]=
b[9][20]=
b[9][21]=
b[9][22]=
b[9][23)=
b[9](24]=
b[9][25])=
b[9](26])=
b[9](27]=
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s

~ -2.0 mhl[19] y[23]Cos10

-mhl[20]( s[25]Cosl 1+y[25]y[25]Sm1 1)
-2.0 mhi[20] y[25]Cos11
mbl[21]( s[27]Cos12+y[27]y[27]Sm12)
2.0 mhi[21] y[27]Cos12 .

- mhl[20] (s{1] Sin1-(s[3]+g) Cosl)

mhl[22] L[1] (s[9]Sin32+y[9]y[9]Cos32) . -
2.0 mhi[22] L[1] y[9] Sin32 -

-mhl[23] L{1] (s[1 1]Sm42+y[1 1ly[11]Cos42)
-2.0 mhl[23] L{1] y[11] Sin42

-mhi{24] L{1] (s{13]Sin52+y[13]y[13]Cos52)
-2.0 mhi[24] L{1] y[13] Sin52

-mhi[25] L{1] (s[15]Sm62+y[15]y[15]Cos62)- ,
:2.0 mhi[25] L{1] y[15] Sin62

mhl1{26] L[1] (s[17]Sin72+y[17]y[17]Cos72)
2.0 mhl[26] L{1] y(17] Sin72

-mhl[27] L{1] (s[19]Sm82+y[19]y[19]Cos82)
-2.0 mhi[27] L{1] y[19] Sin82
-mhi{28] L{1] (s[21]Sin92+y[21]y[21]C0s92)
-2.0 mh1[28] L{1] y[21] Sin92
-mh1[29] L{1] (s{23]Sin102+y[23]y[23]Cos102)
-2.0 mhi[29] L{1] y[23] Sin102
mhi[30] L{1] (s(25]Sin] 12+y[251y[25]Cos112)
-2.0 mhi[30] L[1] y[25] Sin112
mhl[31] L[] (s[27]Sm122+y[27]y[27]Cos122)
2.0 mhi[31] L{1] y[27] Sin122

-mhl[21] (s[1] Sin2-(s[3]+g) Cos2) - b[7][4] - b[7][8] - b[7][10] ’
- b[7][12] - b[7][14] - b[7][16] - b[7][18] - b[7][20] - b[7][22]

- b[7][24] - b[7][26]

-mh1{23] L{1] (s[7]Sin32-y[7]y[7]Cos32)
-2.0 mhi[23] L{1] y[7] Sin32
-mh1[23] L{2] (s[1 1]Sln43+y[1 1]y[11]Cos43)
-2.0 mhi[23] L[2] y{11] Sin43
-mhl[24] L[2] (s[13]Sm53+y[13]y[13]Cos53)
-2.0 mhi[24] L[2] y[13] Sin53
-mhl[25] L[2] (s[15]Sm63+y[15]y[15]Cos63)
-2.0 mhi[25] L{2] y[15] slnszl;/
mhl[26] L[2] (s[17]Sin73+y[17]y[17]Cos73)
2.0 mhi[26] L[2] y[17] Sin73

-mhl[27] L[2] (s[19]Sln83+y[19]y[19]C0883)
-2.0 mhi[27] L{2] y{19] Sin83

-mhi[28] L{2] (s[21]Sin93+y[21]y[21]Co0s93)
-2.0 mhi[28] L{2] y{21] Sin93

-mhl[29] L[2] (s[23]Sln103+y[23]y[23]C05103)
-2.0 mhi[29] L[2] y{23] Sin103

-mhl[30] L{2] (s[25]Sin113+y[25]y[25]Cos113)
-2.0 mhi[30] L{2] y[25] Sin113

mhl[31] L[2] (s[27]Sin123+y[27]y[27]Cos123)
2.0 mhi[31] L{2] y[27] Sin123



b[91[8]=

b[11][6]=
b[11][7]=
b[11](8]= "
b[11][9]=
b[11][12}=
b[11][13]=
b[11][14]=
b[11][15]=

b[11][10]=

b[13][6]=
b[13][7]=
b[13][8]=
b[13][9]=
b[13][10]=
b[13][11]=
b[13][14]=
b[13][15]=

b[13][12]=

b[15][6]=
b[15][7]=
b[15](8]=
b[15][9]=
b[15][10]=

b[15][11]="

b[15][12]=
b[15][13]=

b[15][14])=

b[17](6]=

b[17][7]=

b[17][8]=

b[17][9]=

b[17][18]=
b[17][19]=
b[17][20]=
b[17][21]=
b[17][22]=
b[17](23]=
b[17][24]=
b[17][25]=
b[17][26]=
b[17][27]=

N
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“mhl[23] (s[1] Sin3-(s[3]+g) Cos3) - b[9][4] - b9][6] - b[9][10]
- b[91[12] - b[9][14] - b[9][16] - b[9][18] - b[9][20] - b[9][22]
- b[9][24] - b[9][26]

mhl[23] L{1] (s[7]Sin42-y[7]y[7]Cos42)

2.0 mhi[23] L[1] y[7] Sin42

mhl[23] 142] (s[9]Sin43-y[9]y[9]Cos43)

2.0 mhl[23] L[2] y[9] Sin43

mhl[24] L[3] (s[13]Sin54+y[l3]y[l3]CosS¢i)
2.0 mhi[24] L[3] y[13] Sin54

mhl[25] L[3] (s[15]Sin64+y[15]y[15])Cos64)
2.0 mhl[25] L[3] y[15] Sin64

mhi[23] (s[1] Sind-(s[3]+g) Cos4) - b[11][6]
- b[11](8] - B[11][12] - b[11][14]

mhl[24] L[1] (s[7]Sin52-y[7]y[7]Cos52)

~ 2.0mhl[24] L[1] y[7] Sin52

mhl[24] L[2] (s[9]Sin53-y[9]y[9]Cos53)

2.0 mhi[24] L[2] y[9] Sin53

-mhl[24] L[3] (s[11]Sin54-y[11]y[11]Cos54)
-2.0 mhl[24] L[3] y[11] Sin54 )
mhi[25] L[4] (s[15]Sin65+y[15]y[15]Cos65)

2.0 mhl[25] L[4] y[15] Sin65

mhl[24] (s[1] SinS-(s[3]+g) Cos5) - b[13][6]
- b[13][8] - b[13][10] - b[13][14]

mhl[25] L[1] (s[7]Sin62-y[7]y[7]Cos62)

2.0 mhi[25] L[1] y[7] Sin62

mhl[25] L[2] (s[9]Sin63-y[9]y[9]Cos63)

2.0 mhi[25] L[2] y[9] Sin63 :
-mhl[25] L[3] (s[11]Sin64-y[11]y[11]Cos64)
-2.0 mhi[25] L[3] y[11] Sin64

-mhl[25] L[4] (s[13]Sin65-y[13]y[13]Cos65)
-2.0 mhi[25] L[4] y[13] Sin65

mhl[25] (s[1] Sin6-(s[3]+g) Cos6) - b[15][6]
- b[15][8] - b[15][10] - b[15][12]

-mhl[26] L[1] (s[7]Sin72-y[7]y[7]Cos72)

-2.0 mhi[26] L{1] y[7] Sin72

-mhl[26] L[2] (s[9]Sin73-y[9]y[9]Cos73)

-2.0 mhi[26] L[2] y[9] Sin73

-mhl[27] L[6] (s[19]Sin87+y[19]y[19]C0s87)
-2.0 mhi[27] L{6] y[19] Sin87

-mhl[28] L[6] (s[21]Sin97+y[21]y[21]C0s97)
-2.0 mhi[28] L[6] y[21] Sin97

-mhl[29] L[6] (s[23]Sin107+y[23]y[23]Cos107)
-2.0 mhi[29] L[6] y{23] Sin107 -
-mhl[30] L[6] (s[25]Sin117+y[25]y[25]Cos117)
-2.0 mhi[30] L{6] y[25] Sin117

mhi[31] L[6] (s[27]Sin127+y[27]y[27]Cos127)
2.0 mhi[31] L[6] y{27] Sin127 |



b[17](16]=

b[19][6]=
b[19][7]=
b[19][8]=
b[19][9]=
b[19][16]=
b[19][17}=
b[19][20]=
b[19][21])=

b[19][18]=

b[21](6]=

b{21}[7]=

b[21][8]=
b[21][9]=
b[21][16]=
b[21][17]=
b[21][18]=
b[21][19]=

b21][20]=

b[23][6]=
b[23][7]=
b[23][8]=
b[231[9]=
b[23][16]=
b[23][17]=
b[23][24])=
b[23][25]=

b[23][22])=

b[25][6]=
b[251[7]=
b[251(8])=
b[25][9)=
b[25][16]=
b[25][17]=
b[25][22]=
b[25][23]=
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-mhl[26] (s[1] Sin7- (s[3]+g) Cos?) - b[17][6] - b[171{8]
- b[17][18] - b[17][20] - b[17][22] - b[17][24] - b[17][26]

mhl[27] L[1] (s[7]Sin82-y [7]y[7]C0582)
2.0 mhl[27] L[1] y[7] Sin82
mhl[27] L[2] (s[9]Sm83 y[91y[9]Cos83)
2.0 mhi[27] L[2] y[9] Sin83

mhlf27] L[6] (s[17]Sm87-y[17]y[17]C0587). -

2.0 mhl[27] L[6] y[17] Sin87
mhl[28] L[7] (s[21]Sm98+y[21]y[21]Cos98)
2.0 mhl[28] L[7] y[21] Sin98

mhl[27] (s[1] Sin8-(s[3}+g) Cos8) - b[19][6] - b[19](8]
- b[19][16] - b[19][20]

mhi1[28] L[1] (s[7]Sin92-y[71y[7]Cos92)

2.0 mhi[28] L[1] y[7] Sin92

mhl[28] L[2] (s[9]Sin93-y[9]y[9]Cos93)

2.0 mhi[28] L[2] y[9] Sin93

mh1[28] L{6] (s[17]Sin97-y[17]y[17]Cos97)
2.0 mhi[28] L[6] y[17] Sin97

-mhi[28] L{7] (s[19]Sin98-y[19]y[19]Cos98)
-2.0 mhi[28] L[7] y[19] Sin98

mhl[28] (s[1] Sin9-(s[3]+g) Cos9) - b[21][6] - b[21][8]
- b[21][16] - b[21][18] |

mhl{29] L[1] (s[7]Sin102-y[7]y[7]Cos102)

2.0 mhl[29] L[1] y[7] Sin102

mhl[29] L[2] (s[9]Sin103-y[9]y[9]Cos103)

2.0 mhl[29] L[2] y[9] Sin103

mhi[29] L[6] (s[17]Sin107-y[17]y[17]Cos107)
2.0 mhl[29] L[6] y[17] Sin107

mhl[30] L[9] (s[25]Sin1110+y[25]y[25]Cos1110)
2.0 mhl[30] L[9] y(25] Sin1110

mhl[29] (s[1] Sin10-(s[3]+g) Cos10) - b[23][6] - b[23][8]
- b[23](16] - b[23][24]

mhl[30] L[1] (s[7]1Sin112-y[7]y[7])Cos112)

2.0 mhI[30] L[1] y[7] Sin112

mhi[30] L[2] (s[9]Sin113- y[9]y[9]Cosl 13)

2.0 mhi[30] L[2] y[9] Sin113

mhl[30] L[6] (s[17]Sm1 17-y[171y[17]Cos117)
2.0 mhl[30] L[6] y[17] Sin117

-mhi[30] L[9] (s[23]Sin1110-y[23]y[23]Cos1110)
-2.0 mhi[30] L[9] y[123] Sin1110



b[25][24]=

b[27][6}=
b[27](7]=.
b[27][8]=
b[27][9]=
b[27][16]=

b271[17]=

b[27](26]=
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mhl[30] (s[1] Sin11-(s[3]+g) Cos11) - b[25][6] - b[25][8]
- b[25][16] - b[25][22]

mhl[31] L[1] (s[7]Sm122—y[7]y[7]C05122) \
2.0 mhl[31] L[1] y[7] Sin122

mhlf31] L[2] (s[9]Sin123- y[9]y[9]C05123)
2.0 mhl[31] L[2]y[9] Sin123

mhl[31] L[6] (s[¥71Sin127-y[17]y[17]Cos127)

2.0 mhl[31] L[6] y[17] Sin127

-mhl(31] (s[1] Sin12-(s[3]+g) Cos12) - b[27][6] - b[27][8]
- b27][16]
_ — B
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Appendix I

Twelve Seé{nent Planar Object Including the Foot Seg‘me-nt

This appendix describes the equations of motion for a twelve segment rigid body.

The foot has been included using the method explained in Appendix G. In the

representation for the LSODI integrator : y is a vector of the generalized coordinates after
expansion to a first order system. s is a vector defining the approximate derivative to y.

There are 24 degrees of fmedom in this model.

Define the number of segments —
NSEG /* Number of rigid segments */
NEQ = 2*(NSEG+2) /* Number of differential equations  */

Define the inertial variables.

I[NSEG] /* Moment of Inertia ' */

M[NSEG] /* Mass */

R[NSEG] /* Proximal Distance to Centre of Mass*/ -

L[NSEG] /* Length of Segment */
Define some convenient inertial variables

mhl[0]= M[0]+mhl[1]

mhl[1]= M([1]+mhl[2]

mhl[2]= M[2]+mhl[3]

mhl[3]= M[3]+M[4]+M[5]+M[6]+mhl[4]

mhl[4]= M[7]+M[8]+M[9]+M[10]+M[11]

mhl[20]= mhl[0]*R[0]

mhl[21]= M[1]*R[1] + mhl[2]*L[1]

mhl[22]= M[2]*R[2] + mhil[3]*L[2]

mhl[23]= M[3]*R[3] + (M[4]+M[5])*L[3]

mhl[24]= M[4]*R[4] + M[5]*L[4]

- mhl[25]= M[5]*R[5]

mhl[26]= M[6]*R[6] + mhl[3]*L[6]

mhl[27]= M[7]*R[7] + M[8]*L[7]

mhl[28]= M[8]*R[8]

mhl[29]= M[9]*R[9] + M[10]*L[9]

mhl[30]= M[10]*R[10]

mhl[31]= M[11]*R[11]

mhl[40]= I[0] + mhl[0]*(Rad*Rad+R[0}*R[0})

mhl[41]= I[1] + M[1]*R[1]*R[1} + mhl[2]*L[1]*L[1]

mhl[42]= I[2] + M[2]*R[2]*R[2] + mhl[3]1*L[2]*L[2]

mhl[43]= I[3] + M[3]*R[3]*R[3] + (M[4]+M[S])*L[3]*L[3]

mhlf44]=  1[4] + M[4]*R[4]*R[4] + M[5]*L[4]*L[4] .

mhl[45]= I[5] + M[5]*R[5]*R[5]

mhl[46]= I[6] + M[6]*R[6]*R[6] + mhl[3]*L[6]*L[6]

mhl[47]= I[7] + M[7]*R[7]*R[7] + M[8]*L[7]*L([7]

mhl[48]= I[8] + M[8]*R[8]*R[8]

mhl[49]= I[91 + M[9]*R[9]*R[9] + M[10]*L[9]*L[9]
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mhl[50]= I{10] + M[10]*R[10]*R[10]
mhl[51]= I[11] + M[11]*R[11]*R[11]

Fqy = (mhl[40] - 2mhi[20]Radcosq;) 211+ mhl[20] gsinql
+mhl[21]( Rad(Geosay - ga2singy) - RIO)G, cos(az-ay) - dp2sin(az-ay))
+mhl[22)( Rad(qgcosqs - 43%sing3) - R[0](qz cos(q3-q;) - 432sin(q3-q7) )
-mhi[23)( Rad(@sc05q4 - 44°sinag) - RION(G cos(ag-ay) - a4%sin(agap) )
-mhl[24]( Rad(qscosqs - 4s%sings) - R[01(qs cos(@s5-q1) - 452sin(qs-q;) )
_mhI[25]( Rad(Ggc0sqg - qgsingg) - RI01(Gg cos(q6-q1) - Ag2sin(qg-qp) )
+mhl[26]( Rad(qzcosqy - q7%sinq7) - RI0)(dy cos(az-ay) - 47%sin(@7-qp) )
-mhl[27]( Rad(qgeosqg - 4g2singg) - R[0](dg cos(ag-q;) - dgzsin(qsm) )
-mhi[28]( Rad(@gcosqg - dg2singg) - R[0](dg cos(ag-ay) - ag2sin(ag-ap) )
-mhl[29]( Rad(qy gcosqy o-q192sing1o)-RI0]@; gcos(a1 -a1)-a102sin(a10-q1))
-mhi[30]( Rad(q) cosqy 1-q112sing; 1)-RI01(@ 1cos(q; 1-q1)-1 1 2sin(a; 1-q)))

+mhl[31]( Rad(q) 2¢05q12-q122sinq1 2)-R[01(q1 2¢08(q12-q1)-01225in(@1 2-91)) ~

Fgp = mhi[41] q, |
+mhl[21]( Réd(alcosqz +qy2singy) - R[0)( cos(ap-qy) +ay2sin(ap-q) ) +
L[1]( mhl[22] (q3c0s(a3-q2)-93sin(q3-q2)) -

mhi[23] (4c08(q4-0p)-q4sin(q4-q2)) -

mhl[24] (45¢0s(q5-92)-q52sin(q5-a7)) -

mhl[25] (q5c08(q6-02)-96sin(d6-d2)) +

mhl[26] (¢7¢05(q7-q3)-472sin(q7-q2)) -

mhl[27] (ggcos(qg-q2)-agsin(ag-ap)) -

mhlf28] (g9cos(q9-ap)-a97sin(qg-q2)) -

mhl[29] (q;c0s(q10-92)-a10sin(d10-92)) -

mhl[30] () cos(qy 1-a2)-q1 1 %sin(ay 1-qp) +
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mhi[31] @1 2¢08(a12-92)-012%51n(a12-92)) )
Fq3=mhi[421q3 | |

+ mhl22]( Rad(qj cosq3 + Q) smq3) - R[0](q) cos(q3-qp) + q; %sin(q3-qp) -

L[1] (qzc08(q3-q2)+q2 sm(q3-qz))- o
L[2]( mhl[23] (q4cOS(q4-q3) q4 sm(q4-q3)) +
mhi[24] (qsc0s(q5-93)-q5 2sin(qs-q3)) +
mhl[25] (Gsc0s(qg-q3)-d62sin(96-93) -
~ mhl[26] (éyéos(q7:q3)-<i728in(q7-q35) o
mhl([27] (Ggcos(ag-q3)-ag>sin(dg-q3)) +
mhl[28] (;19008(%-(13)-éngin(QQ-%)) +
'mhl[29].(qy 00§S(q10;Qé)-£l1028in<q10'Q3)) +
mhl[30] (q; 1c05(a1 1-93)-q1125in(q11-93)) -

mhl[31] (q; 2c08(q12-q3)-q122sin(q1 2-93)) )

Fgq = mhl[43] & |
- mhl[23]( Rad(qjcosqq +q1%singy) - R[01(q) cos(s-qy) +q12sin(aq-q7) -
L{1] (qpc0s(a4-)+apsin(q4-ap)) +
L[2] (gc05(a4-q3)+q3%sin(a4-q3)) +
L[3)( mhl[24] (G5c0s(95-04)-a57sin(a5-44)) +
mhl[25] (g5c0s(qg-q4)-dg25in(a6-4)) )

Fqs = mhl[44] g5

- mhi[24]( Rad(qjcosqs + q12sings) - R[0](qy cos(a5-q;) + Q1 2sinqs-q;) -
L[1] (512008(Q5-Q2)+('1225in(Q5-Q2)) + |
L[2] (gzcos(q5-a3)+a3%sin(a5-q3)) -
L{3] (q4c0s(q5-q4)+a42sin(g5-q4)) +
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L{4)( mhl[25] (Ggcos(ag-q5)-G62sin(gg-qs) ) -
FgmmlsSl
- mhi25)(Rad(gjcosqg +q1%singg) - RI0I@; cos(qe-ap) + ar2sin@g-qp) -
o - | - L[1](qaeos(qg-q2)+ay2sin(a6-q2)) " |
| L{2] (&3005(q6'Q3)+é3zsin(q6-q3)) -
L[3] (a4éo’s(qﬁ-q4)+éi42sin(<i6q4)) -
| L{4] (q5¢05(d6-a5)+q52sin(gg-q5)) )
Fqy = mhl[46] &y 1 - N
+ mhl[26)( Rad(alcésd7 +0)%ing7) - RI0J@ cos(@y-qy) +qy2sin(a7-qy) -
* ' L{1] (c"12COS(q7-q2)+c'1225in(q7<12)) -
L[2] (q3¢05(q7-93)+q32sin(q7-q3)) ) -
L[6]( mhl[27] (qgcos(qg-q7)-qg2sin(qg-q7)) +
mhI(28] (Gcos(ag-ag)-dg2sin(ag-q7)) +
mhl[29] () 0c0s(q10-q7)-q1025in(q1 -q7)) +
mhl(30] (q; 1c0s(q1 1-q7)-q11%sin(q1 1-q7)) -
mhl[31] (q)2c08(q12-97)-q1 22 sin(q15-97)) )
Fgg=mhi[471qg - |
- mhl[27]( Rad(qjcosqg + q;%singg) - RI0)(q; cos(ag-qy) +qy2sin(ag-qy) -
L{1] (qycos(qg-a2)+apsin(qg-q)) +
L{2] (q3co0s(qg-q3)+d32sin(qg-q3)) +
LI6] (q7cos(qg-q7)+a7sin(ag-a7)) ) +
L[7)( mhl[28] (qgcos(qg-qg)-dgZsin(ag-qg)) )
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 Fqg = mhi(48] do. .
_ mhl[28]( Rad(Q1¢0$q9 + q1 smqg) - R[0](q; cos(qg-q1) + 612sin(q9-Q1)';
L) (qzeos(qg q2)+q2 sm(qwz)) +
 LI2) (g3c0s(ag-q3)+q3sin(ag-q3)) +
L{6] (d7005(dg-7)+4i72sin(@g-a7)) -
L{7) (qgcos(qg-qg)+agsin(a9-qg)) )
Fq10 = mhl[49] q1 9 . o |
-mhl[29]( Rad(q;cosqyq + q;2sing;)-RI01(q cos(q 10—;11)'+ <'11~2sin1q10_-_q1) -
, L[i] (Elzcos(q10—g2)+€.122sin(QIO'Q2)) +
L{2] (513008(q10-Q3)+£l32$fn(Q10°Q3)) +
LI6] (d7cos(a10-a7)+a7%sin(d19-a7) +
LI91( mhi[28] (@ 1cos(a1 1-a10)-41125in(a1 1-910)) +
_Fqpq =mhi(50] q1 1 ! |
-mhl[50]( Rad(qycosqq 1 + q;2singy 1)-R[0](q; cos(qy1-q1) + 41 2sin(ay1-qy) -
L{1] (qpcos(qy 1-q2)+q2%sin(q] 1-ap)) +
L[2] (q3c0s(q1 1-93)+q3%sin(qy 1-q3)) +
L[6] (¢7c0s(q]1-97)+a72sin(qy 1-97)) -
L[9] (q19c0s(qy 1-Q1o)+<ilo2sin(Q1 1-9100))
Fqj =mhi[51] q1 _
+mhl[51]( Rad(alcosqlz + fllzsinqm)-R[O](al cos(qio-q1) + d12SiH(QI2'Q1) -
L[1] ‘(312008,«112-qz)+51228in(Q12<12)) -
L[Z] (313008(q12-Q3)+d32SiH(Q12fQ3)) +
L{6] (q7c05(a12-q7)+a7°sin(q12-q7)) )
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| Deﬁné the trigonometric variables

Cosl=, cos(y[0])
Cos2= x cos(y[2])
Cos3= - cos(y[4D .
Cosd= cos(y[6])- -
Cos5= cos(Y[8]) =
Cos6= . ~ cos(y[10]) .-
Cos7= - - cos(y[12])
Cos8= ' cos(y[14])
Cos9= , cos(y[16]))
Cosl10= cos(y[18])

Cosll= cos(yf20])

Cosl2= cos(y[22])

Cos21= Cos2*Cos1+Sin2*Sinl
Cos31= Cos3*Cos1+Sin3*Sinl
Cos41= Cos4*Cos1+Sin4*Sinl
CosS51= Cos5*Cos1+Sin5*Sinl
Cos61= Cos6*Cos1+Sin6*Sinl
Cas71= Cos7*Cos1+Sin7*Sin1
Cos81= Cos8*Cos1+Sin8*Sinl
- Cos91= Cos9*Cos1+Sin9*Sin1
Cos101= Cos10*Cos1+Sin10*Sin1
Cosl11= Cos11*Cos1+Sin11*Sinl
Cos121= Cos12*Cos1+Sin12*Sinl

Cos32= Cos3*Cos2+Sin3*Sin2
Cos42= Cos4*Cos2+Sin4*Sin2
Cos52= Cos5*Cos2+Sin5*Sin2
Cos62= Cos6*Cos2+Sin6*Sin2
Cos72= Cos7*Cos2+Sin7*Sin2
Cos82= Cos8*Cos2+Sin8*Sin2
Co0s92= Co0s9*Cos2+Sin9*Sin2
Cos102= Cos10*Cos2+Sin10*Sin2
Cos112= Cos11*Cos2+Sinl #¥*Sin2
Cos122= Cos12*Cos2+Sin12*Sin2

Cos43= Cos4*Cos3+Sin4*Sin3
Cos53= Cos5*Cos3+Sin5*Sin3
Cos63= Cos6*Cos3+Sin6*Sin3
Cos73= Cos7*Cos3+Sin7*Sin3
Cos83= Cos8*Cos3+Sin8*Sin3
Cos93= Cos9*Cos3+Sin9*Sin3
Cos103= Cos10*Cos3+Sin10*Sin3
Cos113= Cos11*Cos3+Sin11*Sin3
Cos123= Cos12*Cos3+Sin12*Sin3

Cos54= Cos5*Cos4+Sin5*Sin4d
Cos64= Cos6*Cos4+Sin6*Sind
Cos65= Cos6*Cos5+Sin6*Sin5
Cos87= Cos8*Cos7+Sin8*Sin7
Cos97= Cos9*Cos7+Sin9*Sin7

sinl= sin(y[0])

Sin2=  sin(y[2])
Sin3= sin(y[4])
Sin4= sin(y[6])
- SinS= sin(y[8])
Sin6= sin(y[10])
Sin7= - sin(y[12])
Sin8= - sin(y[14])
. Sin9= ~sin(y[16])
Sinl0= sin(y[18])
Sinll= ~ sin(y[20])
Sinl2= sin(y[22])

Sin21= Sin2*Cos1-Cos2*Sin1
Sin31= Sin3*Cos1-Cos3*Sin1
Sindl= Sin4*Cos{-Cos4*Sin1
Sin51= Sin5*Cos1-Cos5*Sin1
Sin61= Sin6*Cos1-Cos6*Sinl
Sin71= Sin7*Cos1-Cos7*Sinl
Sin81= Sin8*Cos1-Cos8*Sinl
Sin91= Sin9*Cos1-Cos9*Sin1
Sin101= Sin10*Cos1-Cos10*Sin1
Sin111= Sin11*Cos1-Cos11*Sin1
Sin121= Sin12*Cos1-Cos12*Sin1

Sin32= Sin3*Cos2-Cos3*Sin2
Sin42= Sin4*Cos2-Cos4*Sin2
Sin52= Sin5*Cos2-Cos5*Sin2
Sin62= Sin6*Cos2-Cos6*Sin2
Sin72= Sin7*Cos2-Cos7*Sin2
Sin82= Sin8*Cos2-Cos8*Sin2

- Sin92= " Sin9*Cos2-Cos9*Sin2

Sin102= Sin10*Cos2-Cos10*Sin2
Sin112= Sin11*Cos2-Cos11*Sin2
Sinl122= Sin12*Cos2-Cos12*Sin2

Sind43= Sin4*Cos3-Cos4*Sin3
SinS3= Sin5*Cos3-Cos5*Sin3
Sin63= Sin6*Cos3-Cos6*Sin3
Sin73= Sin7*Cos3-Cos7*Sin3
Sin83= Sin8*Cos3-Cos8*Sin3
Sin93= Sin9*Cos3-Cos9*Sin3
Sin103= Sin10*Cos3-Cos10*Sin3
Sin113= Sin11*Cos3-Cos11*Sin3
Sin123= Sin12*Cos3-Cos12*Sin3

Sin54= Sin5*Cos4-Cos5*Sin4
Sin64= Sin6*Cos4-Cos6*Sin4
Sin65= Sin6*CosS-Cos6*Siq5
Sin87= Sin8*Cos7-Cos8*Sin7
Sin97= Sin9*Cos7-Cos9*Sin7



>

112

* Cos107= Cos10*Cos7+Sin10*Sin7
Cos117= Cos11*Cos7+Sin11*Sin7
' Cos127= Cos12*Cos7+8in12*Sin7

Cos98=

Cos9*Cos8+S5in9*Sin8
Cos1110= Cos11*Cos10+Sin11*Sin10

Define the Inertia Matrix

adda[1][1]
adda[1][3]
adda[1][5]
adda[1][7]
adda[1][9]
adda[1][11]
adda[1][13]
adda[1][15]
adda[1][17]
adda[1][19]
adda[1][21]
adda[1][23]

addaf[3](3]
adda[3](7]
adda[3][11]
adda[3][15]
adda(3][19]
adda([3][23]

adda[5][3]
adda[5]([7]
adda[5][11]
adda[5][15]

" . adda[5][19]

adda[5][23]

~ adda[7][3}
adda[71{7]
adda[7][11]

adda[9][3]
adda{9](7]

adda[9][11] -

adda[11][3]
adda[11](7]
adda[11][11]

adda[13](3]

adda[13](13]
adda[13){17]
adda[13][21]

Sin107= Sin10*Cos7-Cos10*Sin7
Sin117= Sin11*Cog7-Cos11*Sin7

Sin127= Sin12*Co

-Cos12*Sin7

Sin98=" Sin9*Cos8-Cos9*Sin8
Sin1110= Sin11*Cos10-Cos11*¥Sin10

+=mhl[40] - 2mhl[20]Rad Cos1

+= mhl[21](Rad Cos2- R[0]Sin21)
+=mhl[22](Rad Cos3- R[0]Sin31)
-= mhl[23](Rad Cos4- R[0]Sin41)
-= mhl[24](Rad CosS5- R[0]Sin51)
-=mhl[25](Rad Cos6- R[0]Sin61)
+= mhl[26](Rad Cos7- R[0]Sin71)
-=mhl[27](Rad Cos8- R[0]Sin81)
-=mhl[28](Rad Cos9- R[0]Sin91)

- -=mhl[29](Rad Cos10-R[0]Sin101)

-= mhl[30](Rad Cos11-R[0]Sin111)
+= mhI[31](Rad Cos12-R[0]Sin121)

+=mhl[41]
-=mhl[23] L[1] Cos42
-=mhl[25] L[1] Cos62
-=mhl[27] L[1] Cos82
-=mhl[29] L[1] Cos102
+=mhl[31] L[1] Cos122 -

+=mhl[22] L[1] Cos32
-=mhl[23] L[2] Cos43
-=mhl[25] L[2] Cos63
-=mhl[27] L[2] Cos83
-=mhl[29] L[2] Cos103
+=mhl[31] L{2] Cos123

-=mhl[23] L[1] Cos42

. +=mhl[43]

+=mhl[25] L[3] Cos65

'-=mhl[24] L[1] CosS2

+= mhl[24] L|3| Cos54
+=mhl[25] L[3] Cos6S

-=mhl[25] L[1] Cos62
+=mhl[25] L[3] Cos64
+= mhl[45)

+=mhl[26] L[1] €os72
+=mhlf46]

-= mhl[28] L{6] Cos97
-=mhl[30] L[6] Cos117

adda[3][5]
adda[3][9]
adda[3][13]
adda[3][17]
adda[3][21]

~ adda[5][5]

adda[5][9]

adda[5][13]
adda[5][17]
adda[5][21]

adda[7](5]
adda[7][9]

adda[9][5] .
adda[9][9]

.

adda[11][5]
adda[11][9]

adda[13][5]

adda[13][15]
adda[13][19]

" adda[13][23]

+=mhl[22] L[1] Cos32
-=mhli[24] L[1] Cos52
+=mhl[26] L[1] Cos72
-=mhl[28] L[1] Cos92
-=mhl[30] L[1] Cos112

+=mhl[42]
-=mhl[24] L[2] Cos53
+= mhl[26] %[2] Cos73
-=mhl[28] i 2] Cos93
-=mhl[30] L[2] Cos113

-= mhi[23] L[2] Cos43
+= mhi[24] L[3] Cos64

-= mhi[24] L[2] Cos53
+=mhl[44]

-=mhl[25] L[2] Cos63
+=mhl[25] L[4] Cos65

+=mhl[26] L[1] Cos72
-=mhl[27] L[6] Cos87
-=mhl[29] L[6] Cqs107
+=mhli[31] L[6] Cos127
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| adda[l5‘][3] -=mhl[27] L[1] Cos82 adda[15][5] -=mhl[27] L[l] Cos82 |
adda[15](13] -=mhl[27] L[6] Cos87 adda[15][15] += mhl[47] ‘
adda[15][17] += mhl[28] L[7] Cos98 ' -

adda[17][3] -=mhl[28] L{1] Cos92 . adda[17][5] -=mhl[28] L{1] Cos92
adda[17][13] -=mhI[28] L{6] Cos97 adda[17]{15] +=mhi[28] L[7] Cos98
addaf17][17] +=mhlI[48] --

” adda[19](3] -=mhl[29] L[1] Cos102 adda[19][5] -=mhl[29] L[1] Cos.IO
adda[19][13] -=mhi[29] L[6] Cos107 adda[19]{15] += mhl[49]
adda[19][17] +=mhl[30] L[9] Ccs1110 : :

adda[21][3] -=mhl[30]L[1] Cos112 adda[21][5] -=mhI[30] L[1] Cos113.
adda[21][13] -=mhl[30] L[6] Cos117 . adda[21][19] +=mhi[30] L[9] Cos1110
adda[21][21] +=mhl[50] ‘ '

adda[23][3] +=mhl[31] L[1] Cos122 adda[23][5} +=mhl[31]L[1] Cos123
adda[23][13] +=mhl[31] L[6] Cos127 adda[23][23] +=mhl[51]

Tes :
pl[1]1 =F[0] - (mhl[40] - 2mhif20]Rad Cos1) s[1] +mhl[20] gSinl
+mhl[21]( R(s[3]Cos2 - y[3]y[3]Sin2) - L[0](s[3]Cos21 - y[3]y[3]Sin21))
+mhl[22]( R(s[5]Cos3 - y[S5]y[5]Sin3) - L[OKsf51Cos31 - y[5]y[5]Sin31) )
-mhl[23]( R(s[7]Cos4 - y[7]y[7]Sin4) - LIIS[7]Cos41 - y[7]y[7]Sind1) )
-mhl[24]( R(s[9]Cos5 - y[9]y[9]Sin5) - L{OY(s[9]Cos51 - y[9]y[9]Sin51) )

-mhl[25]( R(s[11]Cos6 - y[l l]y[ll]Sln6) - L{0I(s[11]Cos61 - y[11]y[11]Sin61))
+mhl[26]( R(s[13]Cos7 - y[13]y[13]Sin7) - L[O](s[13]Cos71 - y[13]y[13]S1n71) )
-mhl[27]( R(s[15]Cos8 - y[15]y[15]Sin8) - L[0](s[15]Cos81 - y[15]y[15]Sin81))
-mhl[28]( R(s[17]Cos9 - y[17]y[17]1Sin9) - L[0](s[17]Cos91 - y[17]y[17]Sin91))
-mhl[29]( R(s[19]Cos10 - y[19]y[19]Sm10) L[0](s[19]Cos101 - y[19]y[19]Sin101) )

-mhl[30]( R(s[21]Cos11 - y[21]y[21]Sin11) - L[0](s[21]Cos111 - y[21]y[21]Sin111))
+mhl[31]( R(s[23]Cos12 - y[23]y[23]Sin12) - L[O](s[23]Cosl21 y[23]y[23]Sm121) )

pl3] = F[l] - mhl[41] s[3] + mhl[21] ( gSin2 ‘
M *E Rad(s[1]Cos2 + y[1]y[1]Sin2) +L[0](s[1]Cos21 + y[1]y[1]Sin21) -
L , | )
mhl[22] (s[5]Cos32-y[5]y[5]Sin32) - mhl[23] (s[7]Cos42-y[7]y[7]Sind2)" -
mhl[24] (s[9]Cos52-y[9]y[9]Sin52) - mhl[25] (s[11]Cos62-y[11]y[11]Sin62)
+ _
mhl[26] (s[13]Cos72-y[13]y[13]Sin72) - mhl[27] (s[15]Cos82-y[15]y[15]Sin82) -
mhl[28] (s[17]Cos92-y[17]y[17]Sin92) - mhl[29] (s[19]Cos102-y[19]y[19]Sin102) -
mhl[30] (s[21]Cos112-y[21]y[21]Sin112)+ mhl[31] (s[23]Cos122—y[23]y[23]Sm122))

pl5]=F[2] - mhl[42] s[5] + mhl[22] (gSin3

- Rad(s[1]Cos3  + y[1]y[1]Sin3) + L[0](s[1]Cos31 +y[1]y[1]Sin31)—
L[[é}gi[3]Cos32+y[3]y[3]Sin32) ) + ﬂ
L
mhl[23] (s[7}Cos43-y[7]y[7]Sind43) +mhi[24] (s[9]C0s53-y[9]y[9]SmS3) + :
mhl[25] (s[11]Cos63-y[11]y[11]Sin63) -mhl[26] (s[13]Cos73-y[13]y[13]Sin73) +
mhl[27] (s[15]Cos83-y[15]y[15]Sin83) +mhl[28] (s[17]Cos93-y{17]y[17]Sin93) +
mhl[29] (s[19]Cos103-y[19]y[19]Sin103) +mhl[30] (s[21]Cos113-y[21]y[21]Sin113) -
mhl[31] (s[23]Cos123-y[23]y[23]Sin123) )
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| yp[7] F[3] * -mhl[43]s[7] - mhi[23] (gSind
- Rad(s[1]Cos4 +y[l]y{l]Sm4) +L[O](s[l]Cos4l +y[1ly[1]Sind1) -
'L{1](s[3]Cos42+y[3]y[3]Sin42) ) - L[2](s[5]Cos43+y[5]y[5]Sin43) ) -

- LIBIX(
mhl[24] (s[9]C0854-y[9]y[9]Sm54) mhl[25] (s[11]Cos64-y[11]y[1 1]Sm64) )
p[9]=F[4] mhl[44] s[9] mhl[24]( Sin5

_ Rad(s[1]Cos5  +y[1]y[1]Sin5) +L[O](s[l]Cos51 +y[l]y[l]Sln51)- ,
L[1](s[3]Cos52+y[3]y[3]Sm52) "L{2](s[5]Cos53+y[51y[5]Sin53) +
L[3)(s[7]Cos54+y[7]y[7]Sin54) ) -

L[4]( mh![25] (s[11]Cos65-y[11]y[11]Sin65) )

p[11]=F[5] - mhi[45] s[11] - mhl[25] (gSin6

- Rad(s[1]Cos6 + y[1]y[1]Sin6) +L[O](s[1]Cos61 + y{1]y[1]8in61) -
L[1](s[31Cos62+y[3]y[3]Sin62) - L[2](s[5]Cos63+y[51y[5]Sin63) +
L[3](s[71Cos64+y[7]y[71Sin64) + L[4](s[9]Cos65+y[9]y[9]Sln65) )

p[13]=F[6] -mhl[46]s[13]  + mhl[26] (gSin7
- Rad(s[1]Cos7 =+ y[1]y[1]Sin7) +L[0](s[1]Cos71 + y[1]y[1]Sin71) -
L[61](s[3]Cos72+y[3]y[3]Sln72) ) - L[2](s[5]Cos73+y[5]y[5]Sin73) ) +
L{e)J*¢ - , ‘
mhi[27] (s[15]Cos87 -y[15]y(15]Sin87) -mhi[28] (s[17]Cos97 -y[17]y[17]Sin97) -
mhi[29] (s[19]Cos107-y[19]y[19]8in107) -mhi[30] (s[21]Cos117- y[21]y[21]Sln117)
mhl[31] (s[23]Cos127-y[23]y(23]Sin127)) =

p(15]=F(7] -mhl[47] s[15] - mhl[27] (gSin8 :

- Rad(s[1]Cos8 + y[1]y[1]Sin8) +L[0](s[1]Cos81 + y[l]y[l]Sln81) -
L[1](s[3]C0882+y[3]y[3]Sm82) L[2](s[5]CosS3+y[5]y[5]Sm83)
L[6](s[13]Cos87+y[13]y[13]Sin87) ) -

L[7]( mhl[28] (s[17]Cos98-y[17]y[17]Sin98) )

p[17]=F[8] - mhl[48] s[17] - mhi[28] (gSin9
- Rad(s[1]Cos9  +y[1]y[1]1Sin9) +L{0)(s[1]Cos91 + y[1]y[1]Sin91) -
L[1](s[3]Cos92+y[31y[3]Sin92) - L{2)(s[5]Cos93+y[5]y[5]Sin93) -
L{6](s[13]Cos97+y[13]y[13]Sin97) + L[7)(s[15]Cos98+y{15]y[15]Sin98) )

p[19]=F[9] - mhl[49] s[19] mhl[29] (gSin19
- Rad(s[1]CosI0 + y[1]y[}]Sin10) +L[O](s[1]Colel +y[1]y[1]Sin101) -
L[1](s[3]Cos102+y[3]y[3]Sm102)- [2](s[5]Cos103+y[5]y[5]Sin103) -
L{6](s[13)Cos107+y[13]y[13]Sin107) ) -
L{9]( mhI[30] (s[21]Cos1110-y[21]y2:1Sin1110) )

p[21]= F[10] - mhi[50] s[21] - mhl[30] (gSin11
- Rad(s[1]Cos11  + y[1]y[1]Sin11) +L[O](s[1]Cos111 +y[1]y[1]Sin111) -
L[1])(s[3]Cos112+y[3]y[3]Sin112) = - L{2](s[5]Cos113+y[5]y[5]Sin113) -
LL6(s[13]Cos117+y[13)y[13]Sin117) + LOIG[191Cos 1 10+y[19]y[19]Sin1110) )

p[23] F[11] - mhl[51] s[23] + mhl[31] (gSin12
- - Rad(5[1]Cos12 +y[1]y[1]Sin12) +L[O](s[l]Co<121 + y[l]y[l]Sm121) -
L{1](s[3]Cos122+y[3]y[3]Sin122) - L[2](s[5]Cosl23+y[5]y[5]Slnl23) - -
L[6](s[13]Cos127+y[13]y[13]Sin127) )
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jac: E -
b[1][0] =2mhl[20]RSin] + ] gCosl - L[0](

- mhl[21](s[3]Sin21 + y[3]y[3]C0521) +mhl[22](s[5]Sin31 + y[5]y[5]Cos31)
-mhl[23](s[7]Sin41 + y[7]y[7]Cos41)  -mhI[24)(s[9]Sin51 + y[9]y[9]Cos51)

~-mhl[25](s[11]Sin61 + y[T1]y[11]Cos61) +mhl[26](s[13]Sin71 + y[13]y[13]Cos71)
-mhl[27](s[15]Sin81 + y[15]y[15]Cos81) -mhl[28](s[17]Sin91 + y[17]y[17]Cos91)

- mhl[29](s[19]Sin101 + y[19]y[19]Cos101)- mhl[20](s[21]Sm1 11 +y[21]y[21]CosI11)

~ +mhl[31](s[23]Sin121 + y[23]y[23]Cos121))

T

‘b[1][2] =-mhlI[21]( Rad(s[3]Sin2 + y[3]y[3]C082) L[0](s[3]1Sin21 + y[3]y[3]Cos21))
b[1][3] = -2 mhi[21]y[3](RadSin2 - L[0]Sin21)

- b[1][4] =-mhl[22]( Rad(s[5]Sin3 + y[5]y[5]Cos3) L{0](s[5]Sin31 + y[S]y[5]Cos31))
‘b[1][5] = -2 mhl[22]y[5](RadSin3 - L[0]Sin31)
b[1][6] = mhl[23]( Rad(s[7]Sin4 + y[7]y[7]Cos4) - L[0](s[7]Sin41 + y[7]y[7]Cos41))

b[1][7] =2 mhl[23]y[7](RadSin4 - L[0]Sin41)
b[1]1[8] = mhl[24]( Rad(s[9]Sm5 + y[91y[9]1Cos5) - L[O](s[9]81 1 + y[9]y[9]Cos51))
b[1][9] = 2 mhl[24]y[9](RadSin5 - L[0]Sin51)
b[1][10] = mhl[25]( Rad(s[11]Sin6 + y[11]y[11]Cos6) -
. L[0](s[11]Sin61 + yi11]y[11]Cos61))
b[1][11] =2 mhl[25]y[11](R£dSin6 - L[0]Sin61)
b[1][12] = -mhl[26]( Rad(s[l 1Sin7 + y[13]y[13]Cos7) -
: ‘ L[O](s[13]Sm71 +y[13]y[13]Cos71))
b[1][13] =-2'mhl[26]y[13](RadSin7 - L[0]Sin71)
b[1][14] = mh1[27]( Rad(s[lS]SmS + y[15]y[15]Cos8) -
‘ L[0]1(s[15]Sin81 + y[15]y[15]Cos81))
b[1][15] =2 mhl[27] [15](RadSin8 - L[0]Sin81)
b[1][16] = mhl[28]( Rad(s[17]Sm9 + y[17]y[17]Cos9) -
-~ L[0](s[17]Sin91 + y[17]y[17]C0s91))
b[1§[17] =2 mhl[28]y[17](RadSin9 - L[0]Sin91)
2b[[18] = mhl[29]( Rad(s[19]Sm10 + y[19]y[19]Cos10) -
- L[0](s[19]Sin101 + y[19]y[19]Cos101))
b[1][19] =2 mhl[29]y[19](RadSin10 - L[0}Sin101)
b[1][20] = mhl[20]( Rad(s[21]Sin11 + y[21]y[21]Cos11) - '
' L[0](s[21]Sin111 + y[21]y[21]Coslll))
b[1][21] =2 mhl[30]y[21](RadSin11 - L[0]Sin111)
b[1][22] = -mhl[31]( Rad(s[23]Sin12 + y[23]y[23]Cos12) -
L[0](s[23]Sin121 + y[23]y[23]CosIZl))
b[1][23] =-2 mhl[31]y[23](RadSin12 - L[0]Sin121)

b[3][0] = -mhl[21]L[0](s[1]Sin21 - y[1]y[1]Cos21)
b[3][1] = -2 mhl[21]y[3]L[0]Sin21

b[3][4] = mhl[22] L[1] (s[5]1Sin32+y[5]y[5]Cos32)
b[3][5] = 2.0 mhl[22] L[1] y[5] Sin32

b[3][6] = -mhl[23] L[1] (s[7]1Sin42+y[7]y[7]Cos42)
b[31[7] = -2.0 mhl[23] L[1] y[7] Sin42

b[3][8] = -mhli[24] L[1] (s[9]Sln52+y[9]y[9]C0852)
b[3][9] = -2.0 mhl[24] L[1] y[9] Sin52

b[3][10] =  -mhl[25] L[#] (s[11]Sin62+y[11]y[11]Co0s62)
b[3][11]=  -2.0 mhl[25] L[1] y[11] Sin62

b[3][12] =  mhl[26] L[1] (s[13]Sin72+y[13]y[13]C8s72)
b[31[(13] = 2.0 mhl[26] L[1] y[13] Sin72



b[3][22]
b[3][23]

b(31[2]=

b[5](0

d

bl5][4]=

b[7](0]
- b[7][1]
b(7][2]=
b[7][3]=
b[7][4]=
b[7][5]=
b[7][8]=
b(7][9]=
b[7][10]=
b(7][11]=

b[7](6]=

116

1{27] L[1] (s[15]Sin82+y[15]y[15]Cos82)
.0 mhl[27] L[1] y[15] Sin82
1[28] L[1] (s[l7]Sin9%+y[l7]y[l7]Cos92)

-2.0 mhl[29] L[1] y[19] Sin102

-mhl[30] L[1] (s[2l]Sml 12+y[21]y[21]Cos1 12)
-2.0 mhl[30] L[1] y[21] Sin112
mhil[31] L[1] (s[23]Sm122+y[23]y[23]C0s122)
2.0 mhl[3 l] L[1] y[23] Sin122

mhi[21] g C082 b[3][0] - b3][4] - b3][6] - b3][8] - bI3I[10] - b{3][12]
-b[3][l4] b[3][16] - b[3][18] - b[3][20] - b[3][22]

-mhl{22]L[0)(s[1]Sin31 - y[1]y[1]Cos31)

-2 mh1[22]y[1]L[0]Sin31

-mhl[23] L[1] (s[31Sin32-y[3]y[3]Cos32)
-2.0 mhi[23] L[1] y[3] Sin32

-mhl[23] L[2] (s[7]Sin43+y[7ly[7]Cos43)
-2.0 mhi[23] L[2] y[7] Sin43

-mhi[24] L[2] (s[9]Sin53+y[91y[9]Cos53)
-2.0 mhi[24] L{2] y[9] Sin53

-mhl[25] L[2] (s[11]Sin63+y[11]y[11]Cos63)
-2.0 mhi[25] L{2] y[11] Sin63

mhl[26] L[2] (s[l3]Sm73+y[l3]y[l3]Cos73)
2.0 mhi[26] L[2] y{13] Sin73

-mhl[27] L[2] (s[lS]Sln83+y[15]y[15]C0583)
-2.0 mhi[27] L[2] y[15] Sin83

-mhi[28] L[2] (s[171Sin93+y[17]y[17]Cos93)

'-2.0 mhi[28] L[2] y[17] Sin93

-mhl[29] L[2] (s[19]Sin103+y[19]y[19]Co0s103)
-2.0 mhi[29] L[2] y[19] Sin103
-mhl[30] L[2] (s[21]Sin113+y[21]y[21]Cos113)
-2.0 mhi[30] L[2] y[21] Sin113
mhi[31] L[2] (s[23]Sin123+y[23]y[23]Cos123)
2.0 mhl[31] L[2] y[23] Sin123

‘ mhl[22] g Cos3 - b[5][0] - b[5][2] - b[5][6] - b[5][8] - b[5][10]

- b[5][12] - b[5][14] - b[5][16] - b[5][18] - b[5][20] - b[5][22]

mhl[23]L[0](s[1]Sin41 - y[1]y[1]Cos41)

2 mhl[23]y[1]L[0]Sin41

mhl[23] L[1] (s[3]Sin42-y([3]y[3]Cos42)

2.0 mhl[23] L[1] y[3] Sin42

mhl[23] L[2] (s[5]Sm43-y[5]y[5]Cos43)

2.0 mhil[23] L[2] y[5] Sin43

mhl[24] L[3] (s[9]Sm54+y[9]y[9]CosS4)
2.0 mhl[24] L[3] y[9] Sin54

mhl[25] L[3] (s[11]Sin64+y[11]y[11]Cos64)
2.0 mhl[25] L[3] y[11] Sin64

=mhl[23] g Cos4 - b[7][0] - b[7][2] - b[7][4] - b[7](8] - b[71[10]

e
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b[9](0] A mhl[24]L[0](s[llSm51 y[1]ly[1]Cos51)

b[9][1] 2 mhl[24]y[1]L[0]S \
b9](2]=  mhl[24] L[1] (s[3] 52-y[3]y[3]Cos52)
b{9][3]= "~ 2.0 mhl[24] L[1] y[3] Sin52
b[9][4]= mhl[24] L[2] (s[5]Sin53-y([5]y[5]Cos53)
b[9](5]= 2.0 mhi[24] L[2] y[5] Sin53
- b[9][6]= -mhl[24] L[3] (s[7]1Sin54-y[7]y[7]Cos54)
b9][7]= - -2.0 mhi[24] L[3] y[7] Sin54

b[9][10]= mhl[25] L{4] (s[11]Sin65+y[11]y[11]Cos6S5)
b[9][11]= 2.0 mhl[25] L[4] y[11] Sin65

b[9][10]= -mhl[24] g Cos5 - b[9][0] - b[9][2] - b[9][4] - b[9][6] - b[9][10]
b[11][0] =  mhl[25]L[0](s[1]Sin61 - y[1]y[1]Cos61)
b[11][1]= 2 mhl[25]y[1]L[0]Sin61

b[11][2]= mhl[25] L[1] (s[3]1Sin62-y[3]y[3]Cos62)
b[11][3]= 2.0 mhl[25] L[1] y[3] Sin62
b[11][4]= mhl[25] L[2] (s[5]Sin63- y[5]y[5]Cos63)
- b[11][5])= 2.0 mhlf{25] L[2] y[5] Sin63

b[11][6])= -mhl[25] L[3] (s[7]Sin64-y[7]y[7]Cos64)
b[11][7]= -2.0 mhl[25] L[3] y[7] Sin64
b[11][8]= -mhl[25] L[4] (s[9]Sin65-y[9]y[9]Cos65)
b[11][9]= -2.0 mhl[25] L[4] y[9] Sin65

b[ll][lO]-—: -mhl[25] g Cos6) - b[il][O] - b[11][2] - b[11][4] - b[11][6] - b[11][8]

b[13][0] =  -mhl[26]L[0](s[1]Sin71 - y[1]y[1]Cos71)
b[13][1] = -2 mhl[26]y[1]L[0]Sin71

b[13][2]= -mhl[26] L[1] (s[3]Sin72-y[3]y[3]Cos72)
b[13][3]= -2.0 mhi{26] L[1] y[3] Sin72

b[13][4]= -mhl[26] L[2] (s[5]Sin73-y[5]y[5]Cos73)

b[13][14]=  -mhl[27] L[6] (s[N5]1Sin87+y[15]y[15]Cos87)
b[13][15]=  -2.0 mhl[27] L[6] y[15] Sin87

b[13][16]= -mhl[28] L[6] (s[17]Sin97+y[17]y[17]C0s97)
b[13][17]=  -2.0 mhl[28] L[6] y[17] Sin97

b[13][18]=  -mhi[29] L[6] (s[19]Sin107+y[19]y[19]Cos107)
b[13][19]=  -2.0 mhi[29] L[6] y[19] Sin107

b[13][20]= -mhl[30] L[6] (s[21]Sin117+y[21]y[21]Cos117)
b[13][21]=' -2.0 mhl[30] L[6] y[21] Sin117

b[13][22]= mhl[31] L[6] (s[23]Sln127+y[23]y[23]Cos127)
b[13][23]= 2.0 mhl[31] L[6] y[23] Sin127

b[13][12]= vmhl[26] Cos7 - b[13][0] - b[13][2] - b[13][4] - b[13][14] b[13][16]
-b[13][18] b[13](20] - b[13][22]

b[15][0] 'mhl[27]L[0](s[1]Sin81 - y[1]y[1]Cos81)
b[15][1] = 2 mhl[27]y[1]L[0]Sin81

b[15][2]= mhl[27] L[1] (s[3]Sin82-y[3]y[3]Cos82)
b[15][3]= 2.0 mhl[27] L[1] y[3] Sin82

b[15][4]= mhl[27] L[2] (s[5]Sin83-y[51y[5]Cos83)
b[15][5]= 2.0 mhl[27] L[2] y[5] Sin83

b[15]{12]=  mhl{27] L[6] (s[13]Sin87-y[13]y[13]Cos87)
b[15]{13]= 2.0 mhl{27] L[6] y[13] Sin87

b[13][5]= -2.0 mhl[26] L'[Z&\)%T[S] Sin73
]



b[15][16]=
b[15][17]=

b[15][14])= ,

b[17][0] =
b[17][1] =
b[17](2]=
b[17][3]=
b[17][4]=
b[17][5]=
b[17][12])=
b[17][13])=
b[17][14]=
b[17][15]=
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mhl[28] L{7] (s[17]Sin98+y[17]y[17]Cos98)
2.0 mhi[28] L{7] y[17] Sin98

-mhl[27] g Cos8 - b[15](0] - b[15][2] - b[15][4] - b[15][12] - b[15][16]

mhl[28]L[0)(s[1])Sin91 - y[1]y[1]Cos91)

2 mhl{28]y[1]L[0]Sin91

mhi[28] L[1] (s[3]Sin92-y[3]y[3]1C0s92)

2.0 mhl[28] L[1] y[3] Sin92

mhi[28] L[2] (s[5]Sin93-y[5]y[5]1Cos93)

2.0 mhi1[28] L[2] y[5] Sin93

mhi[28] L[6] (s[13]Sin97-y[13]y[13]Cos97)
2.0 mhl[28] L[6] y[13] Sin97

-mhi[28] L[7] (s[15]Sin98-y[15]y[15]Cos98)
-2.0 mhl[28] L[7] y[15] Sin98

b[17][16)=\./ -mhl[28] g Cos9 - b[17][0] - b[17][2] - b[17][4] - b[17][12] B b[17][14]

b[19](0]
b[19](1] :
b[19][2]=
b[19](3]=
b[19][4]=
b[19][5]=
b[19][12]=
b[19][13]=
b[19][20]=
b[19][21]=

b[19][18]=

hu

b[21][0] =
b[21][1] =
b[21][2])=
b[21][3]=
b[21][4]=
b[21][5]=
b[21][12]=
b[21][13]=
b[21][18]=
b[21][19]=

b[21][20]=

b{23]{0] =
b[23](1] =
b[23][2]=
b[23][3]=
b[23][4])=
b[23][5]=
b[23][12]=
b[23][13]=

mhI[29]L{0](s[1]Sin101 - y[1]y[1]Cos101)

2 mhl[29]y[1]L{0]Sin101

mhi1[29] L[1] (s[3]Sin102-y[3]y[3]Cos102)

2.0 mhi[29] L[1] y[3] Sin102

mhi[29] L[2] (s[5]Sin103-y[5]y[5]Cos103)

2.0 mhi[29] L[2] y[5] Sin103

mhl1[29] L[6] (s[13]Sin107-y[13]y[13]Cos107)
2.0 mhl[29] L[6] y[13] Sin107

mhi[30] L[9] (s[21]Sin1110+y[21]y[21]Cos1110)
2.0 mhi[30] L[9] y[21] Sin1110

-mhi[29] g Cos10 - b[19][0] - b[19](2] - b[19][4] - b[19][12] - b[19][20]

. mhl[30]L[0])(s[1]Sin111 - y[1]y[1]Cos111)
2 mhl[30]y[1]L[0]Sin111
mhl[30] L[1] (s[3]Sin112-y[3]y[3]Cos112)
2.0 mhl[30] L[1] y[3] Sin112
mhl[30] L[2] (s[5]Sin113-y[5]y[S5]Cos113)
2.0 mhl[30] L[2] y[5] Sin113
mhl[30] L[6] (s[13]Sin117-y[13]y[13]Cos117)
2.0 mhl[30] L[6] y[13] Sin117
-mhi[30] L[9] (s[19]Sin1110-y[19]y[19]Cos1110)
-2.0 mhl[30] L[9] y[19] Sin1110

-mhl[30] g Cos11 - b[21][0] - b[21][2] - b[21][4] - b[21][12] - b[21]18]

-mhl[31]L[0](s[1]Sin121 - y[1]y[1]Cos121)

-2 mhi[31]y[1]L[0]Sin121

mhi[31] L[1] (s[3]Sin122-y[3]y[3]Cos122)
2.0 mhi[31] L{1] y[3] Sin122

mhl[31] L[2] (s[5]Sin123-y[5]y[5]Cos123)
2.0 mhi[31] L[2] y[5] Sin123

mhl[31] L{6] (s[13]Sin127-y[13]y[13]Cos127)
2.0 mhi[31] L[6] y{13] Sin127
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-b[23][22]=  mhl[31] g Cos12 - b[23][0] - b[23][2] - b[23]7[4] - b[23][12]





