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ABSTRACT 

In many robotic tasks such as collision avoidance and grasping, 3-dimensional 

models of polyhedral objects are needed. These models are in the form of 3- 

dimensional faces, edges, vertices and their geometry and topology. This thesis 

provides a new hybrid approach to extract such a 3-dimensional model of the visible 

portion of a polyhedral object in a range image. It presents a unique approach called 

"combine and comparen to obtain robust analytical descriptions of faces, edges and 

vertices. First, straightforward edge- based methods are used to extract jump and 

roof edge maps. Then, region-based met hods in conjunction with least-squares-fit 

techniques are used to extract analytical descriptions of the planes that form the 

faces of the object. All the plane descriptions are then intersected ("combined") to 

obtain possible roof edge segments. These segments are then validated ("comparedn) 

with the roof edge map to derive actual edge segments. A similar "combine and 

compare" process is used to derive the vertices from the edge segments. These faces, 

edges and vertices are combined to yield a solid model of the polyhedral ,object. Us- 

ing region- based information also facilitates a simpler processing of the vertices than 

existing pure edge-junction based approaches. We view this work as a step toward 

the larger goal of obtaining complete 3-dimensional boundary representations of 

objects in a scene from multiple range images. 
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CHAPTER 1 

INTRODUCTION 

1.1 Motivation 

A main goal of robotics research is to make future generations of robots considerably 

more autonomous than present robotic systems. To achieve this goal, these robots 

must be able to manipulate and interact with the environment. For instance, they 

must be able to automatically grasp an object; automatically plan their path to avoid 

obstscles in their way, etc. To perform such tasks, a robot nceds a 3-dimensional 

geometric model of its environment in terms of faces, edges and vertices and their 

geometry and topology, e.g., which vertices form a face. 

Currently, it is assumed that the data necessary for constructing such a model 

can be derived from CAD models which are generated interactively. However, for 

autonomous operation, it is important to automatically acquire these geometric 

models for various tasks such as path planning, grasping, etc. In fact, such robotic 



application has opened a new area of computer vision research which has long been 

focusing only on recognition problems. It emphasizes more on the description of 

the scene and various image processing techniques to achieve tRis. Recognition is 

irrelevant to many of these robotic applications. 

Although a great deal of research in machine vision has been concerned with as- 

quiring 3-dimensional depth information (shape from X) [21], from intensity images, 

recently, direct depth measurements (hereafter called a range image) of a scene are 

available with a device called the laser range-finder [Rioux]. These devices provide 

the depth data explicitly and thereby avoid many complex problems inherent in 

extracting this depth information from intensity images. For our purposes, a range 

image is a large matrix, z ( i ,  j) of distances from a sensor coordinate system to the 

surface points on objects in a scene[3].) 

Because range images explicitly provide depth, some may wonder why do we 

still need range image processing. Don't we already know where the object is? 

Yes, we know it at the pixel level. However, we still need to extract meaningful 

descriptions from it. For instance, we may be interested in finding the shortest 

path for a manipulator arm around a set of obstacles. We need to know more than 

pixel level information to plan a path that achieves this goal. Similarly, to find a 

grasp position on a polyhedral object, one needs to reason about the relationship 

among the faces of the object. Therefore, a more symbolic 3-dimensional geometric 

description of the scene from range image is required. 

This thesis is a step toward automatically extracting 3-dimensional geometric 

models from range images. Imagine a robot work cell as shown in Figure 1.1 for 

an example. It consists of a robot arm, a laser range finder and many polyhedral 



Laser Range Finder -hi 

PUMA R~bot  Arm 

Figure 1.1: A Robot Workcell 



objects. In robotics literature, many algorithms have been developed for planning 

cellision-free paths for the robot arm, given a geometric description of the objects 

in its environment [13], 1141 and 1291. Our ultimate aim is to extract such geometric 

descriptions from a series of range images taken from different viewpoints by the 

scanner. 

Clearly, it is a tall order. As a first step, we would like t.o extract geometric 

descriptions of visible portions of an object from a single range image. This thesis 

provides one way to do it. 

Having stated the general goal sf the thesis, let me elaborate on what is meant by 

a 3-dimensional geometric model for path planning. A basic paradigm in path plan- 

ning, called the configuration space approach, explicitly computes the constraints 

on the joint angles of the robot arm. For such computations, it needs the following 

information (i) which edges form a face, and the outward normal to the face, jii) 

which faces are adjacent, (iii) coordinates of the vertices. Such representations are 

very close to what are called boundary representations (B-Rep) in Solid Modeling 

literature. A boundary representation is a method of representing the 3-19 geometry 

of the edges and nodes of an object without a fd l  surface representation.(refer to 

[fi].) We will use the terms polyhedral models, or geometric models, or boundary 

representations to mean the same thing. In this thesis, the boundary representation 

is stored as vertices in a counter-clockwise order (with the inside of the face on the 

left hand side as the edges are traversed) on each face. Here vertex coordinates 

provide the geometric data while the counter-clockwise order provides the outward 

normal of the face. This representation gives the adjacency relationships of a91 ver- 

tices and edges. Alth~ugh our methods are do recover the the surface adjacency, it 



is not made explicit in this representation. 

Up until now, most vision research has focused on recognition problems. Such 

complete geometric descriptions are not necessarily required for recognt tion; they 

are, however, required for interaction with the environment, e.g., grasping and ob- 

stacle avoidance. 

Our aim, in this thesis, is to extract boundary representations of visible surfaces 

of a polyhedral object from its range image. The ultimate aim, of course, is to 

provide a range-image based vision system for a robotic work cell to build a 3- 

dimensional boundary description of the objects in the robot's environment. This 

description will then be used by robotic path planning algorithms to find a collision- 

free path for the robot. 

f .2 Overview of Our Research Work 

By its very nature, this research requires the techniques and knowledge from low 

level image analysis (edge detection, segment ation, etc.) and uses geoniet ric compu- 

tations (we call it geometric andysls) to extract the boundary representation of an 

object in the scene. It combines edge-based and region-based methods to get such a 

description, The edge-based approach is used to get the jump edge map1, the roof 

edge map2 and symbolic jump edge segments. The region-based approach is used 

Discontinuity in depth 

2~iscontinuity in surface orientation 





on surface 0 ,  there are altogether 4 vertices.  

in  counter-clockwise order they are: 

on surface 1, there are altogether 4 vertices.  

in  counter-clockwise order they are: 

on surfaee 2, there ars altogether 6 vertices.  

in counter-clockwise order they are: 

Table 1.1: The output of the proposed system: a boundary representation. The 

numbers represent the x, y, z co-ordinates of the corresponding vertex. 



However, more sophisticated ones can be used. Our main aim is to use the output 

of these low level techniques in extracting the 3-dimensional geometric information. 

Our work is unique in the sense that it uses a novel way to get analytical de- 

scription of roof edges. That is, it intersects (combines) surface equations from the 

region-based method in all possible ways and then validates (compares) the results 

with the roof edge map from the edge-based method to get the analytical descrip- 

tions for roof edges. 

It then applies the above "combine and comparen idea into the process of get- 

ting vertex information. That is, vertex positions are derived by combining edge 

functions in all possible ways and then comparing the results with already known 

information on edges, such as its start and end point positions, to get rid of false 

vertex position declarations. 

Further, the vertices are classified according to their pixel locatisn and its re- 

lationship with the other pixels on the same surface. This is quite different from 

most existing classifications, such as junction dictionary, which is based oa how lines 

intersect . According to the classification used in this thesis, as few as four types of 

vertices exist, False vertex declarations are removed by checking to see if its vertex 

type is allowed or not. 

In the next few sections, we further discuss some important aspects of the thesis. 



1.3 Why Assume a Polyhedral World? 

Most industrial objects are polyhedra'l; others that are not, can be approxilrlated a 

polyhedra as far as planning collision-free paths is concerned. Most motion plan- 

ning algorithms assume that the objects in the robot's environment are polyhedral. 

Furthermore, representation of polyhedral objects is fairly well understood in the 

miid modeling literature[27]. Hence, our choice of polyhedral world. 

1.4 Why a Combined Approach? 

Most existing met hods of extracting detailed boundary descriptions of pol y kcdral 

objects from range images are purely edge-based [32] [20]. This is especially true 

when a detailed scene description is required. But there are some problems with this 

approach. The following two subsections outline the pros and cons of tRe edge-baed 

and region-based approaches to show where the hybrid idea comes from. 

1.4.1 Pro and Cons of Edge-Based Methods 

The edge-based methods and the region-based methods, both provide us a way of 

segmentation. Segmentation algorithms are generally based on one of two basic 

properties: discontinuity and similarity. The edge-based methods belong to the first 

category, They partition an image based on abrupt changes in pixel values. For 

example, in a range image, this could mean sudden a change in distance - a jump 

edge. It could also mean a change in surface normal direction - a roof edge. In an 



intensity image, this could mean a change in gray level, and so on. The main focus 

of the edge-based methods is usually the detection of isolated pixels, and detection 

of lines and edges in an image. Because this approach provides direct information on 

edges and vertices, it is easy to understand why many vision researchers prefer this 

approach to region-based ones when a boundary representation is desired. However 

to get an accurate edge description from this method is very difficult. For example, 

HT, one of the most commonly used technique of obtaining edge descriptions from 

edge maps, always has noise and false edge declarations. Inaccuracy in valid edge 

segment declarations are very common and som.etimes almost inevitable. However in 

order to achieve a boundary representation, especially in order to get the information 

on which edge belongs to which surface and which edge separates which two regions, 

accuracy is very important. A small error here may lead to significantly different 

results later on and may cause wrong inference. 

In order to get a more accurate boundary representation, many vision researchers 

have focused on improving the pure edge- based methods. However, the improvement 

has a foreseeable limitation because the edge-based approach alone sometimes can- 

not provide sufficient information to remove noise and obtain description about real 

edge and real edge alone. 

1.4.2 Pro and Cons of Region-Based Methods 

Region-based methods segment an image into regions of similar characteristics based 

on pixel properties. For example, the region can be separated according to its color, 

its intensity value, its depth value and so on, As you can see, inf~mat ion derived 

from this approach is not in an obvious edge-vertex form, Instead it is in a form 



that describes a particular region property. Therefore, region-based methods are 

not considered straight forward to use for boundary representatior,. This is one of 

the main reasons why vision researchers seldom use t h k  rneihod to get boundary 

representations. 

However, regi~n-bmed information helps us get robust and accurate dcacription 

o f what is in the irna.ge, for example, surface (planar, in our case) equations. Many 

approaches derive tkeir surface descriptions I201 purely from edge-based methods. It 

is not hard to imagine that a litt'le error in the edge description may cause significant 

inaccuracy in the surface description derived later. The region-based approaches car] 

give a more reliable result of things like surface equations. With this in mind, it 

seems natural to use information provided by region-based approach as a supple- 

mentary information to edge based one. Such descriptions also help the subsequent 

geometric analysis to extract valid vertices. 

Summing up then, this thesis provides a hybrid approach to extract boundary 

representations of visible surfaces of a polyhedral object in a single range image. 

Such representations are to be used for path planning algorithms in a robotic work 

cell environment. 

The remainder of this thesis is organized as follows. Chapter 2 picsents a survey 

of recent literature that is related to this thesis work. Chapter 3 proposes the main 

algorithm combining the edge-based and region-baed methods and the geometric 

analysis to extract boundary representations. It also discusses the implementation 

of this algorithm. Chapter 4 contains an evaluation of the algorithm and some 

experimental results. Chapter 5 concludes this thesis summarizing the results. It 

also points out some important issues raised Dy this thesis work and some possible 



future research directions. 



CHAPTER 2 

Background And Literature 

Review 

There are two broad sub-areas in our research work: (i) low-level range image pro- 

cessing techniques that extract geometric primitives such as jump edges, roof edges, 

and planar regions, and (ii) intermediate-level geometric analysis that extracts the 

boundary representation from these primitives. In this chapter, we review various 

approaches as applied to each sub-area. 



2.1 Range Image Processing 

2.1J Edge Detection 

Edge detect ion for intensity image processing has been studied quite intensively. 

Many edge operators, such as Gaussian, Laplacian, Sobel and Canny [1], are avail- 

able. In range images there are primarily two types of edges - jump edges and rod  

edges. A jump edge implies a discontinuity in depth, and a roof edge implies a 

discontinuity in surface orientation. Below, we review various approaches to both. 

2.1.1.1 Jump Edge 

Most of the edge operators that h2ve been used for edge detection in intensity 

images, (since, in the abstract, they detect discontinuities in the two-dimensional 

image function) can be used to detect jump edges in the range images (refer to [36] 

for an example). 

2.1.1.2 Roof Edge 

Yokoya aiid Levine use surface discontinuity to detect roof edges in range images. 

They use the fact that there exist significant surface normal changes where roof edges 

occur. This method has been med in this thesis for its computational simplicity. 

Approaches that afe capable of detecting both roof and jump edges have been 

proposed [30]. Gaussian masks at different scales have been used to smooth the 

image. Derivatives are calculated using a set of characteristic contour masks, each 



is sensitive to the detection of edges of different orientation and type. The edge map 

will be derived based on the abov 3 information. However, processing jump acd roof 

edges separately gives us more mformation and sometimes can make the task easier. 

2.1.2 Hsugh Transform 

In this thesis, the Hough transform (HT) is used as a computrttionaliy efficient 

method for detecting lines (more general curves can also be detected) in images. It 

maps a line in the image space to a point in the Hough parameter space, Haugh 

space could be made up of different parameter pairs, such as the slope-intercept and 

the angle-radius pairs. The angle-radius pair is preferable because they are both 

bounded while the slope-intercept parameters are both unbounded. 

Altbough the HT is a very efficient technique to get line descriptions, it has some 

problems. One of these is the false peak point in the voting array that declares 

detected lines. To circumvent this problem, Herman[20], in his method, removes all 

edge pixels corresponding to a line detected in the voting array before looking for 

the next line in the image. Although the Hough voting is done in the p and B space, 

Herman chooses the two end points of the line as its symbolic representation. This 

makes the detected line information more explicit. 

The HT technique used in this thesis uses this two end point form to represent 

the detected lines too. But instead of eliminating all voting edge pixels, a two step 

thresholding technique is used to circumvent some of the false line declarations in 

the voting array. This will help to eliminate noise and in the mean time maintain 

the ability to detect short edges. 



2.1.3 Segmentation 

Generally speaking, segmentation plays an important role in image analysis. Horn 

said in 1211: 

Many image-analysis techniques are meant to be applied to regions of an 

image corresponding to single objects, rather than to the whole image. 

Because typically many surfaces in the environment are imaged together, 

the image must be divided up into regions corresponding to separate 

entitie8 in the environment before such techniques can be applied. 

This in a way shows the importance of segmentation in image analysis. In this thesis, 

the segmentation plays an important role. Each object should be separated into 

individual planar regions. This is necessary for extracting andytical descriptions of 

the plane surfaces for further geometrical analysis. 

Various segmentation techniques have been studied. Some of these are: thresh- 

olding technique, histograms, sglit-and-merge technique, region growing and differ- 

ential geometry. Most of these techniques are primarily used to extract low-level 

representations of surfaces for subsequent three-dimensional scene analysis. Their 

ability to partition a scene i ~ t o  planar, and sometimes even curved, surfaces is very 

useful for the surface segmentation part of this thesis. 

The split method for segmentation begins with the entire image as the initial 

segment. It then successively splits each of its current segments into quarters if 

the segment is not homogeneous enough. Robertson [31] and Klinger [24] pioneered 

this research area. Because the boundaries produced by the split technique have a 



quantization problem, the split-and-merge technique was proposed by Morawitz md 

Pavlidis [23]. This technique has been studied since then. Chen and Pavlidis(l9SO) 

suggest using statistical tests for uniformity, which requires the mean of the region 

and each of its quarters to be very similar. The Split-and-Merge segmentation 

technique has been used to segment aerial photographs by R.H. Laprade [25]. It 

uses the split-and-merge framework to perform efficient computations of the least 

squares approximations. The efficiency is due to the fact that the parameters needed 

to compclte the LSF for the union of two regions can be computed by adding the 

corresponding parameters of each region. [25] 

Oshima and Shirai [28] presented another approach to describe how to paxtition 

a scene into regions. The regions are classified into three classes: plane, curved and 

undefined. First, planes are fitted in a 8 x 8 window. Regions where the error of 

approximation is small are used as seed regions and other regions are merged into 

them if they have similar plane equations. The program extends the curved regions 

into global regions by merging adjacent curved and undefined regions. The curved 

global region is approximated by a quadratic surface. Thus, the sccnc is described 

by plane regions and curved regions. 

Using range image histograms to segment corresponding registered intensity im- 

ages is proposed by Wong and Hayrapetian [35]. They separate a particular part in 

an intensity image according to the distance in the range irnage, They uuggest that 

each pixel of every region should be within a certain range. This approach is useful 

for some specific applications, but it is difficult to extend it for general applications, 

The histogram technique has also been used in Synthetic Aperture Ititdar image 

analysis [34]. In this paper[7], Duda, Nitzan and Barreti, present a method that uves 



registered range and intensity data to detect and extract regions that correspond 

to planar surfaces in a scene. A three step region clustering scheme is described in 

the paper. This scheme finds horizontal surface first, then look for vertical surfaces 

and finds the slanted regions last. In general, this method can partition a scene of 

multiple objects which have different polyhedral shapes into horizontal, vertical and 

slanted surface regions. The unlabeled regions correspond either to jump boundary 

pixels or to regions that are very small, non-planar or both. The completed par- 

titioning results provided in that paper are very impressive. However, the region 

boundaries formed by adjacent pairs of regions detected by tEle method are not re- 

fined. In order to get a better boundary, they did some interactive experimentations, 

and found that the boundaries at which two adjacent planar regions intersect can 

be computed quite precisely from the intersection of the best fitted planes. This is 

a very interesting experiment. However the purpose of their research was just to 

check the segmentation results and it did not go further. Also the pair of surface 

equations that form the boundary are input interactively by human operators. 

A mathematically rigorous approach to edge detection in range images is based 

on the use of differential geometry [3]. This method detects edges by calculating 

first and second partial derivatives over the entire image. It then calculates surface 

normals, the principal curvature and the Gaussian and mean curvature for each pixel 

based on the previous calculation. Theoretically, this method can only be applied 

where surfaces in the images are smoclthly differentiable. Although range data may 

not always satisfy this criterion, good results have been obtained. 

The above are only a few of many segmentation techniques available. Although 

each of them has problems, they can provide acceptable segmentation results for 



many situations. The output of low-level segmentation, say planar regions, are then 

used for higher-level geometric analysis. 

2.2 Range Image Geometric Analysis 

The geometric analysis met hods use the results of low-level segment ation to extract 

more symbolic representations. Since we are using a boundary representation for 

polyhedral objects, this implies extracting vertices, edges, and faces of the poly- 

hedra. Which segmentation method to use largely depends on which method can 

provide the information needed for further processing in the most direct and ex- 

plicit way. The edge-based approaches are obviously more straightforward than 

the region-based approaches for deriving a boundary representation of polyhedral 

objects. Thus most approaches to extracting boundary representation adapt the 

edge-based approaches to do the segmentation job. Sugihara pioneered this research 

area. He published a paper 1321 in 1979 which constructed a permissible junction 

dictionary that represents the general knowledge about the physical nature of the 

three dimensional object world. The remarkable point of this work is that he applies 

this junction dicti~nary in the feature extraction stage in order to get the most reli- 

able edge drawing. Sugihara's work is one of the few previous approaches that can 

provide a complete description of range images in terms of visible surfaces, edgea 

and vertices. The other prominent work in this area was done by M. Herman in  

1985 [insert ref]. Most of the other attempts at range image analysis did not rceult 

in as complete a description as Sugihara and Merman can provide. The following 

gives a brief account of what has been done by Sugihara and Herman, along with 

the pros and cons of their methods. 



Sugihra proposes a method that uses a junction dictionary to guide the range 

data analysis. A polyhedral junction dictionary is formed based on the following 

four assumptions: 

I. the scene is a collection of polyhedral bodies; 

3. exactly three faces meet at each vertex; 

3. accidental alignments do not occur in the scene, that is, neither two distinct 

edges nor two distinct vertices share a common position and mo vertex lies on 

an edge of another object, and that 

4. neither the light source nor the camera lies on any face planes (when they are 

extended), that is, a slight movement of the eye (Le., the light source or the 

camera) does not cause a drastic change of the associated line drawing. 

A main point of Sugihara's study is that knowledge of permissible junctions is used 

for "feature extraction". At each step of the analysis, the system consults the dic- 

tionary to predict positions, orientations and physical types of missing edges. By 

comparing a line drawing extracted from the range data with the list of permissible 

junctions, the system can tell whether the present drawing is consistent with phys- 

ical reality or not. If not, the system is able to predict the Tocations and physical 

categories of missing edges. As Sugihsra argues, by using his method, edge detec- 

tion can be executed efficiently and reliably, since the junction dictionary suggests 

missing lines at each step of the analysis. This is true if the permissible junction 

dictionary can be constructed correctly beforehand. 

A main limitation in Sugihara's work is that a very strong assumption is made, 

that is, all the vertices are trihedral. If this assumption is relaxed, the size of the 



junction dictionary becomes too large. For instmcs, with the four assumptions and 

three conventions in the processing, the junction dictionary of two poiyhedra objects 

has twenty entries, a very manageable size. Without the trihedral vertex restriction, 

the dictionary will become very large, and the efficiency of the dictionary guidance 

will disappear, and the method will be impractical. In order to circumvent this 

problem, Sugihara suggests two kinds of approaches: a probabilistic approach and an 

automatic dictionary-construction approach. However, these two approaches canrial 

really solve the problem. They only ease the tension under certain cirr,umstancea. 

The probabilistic approach requires knowing the probability of the occurrence of 

each junction type beforehand. However, it is not really clear how to obtain this 

probabilistic knowledge about the scene a d  the idea has not been developed further. 

The automatic dictionary-construction approach requires that the objects in the 

scene be restricted to a few prototypes, in which case a junction dictionary for those 

prototypes can be constructed automatically and be used in the syskcm. This, we 

believe, is a very ad-hsc approach, and is not suitable in general. 

An approach that is completely different in concept should be introduced to 

jump out of this very strong trihedral-vertex assumption. Martin Merman's work is 

one step towards this direction. 

Herman's method can provide the description for most of the visible faces, edges, 

and vertices. He classifies edges into three kinds: occluding, convex, and concave, 

In his approach, occluding edge points are located where there is a discontinuity 

in depth or where there is a boundary between data and no data regions. Convex 

and concave edge points are found by calculating the curvature at each pixel over 

the entire image. If the curvature is a locd maximum and exceeds a threshold, tkc 
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Figure 2.1.: Herman's approach 

pixel is considered to he a concave edge point. On the other hand, if the curvature 

is a local minimum and exceeds a threshold, it is considered to be a convex edge 

point. Using these three definitions, Herman obtains three edge maps, namely the 

occluding edge map, the convex edge map, and the concave edge map. Next, Herman 

uses an improved version of HT to derive a symbolic description of all these edges 

respectively. In doing so, he implicitly assumes that all false edge declarations can 

be avoided using his improved HT technique and that any other noise in the edge 

map can be removed before forming junctions. Then he proposes an algorithm to 

form a vertex, which he refers to as a junction. This is done in three steps. First, 

Herman connects edge segments that are almost collirear and have close edge points. 

This is done by checking to see if the end points of the edges are within a threshold 

distance. If so, a junction is formed at the pixel midway between these end pixels. 

Second, intersecting pairs of (extended) edge segments are connected provided that 

the intersection points lie within a given threshold distance of the end pixels of 

the segments. Five examples given by Herman are shown in Figure 2.1. Herman 

explains: 

In case 1, the intersection point lies outside the two segments(Fig. 5a). 



Both are extended and a junction is formed. In case 2, the intersection 

point lies inside both segments (Fig. 5b). Both are shortened and ia 

junction is formed. In case 3, the intersection point lies outside one 

segment but inside the other (Fig. 5c). The former is extended, the 

latter is shortened, and a junction is formed. In case 4, the intersection 

point lies inside both segments(Fig. 5d), but is beyond the threshold 

distance from each end point of one of the segments. The other segment 

is therefore shortened, but a junction is not formed connecting the two 

segments. Case 5 is the same as case 4, except the intersection point lies 

outside m e  segment but inside the other (Fig' 5e). 

Herman argues that the thresholds used in the two steps just described above should 

be conservative and are ordy meant to connect edge segments that arc quite close 

to eacb other. Otherwise, connections would be established between segments that 

should not be connected. Third, Herman assumes that if an edge segment has a 

dangling (i.e. unconnected) end pixel, it should be extended or shortened by a 

larger amount than the previously specified thresholds. Therefore, the second step 

is repeated with a much bigger threshold to obtain the right junction when this 

situation occurs. 

The advantage of Herman's approach is that it makes relatively fewer assump- 

tions about the object and it gives a relatively completc description of all visible 

faces, edges and vertices, However, one of the problems with Herman's approach ia 

that it relies heavily on the accwacy of the HT to farm the correct junction. The 

first two steps in Herman's junction-forming process require that the edge nscgmen- 

tation result should be very high so that the first threshold can be very conservative. 



Another problem with Herman's approach is that the thresholds for the three step 

ju~ction algorithm, particularly the threshold for the third step, is set with human 

interaction. In fact, it is very difficult, if at all possible, to extend Herman's junc- 

tion forming theory to a non-interactive system. In a sense, this approach uses the 

human operator as a knowledge base to determine if a junction should be formed. 

A new way of defining the junction is needed in order to form all valid junctions 

and in the meantime minimize human interactions. The third problem with this ap- 

proach is that whether the junctions shown in Figure 2.1 include all possible kinds 

of junctions of intersecting lines. This approach also suffers from the same problem 

that Sugihara's method does. The surface information is deduced indirectly from 

edge processing. Therefore, the reliability of the surface information relies heavily 

on the quality of edge processing. 

In conclusion, Herman's approach provides a fairly complete description of the 

visible scene, but relies heavily on the quality of edge processing, particularly the 

HT, and human interaction to form a junction 

This thesis provides a more generalized and data-driven approach. It uses in- 

formation from both edge-based and region-based methods. Edge descriptions are 

derived directly from edge processing while surface informatian (analytical descrip- 

tions of planes that form the faces of the object) is obtained directly from raw image 

data using region-based approaches. Using region-based information, also facilitates 

a simpler geometric analysis to classify valid vertices in the scene. In the next 

chapter, we present our approach. 



CHAPTE 

The Description a and 

Implement at ion of the Algorithm 

3.1 Method Overview 

As it is outlined before, our aim is to extract a B-rep type description of the vis- 

ible surfaces of a polyhedral object from its range image. In order to get such a 

description of all the visible surfaces, a hierarchical scheme is suggested hcre. Sce 

Figure 3.1 for reference. We now briefly state the full algorithm (refer to Figure 3.2.) 

and then give details for each part in subsequent sections. 

First, we extract a jump edge map and a roof edge map from the range image. 

Mote that the term map implies that the representation is still at pixel level, i x . ,  

each pixel is characterized as a valid or invalid edge pixel. Next, HT technique is 

used to extract symbolic jump edge segments. Indepedently, surface segmentation 



techniques (based on surface normals) are then used to extract planar regions in 

the image. Least-squares-fit techniques are then used to determine analytical repre- 

sentation of each planar region. Each of these plane equations are then intersected 

("combinedn) to determine feasible roof edge segments. These roof edge segments 

are then validated against ("comparedn\ with the roof edge to determine valid roof 

edge segments. At this stage, we have all the edge segments (roof and jump) in the 

image. A very similar "combine and compare" method is used to extract valid ver- 

tices. A crucial point here is that vertex extraction is done on each plane separately. 

Having extracted the vertices, they are then grouped in a closed loop and ordered 

in a counterclockwise fashion (with simple geometric tests) to determine the final 

description of each face. 

An overview of the implementation carried out in this thesis appears in Fig- 

ure 3.3. The major processing steps outlined in this figure are described in each 

of the following sections. The input data is a range image obtained from the laser 

range finder with its corresponding binary flag image which indicates where regions 

of interests lie. 

3.2 The Algorithm 

3.2.1 JumpEdgeMap 

We define a jump edge as a discontinuity in the depth. Most edge operators used for 

intensity images can be used for detecting jump edges in range images. The quality 

of the edge map we will get from edge operators has a very important role in the 
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Fig-ae 3.1: An Overview of Our Approach 
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Sobel Edge Operator 

Figure 3.4: Edge Opera,tors Used 

later process of extracting a boundary representation. Hence, a good edge operator is 

essential. Different edge operators (Gaussian, Laplacianl51, Canny [4] and Sobel[l]) 

have been tried and t.he Sobel edge operator Bas been chosen among those primarily 

because of its simplicity and that at least for our test images, different edge operators 

gave very similar responses. Figure 3.4 shows the edge ope~ators used in this thesis 

work. 

The output of the two edge operators(shown in Figure 3.4), namely f, and f,, 

which are the convolution of F, and F, respectively, with the given image at a given 

pixel location, are used to calcdate the edge magnitude and gradient. The magni- 

tude indicates the strength of the edge, and the gradient gives the edge direction in 

degrees. The magnitude and gradient are calculated from the f, and f, using the 

following equations: 

magnitude = Jf: + fi 
-1 IY gradient = tan (-1 

fz 



typedef s truct  edge C 

i n t  start i CSIZEI [SIZE] ; 

i n t  s t a r t j  [SIZE] [SIZE] ; 

i n t  endi [SIZE] [SIZE] ; 

i n t  endj [SIZE] [SIZE] ; 

3 Edge: edge; 

Table 3.1: The structure used in the HT to get the edge information 

A jump edge is derived wherever the edge magnitude exceeds the desired threshold. 

The gradient of each jump edge pixel is stored for later processing (such as the HT 

on jump edges, section 3.2.2). 

3.2.2 Hough Transform on Jump Edges 

Jump edge pixels are grouped into edge segments using the HT technique. The 

original HT defines each edge segment by its p and 0 value. It only threshold the 

voting array once. The HT technique implemented here has two improvements over 

the original HT. First, the HT implemented here provides the start and end points, 

in addition to the p and 9 values. This definition of two points is more explicit and 

easier to use when try to find which surface each edge is in. In order to get the 

positions of the start and end points, the voting for the accumulator array is traced 

using an array structure as shown in Table 3.1. The subscripts of the arrays in this 

structure store the value of p and 9 which describes a line that ha9 the start and 

end pixels stored in this structure. The algorithm for keeping track sf the start and 

end points is shown in Table 3.2. 



for(i=O; i<rows; i++) 

for(j=O; jccols; j++) 

€ 

If  t h i s  is  the f i r s t  vote for  a particular rho and theta, 

put the current i and j value t o  edge. st.artf [rho] Cthetal and 

edge. stwtj bhol  [theta] respectively. 

If t h i s  is  cot  %he f i r s t  vote for a particular rho and theta, 

put the current i and j value t o  edge.endi[rho] Cthetd and 

edge. endj [rho1 Cehetd respectively. 

1 

Table 3.2: The pseudo-code for the algorithm for tracing in the HT 

The other improvement is done to remove noise, The original HT can be expected 

to have some problem with noise. In order to remove the noise as much as possible 

and still be able to detect short existing edges, a two-step-threshold method is used 

in this thesis, as described in Table 3.3. With this two step threshold technique, 

we can eliminate much of the noise while maintaining the ability to detect the short 

edge segments. 

Also, gradient information of edge pixels is used to guide the HT voting [I]. For a 

jump edge, the gradient information is calculated according to Equation 3.2. Using 

this gradient information greatly reduces the computational burden for the HT, 



For t h e  binary jump edge map 

for( i=O;  i<rows; i t + )  

for(j=O; j cco l s ;  j++) 

€ 

Do t h e  HT voting i n  t h e  rho and t h e t a  space. 

3 

for(rho=O; rho<2*sqrt(maxi*maxi+m~j*naxj); rho++) 

for( theta=O;  t h e t ~ < 3 6 0 ;  theta=theta+lO) 

€ 

i f  (vote [rho] [ t h e t d  > th resho ld i )  

€ 

vote2Crhol Cthetal = t h e  sum of votes i n  t h e  neighborhood 

of ( rho , the ta )  i n  t h e  vote a r ray ;  

3 

3 

f o r  (rho=O; rhoC2*sqrt (maxi*maxi+aax j *maxj ) ; rho++) 

f  or(th6ta-0;  thetac360; theta=theta+lO) 

< 
i f  (vote2 [rho] [theta] > threshold%) 

€ 

claim t h e  6dge as a poss ibly  v a l i d  edge; 

3 

1 

Table 3.3: The pseudo-code for the HT used in this thesis 



Figure 3.5: Gradient Operator Used 

3.2.3 Surface Normal Calculation 

Information on the surface normal at each pixel is useful for roof edge detection 

and region labeling. The surface normal has been calculated using the following two 

met hods. 

0 Gradient method [21]: 

The unit surface normal is : 

where p and q are the gradient of the surface in the x- and y-directions re- 

spectively. Figure 3.5 shows the x and y gradient operator used in this thesis 

work. 

0 Lmst Squares Fit method: 

This method fits a surface on z = ax + ty + c over each pixel's neighborhood, 

giving the parameter a, b and c. The surface normal will be ( -a ,  - b, 1). 

The least squares plane is calculated as follows: 



Assume: 

Then 

a = -  Eb+ F E A F - D B  F D E - B F  - -- - - - =  
B B' n2-AE B B ~ - A E  

(3.9) 

The noise type of an image dictates which one of the above two methods to 

use. In practice, the method that provides the best roof edge map will be used to 

calculate the surface normal information. The quality of the roof edge map is checked 

interactively. A good surface normal information is essential for later processing. 

Further exploration into different methods to calculate surface normal at ezich pixel 

position may improve the algorithm's robustness. 



1 Calculate the angluar difference between the surface n m a l  
vector at position 0 md the neighhboring position in the window. 

2 Store the maximum value h m  step 1 at position 0. 

Figure 3.6: Roof Edge Operator Used 

3.2.4 Roof Edge Map 

A roof edge is formed by two visible surfaces appearing in the image, i.e., it is a dis- 

continuity in surface orientation. In order to get the roof edge map, surface normal 

discontinuities are detected in the image [36]. In our case, the roof edge magnitude, 

denoted by MpWf, is computed as the maximum angular difference between adjacent 

unit surface normals. This is fornrdly given as: 

ktpoof (x, g) = max{cos-'(n(x, g) n ( ~  + k , ~  + I ) )  : -1 5 k, 1 I 1) (3.12) 

where n denotes ZL unit surface normal obtained from the previous section. 

The actual calculation is illustrated in Figure 3.6. In this implementation, the 

mask size is adjustable. One problem found in this implementation is that it may 
-=2 

detect some jump edges while it detects roof edges. The reason for this is that 

background pixeis may have a different orientation from object pixels. There exists 



discontinuity between the background surface normal and object surface normal. In 

order to remove this kind of false roof edge a comparison is made between the binary 

jump edge map and the initial binary roof edge map. At a position where there i s  

a roof edge pixel, the jump edge map is checked to see if there is a jump edge pixel 

at that position. If a. jump edge pixel is found nearby, then the corresponding roof 

edge pixel is removed. This i s  illustrated in Figure 3.7. 

After all false roof edges are removed, the valid roof edge map is derived. 

3.2.5 Surface Segmentation and Description 

Previous sections mainly discuss issues on the edge-based methods. This section 

begins by discussing the region-bzed method. We use a least-square-fit approach 

to get the analytical equations for the planes corresponding to the faces of the object. 

Before performing the least-squares-fit, the object must be separated into dif- 

ferent surface patches. It is part of the image segmentation technique. There are 

various ways to segment an image into respective regions of interest as outlined in  

Chapter 2. In this research the following straight forward method has  been chosen 

for segmentation. The main principle guiding this process in this thesis is to group 

pixels according to their surface normal vectors. Pixels in the same plane should 

have very similar surface normal vectors. And so, the angular difference between 

them should be less than the threshold. The actual procedtxes are described in the 

following subsections. 
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Figure 3.7: Remove fdse roof edges 



3.2.5.1 Surface Segmentation 

In order to partition an object, into individual regions, the following steps must be 

taken: 

1. Choose the first non-edge pixel position of one surface. The surface normal 

vector at this pixel position will then be called the reference normal vector. 

This reference normal vector is selected by scanning the current flag image and 

the original roof edge map. The first pixel position whose roof edge magnitude 

is less than the threshold and whose flag image value is one will be the reference 

normal position. Thus, the surface normal vector at that position is considered 

the current reference normal vector (See Figure 3.8), 

2. After picking up a reference normal vector, scan the image from the beginning. 

Calculate the angular difference between the surface normal at the pixel being 

scanned and the current reference normal vector. If both the angular difference 

and the roof edge magnitude MrOoj are less than the threshold, then this pixel 

belongs to this region. 

3. If the pixel belongs to the region, this pixel will be removed from the current 

flag image and the roof edge map. 

4. Repeat Step Two and Three until the number of pixels labeled in one row cli 

the image exc.eed a threshold. 

5. If there are still unlabeled pixels in any of the regions, then repeat the entire 

procedure starting with step one. 

The pseudo code for the above procedure is shown in Table 3.4. After these steps 





fo r ( i l=O;  i l<rows; i l + + )  

fo r ( j l=O;  j l < c o l s ;  j l + + )  

< 
i f  ((f  l ag [ i l ]  [j I] == 1) 88 (roof [ill [j  11 <thresholdl) )  

€ 

s i  = it; 

s j  = j l ;  

1 

for( i=O;  i<rous ;  i + + )  

for( j=O;  j<co l s ;  j++) 

€ 

c a l c u l a t e  t h e  angular d i f fe rence  between t h e  surface  normal 

at ( i , j )  and t h e  surface  normal a t  ( s i , s j ) .  

If ( ( t h e  angular d i f fe rence  calcula ted above<threshold2) 

%& ( t h e  roof edge magnitude Mroof < threshold2))  

€ 

l a b e l  t h e  p i x e l  a s  i n  t h e  region; 

f l a g c i l  Cjl = 0; 

Table 3.4: The pseudo-code for surface segmentation 



are complete, planar regions in the image are known and have been labeled. 

3.2.5.2 Region Shrinking 

After the planer regions in the image have been labeled, there is likely to be some 

noise in the labeled regions, especially at the boundaries. In order to remove the 

noise, we shrink the labeled regions using the method illustrated in Figure 3.9. The 

procedures are: 

1. Put the shrink operator over the flag image. If the sum of the values stored 

in the flag image at the shrink operator position is less than nine, then the 

pixel position corresponding to the center of the shrink operator is a boundary 

pixel. 

2. If a pixel is found to be a boundary pixel, then remove it. 

3. Repeat the above procedure until an acceptable quality of the image is achieved. 

Normally, around four to five iterations are sufficient. 

3.2.5.3 Generating Surface Equations 

In order to get the equation that describes each plane, a least-squares-fit is done 

separately on each labeled region. This is done by performing a surface fitting of 

z = ax + fy + c on each separated shrunk regions respectively to get the a, b and 

c values. The surface normal will be (-a, -b, 1). For details, refer to section 3.2.3 

on surface normal calculation. Thus, the surface functions for each plane are now 

derived. 





3.2.6 Jump Edge Labeling 

The jump edges must now be examined to determine which surface the detected 

jump edges belong to. The start and end points of each jump edge are analyzed to 

see if they both lie on the certain plane whose equation is 'derived in the previous 

section. Normally, jump edges defined in this thesis can only be located on one 

visible surface, Therefore only the plane that gives the minimum error is chosen as 

the plane that the jump edge belongs to. The following has been done in order to 

get a better jump edge map and the edges' corresponding analytical description: 

1. Interactively adjust the edge operator to get the best edge map. This entails 

adjusting its size to get the best edge map. 

2. Choose interactively the appropriate threshold to get a better binary edge 

map. 

3. Use the flag image to ensure that all edge pixels are valid, and in doing so, 

background noise is eliminated. (See Figure 3.10) 

4. Adjust parameters (parameters such as the minimum number of votes to de- 

clare an edge segment or the size of the neighborhood in which to group votes, 

etc.) interactively when doing the HT  it^ eliminate false edge declarations. 

After getting the surface equations, another step of noise removal can be per- 

formed. This step removes jump edges falsely made up of pixels from different 

surfaces. An example is shown in Figure 3.11. In this case, a declared edge 

A'E cannot be labeled onto any one of the known faces, so it is removed as 

noise. 





False edge decalilrationll, such a~ edge AB shown in this fig-. 
can bc removed by ckking to see if Edge AB is in any of the 
known surfaces. 

Figure 3.11 : Illilstration 

itself has lots of noise too. This makes it even more difficult to get an accurate 

analytical description of all roof edges from the HT method. However, in order to 

achieve a boundary representation, a good edge description is essential. Therefore, 

a novel approach is proposed and used here in order to get a better result. (The 

pseudo code for this approach is shown in Table 3.5.) 

num = number of plane functions; 

numi = m*(nu~1-1)/2 

for(k4; k<numl; kt+) 

< 
/* assume the surface equation is: * 
* z = axtby+c; */ 

a1 = equation(0) .a; 

bl = equation(O).b; 

cl = equation(0) .c; 

a2 = eqaation(1). a; 



s = 1; 

m = 20; 

for(i=O; i<rows; i++) 

for(j=O; j<cols; j++) 

C 

if ((abs(z-(al*j+bl*i+cl) )<threshold) &L 

(abs (2-(a2*j+b2*i+c2) )<threshold) ) 

i 

if (s) 

i 

edge[i] .starti = i; 

edgeCil .startj = j; 

s = 0; 

3 

else 

C 

edge [il . endi = i ; 

edge [il . end j = j ; 

3 

if ( (m>O) %& (mod(m/2)==0) ) 

C 

edge [i] .midi = i; 

edge [i] .mid j = j ; 

m = m - I ;  



Table 3.5: The pseudo-code for surface segmentation 

The approach is as follows. 

Fizst, combine these plane functions into groqx of two in all possible ways. If 

there are n plane equations, then there will be @a" possible combinations. Each 

combination represents a potential roof edge segment. 

Next,, find all pixels in the image that belong to both of the two planes using 

the structure shown in Table 3.6. This is done by finding pixels in the image that 

can be identified as being on both of the planes that form the roof edge within a 

certain error tolerance. During this process, the start and end p ~ i n t s  of the edge are 

recorded as in the case of jump edges. Another representative set of pixel positions 

(ten, in our case) are also recorded. The analytical description of the edge is stored 

in the p-8 parameterization. The edge's corresponding p and 8 d u e s  are derived 

using the following method: 

6' = tan' 1 Yi - Ya 
51 - 52 

p is the distance between the intersection of the line through origin that has the 

9 vaiue calculated above and the edge function to the origin. 

Finally, check the binary roof edge map to see if there are physical roof edge 

pixels that match the edges claimed above. Only those claimed roof edge pixels 

that can find their counterpart in the binary roof edge map are claimed as red roof 



typedef s t r u c t  fedge C 

i n t  

i n t  

i n t  

i n t  

i n t  

i n t  

i n t  

i n t  

2nt 

i n t  

i n t  

i n t  

rho ; 

the ta ;  

s t a r t i ;  

s t a r t j  ; 

endi ; 

end j ; 

midi [I01 ; 

midj [lo] ; 

pixel  ; /'* the number of mid pixels  * 
* recorded * / 

l abe l  C31; /* which surf ace i ts  on * / 
f l ag ;  /* i f  flag=O; it is not a * 

* val id edge. */ 

midflagC101; /* 0 means tha t  pixel  i a  not * 
* an edge pixel .  * / 

> 

Table 3.6: The structure used to get the roof edge information, 



Figure 3.12: Illustration 

edges. If no correspondence in the roof edge map is found, that edge will be removed 

as a noise. The accuracy of this method can be enhanced if we check more pixels 

on the edge. 

The reason that this method is preferable to the Hough Transform is that very 

small inaccuracy of roof edge symbolic description derived from the HT will result 

in very big error when trying to know which plane they are on. See for example in 

the Figure 3.12. In this case, let us assume the HT is used to get the information 

of roof edges. If there is a small in accuracy occurs during the HT, and instead of 

an accurate result of the description of edge DC, we get the description of DC'. 

This is very likely to happen during the HT. Edge DC is a common edge between 

Surface DABC and Surface EFCD. Edge DC' is an edge that lies solely in the 

Surface DCFE. Then if we try to label Edge DC' onto the surfaces this amount of 

inaccuracy may be intolerable. However, in our case, the symbolic edge description 

is derived from the intersection of two planar equations, which are quite robust, 

since they have been derived using a relative large set of pixels in the region using 

least-squares-fit . firtherrnore, the error can also be controlled within an acceptable 

range by interactively setting the threshold for roof edge fitting. 



Now we have got symbolic descriptions of all roof edges and which two planes 

form these roof edges, and jump edge descriptions. For furtl-icr geometric analysis, 

we will assume that the description is accurate. This means that all the edges are 

in the description and all false edges have been removed. 

3.2.8 Extracting Vertices 

Next step in our method is to extract vertices explicitly. The following dgorithtu 

extracts vertices. 

I. Combine the edges in all possible combinations to get all potential vertices. 

Therefore, if there is n edges, the number of all possible combinations should 

be C,". 

2. After all potential vertex positions are found, we will c1assify each onc c?f them 

into the following five different categories: 

r valid vertices I that are obvious. This refers to the situation shown in 

Figure 3.13. In this case, the already known vertex position, from the 

edge processing, namely the stored start and end points, of the edgcs that 

form that vertex are within a given threshold. 

0 false vertices that lie completely autside a region. Scc Figure 3.14 for wn 

example. 

r false vertices that lie completely inside the region. See Figure 3.15 for an 

example. 

r false vertices that lie on the edges. See Figure 3.16 for an example. 







1 Edge processing indicates that edge L1 has vertices A and B while edge L2 has 
vertices C and D. 

2. The relation between the calculated vertex E and the above clajmed vertices 
A, B, C, D dms not belong to any of the vertex catagories prev~ously shown. So 
E is claimed as a valid vertex. 

Figure 3.1 7: Illustration: an example of a valid vertex 11. 

0 valid vertices 11. This refers to any vertex that does noh fall under the 

previous four categories. Refer to Figure 3.17 for illustration. 

The pseudo code for this procedure is shown in Table 3.7. 

nu-surface = number of visible surfaces; 

num-edge = number of edges on each surface; 

for(i=O; i<num-surface; i++) 

< 
nun-vertex = nun-edge* (nm-edge) /2; 

for(j=O; j<num-vertex; j++) 

C 

verter(j) is formed by edge Ll, L2; 

check to see if the start and point of these two 

edges are within a neighborhood, 



the calculated vertex pos i t ion  is  ( s i , s j )  ; 

It i s  formed by edge L l  and L2; 

i l  = s i - 1 ;  

jl  = s j - I ;  

i2 = s i + l ;  

i 2  = s j + l ;  

i f  (ii<O) 

il = 0;  

i f  ( j  l<O) 

jl = 0;  

i f  ( i 2 >  (rows-1 1 ) 

i 2  = rows; 

if ( j2>(cals-1)  1 

j 2  = c o l s ;  

sum = 0;  

f o r ( i = i l ;  i< i2+1;  i++) 

f o r ( j = j l ;  j<j2+1; j+i) 

sum = sum+flag[il [jl; /* the f l a g  array shows which * 
* surface i s  being processed. */ 



if(sum == 0) 

vertex(si, sj) is outside the region, and therefore 

invalid ; 

else if (sum == 9) 

vertex(si, sj) is inside the region, and therefore 

invalid; 

else if (O<sum<9) 

vertex(si, sj) is on edges; 

if( vertex(si, sj) is on edge) 

if(vertex(si,sj) is in between edge Ll's start and end 

point, vertex(si,sj) is invalid; 

else if(vextex(si,sj) is in between edge L2's start and 

end points, vertex(si, sj) is invalid; 

else if the above two are not true, then 

< 
calculate some pixel positi~ns that are on Line Ll 

betoeen the vertex(si,sj) and the start or end point 

of L1 depends on whichever is closer to (si,sj) ; 

check with the binary edge map to see if these 

calculated pixels have corresponding real edge pixels 

in the edge map, 

if not, (si,sj) is invalid; 

if yes, 

C 



calculate some pixel  positions that are an Lina L2 

between the vertex(si ,sj)  and the start or end point 

of L2 depends on whichever is closer t o  (a i  , s j )  ; 

check with the binary edge map to  see i f  these 

calculated pixels  have corresponding real  edge pixels 

i n  the edge map, 

if not, ( s i , s j )  is  invalid; 

Otherwise, (si , s j )  i s  valid; 

I- 

3 

3 

Table 3.7: The pseudo code for vertex confirmation 

Thus, we have determined all the valid vertex locations. 

3.2.9 Closed Loop Description 

Before deriving this close loop description, we have to address one point. Since the 

vertices are extracted plane by plane, there are some minor differences arnong the 

derived vertex coordinates for the same vertex. Say for example, i f  a vertex position 

is actually (10,10, lo), on one surface it may be claimed as (10,9,9.5), 011 the olher 

it may be claimed as (9.9,9,9.4). We have to assign a single value to the same 

vertex. We call this vertex unification, and it is done as follows: 

1, coalesce vertices on each surface respectively; that is, if distance(vcrtcx1- 

vertex2) is less than c, then merge the two vertices into one. 
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Line L1 and L2 intercept at V W k X  A. But the vertex position stored in edge segment L1 is A' and 
the vertex position stored in edge segment L2 is A". Becasuse A' and A" are within aii acceptable 
distance, they are grouped into one position. That is the average of A' and A". 

The new value A will take the place of A' in L1 and A" in L2 

Figure 3.18: Illustration 

2. coalesce vertices within a threshold con all surfaces. that is, if distance(vertex1- 

vertex21 is less than E ,  then merge the two vertices into one. 

After the vertex information has been unified in the whole object, the next step 

is to obtain a closed loop description of the vertices on each face, traversed in a 

counter-clockwise direction. This implicitly provides the outward normal of the 

face. 

Using the information on which two edges formed the vertex, we can get a 

counter-clockwise closed loop description as follows: 

1. Start randomly with a vertex on a surface. Pick up either one of the edges 

that formed this vertex to be the next edge. We walk along this edge to the 

other vertex that forms this edge. Continue this way until we come back to 

the starting vertex. 

2. Next, we make sure that the loop is in counter-clockwise order. This can be 

achieved as follows: 



On surface A, edge LI and L2 intersect at vertex 0', while on surface B 
edge L2 and L3 in tersect at vertex 8" However 0" and 0' are sa close that 
they will be grouped into one vertex 0. 

Figure 3.19: IUustratiltn 

1) Find the vertex with the biggest j value, say it is vertex A2(i2,  j 2 ) ;  in fact, 

any convex vertex will do. 

2) Find A2's immediate neighbors. That is, the vertex AI( i l ,  jl ) that proceeds 

A2 and the vertex A3(i3,j3) that proceeds A2. 

3) If the sign of the determinant calculated in Equation 3.14 is positive, then 

the loop is already in the counter-clockwise order. Otherwise, invert the loop'. 

'For more on this refer to [16] and [17]. 



Now, we have extracted the visible surfaces we have in the scene, how many ver- 

tices there are on each of this surfaces and the co-ordinates of the vertices. However, 

since all the vertex processing is done in 2 0  in the image plane, the z-component 

(depth) ol" the vertices needs to Pze extracted. Here, we simply refer back to the 

surface equations to get the z-component information, more ~ophisticated schemes 

(refer to 1203) can minimize the the error generated by this conversion. 

Summary 

In summary, we have proposed and implemeoted a hybrid edge and region-based 

approach that extracts boundary descriptions of visible parts of a polyhedral object 

from a range image. Two main stages are involved in achieving the final description, 

(i)  low-level image processing, and (ii) the geometric analysis. The low-level image 

processing is used to derive edge segments, and planar regions. These primitives 

are then used for subsequent geometric 'combine and compare9' analysis in which 

potential roof edge segments are derived by intersecting all possible pairs of planar 

surfaces. These potential edge segments are then validated against the roof edge map 

t. derive the valid roof edge segments. A similar combine and compare approach is 

used to extract valid vertices on on each surface individually. Our approach leads to 

a relatively simple vertex ciassification. The final boundary representation is derived 

by unifying the processing result of each surface. Two main distinguishing features 

of this approach are (i) combined use of both region and edge-based approaches to 

extract the geometric primitives, and (ii) that the geometric analysis is carried out 

on each surface independently instead of the conventional vertex or juxtion based 

analyses. 



CHAPTER 4 

Experimental Results and System 

Evaluation 

Three examples are given in this chapter to iilustrate the algorithm's implementa- 

tion. These three examples were chosen because each one represents an interesting 

feature that the method proposed in this thesis can deal with. All the images used 

in this thesis are obtained by a lOOX white scanner 'at the PRIP Lab in Michigan 

State University. 

'For more information about the lOOX white scanner see [2] 
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Figure 4.3: "BOX" Image: Jump Edge Map 

in Figure 4.3. The process of detecting valid roof edge map is shown in Figure 4.4.  

The edges shown here have been thinned using the non-maximum suppression cdgc 

thinning algorithm. Although they can be further thinned using this algorithm, 

quite a few broken lines will appear and will also cause more noise in the NT voting. 

As you can see, in the initial roof edge map, the jump edges are stronger than the 

real roof edges. If the jump edges detected this way are not removed and the MT 

is applied here, then the result of the segmentation on the valid edges in the roof 

edge map will be very bad. Because there exists a quality difference between a roof 

edge map and a jump edge map, the pracessing of this two kind of edges should 

be carried out separately. The separated regions, especially at the boundary, have 

some noise which is removed by the shrinking method described in Chaptcr 4.  

Region extraction procedures are shown in Figure 4-6. The results of the shrink- 

ing process are presented in Figure 4.7. The final result of the processing iec shown 

in Table 4.1 and Figure 4.8. 

This "boxn image has been chosen as an experimentai example because it ha 

slanted ~urfaces and lines which are typical for polyhedral objects. 





3 surfaces 

on surface 0, there are altogether 4 verticas. 

in counter-clockwise order they are: 

5 70 260 

32 6 267 

36 33 117 

6 87 180 

on surface I, there are altogether 4 vertices. 

in counter-clockwise order they are: 

6 8 7  153 

36 33 108 

74 76 150 

44 130 195 

on surface 2, there are altogether 4 vertiees. 

in counter-clockwise order they axe: 

71 57 235 

74 76 149 

36 33 102 

32 6 227 

Table 4.1: The result of the processing 
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Figure 4.5: "BOX" Image: Combined Edge Map 

4.2 A Polyhedral object with Vertical and Hor- 

izontal Lines 

Figure 4.9 shows the image referred to as LLRectangular". This image was chosen as 

an example because of its horizontal and almost vertical lines. The horizontal jump 

edge in this image is relatively difficult to be detected by the original KT technique 

due to its very short length. The votes for this edge in the HT voting array can 

be easily surpassed by noise. With the proposed two-step threshold scheme2, this 

short edge can be found. The almost vertical line in the roof edge, shows that to 

assume the simple y = ax + b as the line function is not enough. Another parameter 

is needed. The general edge function should be cy = ax + b, since it allows the 

situation where c = 0 while the previous equation does not, 

Figure 4.10 shows its corresponding flag image. Its jump edge map is shown in 

Figure 4.11. The process of getting the valid roof edge map from the initial roof 

%fer to Section 3.2.2 of Chapter 3 for more. 



Figure 4.6: "Box" Image: Region Segmentation 



Figure 4.7: "BOX" Image: Region Shrinking 





Figure 4.10: "Rectangularn Image: Flag Image 

Figure 4.11: "Rectangular" Image: Jump Edge Map 
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edge is shown in Figure 4.12. Region segmentation and region shrinking are sllowti 

in Figure 4.14 and 4.15 respectively. 

4.3 A Polyhedral Object with a Non-Convex 

Surface 

This image was chosen not only because of its non convex surface, but also duc to 

some of the vertex types it has. Because it has a face with the shape of an "L", it 

is called the L image. 

The original L image and its corresponding flag image are shown in Figures 4.16 

and 4.17 respectively. Figure 4.18 shows the jump edge map and Figure 4.19 shows 

the initial roof edge, the final roof edge and the process of getting this final roof 

edge map. Region segmentation and region shrinking expcrirnents are shown in 

Figures 4.21 and 4.22 respectively. 

It is interesting to note the resulting image when the linc function of AB and 

EF are grouped together to obtain the potential vertex C, as shown in Figure 4.23. 

 from previous edge processing, it is known that the start and end points of edge 

AB is A' and B'. And the start and end points of edge I;1'P is E and F. In order to 

deterrninz whether or not vertex E is an existing vertex, the added edge segments 

of B'C and C E  are checked to see if they have corresponding pixels in the combined 

edge map. Because the added segment C E  does not have any corresponding pixels 

in the combined edge map (see, for example, Figure 4.20), vertex C is considered 

an invalid vertex to be removed. 





Figure 4.13: "Rectangularn Image: Combined Edge Map 

Overall, the above three images illustrate how the method proposed in Chnptcr 3 

works under different line types and different vertex types. Admittedly, our cxnmplcs 

are relatively simple polyhedral objects. Howcver, the fact that wc can rccovcr the 

boundary representation of visible surfaces is encouraging. 



Figure 4.14: URectangular" Image: Region Segmentation 



Figure 4.15: "Rectangular" Irnage :Region Shrinking 







Figure 4.20: "I," Image: Combined Edge Map 



Figure 4.21: "Ln Image: Region Segmentation 



Figure 4.22: 'Ln Image: Region Shrinking 





CHAPTER 5 

Conclusion 

This thesis has presented a unique approach to derive a 3-dimensional description 

(B-rep type) of visible surfaces of a polyhedral object in a range image. Such dc- 

scriptions are useful for robotic manipulation tasks such as path planning and grasp 

planning. 

The desired description in a boundary rdpresentation is vertices, edges, and faces, 

their geometry and topological relationships. That is why researchers have primarily 

used edge-based approaches for deriving the polyhedral descriptions. Almost all 

previous attempts to recover such 3-dimensional models have used purely edge-based 

methods at the lower processing level and then tried to combine these edges into 

a 3-dimensional description. However, there are problems with purely edge- baed 

approaches. For instance, low level edge operators are notorious for generating many 

false edges and missing many true edges. Although Sugihara's approach of using 

the junction dictionary may help somewhat, it is not enough. 



We believe that implicitly region-based descriptions from the lower processing 

level contain crucial information needed for building 3-dimensional descriptions sf 

polyhedral objects. Instead of making more assumptions about the robot working 

environment and further improving the edge-based techniques, this thesis explored 

the use of region-based approaches in conjunctioil with edge-based approaches to 

derive 3-dimensional polyhedral descriptions. 

This thesis shows a way of combining the information from the edge-based meth- 

ods and the region-based methods to obtain 3-dimensional boundary descriptions 

of polyhedral objects. Its main contribution lies in that it uses information from 

both edge-based and region-based methods at lower level processing to facilitate 

the further geometric analysis of vertices, edges and faces of the polyhedral object. 

While most other researchers mainly focus on improving the edgebased method, 

such as the HT, to get a more reliable surface information, we use the region-based 

method to get the surface information directly from the raw data. We combine all 

the surface equations to get possible edges. We then compare the possible edges 

detected above with the original roof edge map to remove the false roof edges. We 

call this "combine and compare" approach and use it in particular to get the roof 

edge segments. 

This '' combine and compare method is also applied to derive the location of 

all possible vertices. In order to distinguish va3d and invalid vertices, this thesis 

presents a new way of defining the valid vertices, 

This thesis also emphasizes the separation of processing of different regions and 

types of edges. The point that each surface region, and each edge type should be 

processed separately is stressed. By doing so, geometric analysis is greatly simplified. 



As it exists, the proposed system has some limitations. It has been tested on 

simple objects where all surfaces are completely visible or invisible. Although in 

theory, we believe, the proposed system should be able to give descriptions of all 

visible parts of an object, no test has been done on objects with partially visible 

surfaces or objects with holes. We will need to extend our boundary representation 

to include partially visible faces. Also, in order to get a better final description, 

this approach requires that low-level processing provide good quality results. This 

is especially true for segmentation. A good low-level segmentation is crucial for gcw- 

metric analysis later on. The segmentation implementation carried out in this thesis 

is relatively simple and straightforward. More sophisticated approaches should be 

used in order to improve the quality of segmentation. At present, human interaction 

is needed to get a good quality segmentation. 

There are many major open issues in this thesis research that need further explo- 

ration. First, low level processing issues. The edge detection and surface segmen- 

tation techniques used in this thesis are relatively "naiven. More robust techniques 

could be used here. Next, we have used a very simple type of B-rep model for poly- 

hedral surfaces - simply a list of each (oriented) face of the polyhedron. This should 

be extended to more general polyhedral surfaces with holes. Another major issue 

is that of extracting a limited class of curved surfaces, e.g., B-spline based surfaces. 

Another issue is to deal with edges that are missed by lower level image processing 

as discussed in Chapter 3. We could incorporate Sugihara's junction dictionary for 

polyhedral domains. However, the method presented in this thesis should also he 

able to deal with some missing edges in the processing. 

Two rather simple examples are given in Figure 5.1 and Figure 5.2 respectively. 



Figure 5.1: Example: One surface has no more than one missing edge 



Figure 5.2: Example: One surface has more than one missing edge 



The first example shows the situation where only one edge is missing on one surface, 

the recovery of this edge is almost guaranteed. This is done by checking if a vertex 

is a closed vertex, which means checking to see if there is an edge coming into the 

vertex and another edge going out from it. If both of these edges exist, then it is a 

closed vertex. If not, this unclosed vertex should be one of the vertices that belong 

to the missing edge. If each missing edge is on a different surface, it can be retrieved 

individually on its respective surface, as described above. The second example shows 

that this recovery process, at least in some cases, may also be applied to situations 

where more than one missing edge exist on the same surface. These are just examples 

that illustrate a need for developing a more comprehensive methodology to use our 

approach to recover missing edges. 



REFERENCES 

[I] D.H. Ballard and C.M. Brown, Computer Vision, Englewood Cliffs, N. J.: 
Prentice-Hall, c l M 2  

[2] T.E. Beeler, Producing Space Shuttle Tiles with a 3-D Non-Contact 
Measurement System, Three-Dimensional hlacRine Vision, pp. 513-541. 

[3] P. Besl, Surfaces in Range Image understanding, Springer- Verlng New 
York h c .  1988 

[4] J. Canny, Master Thesis, MIT-TR720 

[5] D. Maar, Vision : a computational investigation into the human rep- 
resentation and processing of visual information, Snn Francisco : W.II, 
Freeman, 1982 

[6] Davies and Yarwood, Engineering Drawing and Computes Graphics, 
Wokingham, Berkshire, England: Van Nostrand Reinhold (UK) Co., 1986. 

[7] R.O. Duda, D, Nitzan and P. Barrett, Use of Range and Reflectance Data 
to  Find Planar Surface Regions, IEEE lkanscation on Pattern Annlysi'q 
and Machine Intelligence , PAMI-1,3, pp. 259-271, July 1979 

[8] M.C. Fairhurt, Computer Vision for Robotic System: An Introduction, 
New York; London: Prentice Hall, 1988 

[9] O.D. Faugeras, and M. Hebert, A 3-D Recognition and Positioning Algo- 
rithm Using Geometrical Matching Between Primitive Surfaces, Proc. 
Eighth International Joint Conference on Artificial Intelligence, August, 1983, 
pp.1108-1112 

[lo] J.D. Foley, A. van Dam, S.K. Feiner and J.F. Hughes, Computer Graphics: 
Principles and Practice, 2nd Edition, Massachuselts, California, New York: 
Addison- Wesley Publishing Company, 1990 



[l l)  R.C. Gonzalez, Digi ta l  Image Processing,  Massachusetts: Addison- Wesley 
Publishing Company, Advanced Book Propam, 1977 

[12] R.C. Gonzales and P. Wimtz, Digi ta l  Image Processing,  2nd edition, Mas- 
sachusetts: Addison- Wesley Publishing Company, 1987 

[13] K.K. Gupta, Fast collision avoidance for  man ipu la to r  arms: a seguen- 
t i a l  search strategy, IEEE Transactions on Robotics and Automation, Vol. 
6, No. 5, I990 

[14] K.K. Gupta and 2. Guo, Toward Prac t ica l  M o t i o n  Planners :  Experi- 
m e n t s  wi th  A Sequent ia l  Search Strategy, '91 ICAR Fifth Inter. Conf. 
on Advanced Robotics, Vol. 2, pp 1006 - 1011, June 1991 

[15] O.D. Faugeras and M. Hebert, Segment ing  h g e  Data i n t o  P l a n a r  and 
Quadra t i c  Pa tches ,  CVPR, Washington, June, 1983 

[16] M.A. Mill, Jr. and J.B. Linker, Brief  Course  in Analyt ics ,  Holt, Binehart 
and Winston: New York, Chicago, Sun Francisco, Toronto and London. 3rd 
Edition, 1960 

[17] P. J. Kelly and E. G. Straus, Elemen t s  of Analy t ic  Geometry, Scott, Fores- 
man And Company: Glenview, Nlinois. 1970 

[18] Donald Hearn and M. Pauline Baker, Computer Graphics, Englezuood Clifls, 
New Jersey: Prentice-Hall, 1986 

[I91 M. Hebert and J. Ponce, A New M e t h o d  for  Segmen t ing  3-D Scenes,  
Proc. of the Sixth ICPR, pp836-838, Munich, October,l982 

[20] M. Herman, Gene ra t ing  Deta i led  Scene  Descr ipt ions  from R a n g e  Im- 
ages, 85 IEEE International Conference on Robotics & Automation, pp 426 - 
431 

[21] B.K.P. Horn, R o b o t i c  Vision, Cambridge Massachusetts; London, England: 
The MIT Press, 1986 

[22] R.O. Duda and P.E. Hart, U s e  of the Hough  Transformat ion  To Detect 
Lines  and C u r v e s  in Pic tures ,  Communications of the ACM 15, l(January 
1972), ppll-15 

[23] S.L. Horowitz and T. Pavlidis, P i c t u r e  Segmenta t ion  by a 'Free Traveral  
Algori thm,  Journal of the Association for computing Machinery, Vol29 No. 
2, pp368-$88, April 1976 




