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ABSTRACT

The ihcreasing"vra’te of construction and expansion of shopping*Vcentvl',es,‘;ﬁ;.lf;f_f~‘*f--'
- and the emergence of integrated downtown shopping cores, has fostered research = ..~ -
‘designed to explain and predict consumer patronage for these retail centres.

Huff’s model'of retail gravitation has been used in this regard for well dver
two decades. In 1975, Nakanishi and Yamanaka extended this model by
incorporating information on specific merchandise categorles and the ‘generalized’
attraction that retail space in these specific categories possess. VTheb model was
tested at the aggregate level, with consumers grouped in order to }es.timate the
probability of patronage for each shopping centre.

Ward,  in 1985, repllcated the Nakanishi and Yamanaka study in a
M éet‘ting, ‘speciflcally in Surrey, British Columbia. Ward, too, found
that the addition of merchandise category information and the generalized
attraction measure does ‘iAndeed increase the overall accuracy of the model's
ability to predicf Shopping centre patronage. Ward also added a third
component to the model, the image of the shopping centre, but only found
marginal contributions from this construct.

This present study analyzed the same data set that was used by Ward,
but at the disaggregate level, using McFadden's conditional logit model. In
theory disaggregation should make much more efficient use of the data since
each response is.a data point, while in the aggregate approach a group of
responses represents a data point. While the overall results generated by this
approach were similar to that of Ward’s work, the size of all significant
coefficients was much more pronounced in predicting the choice of shopping
centres. Also, the image construct variables in this study made a significant
contribution in predicting shopping centre patronage. This effect was lost as
a consequence of the aggregation employed in Ward’s study.

The results strongly underline the usefulness of a disaggregate level of
analysis in both predicting consumer choice and in providing diagnostic
information for 'actionable’ marketing strategies. It is this information that is A

sacrificed by employing an aggregate model.
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' CHAPTER |

"~ INTRODUCTION

»».Since theemergence of shopprng centres in the 1950’s and 1960’s, retail
‘s'ales have been shifting inerensingly,toward sueh centres. Estimates indicate
tftzit snopping centres- will account for 50 percent of all retail sales by 1990
(Dickinson, 1981, p.57).l In a stndy‘by' Prestwick (1980), 53 percent of the
sampled shoppers in a rmaj.orvshopping mall reported that they came to the
centre because: of a particular store or stores. What is interesting to note is
that the remaining 47 percent repnrted that they were there because of the mall
itself. Thus almost half of the shoppers did not make their shopping location
ehoice because of the attraction of specific store(s), but instead were attracted

by some aspect of the mall and its complex.of units.
The Marketer’s Perspective

In general, retail establishments tend to cluster together or locate in
close proximity to one another largely because of zoning requ1rements which
regulate such business operations, the limited availability of ideal free—standlng .
retail sites, and tne possibility of synergistic effects when many retail stores ere\'
located in a compact area. This bclustering may be planned and formalized as
a shopping centre or mall, usually run by a professional management team
responsible for the promotion and maintenance of the centre. - On the other
hand, the clustering may be unplanned, as in downtown shopping areas where

traditionally little efforts have been made to market these areas as entities.

' A study by International Council of Shopping Centres reported that in
1988 shopping centres in B.C. accounted for 58% of total retail sales in the
province (The Vancouver Sun, 1989)
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The evolutlon of planned and organrzed shopping areas such as shoppmg
centres has several implications. To the consumer the evolutron represents
another level of patronage decision- in the form of increased choices between.
different shopping areas. To the ‘marketer, it means an increa;sing_ ‘need to
attract the consumer to the shopping area, and not just to a particular store.

The importance ‘of promoting the whole shopping area thus takes on more

srgnlfrcance than promotlng a partrcular store

Clearly, there is a need to not only be able to predict shoppmg centre
patronage but also to acquire diagnostic information that will assist in uniquely
marketing and positioning shopping centres. Given the intense competition in.
the market place, this requirement of ‘information is ‘cqrucial‘ if long—term

prosperity of shopping centres is to be ensured.
- The Researcher’s Perspective

Many marketing models have been developed to predict and e)fplain
consumer patronage fort shopping (retail) areas (Huff, 1962;‘Nakanishi &
Cooper, 1974" Nakanishi & Yamanaka, 1975).>  Huff's (1962) grairi'tationali V
model views patronage as a function of store size and drstance from the
consumer. In the models of Nakanishi and Cooper (1974) and Nakamshr and”"i-;
Yamanaka (197,5,), other,store attrlbutes are cons,ldered along with s1ze: as"
determinants of stores" attractiveness (eg ~"7" space' allocated to- varrous:‘f’
merchandise categories). Ward (1985) repllcated Nakanrshl and Yamanaka s
(1975) study in a Canadlan settmg, spec1f1cally m Surrey, BC an‘d hrs, v;f_

findings were generally in agreement w1th those. of Nakanlshr and Yamanaka;;_;_.“

2 Other contributions are discussed in Chapter 2, thch covers the llterature o
review. Also, for a comprehensive discussion of various models, the reader is
referred to Craig, Ghosh and McLafferty (1984) »



"‘(‘1'9"7'5) Ward (1985 ) also added a thlrd component to the model the image

K]

of the shopplng centre but only found margmal contrlbutlons from this

] construct o | 3 S )

All ’of the above ’models are cahbrated at an aggregate level (1e
consurners ?are grouped in" order to estlmate the probablhty of patronage f0r a.
\ retall outlet) and ‘use the MCI (Multlpllcatlve Competmve Interactlon).
| estrmatlon procedure to determlne store patronage An alternatrve modelllng:'j‘_‘»
: approach is to callbrate the model at “the dlsaggregate level (1e at- the:z”,
md1v1dual level where each response is a data pomt whereas 1n the aggregate,‘:-':
approach a group of responses represents a data pomt) Th1s approach has
been suggested and emplrlcaIly tested by Mrller and Lerman (1981) Eagler
(1984) Welsbrod Parcells and Kern (1984), and Gensch (1985) The -
proposed benefits of such a modellmg approach are that it should not only‘r '
provide better predictions but also give more diagnostic 1nformatlon forA
managers to act on. The next step, then, is to estimate. the probability- of
patronage for each of the stores. }

Since the problem on hand is that of estimating the likelihood of an
individual choosing from a set of available alternatives, the approp\riate
_statistical model to employ is LOGIT (McFadden, 1974; Gensch & Recher,
’1979; Flath & Leonard, 1979; Currim, 1982; Weisbrod et al., 1984; Eagle,
1984; Gensch, 1985).

To the author’s knowledge, however, no work has been' done that
employs a disaggregate level of analysis and uses McFadden’s conditional logit
~ to determine the capability of modifying Huff’s gravitational model (i.e.,
modified to include store specific attributes and the image construct) to

determine shopping centre patronage.



Purpose of the Study

The purpose of this study is to re—analyze the data that were collected
by Ward (1985). Even though Ward (1985) gathered giata on ten,producf
categories, this study will only re—analyze the data for thrée product categories;

’jin‘amely, ladies cl\c‘)thi‘ng, furniture, and""'gréeting :cards and wfappfng paper. The

- ratlonale for usmg these three merchandlse categorles is that one would expect

' ’people to be less sensmve to. travel time while shopping for furniture, more
sensitive to" travel time fqr.greetmg cards and wrapping paper, and sensitivity
to trévelifor ladies clothing should be between that of furniture and greeting
cards. For each of the three prddhc}.-'categories, the follow;’mg issues will be -~

addr.e'ssed:

1. Will McFadden’s conditional logit analysis provide better predictions
and diagnostic information than the MCI model (dlsaggregate vs
.aggregate)" N ‘ :

2. Will the image construct variables along with other variables (e.g.
size of shopping centre and square footage allocated to specific

merchandise categories) make a s1gn1f1cant contribution in predicting
shopping centre patronage?

Contributions of the Study

This study is expected to have implications for managers, consumer
behavior and retailing research. All three are briefly discussed in the following

two sections.

Managerial Implications .

The research model to be tested contains variables that hold significant
implications for managers. Image, product and store variables are to a

considerable extfent controllable by the manager. An understanding of the effect



of image can he’lp! the manager to develop appropriate promotional straiegies.
The product and store variables can impact on the‘ product policy and tenant
mix of shopping centres. - Taken together,. they can enable the manager to
develop better marketir]g and positioning strategies.. Similarly, while Huff’s
size/distanCe construct may not be specifically controllable, it holds significsnce
for site location decision—-making. In addition, the size/distance construct will -
also help prcln‘fide some useful insights into understanding and determin_irrgrhe'
size of the tradmg area for a mall | o -

The results wrll give managerss of shopping areas mdlcatlons as to the
mam factors that draw consumers and the order of 1mportance or effects of
such factors. 7

v Store positioning has traditionally been considered an important aspect
of retail str:it'eg/y:f' It is conceivable that with the increasing 'development of
shopping ’fcenrricsf it may also be possible to position retail shopping centres.
This study will hopefully provide: some insights into this managerial challenge.

Contributions to Retail Literature

The research will attempt to provide a better understanding of the image
construct in relation to shopping centres. Also, this research ht;pes to provideb
a better understanding of patronage behavior toward shopping centres by
incorporating the three sets of factors as they pertain to the three types or
levels of decision-making - that of product, store and shopping area
(represented by Huff's size/distance construct) —ﬁwith that of shopping area
image. The objective is to provide a model that has both predictive and

diagnostic capabilities.



CHAPTER 2
LITERATURE REVIEW |

Three main areas of literature are relevant for this study. Critical to the
. deQélopment of the theoretical framework of the study is the literature that
involves gravitational models, ésp‘ecially Huff’'s probabilistic model of retail
gravitation. The second pertinent area of literature is that of image research.
The \third is disaggregate level of analysis compared to the aggregate level. All

‘three areas will be examined in this chapter.

Retail Gravitational Models

Historical De‘velcmment of Retiail‘Gravity Models

William A. Reilly (1929) was the first person to apply the Newtonian
concept of gravity in physics to retail trade area analysis. The mathematical

expression of Reilly’s model is as follows:

B, P, D, | 2 i
_ = _ _ (2.1)
Bb PbJ Da
where:

B, = the proportion of the trade from the intermediate town
attracted by City A.

B, = the proportion of the trade from the intermediate town
attracted by City B. ‘

P, = the population of City A.

P, = the populatioﬁ of City B.

D, = the distance from the intermediate town to City A.



D, =  the distance from the intermediate town to City .B.

Basically, the model suggests t'h.atrtwo cities (A and B) éttract‘ retail
trade from an intermediate town (or city) in direct proportion to the—v
population of, the twb cities and in inverse proportion to the square of the
distances from the intermediate town to each of the cities. It is important to
recognize that Reilly’s model was directed toward determining the \relative retail
- pulling power of tiwo competing cities oh a third town or city. Therefore,
Reilly’s model is an intercity model éﬂd is not meant for predicting retail tfade
movements within a city. As an example of how the model works, if

P,=200000, P,=300000, D,=10, D,=20, then

-

200000 20 2

B, 300000 10

= 2.67 (2.2)

This means\\fhft City A attracts 2.67 times és much trade as City B. In
relative percenaages, we would expect 72.8 percent of the intermediate towﬁ
population to l.)we attracted to City A and the-remaining 27.2 bercent to be
attracted to City B. | ;
Reilly’s Law of Retail Gravitation, as it b“ecame\commonly known, was
reformulated by Converse (1949) to determine the "breaking point" between the
trading area of any two centres of trade. This mathematical model can be

expressed as follows:
B, - Do (23




where:
B, _ . the breaking point between City A and City B in miles
from B,
Dy = the distance separating City A ffo»m Citbe,
Pa = the poi)ulation of City A, and
| P, = the population of City B.‘ l o .

ThisAglodificatiOn made it possible to calculate the approximaté point
between two competing cities ‘where the trading influence of each was equal.
This modified model of Reilly’s Law had also been used extensively to estimate
trading areas of p’ropose;d shopping centres within cities. Generally, the square
footage of each retail centre was substituted for population and the travel time

between retail centres was substituted for physical distance (Ellwood, 1954).

~ Limitations of Reilly’s Model

The co fibutions made by Reilly’s médel to retail trade area analysis
were commengdable. In particular, the model worked well in rural areas wheré
distance to be/ travelled to a commugity hzvis‘ a major impact'oh vth"e choice of
a retail centr&. However, the rnqd)gl has several conceptual and operational
limitations, as pointed out by Huff (1963, 1964). First, the calculation- of
breaking points to delimit a retail trade arear conveys an impression that a
trading area is a fixed boundary circumscribing the market potential of a retail
facility. | Thus it is incapable of proV&ding graduated estimates above or below
the break-even position between two competing centres, and it becomes
impossible to calculate objectively the total demand for the product(s) or

service(s) of a particular retail centre.



Second, the exponent value of 2.0 which Rellly has originally estlmated
for inter—city movements was assumed to be the same within urban areas.
This may not necessarlly be true, as argued by Huff (1963)

Third, the model cannot account for overlappmg trade boundarles of
| competing retall centres. In addmon when there are multl—tradlng areas, usmg,v,
the breakmg pomt formula may result in reglons that do not fall within the
confines of any shopping area’s influence. o | ‘ i,

- Finally, the model is applicable only to total city trading areas that are
of similar size. Within an intra—urbanb area, consumers typically have a number
of choices available to them within maximum distance limits they are willing
to‘ travel. Reilly’s model‘, therefore, does not relate well to observed consumer
shopping behaviour; for’example, it reveals® little about the effect of distance to

a centre on trip frequency.
Huff’s Probabilistic Model of Retaii- Gravitation

In an attempt to overcome the limitations of Reilly’s model, David L.
Huff (1962, 1963, 1964, 1981) proposed a probabilistic model that is based
on Luce’s choice axiom (Luce, 1959). In the words of Huff (1963, p. 85)

s

lysis will utilize the conceptual properties of the gravity
model but its focus will be on the consumer rather than on the
retail firm per se. Since the consumer is really the primary object
of any trade area analysis, an explicit understanding is needed not
only of the factors affecting his choice of a shopping centre but
also of the choice process itself which gives rise to observable
spatial behavior. -

-~
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Huff developed'hi‘s model as a result of observing important empirical
regularities that have been ‘shown to exist as a result of trading area studles

These include (Huff 1964 p- 34)
'

1.  The proportion of consumers patronizing a given shoppmg area "
. varles w1th distance frorn the shopping area. :

2. The proportion of ‘consumers patromzmg various ‘shopping areas
varies with the breadth and depth of merchandise offered by each
shopping area. : :

3. - The distances that consumers travel to *various shopping areas vary
for different types of product purchas¢s.

4. The "pull' of any: ‘givén -shopping area is influenced by the
proximity of competing shopping areas. : :

The mathematical formulation of Huff's model is expressed as follows:

A _ A ~ _
T, j=1 T
ij. ij
where
Py = the probability of a consumer at a given point of orlgm i
travelling to a given shopping centre j;
S; = the square footage of selling space devoted to the sale of
a particular class’ of goods by shopping centre j; ’
T; = the travel time or distance or costs involved in getting from
a consumer’s travel base to shopping centre j;
Py = a parameter which is to be estimated empirically to reflect

the effect of travel time on various kinds of shopping trips.
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Huff’s model is premised on the assumptiOn that the greater the number
of items carried- by a shopping centre, the greatef the consumer’s expectation ;
that his shopping trip to that centre will be successful. Thus, it is thought
that consumers are willing to travel increasingly greater distances as additional
goods and services are'made available at various shopping centres. In the
absence of better measures of the different types of goods and services, Huff
used the square footage of selllng space as a proxy for the attractlveness or

utility of the centre, and distance or travelllng time as a proxy for the effort

and expense involved in getting in the centre. In his words (Huff, 1963,

p.-85):

The utility of a shopping centre to a consumer is based upon a
host of different factors. Any attempt to measure the relative
intensity or weight of all of ihese factors would be doomed to
failure. Furthermore, the difficulty would become compounded
if an attempt was made to ascertain the variations among such
‘weights that would inevitably exist from consumer to consumer.
Consequently, what is desired in this study is to discover and
specify only a few relevant variables that will enable predlctxons
to be made reasonably well and consistently.

~ In essence, the model states that the probability of any sltopper choosing
a particular retail centre is equal to the ratio of the utility of that centre to the
sum of utilities of all potential competing centres in the system (Huff, 1964,
p.37). Specifically, the utility or attractiveness of a centre is directly related
to the size of the centre and inversely related to the distance separating
consumers from the centre. ‘
Of particular interest in Huff’s model is the exponent value (lambda)
which is used to reflect the effect of travel time or distance on various kinds

of shopping trips. ‘Injeneral, the larger the lambda, the more restrictive will

N !
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~ be the scope of the trading area. Theofetically, if the lambda value approaches
infinity, there will bebimpenetrable barriers; that is, each shopping éeptr\ci will
have its own uniqﬁe and exclusive clientele. If there is substantial overlapping
of the clientele, the lambda value would be very small. As the lambda value
~approaches zero, the model states that patronage is wholly a funétibn of store
size. In pfactical terms, we wou_l‘d expect the lambda value to be large if the
model is used to predict inter—city retail centres’ competition. - Within a city
itself where t‘here are several competing retail centres, the lambda valué will be
small as trading areas and clientele are boun;l to overla;;._

Huff’s model is probably the most fpavrsimonious specification of modern
theory—based approaches to the study o( consumer spatial behaviour. Earlier :
gravity models (Reilly 1929; Convérse, 1949) were specified at gm‘aégregate |
level and were deterministic in nature. In contrast, ‘Huff's model is specified
at a disaggrégate level and is probabilistic.b Huff specified=a multiplicative
utility function with two variables, selliyspace and travel time. These two
variables clearly act as proxies for the principal constructs of Central Place
Theony (Christaller, 1933; Losch, 1954) - importance of a centre and
economic diéténce. Thus the theoretical justification for Huff’s gravitational
model can be found in Central Place Theory, as strongly articulated in his
appropriateiy- titled 1981 article, "Retail Location Theory" (Huff, 1981).

Since its fbrmulation, Huff’s model has beeh. subjected to much empirical
testing (Huff, .1962; Bucklin, 1967a, 1971a,b; Bfunner & Mason, 1968; Turner
& Cole, 1980; Gautschi, 11981). In addition, several var;ations and extensions -
of Huff’s model have been suggested‘ and tested.

Studies by urban geographers have shown that the fhree assumed
determinants - the attraction of centres; the disincentive associated with

distance, and the competitive influence of alternative centres - all;gpear to
: ~

—
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exert a strong inﬂuen;:e on shopping behﬁviour (Lakshmanan & Hansen, 1965;
Thomas, ‘19'76). Pacione (1974) and Lieber (1977:)‘ also féuriéi ;‘support ih ‘
their studies where behavioral variation was associated with the size of the
centre .and distance travelled.

In fh¢ marketing area; Huff’s model has also been found to be a good
bredictor of intra'—urbaﬁ shopping behaviour (Bucklin, 1967a,b; Stanley &
Sewall, 1976; Nevin & Houston, 1980; Gautscl;i, 1981). 7’ It ié also interesting
to note that in a recent study, Turner and Cole (1980) found that aniong
various shopping models - includirig Central Place Theory and the Entropy-
Model - gravity models give better performaﬁces and yield better fits. Thqs
the use of gravity models like Huff’s to predict shopping behaviour has received

considerable theoretical and empirical suppdrt.

Limitations \and Extensions of Huff’s Model

Exponential Value

Huff’s model is not without limitations. In fact, oné of the biggest‘
criticisms of the model has been .the_use of the exponent value (lambda) to
define the distance—disincentive function. Lakshmanan and 'Hanse‘nr '(‘19'6—5)‘,
for example, calculated the lambda using known frequency of ;?sits to cientr_es
from an origin—-destination survey. of flows of consumers to centr:es. ‘Jense’r»i—
Butler (1972) argued theit without actual trip information, the derivation of ‘the
exponent value had no theoretical justification. This view was shared by
Openshaw (1973). Indéed, many researchers have examined the calibration
issue for years, and have suggestedrand used a coniputer program derveloped by

Huff and Blue (1966), Konig riumbérs (Higgs et al., 1976), distance decay

functions (Young, 1975), the entropy-maximizing approach (Wilson, 1970,
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- 1971, 1974), the least—square method (Cesario, 197\3, 1975; Nakanishi &

Codper, 1974), and_ the maximum-likelihood estimation (éatty, 1971; Mackie,
1972; Hainés, Simoh & Alexis, 1972). Recently, the odds ratio (Gray & Sen,
1983) has also been suggested as a method for estimating .the exponent value.
Perhaps the cdntroversy suri'ounding the _-calibration method was most aptly

summarized as follows:

- ~...the accuracy of the model is usually a result of calibrating the
model to fit particular situations; that is the distance exponent is
adjusted to the data being analyzed.... Unfortunately, no
independent method of estimating the distance e'x‘ponent for
particular situations has been developed (Simons, 1973-74).

The point here is that the choice of calibration method is usually
arbitrary and based on the preference of the person using the
model. Essentially, therefore, the choice of calibration routine
embodies a value judgement about the relative importance of the
interests of different groups of shoppers (Turner & Cole, 1980).

S

.However, except for the calibration issues, the exponent value has been
empirically verified in several studies. Carrother‘s‘ (1956)‘ found that lambda
ranges from 1.5 to 3.0 depending on ihe type of trip; énd the geographical
setting involved. Huff (lv962) estimated that the lambda values for clothing
and furniture shopping trips were 3.191 and 2.723 - respectively.  Forbes
(1968) also experimentgd with values of lambda in his study of consumer
patronage behaviour,x He stated that a value of 5.0 was‘ charécteriétic of a
supermarket and a :value of 2.0 was characteristic of a regional shopping centfe.
Bucklin (1971a) argued that for grocery and ordinary household goods
shopping, an exponent value of 2.0 would be appropriate and characteristic.
These values were confirmed in a different study (Bucklin, 1971b). Using

maximum-likelihood estimation, Haines et al,, (1972) in a study of geographic
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shopping patterns for food purchases in two inner—city nelghbourhoods and two .

central —city nelghbourhoods found that the lambda values for major stores .

ranged from about 0.2 to 1.1, and in general tended to be smaller when
jcompared to the lambda values of smaller stores. In another study, Young
(1975) investigated the relationship of distance decay functlons to shoppmg

behaviour in the suburbs of Phlladelphla for trips to\\communlty, and regional

shopping centres. He concluded that a distance decay function of 2.0 ‘was

—appropriate for trips to community centres, while 1.0 was more appropriate for
‘regional centres. Using least—square estimates, Stanley and Sewall (1976)
found that the lambda values for- grocery shopping at chain s_upernrarkets r'anged'
from 0.85 to 4.1. | |
Several observations about the value of lambda from .the “various .
empirical studies cited should be noted. ' First, the findings tend to support
the theoretical 'foundations .of Huff's model. - When a retail centre is considered
in isolation, the value of lambda tends to be larger for smaller centres |
suggestlng that there is less overlap of clientele or a smaller tradlng area. For
the larger centres, the value of lambda tends to be smaller, suggestmg that
there is greater overlapping of clientele that comes about because of a larger
trading area. -- Second, for normal household shoppmg trlps and for those toi -
large shopping areas such as community or regional centres within an intra—
urban area, the empirical results tend to support a lambda value of around 2.0.
Finally, it is very interesting to note that the various empirical lambda values
are very close to Reilly’s original formulation where he advocated a theoretical

exponent value of 2.0 for intra—urban movements.
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Behaviouristic Assumption

Thé ‘behaviouristic assum;itions of Huff's model have also been
quesiioned (Mason & Moore, 1970; Nevin & HoUsfori, 1980). aFor example,
the -gl,.?,»del ba‘ssumes that consumers with compaiable socio—econoinic\
characteristics will exhibit similar retail centre patronage and that theré are no
internal differences of significance within the area of analysis. |

Various efforts have been madé to improve on Huff’s model and to
overcome its behavioral limitations. For eiiample, Sianley and Sewall (1976)
used a multidimensional wpr'ocedure to measure store image, and added this
construct to Huff’s model. Their results show that adding the image construct
signiﬁcantAly increased the model’s ability to explain _variationsin retail food .
store patrxonage.ﬂ On the other hand, Nevin and Houston (1980) ,fognd that
while image was an important determinant of preference for a particular
shopping area, inclusion of this variizible did not substantially improve the
model’s ability to predict retail patronage. ‘In their study, they also found that
the special store variable is very important in affecting choicé of shoppirig
areas. Their results indicate that the special store variable even dominates
Huff's mass/distance construct in that it explains a higher proportion of the
variance in shopping behaviour. The contradictory findings between these two

studies in relation to image can be attributed to the fact that Stanley and

Sewall’s study focused on the store image, while Nevin and Houston’s study

concentrated on shopping area image.

In another study, Gautschi (1981) found that usigg;rqidditional measures
of distance and attractiveness improved the model’s predictive pérformance.
Gautschi also commented that in the context‘ of competing planned ‘and

unplanned retail centres, the two—variable specification of Huff is probably too

parsimonious for policy purposes such as for shopping centre management and
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city pl-anuing: But perhaps the last words should be reserved for Huff and

| Blue (1966, p.3), who explicitly recognized the limitations of Huff’s model:

A word of caution, however, should be noted in conjunction with
the use of the model. Mathematical models are not infallible.
“They are, by necessity, simplified'coustructs. of some aspects of
‘reality. It is impossible for such constructs to include all the
possible factors that may have a bearing on a-particular problem.
Therefore, decision makers should be aware that there are variables
~other ‘than those specified in the model that affect the sales of a
retail firm. The reputation of the firm, the newness of the store,
the merchandise it carries, the services it offers are but a few
examples of additional variables. ~ As a consequence human
‘Judgement should also play an, 1mportant role in dec151ons of thls

. type

- In summary, Huff’s -model‘wé-ér :‘ue‘ve‘r" intended ‘to be cotr}li)rehensive.
Rather it was meant to prov1de understandmg of a very complex behav1oral
phenomenon in a pars1momous way. Its strength -as a predictive: tool has been
- well acknowledged However a’ good model should not only predict, but also
explain the phenomenon under study. Thus any attempt ‘to refine the.model
" so ‘that it can be used both as a predictive a}nd'explanato,ry‘ tool will certainly

enhance the respectability of the model. S P
Implications and Opportunities for Further Research on Huff’s Model
Huff’s model indeed has very intuitive appeal, both from a practical and

a theoretical point of view. In a review of urban consumer behaviour,

Shepherd and Thomas (1980, p.27) commented:
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...given the potential practical value of the model, it is rather
surprising that little research effort has gone into attempts to
refine the original formulation in the practical context of retail
planning within the city. Perhaps this represents a worthwhile
~direction for further research effort.

Indeed, there are several opportunities for further research. Huff's model

as originally formulated, was meant for understanding the patronage patterns

- of consumers toward shopping centres and not individual stores.  The strength

of the model is, therefore, in explaining drawing power -of shopping centres.

.. This strength apparently was recognized by two prominent marketing researchers

who wrote:

Mass retains its overall significance as a factor in determining the
attraction of a centre, but it appears that adjustment of gravity
‘models to fit differential consumer perceptions of mass would
improve predictability (Bucklin, 1967).

- Short of inclhding additional variables, it is felt by many analysts
that Huff's equation is of limited value in estimating sales
potential for single stores. Individual store size per se has not
been found to have the great influence claimed on drawing power.
Size appears to be more of a factor in explaining drawing power
differences of shopping centres and here is where Huff’s model -
may be most effective (Kotler, 1971, p.319).

In a more recent study, Turner and Cole (1980) found that'gravitational
models are better in explaining shopping patterns for large and medium-size
centres (in terms of floor space) than for small centres. In view of the

increasing retail sales in shopping centres, which one source puts at 50 percent

of ali retail sales by 1990 (Dickinson, 1981, p.57), and the emergence of

organized downtown shopping areas, there is definitely an increasing need to
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understand consumer patronage patterns toward shopping areas. Huff's model

| provides a very useful start for building shoppingvarea patronavge-models‘

It is interesting to note that Huff's competitive system includes all

potential retail centres in that system (Huff, 1964, p.37). In other words,

the basic set of shopping area choice alternatives is assumed to be spatially.

accessible to all consumers without taking into account other possible factors
that might affect the choice of shopping areas. Thus the use of the basic set
in the model is similar to' what urban geographers labelled as "store opportunity

°
set" in store choice behaviour (Marble & Bowlby, 1968) and what marketers

7 -,
labelled as ‘"awareness set" in brand choice behaviour (Campbell, 1973;
Narayana & Markin, 1975; Hawkins et al., 1980). Subsequent studies have
tended to apply the model in the same way. |

While this approach may be appealing when there are only a few

recognizable shopping centres within the city, the situation becomes obscured -

when there are many shopping centres within the city. Should all the centres

be included?' ‘Are they all competitors in the eyes of a consumer? What

criteria should be used for inclusion/exclusion of shopping centres in the

competitivé system? Clearly, if all centres are assumed to be the basic set of
alternatives, the model may not give meaninéful predictions and .explanations
if consurne.r,s pat;onize di'f:ferent subsets of shopping areas within the baéic set
or if consumers patronize shopping areas that are not within that basic set.
As argued earlier, using zih a priori assumptio? that the same basic set
of area choice alternatives applies to all consumers may be necessary if one is
attempting to use th‘eq> model in relation to predicting patronage behaviour or
estimating the size of trading area for a new centre. - The same assumption
becomes highly questionable when one wishes to explain patronage behaviour

among an existing set of shopping areas.

/



20

The problem of specification of what centres are to\bé included in the

‘set is also strongly stated by Gautschi (1981):

In addition to the potential bias resulting from omitted variables,
bias may stem from an improperly specified choice set....

This problem is further- compounded by socio—demographic factors. Mobile
shoppers, for example, may visit many centres within the city, or take
advantage of car—oriented out—of—town\. centres if available, whereas other
shoppers who are relatively confined spatially are more dependent on local
shopping facilities.

One way of overcorhing this problem is tc allow the consumers to
specify their choice set of shopping centres, as opposed to an arbitrary imposed
se_t} from the retailer’s point of view. The choice set could be -defined as those
centres that the consumers choose to patronize over a cértain pe;iod of tirﬁe.
Thus it would resemble the evoked set concept that is used in<‘l;)rand<ct;oi“,ce.
research (Campbell, 1973; Hawkins et al., 1980, pp-413-4).

The use of a choice set has intuitive appeal. Conceivably, it may act
as a surrogate measurle for socio—economic, mobility and psychographic factors.
As shown by Goldman (1976), the lower income consumers may have a more
restricted sfhopp/ing scope. Huff's model can be expected to yield better
explanation of patronage behaviour when the concept of choice set is uséd.

Huff’s disincentive measure is expressed as the‘ distance (§r trgvelling
time) in getting from a consumer’s travel base to a shopping area. The travel
base has been typically represented by the home. Thus the disincentive
measure in the model is the distance from the consumer’s home to the

shopping area. Obviously such a measure has flaws. It assumes that all trips
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are initiated from the home. In reality, for a person who is working, a trip
to a shopping area may occur while she is on the way from h'ome to her place
of work or vice versa, in between working hours, and while going to and
-from other places Ideally, the point—of-—origin should be taken into account
when measuring distance. Thus, it may be possible to improve the measure of
distance or travelling time by taking into account where the trip aétu;llly
originates and ends, instead of assuming a common travel base such as the
home. ‘ |

As correctly pointed out by Gautschi (1981), Huff's model is probably
too parsimonious for policy purposes in the context of competing planned and
implanned retail centres. The works of Gautschi (1981), Nevin and Houston
(1980), Stanley and Sewall (1976) are steps in the right direction. Perhaps
more refinement to their works may result in a better model. The choice iof
a éhopping centre may also largely deperid on the drawing power of anchor
store(s) and the type 6f product or service that the consumer is seeking
(Dickinson, 1981, p.26; Hawkins et al., 1980, ch.18; Prasad, 1975). Né\?in
and Houston’s study only included the effect of individual store attraction as °
a dichotomous variable. To the author’s knowledge the effects of producf
attraction have only been considered in relation to Huff’s model by Nakanishi

and Yamanaka (1975) and Ward (1985).!

! Both of these studies are unpublished; the former is a working paper and
the latter an MBA graduating project.
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Imzige Research

Pierre Martigeau (1958) was the first person who popularized the
concept that retail institutions possess unique images. Late-r George i’isk
(1961-62) provided a major impetus for research into the nature and meaning_
of stor'ev' image through his article "A Conceptual Model for Studying Customer
Image.” However, most researchers have concent\ra’tved on store image. |

Over the past.25 years, research on store image has taken three main
directioné. Each 'o'f these will be reviewed, and their implications for shopping

area image will be discussed.

Meaning and Dimensions of Image

One of the ‘most striking phenomené in store image research has been
the lack of consensus on what exactly store image means. The following are J

some exampl‘és‘ of the widely differing definitions:

...a subjective phenomenon that results from the acquisition of

 knowledge about the store as it is perceived relative to other
stores and in accordance with' the consumer’s unique cognitive
framework (Hirschman, 1981a); ~

...[given that] retail store attributes are also influential in a

- consumer’s decision to shop at a- given store when making a
particular purchase, a given consumer’s or target market’s
perception of all these attributes (Hawkins et al., 1980);

...the subjective attitude the consumer takes toward the business
institution as a functioning entity (Walters, 1978);

...a combination of tangible or functional factors and intangible
or psychological factors that a consumer perceives to*be present
(Lindquist, 1974-75);
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...the total conceptualized or expected reinforcement that a person
associates with shopping at a particular store (Kunkel & Berry,
1968); _ ‘

...a complex of meanings and relationships serving to characterize
the store for people (Arons, 1961);

...the way in which a store is defined in the shopper’s mind,
partly by its functional qualities and partly by an aura of
.psychological attributes (Martineau, 1957).

These varied definitic;ns have resulted in different approaches and
attempts by researc,h_cr‘s: in conducting store image research. Some attempts
-have been made, however, to study the concept of store imaée as cdnsisting
of distinct dimensions, components or attributes. The works of Martineau

(1958), Fisk (1961-62), Kelly and Stephenson (1967), Kunkel and Berry

(1968), Berry (19697),' and Marks (1976) are examples of attempts' to

conceptualize the construct of store image. Perhaps the most distinctive attempt
was that of Lindquist (1974-75), who reViewed the published results of some
19 -studies and synthesized them into nine dimensions of the store——image‘
construct. These nine dimensions are: merchandise, service, clientele, physical
facilities, convenience, promotion, sto;'e atmosphere, institutional factors and
post—transactional satisfaction. In general, however, no consénsus on the
specific components of image has emerged from the literature, and the number
of dimensions has ranged from 3 to 12, making attempts to define image by
its componepts very difficult (Berkowitz, Deutscher &NHansen, 1978). .

d _

Measurement of Store Image”

A whole range of approaches has been used to measure store image.

The typical approach is the use of semantic differential scales, which has,
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however, certain weaknesses. First, people are asked to respond to
characteristics that do not necessarlly comprise the image they have of the store
bemg studled At the same'tlme, characteristics that a consumer cons»ders
important may not be in the scale. Second, a person’s position on th'e‘ scale
may not be comparablel to others. i:or example, one person’s "1" on a 7;point ,
scale may be another’s "3", thus making summarized measures of the
distribution of responses difficult to interpret.’

In atteinpts to overcome the problems of using semantic differéntiai
.tecﬁnlques researchers have ﬁsed other techniques suc:&on metric
multidimensional scaling (Singson, 1975; Jain & Etgar, 1976-77; Blom\st%
Nijkamp & Veenendaal, ‘1980; Neidell & Teach, 1974; Whipple & Neidell,
1971-72), and factor analytic techniques (Egan, 12‘71; Perry & Norton,\
1970). The usefulness of such techniques is well recognized by Berkowitz et

al. (1978):

Scaling algorithms have the advantage of not pre—specifying
dimensions for respondents. Yet the problems of identifying
dimensions, interpretability of multiple dimensions, and the
stability of a store’s position in a perceptual space over time have
not been addressed. This uncertainty about the exact components
of a store’s image has contributed to the appeal of factor analysis
in attempting to measure this construct. While this approach is
a useful data reduction technique, often the data bases employed
were gathered with semantic differentials, with little mention of
the reason for particular attributes being rated.

- Another approach that has been used to measure store image is the

multi—attribute attitude model (Doyle & Fenwick, 1974-75; James et al,

2 A simple way to allewate this problem is to standardize the mdmduals
ratings. Details are discussed in Chapter Four.
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1976) The problems wrth this approach are the lack of a conceptual
framework the non- 1dent1f1cat10n of salient d1mens1ons, and its llmlted‘»
usefulne‘ss in ,,deahng’wrth ‘heterogeneous populatlons (Berkow1tz et al.,, 1978).
Several other approaches have been used to measure store 1mage These
mclude the op :n—end techmque (McDougall & Fry, 1974-75), the Stapel scale
(Hawkms et al.; 1974 1976 77), the Likert scale (Menezes & Elbert, 1979),
’ multrple drscrrmmant analysrs (Ring, 1979), and joint-space analysis
(Pessemier, 1980). |
Several observations about the use ot’ scales to measure store image are
worth noting. Hbawklins et al. (1974) showed that there were no significant
differences in store image when the semantic differential and Stapel scale were
used. Menezes and‘ Elb%“f’f' (1979) concluded that there were no overall
drfferences in results whether -semantic” differential, Stapel or Likert scale
formats were employed. However, to improve understanding for respondents,
the leert scale format v&;as preferred. The findings tend to support an earlier
study by Kassarjlan and Nakanishi (1967) m which they concluded that erert‘
and other types of scales, such as the semantic differential scale formats, may
~ be treated as furlctionally equivalent.
Overall, thevari‘ou‘e studies cited seem to%rdi’cate that the use of svcalir’ré

techniques per se is not as serious a problem as that of identifying the

appropriate dimensions that form the image construct.

Image and Patronage Behaviour

Ultimately, the usefulness of any store image research’ must be its
relevance to marketing or retailing management in such areas as ‘market
segmentation‘ and positioning so as to -achieve better patronage results.

Towards this end, research has focused on identifying and assessing the
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- importance of stof’re‘image dimensions that consumers use to evaluate similar
‘types of retailers, such as wbmen‘s clothing stores (Perry & Norton, '1970;
Mason & Mayer, 1973; Marks, 1976), department stores (E.gan, 1971; Hansen
& Deutscher, 1977), drug storés (Nickel & Wertheimer, 1979), men’s clothing
storés (J‘ames et al, 1976), banks (Brown et al, 1977»), rebstaurants
{Swinyard, 1977), and supermarkets (Anderson & Scott, 1970; Hansen &
Deutscher, 1977-78). Studies have also shown that store images vary between
different types of‘storres (Cardozo, 1974~'75; Singson, 1975; VJ&in & Etgar,
1976-77; Reich et al., 1977; Schiffman et al., '1977). " |

The role of store image in determining store loyalty and choice has been
shown in studies by Anderson and Scott (1970), Lessig (1973), Dbylet,“' and
Fenwick (1974-75), Schiffman et al. (1977), and Acito and Anderson
(1979). The possible relationships between consgmer'self‘—imag’e and retail
rstore images have also been investigated by Mason and Mayer (1970), Dornoff
and Tatham (1972), Pathak et al. (1974-75), Bellenger et al. (1976), and
Stern et al. (1977). In the Bellenger et al. study, they found that‘ "...those |
whose views of self and store image...are congruent tend to be more loyal”
~(p-18). Similarly, Arnold and Tigert (1973-74) tracked image changes and
patronage changes in tht;, grOcéry retail business in Toronto and found close
associations between\ the two variables. | |

The evidence so far seems to indicate that store image variables as
variously defined and operatiénalized do have some effects on’patroh'age
behaviour (Stephenson, 1969; Monroe & Gﬁiltinan, 1975). Several studies
even show that the store itriage Variables‘ account for 15 to 20 percent of the
variance in patronage decisions (Bellenger et al., 1976; Stanley & Sewali., 1976;

Schiffman et al., 1977; Nickel & Wertheimer, 1979).
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In summary, the relevance and importance of store image to  retail
 marketing management cannot be denied.  Ring (1979) examined the
application of the retail store image concept to strategié positioning, and King

and Ring (1980) stated:

To establish a market position, the retailer strives to develop a
. unique store. personality or image built around the retailer’s
~ produce/service delivery capabilities (p.37). )

Similar views are presented in King et al. (1979, 1980) and May
(1974-75, 1983). |

Relevance and Implications of Store Image Research to Shopping Area Image

What has made store image research practical, acceptable. and useful is
that the image research findings have been applied to the analysis of individual
and chain store positionings and the development of marketing "strategies'.
There is no theoretical‘ reason why such research cannot be extended and
applied to the shopping area level. In fact, the importance and relevance of
image research to shopping area pzftronage was recogriized 20 years ago by

Moore and Mason (1969):

B L

Socio—economic variables do not satisfactorily explain the retail -
centre patronage decisions of the residents of the study area. It
may be inferred that psychological or attitudinal differences of.
‘the residents are perhaps of more importance: -

‘With the development of shopping centres, studies have begun to focus

on image-like variables of shopping areas (Frederick et al., 1975; Carter, 1978,
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1981 Hauser & Koppelman, 1979; O’Neill & Hawkins, 1980; Berman, 1983).
Studies by Bellenger Robertson and Greenberg (1977), and Gentry and Burns
(1977) have confirmed the 1mportance of image-like variables in shopping

centre patronage. Nevin and Houston (1980) extended the concept of image .

to that of a shopping area that,_includes both downtown and suburban shopping

centres.

In a recent study of the downtown area— and four shopping centres on
16 image items, Houston and Nevin (1980) used factor analysis to identify
three major dimensions or factors of shopping area image. The first factor
consisted of six items - quality of stores, variety of stores, merchandise
quality, product selection, special sales/promotion, and greatplace to spend a
few hours — which were related to the assortment of benefits offered by the
area. The second factoAr‘ (6 items) consisted of features that helped to ease
the shopping effort — parking facilities, availability of lunch/refreshment,
comfort areas, easy to take children, layout of area, and special events/exhibits
_ and was named the facilitative nature of the area. The third factor (four
items) - general price level, atmosphere, store personnel, and conservatism —
were associated with positioning of the area as an integrated complex of stores,

and was named "market posture”. Using factor congruency tests, they found

that the first two factors were quite stable across all five areas, while the third

factor exhibited stablllty across the four shopping centres but was not stable
in companson between downtown and each centre. They thus concluded that '
downtown areaé may be de‘ficient‘ in promoting themselves - as integrated
shopping units. . - , : o A' - I (

Acito and Anderson (1979) found thatimage was more differentiated, |

better articulated and of higher dimensionality for recent shoppers compared_,



29
N o '
with non-recent shoppers of a retail store. In the words Vof{Hirschman“‘

(1981b): - ~ - .

One would anticipate that long—term rather than short—term
shoppers (or heavy versus light shoppers) would have more finely
developed images of a given store.... The basic idea is: that which
we know best, we see more clearly and in greater detail.

3

These comments have a very,interestingv implicétipn. Im.age;' research
,<that, is based on ratinés by consumers without taking into account the extent
“of their familiarity with the stores or aréas is not likely tj)\p,rovide meaningful
results t_hat managers can a;t on. For example, can one rely on the ratings
of ‘cons‘umers, wh&ei"favourable or 'unfavourablé, if they have never been to
particular shopping areas, or have only been there 6nc‘e or twice in a year?
When one considers that respondents are typically asked to react to some 15
to 20 items on the image scale, the problem is furthrerr' compouhded.
Furthermore, it can be argued that the image of a shopping area may be more
complex than that of a single store, since a shopping. area is-a conglomerate of -
different kinds of stores that offer a wide variety of products énd’w s‘ervices_.‘
Thus the need for the consumer to be familiar with the' shopping aré/av _isr crucial
to any assessment of its irﬁage. It is in this light that the t'wo‘ _-1980 Studies |
by Nevin and Houstoq are question',edb. How reliable art;convsumersb’ ratings 0;1
16 preselected item_s-gf image-sééle'acréss 5 différent shopping arcés.?
"Anlqther concern involves the appropriateness of apply-in‘g" the" ite;rls

drawn from the store image literature to that of shopping area research.

Houston and Nevin (1980) déveloped their scale from the review of earlier
store image research and discussions ‘with shoppinig centre managers. Whether

the items were appropriate, espeéfaﬂy in the eyes of the consumers, was not
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considered. ~ Thus, as pointed -out by Howell and Rogers (1980), 'the
appropriateness of store image items to.shopping area image is a question that
begs“further research. To begin with, it may be more appropriate to sample
a wider démain of items, espeéially at such an exploratory level, in order to
have a better understémding of the undei’lying dimensions of Shopping area
image. It may bé the inappropriateness of items and the familiarity issue that
have accounted for thé inability .of Nevin and Houston’s (1980) study to
demonstrate substantial relationships between shopping area image and shopping

behaviour.

Effects of Products/Services and Stores

Most theories and models of patronage behavio:l:/e&pﬂcitly recognize

the role of products/services in affecting the choice of refail outlets (Nakanisiii
& Yamanaka, 1975; Darden, 1980; Hawkins et al., 1980; Dickinson, 1981:
Sheth, 1983; Ward, 1985). To .quote Hawkins et al. (1980, p.466):

...consumers must select both specific items (brands) and specific
outlets to resolve problems. There are three ways these two
decisions can be made: (1) simultaneously; (2) item first, outlet
second; or (3) outlet first, item second.

With the increasing emergence and prominence of shopping areas, a third
level of decision - Shopping area choice — is added for the consumer besides
brand and store decisions (May, 1983, p.153). Conceivably, specific stores,
products and services m;y have an effect on the consumer’'s choice of a

particular shopping area. Prestwick’s (1980) study showed that 53 percent of

sampled shoppers in a major shopping mall reported that they idefinitelyl



31

planned to yvisit a particular store or stores when they caﬁe to the céntre that
day, and 60 pergentof those stores were anchor stores. The study, however,
was only an on-site survey of a single Visit and it did not distinguish Whgthef
the shoppers were attracted by the name of the stl>re or the kinds of products
it carried. | | |

| In another study, Nevin and Houston (1980) found that ‘the‘Specific
store variable exhibited the strongest influence on behavioral intentions and
actual behaviour in that the variable entered each of the regression equations
first, and accounted for an explained R—square of 0.18 to 0.36. However, it
is important to note that the specific store variable was‘measured by asking
respondents to indicate whether or not there was a store that attracted them to
eacﬁ shopping area. The variable was then coded as a dummy variable,
indicatingthe absence-or presence of such a store in each area.

This method of store yariabie measurerﬁent suffers from at least two
serious shortcomings. First, the variable as measured does not differentiate
between the effects of products or .services and the effects of the store itself.‘
For example, are consumers attracted to a particular store because of the kind
of merchandise it carries, or becaus'e of the name of the store? Would

consumer patronage behaviour in the area be affected if that specific store were

2

4

replaced by a similar store carrying the same type of merchandise (for ékamp‘le,j

replacing Eatons with Sears)? The measure used by Nevin and Houston -

apparently reflects both the effects of products/services and store.

Second, when analyzing the variable in a dichotomous way in regression

analysis, and when product vectors are not included in the combined analysis,

the separate regression equations for the groups under consideration are assumed -

to differ only in their intercepts. In other words, separate regression equations

with identical regression coefficients but with different intercepts are fitted
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when product terms are not included in the ;:ombined regression analysis
(Pedhazur, 1982, p.474).

In sumimary, it is questionable that the effects of the specific store
variable_ have been established in Nevin and Houston's study. "The need for
further reséarch, especially to determine the separate effects of store and
products or services on s/hopping area patronage, definitely exists. It is thié
problem that has been recognized and addressed by Makanishi and Cooper
“(1'.974, 1982), Nakanishi and Yamanaka (1975),> and Ward (1985). These
studies will be discussed Ein some detail in Chapter Three as they form the

basis of this present study. .-
Aggregéte vs. Disaggregate Level of Analysis

In developi'ng a behavioural model of consumer choice, it is pertinent
that one begin with consideration of the individual (disaggregate levél).
Al;hough one is concerned with aggregates of people to identify segments, the
choice behaviour can best be understood by considering the behaviour of
individual choice decisions. The importance and benefits of such an approach
have been reported by McFadden (1974), Domencich and McFadden (1975),
Gensch and Recker (1\979), Henscher and Johnson (1981), Currim (1982),
Weisbrod et al. (1984), Gensch (1985), and Dunn and Wrigley (1985). In
essence, the issue on hand is to model the choice(s) an individual will make
when confronted with a set of alternatives in a "real” situation and the ‘factors
which influence the decision to cho.ose among available alternatives.

There are other very important reasons which make_ disaggregate level of
analysis attractive. These typically concern the composition and, ultimately, the

size of sample used to calibrate the model ~When developing a model of
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consumer choice, one is attempting to explain the differences in obrseWédbchoice
behaviour. The more differences one is able to examine and. explain, the more
confidence one can have in the results; it is primarily for this reason that large
samples are desired. However, when observations are aggregated into groups,
as is the customary process, the number of observations available to be
analyzed and the variability within the sample aré seriously reduced. This useb
of aggregation has been the norm in the marketing discipline. The recent
studies that have employed this methodology in predicting consumer choice are
Houston and Nevin (1980), Nakanishi and Cooper (1982), Malhotra (1984),
and Ward (1985). It is apparent that by undertaking such an approach one
is most likely sacrificing crucial inforrriatio:,; that may assist in underst‘anding
and explaining consumer choice behaviour.

Analysis at the aggregate level is not necessary because once the model
has been calibrated on the individual (disaggregate) observations, the
computation for aggregate'demand/choice(s) can be accomplished by direct
aggregation over values of independent variables ‘for a representative sample.
For example, if the modal split between shopping centre A and shopping ¢entre
B is found to be a function of the relative travel time, then summingﬂ the
modal split frequencies over a representative sample of travel time differences
provides an aggregate modal split measure. Alternatively, other statistical
procedures may be used to carry out the aggregation brocess. For. a more
comprehensive disFussion of the issues regarding aggregation and disaggregation,

the reacier is ;eferred to McFadden and Reid (1975).



| ' CHAPTER 3
MODELING MULTIPLICATIVE COMPETITIVE INTERACTION

In this chapter, the following are discussed: modeling multiplicative
competitive interaction; Nakanishi and Yamanaka’s work; Ward’s study; and,

McFadden’s conditional logit, all of these form the basis of this current study.

Y

" As discussed and presented in chapter two (equatibn 2.4), Huff's (1962) <
gravitational model, in essence, is a speéial case of the Luce (1959)- choice
axiom. As a result, Huff’s model has been extended to analyze competitive

market behaviour (Kotler,_ 1972; Lambin, 1972; Nakanishi, 1972; Urb%m, 1969;

Nakanishi & Cooper, 1974). This extended form of the model is Stated Aas:

o

Z3-
»

| L AL 5 AN
T. = X 2 (3.1

7

where:
mj; =  the probability that a consumer. in the i choice situation
selects the j'" object; '
Xpij = the h'® variable describing object j in choice situation i;
B = the parameter for sensitivity of n; with respect to

variable h.

Given the above nﬁodel, Kotler (1972), argued that since a firm’s
marketing effectiveness is cbntingent on what its competitors do, the model in -
(3.1) captures the essentiais of competitivev interaction. It is precisely for this
reason that the model above came to be known as the Multiplicative‘

Competitive Interaction model, or 1he MCI model for short.

P

Rt
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. Nakanishi and Cooper (1974) recognized the apparent marketing
applications of the MCI model. They also _recognize'd‘ that as the model stood
(equation 3.1), it was a nonlinear model and parameter estimation woﬁld’ be
difficult given” the mliltivariafe statistical tools available. In order to develop
the generalized least -squares estimation techniques fof the M.CI mddél, the

model in equation (3.1) was redefined to include a disturbance term (85)-

Therefore now the model in (3.1) is commonly stated as:

- T E R

where:
n; o= the probability that a consumer in the i'" choice situation
- (period ‘and/or area) -selects the jth object (i=1,2...I;

j=1,2,..m;);

Xpij = the value of the h™ variable for object j in choice situation
i (Xy; 2 0, h=1,2.. H); '

By = the parameter for sensitivity of wm;; with respect to
variable h;

65 = . an independently and log—normally distributed, specification
error. _

" Nakanishi and Cooper (1974) argue that this model produces consistent
market share estimates in that the market share estimates are all non—negative
- and sum to unity over the available choice ‘set.

The model in (3.2) is then transformed into a linear form by employing

P

the following transformatlon to mj;.

/ng( /7" ____ﬂj,/?( )/6(7 /5(33)
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- where m;, X;; and §; are the geometric means of m;, X;; and b;; across j in
choice situation i, respectively. This above transfqrﬁmation is referred to as
"log—centering” by Nakanishi and Cooper (1974). i

Since the model in equation (3.3) is Vl‘ipear, multiple regression analysis
can be used to 'estimafe the BpS- However, because the true probabilities, Mij»
are not observable, the observed proportions (P;;) in the sample are used as
the dependént vairiable.» It is this necessity that dictates an analysis using

aggregation of observations to calculate proportions.

Equation in (3.3) then takes on the following form:

fé‘;(ﬂ}j/&.):}a ﬁ/"&?(&g/uc.)h% (3.4)

where:
P - an estimate of my; (P;;>0);
Pi = the geometric mean of P;; over j in situation i;
€;; - the stochastic disturbance term, which is the function of

specification errors, &j;.

Generalized least squares estimétes are now used to estimate the Bhs.
Subséquently, Nakénishi and Cooper (1982) suggested that the MCI
model parameter estimation can be simplified by using .the‘ ordinary least
squares approach and the intercept term can be suppressed as it does not change
over | (the object) in a given choice situation. Hence the log—centering
(equation 3.3) is not necessary and the model can be specified by using the

following dummy variable regressiot. model:

H
- . Ly | X ‘.+ E‘:' (35)
,&? /b\j“ < 9 +j~£:,ﬂjb J Ay Y
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where:
D; = a dummy variable which is equal to 1 if i = 1 and 0
-otherwise;
a; = the regression coefficient for D;.

In summary, the models in equations (3.}) through (3.5) linearize what»
are essentially nonlinear models of consumer choice (via modification,

redefinition, and_transformation).
Nakanishi and Yamanaka’s (1975) Study

" Nakanishi and Yamanaka (1975), using the MCI model, measure the
drawing power of retail cent-res by examining the 'fac‘tors that theyvidentified
as being pertinent in predicting consumer patronage. In essence, they extgndéd'
Huff’s (1962) model by defining the attraction of a shopping centre as being- |
decomposaf)le into two components; one representing the attraction specific to
a given mercha;ndise category, and‘ the other representing the “generalized"
attraction that is common for all m'erchand_ise categories. Merchandise—specific
attraction was determined by the floor 'space allocated to the respective catégory
(though Nakanishi and Yamanaka actually used number of employees as a
surrogate measure for merchandise and store attractiveness). -

‘The generalized attraction factor was identified as being the overall image
of the shopping centre that is characterized by the "o‘\ffering's"' at the retail
centre. Even though this aspect of retail centres was identified by Nakanishi
and Yamanaka (1975) as being crucial in predicting. and explaining shopping

centre patronage, they did not include it in their model.



38

The secondafy purpose of Nakanishi and Yamanaka's smdy ‘was to |
examine the variability of the parameter valﬁgs across merchandise categories.
For instance, given the parameter for shopper sensitivity towards travel time,
A, one would expect the value of A to depend on the.type of merchandise
category being shopped for (e.g. greeting cards vs. furniture). The shopper
should be less sensitive to travel time when shopping for furniture, implying
a small value of . |

"Nakanis'hi and Yamanaka collected the data by a door-to—door survey
of housewives in Fukuoka, Japan, in December of 1965. For the respective
retail centres the respondents were asked to indicate: (1) where the last
purchase was made' for the specific merchandise categories,‘and (2) where the
store(s) at which fhey usually shopped’ were located. The ten merchandise
categories on which the data ’were; sought were: - kimonos, men’s clothing,
women’s and children’s - clothing, perishable foods, other food, furniture,
hardware, home appliances, cosmetics, and shoes. Estimated travel time from
respondent’s residence to the destination (retail centre) was also measuréd.l

The -results showed (using generalized least squares estimation
procedures) that each centre did possess a generalized attraction, but the
hypothesis that it is a function of gross centre size was rejected. The
generalized attraction was the strongest for cenfrally located centres and the
weakest for neighbourhood centres. Also the parameter of shopper sensitivity
toward shopping centre size between merchandise categories showed much
variation. Particularly the parameter for convenience goods (food, cosmetics

and hardware)was statistically insignificant.

! The details of the specific models used to model the MCI are discussed in
the next section of this chapter, which discusses Ward’s (1985) work. Ward
replicated the Nakanishi and Yamanaka study in a Canadian setting in Surrey, B.C.
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Ward’s (1985) Study

Since the data for Nakanishi and Yamanaka’é (1975) sfudy wasr collected
in the mid sixties, Ward (1985) essentially replicated Nakanishi and
Yamanaka’s stpd&, albeit ip a Canadian,set'ting, specifically in Surrey, British
Columbia. The purpose of the study was to see if the same conciusions would
._hold fof modern shopping centres in the eighties’ envirbnment. Ward also
added the image construct to the model to measure contribution of unique
characteristicé bfb the shopping centres' to predfct and explain consumer
patronz;tgé.. Also, Ward used actual gross leasable floor space of the shopping
centreé énd‘ the square footage allotted to the merchandise categories .at the
specific centrés as measﬁres of attractiveness. Nakanishi and Yamanaké (1975)
had operationalized this by using a surrogate measure, the number of employees.

The area selected for Ward’s study was the municipality of Surrey, B.C.

This pafticular rhunicipality was chosen because of the following:

L,

1) Surrey is bounded on two sides by natural barriers, these being
the Fraser River to the North and Boundary Bay and the
Canada/U.S. border to the South. It was assumed by Ward that
these 'restrictions” may promote a sense of municipal loyalty in
shopping behaviour; and,

2) Surrey housed two large shopping centres (Guildford -
836,000 sq.ft. gross leasable area, and  Surrey Place -
534,000 sq.ft. gross leasable area), and two smaller centres in the
neighbouring municipality of Delta (Scottsdale Mall -

" 168,000 sq.ft., and Kennedy Heights — 206,000 sq.ft.).

The data were collected by administering a telephone survey to the wife

in the household. The household was identified by a phone number which was
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randomly'selected.2 The housewife was chosen in order to bek consi'.étent with
* Nakanishi and Yamanaka’s (1975) study (Ward, 1985). Similar to Nakanishi
and Yamanaka’s study, thé respondents were asked ~to state where they last and
normally purchased the respective merchandise categories. The ten merchandise
ceitegories used by Ward‘» (1’985-) -\fvere: - ladies clothing, fumiture, drugs and
cosmetics, laciies shoes, food, jewellefy, children’s clothing, and greeting cards—
gift wrap.® Perceived travel time was also measured from each of the four
origin zones (geographic area of residence — Whalley, Port Mann, South New
Westminster and Newton) to each of the four destinatio'os (Guildford, Surrey
Place, Scottsdale 4and Kennedy Heights). M

To capture the respondents’ perceptions of the image for each of iho
four sho@;entres, :Ward (1985) relied on the extensive work done by
Nevin and Houston (1980). Hence, the. eight image variabl‘es that were u‘sed
by Ward were: quality of stores, variety of stores, parking facilities, layout of
shopping centre, general price level, store personnel, atmosphere, and promotions

and sales.*

The modified Huff model (2.4) becomés:

/f{j/g.: /5.1 C/ Sk » . (3.6)

A

2 For details on the sampling methodology the reader is referred to Ward
(1985). The sample size was 462.

re

3 For square footage allocated to the respective merchandlse categories at each
of the four shopping centres, please refer to Appendix 1. . 4

“ A copy of the questionnaire used by Ward can be referred to in
Appendix 2.
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=  probability that a shopper at origin i goes to shop. for an
‘item in the k™ product cafegory at centre j;-

= index of attraction of centre j for the k™ product category;

= travel time (or distance) between origin i and retail centre
AR K ' '

= parameter of shopper sensitivity toward travel time for
product category Kk; '

= stochastic specification error term.

Finally, the seven models used by Ward (1985) are various forfnulatjons

_Ak

of the index of attraction, A, (the distance variable T;; remains unchanged in

the total eqﬁation) are as follows and are directly taken from Ward (1985,

pp.28—32).

(distance)

centre,

P;; was estimated for each origin—destination and the d;

actually used was from the centre of the origin to the shopping

!

Gross Centre Size (GS) Model’

Bo

J (3.7)

This model assumes that the attraction of a shopping centre is a
function of its gross size (GS;), which is the gross leasable area of
the shopping centre, and is independent of the size of each

merchandise category.

5 Same as Nakanishi and Yamanaka's (1975) model.



2. Individual Category Size (IS) Model®

:,'*1‘;" B ) x ‘ ‘
Aje = ISy | (3.8)
Here it is assumed that the attraction of a retail centre for the k'™
merchandise category is a function of the retail area (space) allotted

in the centre for that individual category, IS;,.

3. Gross Centre Size — Individual Category Size (GS-IS) Mode17v

Bo Bk

j
This model assumes that A; term is decomposable intor_two parts; -
one representing the geheralized attraction of the gross size of the
centre as in the GS model, and the other representing the

merchandise category specific attraction as in (3.7) above.

4. Individual Category Size — I‘mage Measure (IS-IM) Model

Bk ol

] (3.10)

This model’s assumption is that the generalized attraction of a retail
centre is not a funétion of the centre’s overall gross size, but the
product of the merchandise category. size IS;x and some combination
of various charac.teristips which are unique to the centre (e.g.
accessibility, price level, atmosphere, quality of stores, etc.), and are
included in some measure of the centre’s image (IM]-). This latter

item was not explicitly taken into account in the Nakanashi and

® Same as Nakanishi and Yamaneka's (1975) model.

7 Same as Nakanishi and Yamanaka’s (1975) model.
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Yamanaka (1975) study, which used €%, instead of the: currently -
proposed image measure IMj, and estimated the parflmetef aj’s using

a dummy variable for each retail centre.

5. Gross Centre Size — Image Measure (GS—-IM) Model

po Gif .
A = GS; M,

(3.11)

This model, which is si&xilar. to the GS-IS 'model outlined
previously, assumes that the second part of the decomposable model
is represented by the new image measurer rather than the merchandise

category size.

6. Gross Centre Size — Individual Category Size —
Image Measure (GS-IS-IM) Model"

Bo Bk ol ,

Here it is assumed that the attraction of a shopping centre is best
described by including all three of the components discussed §o far,
that is, the centre’s gross size, the size of the individual merchandise

= category, and the image measure of the centre.

7. Image Measure (IM) Model

ol
(3.13)

Ay = IV
This last model assumes that the attraction of a retail centre for any
merchandise is dependent solely on the image of that centre and not
on its gross size or the size of individual merchandise categories.

The model represented by equation (3.6) can be transformed into a

linear form by taking logs, and introducing dummy variables as suggésted by
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5

Nakaniski and Cooper (1982) in equation (3.5). This transformation yields

the following model: | ,
/al &9, f_é-_ )j’é’j 1/9.‘1.5(_})_1 - (3.14)

where:

D; - a ‘dummy variable which is equal to 1 if i = 1 and O otherwise;

1

-~

a; = the regression coefficient for D;.

Nakanishi and Cooper (1982)Ap‘oin't out that while equation (3.14) makes the
~ estimation of mul?lplicative competitive interaction (MCI) models easy, because
it is an ordinary least sq_uafes procedure, it does not produce minimum variance
estimates.
Following the same procedure as in equations (3.5)> and (3.145, the

1

overall model becomes:

Log [ 4 = u f_ou Alﬂj +f Log G5 +

¢ (3.15)
= 4 Loy I, +£ o' L TS 4
where:
Pix - observed pr()portioﬁ of shoppers at origin zone i making a
purchase of an item in the k' product category at shopping -
centre j;
. K :
Dij, = distance (in kilometres) between origin zone i and shopplng
centre j;
GS; .= gross size (in square feet) of shopping centre j;
IMj; = mean value of image measure 1 for shopping centre j as

perceived by all shoppers surveyed in origin zone i,

.« e

1
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ISy = size of merchandise category k (m square feet). at shoppmg,
centré ], ' .
A = parameter of shopper sensitivity towards travel time for

merchandise category k;.

Bo = parameter of shopper sensitivity towards grosé size;
2 = parameter of shopper sensitivity towards image measurebl;
B, = parameter of shopper sensitivity towards the size of the

- individual merchandise category k;

d, = dummy variable for merchandise category k (ie., di =1 if
k' =k; dk’'=0 otherwise); ‘

. Lpbik .= parameter of shoppers’ loyalty;
I = number of household areas or origin zonés included in the
study;
J = numbel;k of shopping centres included in 14he study;
K = number of merchandise categories in tbe stu‘dy;‘

L = number of image measures. \_f““\

The overall results of Ward’s study,. which' used the OLS analysis, were
in general agreement with Nakanishi and Yamanaka’s (1975) study. That is,
the addition of merchandise category information and the generalized attraction,
to quf’s (1962) model, did indeéd increase the overall accuracy of the model’s
ability to bpredict shopping centre patronage; ‘thvough, the contributions from the
image construct were only found to be marginal. The details of the findings
are presented and discussed in-the next chapter.

In summary, by éxamining equation (3.15) one very quickly realizes the
information that is being sacrificed by employing an aggregate level of analysis.

Specifically, to obtain’Pijk one must group consumers and this grouping
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significantly reduces the number of responses to be analyzed and the variability
in the sample. This épproach also sacrifices individual dispafity on variables
that measure the.image construct of objects in the choice set. Such information
is crucial in aftempting to explain and understand consumer behaviour.

: All _of the concerns ‘addressed above raise two pertinent questions: Is
a disaggregate level of analysis appropriate in estimating cdns.ume‘r choice? and
Is there an alternate model that can explain and predict consumer choice at the

disaggregate level in a nonlinear form without sacrificing any information?

The answer to these two questions is, yes! The last and .the next section of

-

this chapter addresses this.

A

[

McFadden’s Conditional Logit

Marketing managers are typically more interested in statistics reflecting
group tendencies or. preferénces than in sets of unique statistics for each
individual. This desire can be appreciated because of the need td iarget market.
Hence, this implies a cross—sectional rather than an individu;l level of analysis.
Such an analysis is acceptable when the managers’ concerns are to predict .the'
choice distribution of a population as a whole or when their interests are in

diagnostic information regarding an attribute’s relative influence on preference

for the total pbpulation‘. However, as has begen discuséed in chapter two, .such
an analysis is inappropriate because criicial information is sacrificed when
employing such an analysis to determine consumer choice. A more appropriate
form of analysis in situations like this is at the disaggregate level. Using this
" approach in predicting .and explaining consumer choice behaviour haé been

empirically tested and deemed to be superior (McFadden, 1974; Domencich &
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I:AcFadden, 1975; Gensch & Recker,- 1979; Henscher & Johnson, 1981; Currim,
1982; Weisbrod et al., 1984; Gensch, 1985;>Dunn; & ergley, 1985).

The purpose of this section is to outline the usefulpess of the
multinomial logit, and moré' specifically 'McFadden's conditional logit, in
situations where consumers are faced with choice decisions. It is easy to
conceive an individual who faces a choice set of alternatives from which he or
she will make a choice; also,-each of the considered alternatives can have a |
different set of determinant (relevant) attributes. Since the logit model isk
derived frorn‘ an underlying behavioral model of choice, it is the appropriate
- model to use in analyzing choice situations (MCFadden, 1974; Gensch "&
Recker, 1979; Currim, 1982; Maddala, 1983; Gensch, 1985). The use of such
fnodels%jhas increased rapidl‘y in psychology (choice theory), civil engineering
(transportation planning), and geography (choice XW*
(Currim, 1982). Analysis of such situations preseﬁts problems for other
covariance techniciues such as regression and multiple discriminant analysis
(MDA), which are ofte.n used in choice.modeling (Gensch & Recker, 1979).

A discgsksion of why discriminant analysis is not appropriate is warranted
since this model is frequently used to model choice decisions because the
technique allows the dependent variable to be dichotomous or polychotomous
‘and choices by nature are discrete. The reason why MDA is inappropriate in
modeling choices is because the model is fundamentally different. It is

essentially a classification rather than a choice model. Given someone’s

classification group (which is pre—determined), the important (significant)
independent variables (measured dn ratio or interval scale and nominal variables
are used as dummies) are identified that best discriminate between the
‘individuals or objects in the pre—determined groups. Whereas in thé MNL

(multin}\r\nial logit) model, maximum-likelihood methods are used to determine



48

S

the likelihood of someone making a particular choice, given the observations on

the independent variables. The independent variables can be measured on
metric or nonmetric scales. _

If the independent variables are no@ally distribated, the discriminam;
analysis estimator, as stated by Maddala (1983), is the true maximum-
likelihood estimator and therefore is asymptotically more efficiént than ﬁ;e MNL
estimator. But, if the independent variables are not normally distributed, the
MDA estimator is not consistent, whereas the MNL estimator is aﬁd therefore
is more robust.®

Typically, when categorical variables are used as independent predictors
in covariance models and the MNL model, they are treated as dummy variables.
Since it has been established that the MNL is the appropriate model to use in

modeling choice behaviour, the discussion regarding dummy variables will be

confined to this model only. In essence, when one is employing dummy'

variables as predictors, one is just ‘measuring the impact of presence or absence
of a particular characteristic, trait, or éttribute on the choice decision. This
type of ‘analysis creates no problems when one is actually dealing with variableé
tha® measure the yes/no> scenario. An example would be, either store A sells

product X or it does not. However, when the scenario is that, given a

consumer has to choose from three objects (dependent variable) having differing

values’ on an independent variable, and dummy variables are used to reflect

this, one is sacrificing the ratio scale property of this variable. To date a vast

® For a detailed discussion of relationship between MDA and MNL, the
reader is referred to McFadden (19762). .

® For example, price levels of the three objects in the choice set are
A=%1,000, B=3910, and C=8§875.
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majority of the studies employ ratio-scaled variables when measuring attributes

of individuals making the choice but dummy variables for measurement of

choice objects. Ideally, one should be analyzing such properties of a variable

simultdneously to determine the impact, if any, on the choice decision of an
individual. To the author’s knowledge, the only model that enables one to
perform such an analysis is McFadden’s conditional logit (McFadden, 1974;
Maddala, 1983). The condition is that an individual’s choice is contingent
on how the alternatives in the choice set "measure up” on the determinant
attributes. In essence, it makes intuitive sense that these contingencies be
analyzed simultaneously, and McFadden’s conditional logit does just that. The
regular MNL model only allows one to incorporate individual specific data (e.g.
demographics, psychographics, etc.), and alternative specific data that are
measured on ratio scale are treated as dummy variables. McFadden’s -
conditional logit permits one 'to incorporate both, alternative and individual
specific data (Maddala, 1983). 1 To the author’s knowledge this is the only
model that permlts such calibration to predlct and explain consumer. choice
behaviour.

The mathematical equivalent of the. MCI model (3.1) in conditional logit
form; as it rélates to modeling shopping centre choice, at the disaggregate level

is presented below:

T

L=T] {g i
= /i A PA A
C e /Z://-e

X/LL* BAi ¥
__a .

(3.16)

1% The mathematics for McFadden’s conditional logit and MNL are the same.
For technical details, refer to McFadden (1974) and Maddala (1983).
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where I s the num_ber”ofl trips in the safnple and * denotes the alternative that
was ‘selected for each trip. Given observations on the X attributes and the
choice decisions, the estimated B coefficients can be selécted to‘ maximize the
likelihood of ~t;1e observed sample. Since this procedure relies on the observed
X’s and not on the unobserved choice probabiliiies, the estiﬁlation of the B’s
are dqne without any prior estimates of these probabiiities. »

In _this study an individual had to éhoose from the four shopping centres
available in the choice set. The alternatives i1.1 the choice set were characterized
by attributes such as:— gross leasable area of the shopping centre; square
footage allotted to individual merchandise category; four image measures and
perceived travel time to the shopping centres from place of residence. The
individual charactertistics (demographics) used were the pr‘esence or absence of
children undef the age of 12 and the age of the respondent. Thése were the
only demographic variables on which data were collected in Ward’s (1985)
study and were not used in Ward}s model due to aggregation of data l;y ori‘gin
zone. |

The model in equation (3.16) is used to compare the results of OLS

approach used by Ward (198S5).
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CHAPTER 4
ANALYSIS AND FINDINGS

This final chapter covers the following: factor analysis of the image
variables; results including a comparison to Ward’s (1985) study; and finally,
the implications ‘and conclusions of this study and the implications for future

research.
Factor Analysis of Image Variables

As discussed in tile literature review in Chapter Two, there are certain
weaknesses in using semantic differential scales to measure the image construct.
One of them is that a person’s pbsition on the scale may not be comparable
to others. For instance, one person’s "2" on a seven—point scale may be
anofher’s "3" or a "I", thus making summarized measures of the distribution of
responses difficult to interpret. This problem is rectified by standardizing the
ratings of an individual. For example, to measure the "Quality of Stores" at
each of the four shopping centres (Guildford, Surrey Place, Scottsdale and
Kennedy Heights) Ward (1985) had individuals rate (on a five—point scale)
the quality of stores at each of the four centres. Thus to standardize a
person’s evaluation of quality of stores at a shopping centre, the folldwing can
be done:

'X; = (X, - Mean (X,, X,, X3 X,))/Sd(X}, X,, X3, X,)
where:

Xi

i

the standardized score for quality of stores at Centre 1;

I X: now has a mean of 0 and a standard deviation of 1.



X, = original rating for quality of stores at Centre I;
X, = original rating for duality of stores at Centre 2;-
X, = original rating for quality of stores at Centre 3;
X, - original rating for quality of stores at Centre 4;
Mean = Arithmetic average;
Sd = Standard deviation.

Similarly one can compute standardized scores, X;, X3;, X;, for the quality of
stores at Centre 2, Centre 3, and Centre 4. This process can be repeated for
other variables that measure the image éf each of the four shopping centres.
The above standardization® process was used in this study to transform
the iniagé construct variables before factor‘analysis was performed. This was

not accomplished in Ward’s (1985) study.

‘Table 1
Rotated Factor Matrices
Factor 1 Factor 2 Factbr 3 Factor 4 Communalities

Quality of Stores. 87(.88)3 07(.19) 09(.11) 09(.07) 75(.83)
Variety of Stores .§§(.Q) ~.02(.16) .10(.14) -.03(.06) 76(.83)
Parking Facilities 04(.17) -11(.10) .%(‘gg) -.01(.07) .84(.94)
Layout of Shopping Centre 34(50) © 24(.36) S4(44)  .02(.06) 49(.58)
General Price Levels -.02(.07) .05(.12) .01(.07) %_ .%) 96(.99)
Store Personnel -.08(.11) .__l_(.f_SZ) 05(.1D) -.01(.02) 66(.77)
Atmosphere .ﬁ(._SZ) .31(.@) .19(.23) —.23(.01) 48(.63)
Promotion and Sales 24(.32) £5(.69)  -.03(06)  .06(.19) 49(.62)

Eigenvalues 1.96(2.28) 1.25(1.69) 1.19(1.20) 1.02(.1‘02)

Total Variance Explained 68% (77%) .

2 For the variables that had missing values, the mean value of 0 was
assigned to these variables.

3 The values enclosed in brackets are from Ward's (1985) study. Note:
these values were generated using unstandardized variables as input to the factor
analysis procedure.
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~The standardized \}ariables.were factor analyzed using the principal
éomponents4 analysis and varimax rofation. Since the data for the eight image
variables for each- of the four shopping cent\res were a row vector of length
thirty two, factor analyzing this vector across the sample would confuse image
variables a;adbobject (shopping centre) information. .Thus, before conducting
factor analysis, 'the roﬁv vector for each ipdividugl was transformed info a
matrix of 4X8 (4 shopping centres by 8 variables) in order tvo capture object
specific »information. : Th-i\s process 'isr ‘referred to as ‘“stacking’.’  For
examination of a stacked standardized data file, please refer to Appendix 3.

In order to be consistent with Ward’s (1985) study, four factdrs were
extracted and factor scores were generated for each factor. These factor scores
~were then "unstacked" and Appendix 4 contains a copy of this.

Table L presents the results of the rotated fa;tor matrices derived froﬁa.
Ward’s study and this study. This table compares the factors, factor loadings,
eigenvalues, communalities, and total variance explained. léy examining the
information in Table 1, it is observed that the factors generated by
standardizing the variables are simillar to but more clear than those of Ward’s
study. For instance, the variable "layout of shopping centre" loads heavily on
’ J
Factor 1 and Factor 3, and "atmosphere” loads heavily on Factor 1 and Factor
2 in Ward’s study. Such cases are not found in the factor solution of this

study. In fact, in the present study’s factor solution, the variables "layout of

4 Since the purpose of factor analysis in this study was to employ the
technique for data reduction, principal components analysis was uséd as opposed to
common factoring, which is used and recommended when the objective is to
identify underlying structure in the data (Nie et al., 1975).

5 To the author’s knowledge, this term was created by Dr. Bertram Schoner,
of the Faculty of Business Administration at Simon Fraser University, B.C.
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shopping centre” and "atmosphere” are grouped under the factors where one

would intuitively expect them to appear. That is, "layout..." is grouped with
"parking facilities”, and "atmosphere”-with "quality and variety of siores”. Now
the question remains, will these so—called clean factors possess better predictive

~ power in explaining and predicting shopping centre patronage?

To perform McFadden's Conditional Logit (MCL) analysis the TROLL

statistical package on the mainframe at Simon Fraser Umversnty was used. A
copy of the data file, after elimination of missing cases, input to TROLL for
the merchandise category of ladies clothing is contained in Appendix 5.
ApPendix 6 contains how data were organized within Troll before the MCL
rhodel_ was executed.

In this study, the dependent variable was one of the four shopping
centres an individual chose to normally shop for a merchandise category.® The
"altemativ‘e attribute” independent variables for each of the alternatives in the
choice set were: gross leasable area (ratio scale), perceived driving time (ratio
scale), and four image factors (ratio sqale). The independent variabies for

"individual attributes” were: the presence or absence of children under 12 years

of age (categofical scale, 1,0), and age of the respondent (ratio scale). Ward.

(1985) did not use the demographic variables in his analyses as the data were
aggregated by respondent’s area of residence.

The above model was run on t-he three merchandise categories (ladies
clothing, furniture, and greeting cards & wrapping paper). The reasons for

using these three product categories were outlined in Chapter One.. When Ward

® Ward (1985) in his study had used the dependent vanable where the last

purchase was made for a merchandise category. Cross—tabulations were performﬁ

to measure the association of normal purchase with last purchase and only minor
differences between the two were observed (Sig = .0000).



55

(1985) ran his final ‘model, he incorporated all product categories into the
various models simultaneously (see equation 3.15 in Chapter Three). vIn this
study the models for each product category were run separatély to investigate
the stability <A)‘f"the gross centre size effect on drawiﬂg power across
merchandise categories, as Nakanishi and Yamanaka (1975) ‘implied in their

models.
Results, Comparisons and Implications

The results generated from the MCL model are presented in Tables 2
through 9 for each of the merchandise categories. A sample of the ‘6utput from
the MCL model is contained in Appendix 7 for examination. |

The first item that is worthy of co‘mm'ent is that Ward’s mdde:l. had
_generated R? of value 0.83 or higher. These values are exceptionally high when
compared with empirical studies that analyied data using the regression model.
But, such high values are to be expected since Ward (1985) was using
aggregated data and had supp:ressed'the intercept. Morrison (1973) states that
one should expect the,R? values to be inflated when the intercept is suppressed,
and these values wéuld be considerably lower when. disaggregation is used and -
when the intercept is not suppressed. In this study the comparable index is
the P27 vAccording to Domencich and McFadden (1975, p.124), any values
of P? that fall between 0.2 and 0.4 reflect an excellent fit of the data to the
model. By looking at the P? values in Table 2, one observes that nineteen of
the twenty—four values for P* are 0.4 or greater and the rerr_laining values are

greater than or equal to 0.36. Hence 79% of the P? values represent more

7 See Appendix 8 for a gréphjc relationship between R? and P2
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than an excellent fit and the remaining 21% are considered to be exicellent.
These results can be deemed to be exceptional since the model was calibrated
at the disaggregate level. |

.By further éxémiﬁiﬂg Table 2 one observes that all the travel time
coefficients for the eight models run are significant, ;vhich was not the case in
Ward’s (1985) study, for the three product categories studied. This implies
that travel time does indeed play a prom'%nent role in the drawihg power of
shopping centres and this prominence vﬁries by merchandise category. Also,
it is“ interesting to note that the lambda coefficients for the three merchandise
categories turned out as was hypothesized. That is, one had expecfed people
t,O be most sensitive to travel time when shop"pi‘ng for greeting cards (high
lambda), least sensitive to travel time while shopping for furniture (low
lambda), and the lambda value for ladies clothing was expected to be between
the lambdas for furniture and greeting cards. VThis holds true for all eight
models analyzed in this study and was also the same in Ward’s (1985) study.

In this study the image construct‘variablnes were significant in prediét?ng
consumer choice. Such was not the case in. Ward’s (1985) study. Also, Ward
(1985) was unable to use the \image factor that -measured the dimension of
"variety and quality of merchandise" along with gross leasable area in predicting
consumer choice (the two had correlations of 0.¢0). There were no such
problems in using the two simulanteously in this study. One can attribute the
above observation to the fact that individual data were used for the factor
analysis procedure instead of aggregate data. And it is this process that
generates factors and factor scores that have significant explanatory and
predictive ability. As discussed in the literature review, many empirical studies

have recognized the importance of the image construct variables for the general
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TABLE 2

TRAVEL TIME (TT) LAMBDAS AND
THEIR RESPECTIVE RATIOS ACROSS ALL MODELS
~ Nole All X are significant |

i«

' " | Oreeting - . Coefficient Ratios
Cards .
Ladies | Furni- | Wiapping | Ladies Furni~ | Cards/
- Model - - - |Clothing |- ture . Paper Clothing ture Paper
1. Gross Size -~ | -L76M| 1211 [ 224! | 904 |- -616 | -1053
- TT. Model :- 412 | 412 362 1 -
- 1273+ [ 0763 | - 1.65° . | .
| 2. Individual Size ~1621 111l ) 216! -8.62 =635 | -10.70
‘ = TT. Model 432 372 362 X
- 1.223 0.75% 1.72% )
3 Gross Size — -1761 | -1201 -2.281 871 | -577 -1041 [
Ind. Size 432 412 372 : 4
— TT. Model 1.213 0.743 17173
4. Individual Size 1631 | -1.08! -2211 -796 -5.79 -10.24 .
- TT - Image Model 522 552 462 _
0.50% 0.00* 0973
5. Gross Size — TT -1.661 -1.15! -2251 | 825 -5.60 -10.08
- Image Model 492 532 472 _
: 0987 0473 1363
6. Gross Size -1.61! -1.091 2280 | <152 -5.00 -9.89
- Ind Size 482 522 472 _
— TT.-~Image Model 0.95°3 0463 1.42°
7. Image — Travel -1.23! -0.841 -2.10! ~8.46 -5.57 ~10.59
Time Model 572 .392 462
0.387 -0.13* 0.753
8. All, plus child, -1.57 109! | -226! ~7.34 4389 -9.54
Age 1 532 522 532
NA¢ NA NA

' Lambdas generated by MCL model in this study. ,

2 The P? Value is an index like the B2 from LSE. The h‘i/gher the valye, the better the fit.
These values should not be compared directly to R% as Values (of P) between .2 and .4 represent
an excellent fit (Domencich and McFadden, 1975, p.124).

3 Lambdas reported by Ward (1985) for respective categories across all models.

4 Not analysed in Ward’s study. \

* Not reported as being significant. :

**The signs of the 1 in this study and of those reported by Ward are in opposite directions because
the ) ~appears in the mumerator in this study and was in the denominator for Ward's study.

Note: Any coefficient ratio that is = 2.0 is significant. One needs to look at the absolute value only.
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"appeal” of a retail outlet. But, to the author’s knowledge, no studies have
reported the image variables as being significant in predicting consumer choice -
when used in conjunction with “other outlet specme\{arlables
Next, the fmdmgs from each of the elgl‘;t models run for the three
N

merchandise categories are discussed. The Bs frem the MC{model are not
- directly comparable to the LSE Bs generated by W rd (1985). For this reason
no direct comparisons of the Bs wei ¢ between the two studies.

Gross Size — Travel Time Model® (Table 3)

12

In rhié model gross leasable area ‘was used by itself to ‘predict consumer
choice; the PBs for the three product categories were significant.  The
implihcations for all three merchandise categories are that leasable area (sizi;) of
the shopping centre is an excellent prediéror of consumer patronage (the P? for
ladies clothing and furniture was .41 and for greeting cards it was .36).

Overall, the Bs were stable across the /tkree product classes.

Individual Category Size — Travel Time Model (Table 4)

Here the square footage allotted to each of the three product categories was
used to predict shopping centre choice. Once again, all three Bs were stable
and significant. The implications for individual .category'size are the same as

those for gross size model (all P? were greater than .36).

8 The as for travel time will not be discussed here as they have already
been discussed in the section that addresses the information in Table 2. Note: All
as are significant and appear in all the models.
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TABLE 3
GROSS SIZE - TRAVEL TIME MODEL

Coefﬁciem
Ladies Clothing: (P?=41) .
" Gross Size -+ . 4.69
Travel Time® ‘ 2 -1.76
Furniture: (P?=41) |
Gross Size - S 449
- Travel Time - ‘ -1.21
Greeting Cards/Wrapping Paper: (P2=.36)
Gross Size o 3.16

Travel Time o ’ -2.24

"TABLE 4

. Ratio

13.58
-9.04

12.30
-6.16

956 -

-10.53

INDIVIDUAL CATEGORY SIZE TRAVEL TIME MODEL

Coefficient
Ladies Clothing: (P2 43) ) f -
Individual Category Size o 394 v
Travel Time ' . -1.62 --
Furniture: (P2=.37)
Individual Category Size - - | 47

Travel 'I"lme o -111

Gréetigg Cards/Wrappigg Paper:» (P%=.36)

~ Individual Category Size , 3.07
Travel Tune - ' -2.16

Ratio

- 1262

-8.62

12.86

-6.35

9.58
-10.70
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»

Gross Size — Individual Size — Travel Time Model (Table 5)

In this model,‘ gross size and ‘individual category size were analyzed
simultaneously to determine their impact on predicting consumer choice.
Though the B coefficients were all significant, except for greeting cards -
ixndivid.u(aulk caiegofy size, the resulfs were confounded. qu ladies clothing the
Bs were plausible: both Bs were positive and less than their stand—alone
_ vélues._ ‘The Bs for gross 'vsize for furniture and ‘ﬂgreeting cards, howevér, -
dominated the B for individual category size for furniture which was négative,
and the B for greeting cards was negative and insignificant.’ The reason for
this confounding lies in the'colinea_rity of the two sizes (see Appendix 1).
- Due to this inherent bias in estimates it would be improper to draw any
implications even though the Bs for gross size for furniture and greeting cards

were significant.

, TABLE 5
GROSS SIZE - INDIVIDUAL SIZE - TRAVEL TIME MODEL
- Coefficient Ratio

Ladies Clothing (P?=43) |
Gross Size - : 1.57 234
Individual Category Size 283 5.13
Travel Time ' -1.76 ' 871

Furniture: (P2=41)

Gross Size 9.51 542
Individual Category Size -5.57 -301
Travel Time -120 577
Greeting Cards/Wrapping Paper: (P?=.37) |
Gross Size - ) 6.22 321
Individual Category Size 312 -1.61
Travel Time : -2.28 -1041
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Travel Time — Image Model (Table 6)

The purpo\ée of this model was to see if the image construct variables
were of assistance by—themsel,ves in predicting consumer choice. For ladies
clothing all four image construct variables were significant in predicting
consumer patronage. The B for the "quality, variety ahd atmosphere” factor was
the largest, whereas the B for the ‘price levels" factor was the lowest and
negative; t‘he negative sign implying consumers’ adversity to higher price levels.

The factor measuring "parking facilities® and "layout of stores” had the only

‘insignificant B for the furniture product category. Qin this, two different

implications flow:. the first is that since the data were\collected on shopping

trips to shopping centres, people might have taken "parking and layout" for

granted for this merchandise category. The second, is that if one were to
believe that "parking and layout of stores” does not influence consumer choice,
then the marketers of shopping centres need not promote their furniture
departments by using this in their communication cémpaigns.

The B for the "price levels" factor for greeting cards and wrapping papef ’
was the only one that was insignificant for this product category. This is not
unexpected, given that this merchandise category is a relatively inexpensive good
and hence one would not expect it to be a significant predictor -of centre
choice. ~ Overall the image construct variables were more than excellent
predictors of consumer patronage (respective P’ were .57, .39, and .46) for
shopping centres. Such relationships have not been observed in any empirical

work conducted to date. rd



TABLE 6

TRAVEL TIME - TMAGE MODEL

Ladies Clothing: (P%=.57)

A Travel Time

B. Quality/Variety/Atmo here
C. Persormel /Promotions & Sales
D. Parking/Layout of Stores-

E. Price Levels

Furniture: (P%=.39)

A Travel Time

B. Quality /Variety/ Atmosphere
C. Personnel /Promotions & Sales
D. Parking/Layout of Stores

E. Price Levels

Greeting Cards/Wrapping Paper: ( P2=46)

A Travel Time

B. Quality/Variety / Atmosphere
C. Personnel /Promotions & Sales
D. Parking/Layout of Stores

E. Price Levels

Coefficient

-1.23
12.03
5.08
3.86
~313

-1.61

Ratio

-8.46

13.16
5.00
429

-347

-557 .

- 11:45

302
1.86
-224

~10.59

927
6.35
422
-157
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Gross Size — Travel Time — Image Model (Table 7)

Under this scenario, gross size was included with the image construct
variables to determine the predictive power of the model. In the ladies clothing
category all Bs were éignificant except‘the one for the "price levels" factor. The
attraétion for the gross size of s‘hopping‘ centre overrides the one for the "price’
levels, which was significant in the image only model, suggesting colinearity
between the variables. The‘predominant_ predictors for this category were
"quality...", and "personnel..." factors and the gross size of the shopping centre.
For the furniture product category, the same as above was true except that the
Bs for the factors "parking..." and "price levels" were insignificant. When gross
size §vas introduced to the gfeeting cards model, the results were simi.lar to the
image only model for this produci categofy. Gross size was a significant
predictor of choice but had a low B coefficient (1.6), compared to the Bs of
ladies élothing (3.25) and furniture (3.45). This implies that gross size is a
better predictor of consumer choice for ladies clothing and furniture than it is
for greeting cards and wrapping uvaper. The respective P? values were .49
(ladies clothing), .53 (furniture), and .47 (‘greeting cards); once again, a

phenomenal fit was observed.



TABLE 7
GROSS SIZE - TRAVEL TIME - IMAGE MODEL

Coefficient . Ratio
Ladies Clothing: (P2=.49) ‘
A. Gross Size 325 757
B. Travel Time -1.66 -8.25
C. Quality/Variety/ Atmosphere 6.34 598 -
D. Personnel /Promotions & Sales 6.10 556
E. Parking/Layout of Stores 1.99 207
F. Price Levels -144 -152
Furniture:  (P2=.53)
A Gross Size ' 341 14
B. Travel Time -1.15 -5.60
C. Quality/Variety / Atmosphere 573 4.65
D. Personnel /Promotions & Sales 443 373
E. Parking/Layout of Stores -0.23 -0.20
F. Price Levels 0.32 - 030
Greeting Cards/Wrapping Paper: (P?=.47)
A. Gross Size , 1.60 348
B. Travel Time -225 - -10.08
C. Quality /Variety / Atmosphere 5.30 4.68
D. Personnel /Promotions & Sales 745 6.32
E. Parking/Layout of Stores . 296 316
0.66 -0.62

F. Price Levels =0.
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Individual Category Size — Travel Time - Image Mod‘él (Table 8)

In this model the results for the ladies clothing cat'e’gory were generally
the same as in the previous model and the "parking..." factor, which was barely
significant in the gross size—image model was insignificant in this model. For
the furniture and greeting cards categories the results ahd implications are
exactly the same as for the gross size—image model discussed earlier. Overall,
here too, the B coefficient was the best predictor for the furniture product
‘ category, the second best for ladies clothiﬁg, ‘and '.‘the third best for greeting
cards and wrapping paper. The P? values of .52, .55, and .46 respe’ctiveiy

* indicating beyond an excellent fit for all product categories.

Gross Size — Individual Category Size — Travel Time — Image Model (Tabie 9)
This model, in essence, was the same as the gross size—individual |
category size model, with the exception that image construct variables were not
included in the previous model. As it may be recalled that in the gross size -
individual category size model, the results Were confounded because of the
associations between the gross leasable area and the‘ space allotted to fhe
merchandise categories. The same case holds in this model and the results were
still confounded by these associations; hence no implications were inferred from
the significant B coefficients of gross and individual category size for the three

and “"personnel..."” were

merchandise classes. The image variables, "quality...
significant predictors of consumer choice in all three pr'odwuct categories. In

spite of the confounding, the P? coefficients were superb (.48, .52, and .47).

SN



‘ TABLE 8
INDIVIDUAL CATEGORY SIZE - TRAVEL TIME - IMAGE MODEL

Cogfficient Ratio
Ladies Clothing: (P2=.52)
A Individual Category Size 2.89 827
B. Travel Time -1.63 -796
C. Quality/Variety / Atmosphere 6.60 6.56
D. Personnel /Promotions & Sales ' 6.18 544
E. Parking/Layout of Stores . 1.62 1.61
F. Price Levels -153 -1.57 .
Furniture: (P2=.55)
- A Individual Category Size ’ ) : 328 : 6.62-
B. Travel Time -1.08 -59
C. Quality/Variety / Atmosphere 6.56 - 526
D. Personnel /Promotions & Sales . 428 370
E. Parking/Layout of Stores . . 0lé6 0.14
F. Price Levels -0.07 ) -0.07
Greeting Cards/Wrapping Paper: (P2 46)
A Individual Category Size 1.39 3.01
B. Travel Time =221 -10.24
C. Quality/Variety / Atmosphere 5.68 496
D. Personnel /Promotions & Sales 7.44 6.34
E. Parking/Layout of Stores 3.06 ' 3.27
F. Price Levels . -0.79 -0.74
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TABLE 9

GROSS SIZE - INDIVIDUAL CATEGORY SIZE

"~ TRAVEL TIME - IMAGE - MODEL

Ladies Clothing: (P%=.48)

A Gross Size
B. Individual Category Size
C. Travel Time

D. Quality /Variety / Atmosphere

E. Personnel /Promotions
F. Parking/Layout of Stores
G. Price els

Furniture: (P%=.52)

A Gross Size-
B. Individual Category Size
C. Travel Time

Sales

D. Quality/Variety/ Atmosphere

E. Personnel /Promotions
F. ParkinEévLayoul of Stores
G. Price els

Greeting Cards/Wrapping Paper:
A Gross Size
B. Individual Category 'Size
C. Travel Time

Sales

(P2=.47)

D. Quality/Variety / Atmosphere

E. Personnel /Promotions
F. ParkinfE/vLayom of Stores
G. Price els

Sales

Coefficient

-0.267
3.06
-1.61
6.73
6.16
- 1.64
-1.58

8.85
-6.17
-1.09

6.05

434

. -0.38

0.30

5.71
—4.29
-2.28

552

744

3.06
-0.76

Ratio

—0.33

5.03
-7.52
6.20
541
1.62
-1.59

4.80
-313
-5.00

484

353
-0.33

0.28

2.74
-2.02
-9.89

483

6.27

324
-0.70
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. i
“All, Plus Child, Age Model (Table 10)

This last model contained all the variables plus the child andl age
variables. The Child variable measured thé presence or absence of children in
‘the household who were under the 'age of 12, and Age measured the age of the
respondent. ‘VThe Bs for the child variable were insignificant for all choice sets.b
across all three merchandisé‘ t. cgories, whereas the Bs“for age were only: -
insigﬁi_fic‘ant for ladies clothing and‘ furniture.  The other -Bs that :we'réf -
significant for fhe three product categories were the two image variables

("quality...” and 'personnel.‘.")‘. Once again the imag—e‘\\\/ariables stood_\o'ut_ in
predicﬁng shoppihg centre patronage. The ,respgctive P? coefficients were .53,
.52, énd .53, all of these \}alﬁes reflect more than"an e}xcellent fit. |

‘The overall ’result§ frém the mo’ciels‘we're logicaily consvisteﬁ't».a_nd' turned
out as expected, except in the situations where gross size and individual .
caiegory size were included simulanteously in the model to predict shbpdping
centre choice. Also, while these results were generally similar to those of
Ward’s (1985), the size of all significant coefficients was much fnore
pronounced in predicting the patronage of shopping centres. In addition, the
image construct variables in this study mhd;: a very significant contribution in
predicting the choice of shopping centres. .It was this effect of;the image
variables that was not captured in Ward’s (1985) study.

To validate the results of the models, the greeting cards and wrapping
paper product category was chosen as it had the lowesf P? value for the gross
size and the travel time model. The rationale for choosing this model was that
if the validation for this model was at an acceptable level then it could be

safely assumed that the validafion would be acceptable for models that had

higher P2 values.
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TABLE 10

ALL, PLUS THILD;, AGE MODEL

Ladies Clothing: (P2=.53)
A Gross Size
B. Individual Category Size
C. Travel Time

D. Quality/Variety/ here

E. Personnel /Promotions

Sales

F. Parking/Layout of Stores -

G. Price Levels
H Child -~ Guildford
I Child - Surrey Place
'J. Child - Scottsdale

" K Age — Guildford

" L. Age - Surrey Place *
M Age - Scottsdale

Furniture:  (P?=.52)

A. Gross Size
B. Individual Category Size
C. Travel Time

D. Quality/Variety/ Atrmosphere

E. Personnel /Promotions

F. Parking/Layout of Stores
G. Price Levels

H Child - Guildford

1. Child - Surrey Place -

J. Child - Scottsdale

K Age - Guldford

‘L. Age — Surrey Place

M Age - Scottsdale

Greeting Cards/Wrapping Paper:

A Gross Size
B. Individual Category Size
C. Travel Time

Sales

(P%=.53)

D. Quality/Variety / Atmosphere

E. Personnel /Promotions
F..Parking /Layout of Stores
G. Price Levels

H Child - Guildford

I. Child - Surrey Place

J. Child - Scottsdale

K Age - Guildford

L. Age - Surrey Place

M Age - Scottsdale

Sales

9.04
-6.32
-1.09

6.21

4.16
-048

0.23

1.10

1.20
14.33
-0.21
-0.15
-2.19

-741
6.57
-2.26
7.11
745
1.13
-0.71
-8.90
-4.53
-155
9.94
9.50
6.00

-1.64

Ratio

0.68
0.37

. =134

6.21
4.97
0.85

009
0.91
- 1.37

- 0.74

0.81
1.35

0.94
-0.63
-4.89,

4.87

334
~-0.40

0.21

0.14

0.15

1.62
~0.08
-0.06
-1.19

-0.77
0.67
-9.54

6.00
111 ¢
-0.62
-1.08
-0.56
-0.20
343
354
290
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Table 11 shows that the classifications made by the model are far pettef
than those one wouhhachieve by a chance or a random process and the \;ali;lity
of these classifications is supported by the predictions made by using the
coefficients from Model 2 on the hold out sample in Model 3. For details on

calculations and program runs refer to _Appendié.

, . TABLE'11 .
GREETING CARDS AND WRAPPING PAPER

5

Model 1 GROSS SIZE — TT MODEL (P? = .36)
n=344

% Correct: 59
% By Chance: 365

S;=7% S,=51% S;=30% S,;=29%"

"Model 2 GROSS SIZE - TT MODEL (P? = .34)
n=172

% Correct: 63
% By Chance: -~ 37

Sl=78% Sz=45% S3=60% S4=40%

Model 3 GROSS SIZE - TT MODEL (P? = 40) _ I

n=172
Coefficients ffom
Own Coefficients Model #2
% Correct: 62 58
% By Chance: 40 ' : 40 :
Own: S;=714% S, =61% S§;=23% S§,=0%

Model #2 S; = 73% S, = 42% S;=55% Sq=0%

9 §,=Guildford S =Surrey Place S Scottsdale S ~Kennedy Heights
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Summary and Conclusions
¥

- The purpose of this study was to re—analyze the data that were collected
by Ward (1985) for the three product categories of ladies clothing, furniture,
and greeting cards and wrapping paper. | )

| The rationale for using these three merchandise classes was that one
had expected individuals to be least sensitive to travel time while shopping for
furniture, most sensitive to travel time for greeting cards and wrapping paper,
and sensitivity to travel for ladies clothing was expected to be betwéen that of
furniture and greeting cards. For each of the three product classes, there were
two primary issues addressed: The first, was McFadden’s /conditioﬁal logit
going to provide better predictions and diagnostic information than the MCI
model? In essence, it was a comparison' between disaggregate and aggregate
levels of analysis. The second, were the image construct variables along with
‘other variables ksize of shopping centre and square footage allocated to specific
merchandise categories) capablé of making a significant contribution towérds
predicting shopping centre patronage? Theée two objectives werevachieved by
cor;lparing the -results’ provided by McFadden’s conditional logit to those
generated by the MCI model in Ward’s study.

The dependent variable used in this research study was the shopping
centre that was chosen by an individual to normally purchase the given’product -
category (0,1 variable), whereas in Ward’s study it was the proportion of
individuals that chose a particular shopping centre from any .gi\\/en. origin. °

Independent variables used in this study were:— gross leasable area of

o
a shopping centre; square footage allotted to a product class; four image
variables; perceived travel time from origin to destination; the number of

children in the house under 12 years of age; and age of the respondent. While
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the same independent variables were used by Ward, except for the variables that
measured children and the age of respondent, ra';io -scale propériies of the
variables were sacrificed by using dummy variables and by emplokying
- aggregation. |

The analysis of data, across the three product categories, by using
McFadden’s conditional logit (disaggregate)‘ did yield exéellent to good
predictions of consumer patronage for shopping centres. However, thesé results
were not directly com.p‘arable to .those of the MCI model .because of the

. . - "
inherent differences between the two models. But, the conditional logi’t
certainly provided more diagnostic information than the MCI model as the
former ‘model was calibrated at the individual level and the latter at the
éggregate level.

The image construct variables, after standardization at the individual
level and before performing factor analysis, provided not, only more interpretive
factor solutions but were also the most significant prediétors of consumer
patronage for shopping centres. |

Several managerial implications flow from the results of this study.
-Since the information generated on choice behaviour is person specific, managers
will be in position to know exactly what combination of factors’ (product
specific and/or individual specific) influences an individual’s chéice of a
shopping centre. The aggregation of this individual specific information by
demographic, lifestyle and/or regional variables can bé used to generéte target
markets.  Such information will assist managers in formulating product
positioning, image enhancement, and/or communication strategies.

It is also felt that the findings have made a significant contribution to

the literature in retailing. The image construct variables that were deemed to
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AN

have no predictive power in determming shopping centre patronage were found
to be the most significant predictors when - appropriate analyses were performed. |

‘As in any study,i this one too was not free of limitations The
intention of this work was- to replicate Ward’s (1985) study across the entire
~ ten product categories; :'but' in. actuality'onlyf-three merchandise categories “were
analyzed for the reasons already expressed in Chapter One and at the beginning
» ,,_of this section. For a fa1r comparison - between the results of McFaddens
conditional logit and the ;MCI model used; by Ward, the. data for all ten product
'categories shoul'd: have been.analyzed and all models should. have been validated
by .hold out samples _7 o o o

Finally, the 1mpllcatlons for future research are to repeat the method of
lanalys1s used in this study across comparable ch01ce sets and see if the results
"generated do prov1de more dlagnostlc and explanatory information.  The
challenge in us1ng this type of analysis _is the abillty to identify key product
attributes and “individual characterlstlcs that lnfluence consumers’ ch01ces
Future research should focus on 1dent1fy1ng technlques that would assist in th1s.
< _process;-perhaps management scientists can be of assistance here with their goal
vprograrnming type of __al'gorithms'zwhich have very recently l)een used by Bean

et al (‘19'8i8)' in determining optimal “tenant mix" for shopping centres.
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AREA BY MERCHANDISE CATEGORY FOR EACH SHOPPING CENTRE. .
(Square Fect) :

Merchandise
Category
Ladics Clothing
Furniture
Nrugs/Cosmetics
Ladics Shoes
IFood

Jewcllery

Dooks
Kitchcnware
Childrens Clothing

Greeting Cards/ Wrapping

TOTAL GLA

Appendix 1

Kennedy

3)
3)
2) .
9y
3)
5)
8)
3)
3

9)

S)xrrc}'
Guildford Place " Scotlsdale Heiphts

100,620 (12.0) é;:;QB, (15.5) 15,000 (8.9) 9,840  (u.
56,810 (6.8) 23,800  (4.5) 0,080 (2.4) 6,720 (2.
28,120 (3.4) 16,196 (3.0) 6,070 (3.6) 6,630 (3.
22,670 (2.7) 10,450 (2.0) 2,580  (1.5) 1,670 (0.
50,940  (6.1) 45,090 (8.8) 20,890 (12.%) 42,950 (20.
16,800 (2.0) 10,110  (1.9) 1,620 (1.0) . 1,020 (0.
16,020 (1.7) 8,230 (1.5) 1,050 (0.6) 1,620 (0.
18,830 (2.3) 11,810  (2.2) 5,760 (3.4) 1,600 (0.
19,750 (2.4) 20,330  (3.9) 10,990 (6.5) 580 - (0.
7,830  (0.9) 4,330 (0.3) 1,590 (0.9) 1,820 (0.

836,535 533,929 168,299 206, 387

{ <

7/ R

\ e
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S H EVALUATIONS
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SEARCH LIST , ,
DATA_TTGIT '

MBBA (W

DATA

L LOGIT COMMAND:

YAVALIO LOGIT COMMAND—Y

TYPE 'HELP' FOR LIST OF VALID COMMAMDS
& LOGIT COMMAND:

[

ITERATION 5, 5 F AND G EVALUATIONS,
~LN LKLHD = 335.904 , CONDITION NUMBER = 76.75 |
M_ESTIM <
COEF .ESTIMATE ST.ERROR RATIO GRADIENT E
~LN LKLHD 335.904 NA NA NA ‘
XG.8. 0.004685 o.ooogu 13.32% -64.2939 !
X3 o . 178612 0.019367 -9.06781 1.1755 !
\ ]
L LOGIT COMMAND: . E
4790 dommano: . :
i ’ :
Llogit ttistt; i
MULTINOMIAL LOGIT ANALYSIS—VER. 2.4 5/18/78
SEARCH LIST {
. DATA_TTISTT W - . |
FﬁBA'r[H? CaT - :
DATA : :
NEW MODEL: TTISTT |
1 DEPENDENT VARTABLE: :
¢ toen CommAND: J
addv t x2 x3, )
LT cmwm:
mlest; -
. N N ! J
ITERATION O, I F'AND G EVALUATIONS, 1 H EVALUATIONS !
~LN LKLHD = $65.508 , CONDITION NUMBER = 5.64 i
couvsnssm:s AEHIEVED AT : 5
ITERA 6 F AND G EVALUATIONS, 6 H EVALUATIONS
-LN LKLHD = 324.884 , CONDITION NUMBER = . 7.22 D /
ML ESTIM ' TalryiPuat S12e =TT MobE '
COEF .ESTIMATE ST.ERROR RATIO GRADIENT
-LN 324.894 NA- - NA NA- - ’
%2 . 0.039394 0.003121 12.8212 -0. 194505 i
i3 T -0. 162335 0.018835 -8.61888 0.013009 i
& LOGIT COMMAND: :
@ t; ;
£ 00 COMMAND: '




1t
136 COMMAND :
tlogit dtgit;
MULTINOMIAL LOGIT ANALYSIS—VER. 2.4 5/18/79 85
SEARCH LIST
%A_O}G}T ']
A~ (W
DATA
NEW : DTGIT
: 5595’%&? OakTheLe
tlo61T ¢ A
ra X X3,
s“&?r COMMAND :
nlest;
ITERATION O, 1 F AND G EVALUATIONS, 1 H EVALUATIONS
~LN LKLHD = 565.808 , CONDITION NUMBER p - 43.30
CONVERGENCE ACHIEVED AT
TTERATTE 5 6 F AND G EVALUATIONS, 6§ H EVALUATIONS
-LN LKLHD = 322,075 , CONDITION NUMBER = 70.17 ,
\ Mode L
ML.ESTIN
COEF . ESTIMATE ST.ERROR "~ RATIO
-LN LU nu.no 322.07% NA
X1 0.001585 a. 9 “Paagse
xg 0.0283 0.00553 5.11861
X3'F -0.178274 0.020321 -8.67449
& LOGIT COMMAND:
h
8 00 COMMAND:
8logit ttimt;
MULTINOMIAL LOGIT ANALYSIS—VER. 2.4 5/18/78
SEARCH LIST
DATA_T}INT W
HBBA~ (k)
+"OEPEVDEkT VARIABLE‘
J
£”C06IT CoMAND:
adgdr alt x2 x3 x4 x5 xB8 x7;
COMMAND :
miést;
ITERATION 0O, 1 F AND G EVALUATIONS, 1 H EVALUATIONS'
LN LKLHD = 565.608 , CONDITION NUMBER = " B1.75
T ModEL

CONVER G(ENNCS ACHIEVED AT

$.- Traae (Tm) -1

TTERATI F AND G EVALUATIONS, B H EVALUATIONS
~LN'LKLHD =  273.885 , CONDITION NUMBER = 40.32
ML.ESTIM G

COEF . ESTIMATE ST.ERROR RATIO
A %ﬁmo , 273.888 NA
945 ) 8.26589
x '8 42380 032085, FR
g | W T U
33 macdS -0, 12 0.097808 -1.56315
& LOGIT COMMAND:
1

q'ﬁo COMMAND ;

tlogit ttgat;

MULTINOMIAL_LOGIT ANALYSIS—VER. 2.4 5/18/78
SEARCH LIST

DATA_TTGMT W

M8 'r{H)

NEEP'E%EIP]T VAﬁIABLE

270GIT ComanD:
addv,r 3t x! x3 x4 x5 x6 x7;
COMMAND :

mlest;

ITERATION O, 1 F AND G EVALUATIONS, 1 H EVALUATIONS
*LN LKLHD = 565.608 , CONDITION NUMBER = 431.868




CCNVERG NCE ACHIEVED AT

Llogit ttimtt;

MULTINDMIAL LOGIT ANALYSIS~—VER. 2.4 5/18/78
SEARCH LIST

DATA_TTINTT W

FB?A (W)

DATA

NEW MODEL: TTIM
& DEPENDENT VARIABLE

Yoa1r commo

addva r % x6 x

mv YPE—HJST ss AT, "IND' OR 'INT'

& VAR ABL TYPE OR

ailt;

22L081T Commanp:

a ast.

ARNING 6234

FILE CONTAINED ALL NAS

GOMBINE(NA,NA,NA

ERROR 6

LGTMLA REQUIRES BETWEEN 2 AND 50 COEFFICIENTS
& LOGIT COMMAND:

addvar alt x3 x4 x5 x8 x7;
] LDG{"T COMMAND:

mvu.m LOGIT COMMAND—MLEST'
YPE 'HELP of FOR LIST OF VALID COMMANDS

1.3 LDGIT
mlest; ¢

ITERATION O, | F AND G EVALUATIONS, 1H EVALUATIONS.
LN LKLHD = 586.608 , CONDITION NUMBER = 8.22

ITERATI 6 F AND G EVALUATIONS, 6§ H EVALUATIONS ‘
AN LKLHD =  287.183 , CONDITION NUMBER = 387.20 G —TM- 77 M ode L 86
. —
ML.ESTIM
COEF . ESTIMATE ST.ERROR RATIO °
-LN LKLHD 287.18 ; NA NA
X1 0. 3l 9000429 7.573
X3 -0:1 020121 8250
X4 0.83 0108162 5.
X5 0.810034 0. 109648 5.563
X8 0.19 g: 095943 2.074
X7 -0.143831 0.094344 -1.522
£ LOGIT COMMAND:
quit:
£ DO COMMAND :
Llogit ttgimt;
MULTINOMIAL LOGIT ANALYSIS—VER. 2.4 5/18/78
SEARCH LIST
DATA_TTGINT W
ReA- (0]
DATA
¢ DEP%E"]T VST
£E06IT comanp:
addvar alt x1 x2 x3 x4 x5 x8 x7;
L COGIT COMMAND:
miest;
ITERATION O, 1 F AND G EVALUATIONS, 1 H EVALUATIONS
-UN LKLHD = 565.608 , CONDITION NUMBER = - 438.45
CONVERGENCE ACHIEVED AT
ITERATION 8, 8 F AND G EVALUATIONS, 6 H EVALUATIONS
-LN LKLHD = 273.81 , CONDITION NUMBER = 370.05
M_.ESTIM
COEF . ESTIATE ST.ERROR RATIO
-LN LKLHD 273.81 NA NA_’ o a4 —— MODEL
X1 -0.000267 0.000804 -0.332 - - - -
X2 0:030204 0.006084 5.028 G S-T§-Im-77
X3 -0. 160883 0.021413 -7.517
X4 0.672968 0.108543 6.199
X5 0.516438 0.113343 5.4100
X6 0. 164267 0.101269 1.622
X7 -0.157511 |.. 0.098768 -1.534
¢ LDGIT COMMAND :
) Cmuno



COMVERGENCE ACHIEVED AT

TTERATION S, 8 F AND G EVALUATIONS, 5 H EVALUATIONS, . g :
LN LKLHD = 321.162 , CONDITION NUMBER = 6.92 ZM‘T/" MODEL
MLLESTIM
COEF.ESTIMATE ST.ERROR RATIO GRADIENT
LN LKLHD 321162 NA NA_
X3 2t 0.014487 -8. 45857 0.0m7923
] i 0091408 13,1574 -0.014385
X5 o.bodig | 010185 §.00337 -0.00883
X8 0. 3881 0.089804 3.29438 -0.007384
X7 -0.313033 0.080128 -3,47322 0000604
& LOGIT COMMAND:
Quit;
200 CoMMAND :
B aogn ttgimtca;
MULTINOMIAL LOGIT ANALYSIS—VER. 2.4 5/18/78
SEARCH LIST

DATA_TTGIMTCA W
HBBA™ (N

NEW MODEL: TTGIMTCA ' .
& DEPENDENT VARIABLE:

£ C0GIT CommanD: _ g
¢ addvar alt x1 x2 x3 x4 x5 x6 x7,ind m)_c19 mi_c20;
; & LOGIT COMMAND:

mlest;
ITERATION O, 1 F AND G EVALUATIONS, t H EVALUATIONS

*=LN LKLHD = 565.508 , CONDITION NUMBER = 2355.82

COMVERGENCE ACHMIEVEQ AT
ITERATION 7, 7°F AND

G EVALUATIONS, 7 H EVALUATIONS
-LN LKLHD =  264.977 , 'COMDITION NUMBER = 5016.08
o
| MLESTIM . _
N e
l , COEF .ESTIMATE ST.ERROR 1 . RATIO I GRADIENT ‘
“~LN LKLHD 264.977 NA NA NA
i
13 R MR SN 3B L
X3 -0.156688 0.021335 -7.34423 | -2.558094E-05 A LL- MoDe
Xa. 0.701329 0.112822 6.21075 | -8.092169€-08
X5 0.565888 . 0.113778 4.97362 1-530987¢:00
I X8 0088698 0104587 0184308 | -1 2648126°05
Y -0.164302 0.100416 -1.63622 415636 1€-07
Lol MIC19 AT Q.082832 0.956387 0.0864 -4, 151800E~06
I | MIZEI9TALTZ 0.883773 0:971201 0.90998 | '-5.438949E-06
[ MITCI9TALTS 1.24247 0.905664 1.37188_ | -1.583588E-08
| MIZE207ALT] 0.020225 0.027333 0.739953 ~0.000175
[ | MIE207AT2 0:023251 . 0.028528 0:814236 -0.000193
| |20 0.020856 0.015454 1.34956 | -4.852072E-05
| & LOGIT COMMAND:
! fi1ecqef;prob;ortresuhfit;
* PREDICTD_CLASSIF *
ROW PREDICTED ACTUAL D=CORRECT

[RTATRIRIRTATNTNTNTNTNTNTNTNTNTN NOUD iyl pevgisopiny 7. 1. (BT, 1T F TS I

(]
DU LN — OO @ D UV WA — OW DD U L W — O

D e () s et e ot LI GIND o et ot NI e NI L ot it —t NI D B0 D b b s LI et NIAD ot s s
—O0—~00000~—-0—=-0—-000000000—=—000 ~———-0000

et e et e et s POIRIAIRD 2 RIPD s NI (1) et et ot RIRI ot st ot s NPt R ot m e




- ot o e e C [ JR i —
o0
. 00 Q
£l
»
¥
b
L.L.I.LO.L..nw.LanLO.annw.l.O.nw.l.O.nwnw PSS I T I T T T T T R T T T T T T T ST S S T T T T I I I TR TR I
~0-0-00-036006000066606000--6-030666—00- 00000~ O~~~000000~0~0GO~0~ O~ O~ 0000000~ ~~00~ 0~ OO~ -0 ~0000~0
T
2 “
- °
NN e e e NN e e e N N e N = s e N o e NI o o (I o o e e o IO O N o 2 e 7 N P I 1 I EA N e (N T O (N N e
?
7
- .
I B O — N = — O (N = N e N = e e e N N NI NN N N N e PTG S SLF WL L L ELPY ELAE PRSPPI SPS PSP MRS SRV RIS A N S e e L T N Ta i
. J .
[
| N
N DM~ T WO DD O~ T WD DN O — I T DO~ RO — = - O = UM T LD DM O — I UHO QIO — I YO DD~ VB DNO - CH0IT U
— O DN — ey oo | | ~rooloS838853Z2 - NTnoron
PRFES pet S £ b r it AT A EORER IS 11 AN SO NN SRt u et a2 fag s put 410 =4 W%%mmmmmmmmm!I.l\..»!..qv,l\.!QQQWWQQHW”HUHHHU@@HW%H)vWIM1 MH.H:H.N.:W.HNVW.
e s |
L s R e i .




89

DOOO—DO0O0O00O0—000000000—00~00—~00000~000000000—~0—0—~000000~— 0000

-

»
..................................................................... R T T T T I T T T T T T T Y
T e Y VI o e e O (N e e N o — (N7 N N e 1 N o (N 7 7= (N 3= N 1 o e e o o it e o e s e e s e - — N (N e e N e —— UL — (o = U e O e (N e e e O o OO O 7 O O = O — 1= = OO — NI

"
-
)
s
P N P L N NN I = (N (I I (N I e e e e ot AV S R o P 0 L A S B0 M T N M P VP VS SPN P O
"
Emmwmtmm%mmmsﬂ/wlwlwlwlmmnn?sa Baaaaaaggggg mommmmw m ]]]]]]] = — = NN NN N NI M (MM M T I ) 44“‘“4“45555555555 65566868877777 ~
]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]] NN N NN N NN NS NN NN OO O N NN VN O OV O I O OO O I I N ST TN TSN RIS N IO T DI N OO N
‘




90

O = DNCY T AU EOP 00 OHED == CN4Y) W LA OO0 O = CHMI LD O TDOYO — OV

ng - -~ DM 00OV — NI DD

L RRR 5100039000 00 CO D) L.gggggwomm.A%wawm.lll 1111111 NCHNON N DNIN NN M MM MmO
.42222222222222333333333333333333333333 haldululihetutistu Tt thd

—— 000000~ 000000000 ~0000000000C0000000000 00— -~ 0~ 00~~~ 00000

™~ m! 1.23‘5%7“901234567agolzalss-lEQO‘Zaq.‘Ennmnm\:sz‘ 7%&0\.234%%
CIMCIE T W T T W YT W ANDUHODAD WD UMD LN D OO WO O WD DD P~ P P - Q0 QO QO QO €0 O O NN
DaeTaelaeTadTeeTacTooTaa Taa Tog Tag 1oa Too Lae Tia Toe Toe Taa TaoTag Toa Taa Yoo Tarte g TaoTaa Tag Toe Tie T Tus Tog Toe Tad Toa Tog Tas Dot Tag Tod na Tadlna Lo Taalng Tog Lia T Re Lo Dan Tot Iatloe Tt Lad it A0




~

—
]

397 2. 2. 0. -
N3g8 2. 2. 0.
399 I. 2. 1.
400 2. 2. 0.
401 1. 1. 0. ¢
402 2. 1. . i
403 2. 2. 0.
404 2. 2. 0.
405 1. 2. 1.
408 1. 1. 0.
407 . 1. - 0.
498 2, - 2. 0.
CROSSTAB_ACTUAL_VS_PREDICT
PRED.—TOTAL S ALTA ALT.2 AT
ACTUAL-TOTAL 408, 258. 125, 15,
ALT.1 233. 136. 34, 3.
ALT.% 135, 50. 81, 3.
ALT. 25. 7. 10. 8.
ALT.3 5. 5. 0. - 0.
ALT.4
ACTUAL-TOTAL 0. -
AT g 7 cotrecT =
ALT.3 0. 0
ALT.4 0. .
Lmn COMMAND : 7 By CpAnce
250 doveuno: o
mt L
#con nts ones ided pack logse
e 1900 Ramper 85483

I: asyg\‘a Aob number 8

fcopy -out sprints

—
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7Co£LELo AR

eﬁtH [hu//'N6
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/76 ‘ Q/ ’g 0 7237‘
:«;_8+4187L43+403 <%

_ 1 2
(£33 Ik o)
z,jg)+ 11,05/7(‘ [/,,p)+#o€>

"33 # /3 +.003 + -oao:‘/‘%g

S=8y; S= 63; us_ze 520

b 3
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Appendix 8
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E:og’ Output: DJ Sandhu, MBBA,
- ktroll par=5000k ’
#xecution begins’ 16:23:19-
" HTS/TROLL Version 12.1

Time: 16:23:20 ..... Date

Program parameters in effect:
ACCESSed users: TREITLSYS SYS|
TROLL : Copyright (C) 1978, 1

HELLD MBBA ! »~

& TROLL COMMAND:
tiogit recal};

MULTINOMIAL LOGIT ANALYSIS—VER. 2.4 5/18/78

SEARCH LIST
DATA RFOALL ¥
HBBA™ (H)

pata
NEW_MODEL: REOALL

& DEPENOENT VAR IABLE:
Lo e,
2 CoeTT Comaio: '

mlest; : :

~ITERATION O,

LN LKLHD = 478.885 K

CCNVER%ENCE ACH[EVED AT
ITERATION S,

-1 F AND G EVALUATIONS,

F AND G EVALUATIONS,

Job#=3450, Host=MTSG, 16:23:01 Fri Dec 08/89

: DEC 8, 1989.
:  5000K SYSINIQ

LIB
952, 1986 Massachusetts Institute of Technology

1 K EVALUATIONS
CONDITION :NUMBER = . 44.82

5 H EVALUATIONS

v

93

| Append'ix 9 E .

T By

- =LN LKLKD = 303.222 |, CONDITION NUMBER = 78.50
ML.ESTIM
COEF .ESTIMATE , ST.ERROR RATIO N GRADIENT
LN LKLHD 303.222 NA NA . - NA
GX1 0.003159 0.00033 9.58088 ~53,8098
GX3 -0.224315 0.021247 -10.5577 .1,25266
& LOGIT COMMAND:. )
filecoef ;prob;prtresult fit;
5
PREDICTD_CLASSIF
ROW PREDICTED ACTUAL O=CORRECT
1 3. 1. 1.
; L : ¢ @
1, 2. R g 0.
S 3.. H 3. 0.
6 2, 1, i.
7 4, 1. 1.
8 1. 1. 0.
9 1. 1. 0.
i0 2, 2. 0.
11 4, I, 1:
12 2. 1. 1.
13 3. 3. 0.
14 2. 3, 1.
15 1. 1, 0%
18 2. 2, 0.
17 1. 1. 0.
18 2. 1. 1.
19 1. 2. 1.
20 3. 2. 1.
21 1, 1. - 0.
22 1. 2. 1.
23 1. 1. 0.
24 1. ~— 1, -0.
25 ~3. 3. 0.
26 3. 2, 1o
27 ’ 2. 4, 1.
28 3. 3. 0.
29 2. 2. 0.
30 3. 3. 0.
31 2. 2. 0.
32 2. 2. 0.
33 2. 3. 1.
34 2. 2. 0.
35 2. - 3. 1.
I8 2. 2. 0.
37 1, 1. 0.
38 1. -~ 1. 0.
39 2. 3. 1.
40 3. - 1.
41 IR 2. i.
42 1. . — 0.
43 1. - 2. 1.
44 _ - i. 2. 1.
45 1. 1. 0.
48 2. 2. 0.
47 1. 1. 0.
48 Z. 1. i. [
49 1. 1. 0.
S0 2. 2. 0.
51 1. 1. 0.
52 1. 1. 0. .
53 2. 2. 0. \
54 2. 2. 0. -
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1. . 0.
;? : i 0
i ; c 9
= . . : ,
301 . . - — ;
302 : . ¥ 96
. . 0. - ’
Bl i . 2
T . 0.
’Pg . . 0.
4 . . g
. . 2. 1.
. é . g 0.
N . 0.
1 1. . 0.
g 4. 2. 1
28 4. 2. 1.
; i 1. 0.
318 2. 2. 0.
319 2. 2. 0.
0 ' 2. 1.
327 2. 2. 0.
20 & I 8
g : % gi 61
. 2. 0.
Wl %
§ : 3 e
i ¢
é i R
3 2. 1. .
4 . z, 1.
385 2. 0.
38 . . 1.
37 2. 2. 0.
3 2. 1. I
2. 3. 0.
41 2. 2. 0.
7 4. ¥ I
343 i 3. 1
CROSSTAB_ACTUAL_VS_PREDICT B
PRED ,—TOTAL l ALT. I ALT.2 ' ALT.3
ACTUAL-TOTAL 344. 176. 108. 31, 9
ALT.1 181. 123. 26. 8. % .
g ik & Y s
ALT.4 7. i. 3. 1. mudEL ]
; ALT.4 :
ACTUAL-TOTAL 2. * 7 CoRRETT = 5-9{
ALTig 12. ,
ﬁ{] g :
- 9 '33 CHpnG = 3457
¢ Loatr COMMAND:
Quit; . S
£ 00 CoMMaND: - . ; . . - . =
$9gi ¢ Feosi; : 9 CortecT AR S =765 S=51, 8, = 30, 8, =49
MULTINDMIAL LOGIT ANALYSIS—VER. 2.4 5/18/78 EHeH CenTRL = '
SEARCH LIST .
DATA_REOSUB W
e
DATA _
NEW MODEL: REOSUB
& DEPEND Nt VARIABLE
N
addv?r alt exl ex3
COMMAND :
miest;
ITERATION O, | £ AND G EVALUATIONS, 1 H EVALUATIONS .
-LN LKLHD = 238.443 , CONDITION NUMBER = 42.81

CUNVER?ENCS ACHIEVED AT
5 H EVALUATIONS

ITERAT S5 F AND G EVALUATIONS,
LN LKLHD = 157.634 , CONDITION NUMBER = 69.73
ML .ESTIM
a COEF .ESTIMATE ST.ERROR RATIO GRADIENT

=LN LKLHD 157 834 NA NA NA
EXI 4 0.(03423 . -13.5046
X3 -0 75! 0.02647 0.34119




L LOGIT COMMAND:

© sayecoef oef ;
8 LORIT oD -
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filecoefiprob;prtresult fit;

O=CORRECT

ACTUAL.

PREDICTED

= = NN =~ N YO

PREDICTD_CLASSIF -

ROW

g O = NI T IO N0 == N T LHO P OB O — NI UHO P
= O UHD P OO o 1 o v o e NN NN N NN NO MO Moo o o

— N YT RO
ITITITITS

—gum ~
901.23455789012345578901234—w5 ENOI234557890!23455789%0@0“%%0&
FONHMOID NN D WD DD DD WD P PP I - 0D 00 00 00 00 O D M DDA N N AP AN T o o o o s
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PEaaby
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s

tlogit reoxval;

SEARCH LIST
DATA REQXVAL
HBBA™ (W)

LY&IT COMMAND ;

REOXVAL _ML.ESTIM
& LOGIT COMMAND:

,.
ﬁﬂ?h COMMAND :
prtresult fit;

NEW MODEL: REOXVAL

& DEPENDENT VARIABLE:
addvar alt ex2! ex23;
8 LOGIT COMMAND:
setco$f yse mycoef;

L LeIt ¢ :
fil f-
Eakéﬁ"g?ia
LABEL FILE NOT FOUND:

MULTINOMIAL LOGIT ANALYSIS—VER. 2.4 5/18/78

R ENTRE
SL, = Lo .

a.
1
Q.
Q.
0.
4 . 3
3 . . 0.
3 ; ; g
3 : ; &
5 . . a.
3 . 2. 1.
: : 0.
gg 4 2. X
g 3 g
2 2. 2. 0. ‘
§ 2. 2. 0.
Y] 1 : 0.
88 1. 2. RN
86 2. T .
87 2. 1 1.
&8 -2 2, 0.
169 ° 2, 2. 0.
170 2. 2 0.
171 2. 2. 0. .
172 2, 1. e -
CROSSTAB_ACTUAL _VS_PREDICT ho del
f RS
PRED.~—TOTAL ALT.1 AT.2 ALT.3
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