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, Thls thems presents a s;mple dlgltal scheme for a bandpass tlm&domaln beam -
former that can. be. reahzed usxng a smgle ana.log~to dlgltal converter and two short
ﬁnlte lmpulse response ﬁlters ‘The three proaesses mqulred to obtam complex— E
- 'baseband beam srgnals namely, down conversnon to complex baseband tune delay of
the complex envelope, and phase rotatnon, are dnscussed Down conVersans accom-

pllshed by subsamplmg the bandpa.ss srgnal and. an efﬁcnent mterpolatlon technlque

is employed to tlme register these samples Thls same 1nterpolat10n techmque is- also» ) i

used to obtain the time delays requlred for beamformmg, hence the down conversnon..;- - -

and- sxgnal delay are com’omed into a- smgle process

o ThlS new beamformmg te‘chmque was tested- expenmentally m an underwa.ter _

acoustlc environment. The bearnformer was successful in combining ; gnals from ar-
rays w1th closely spaced hydrophones and arrays where the hydropho were spaced
far apart This beamforming technlque is not restricted to sonar, but can be apphed

in other areas where antenna arrays are used such as radar.

1i



I would like to thank Dr. John Blrd for his assistance and gundance throughout; t.hc’ ‘
course of. this research. I would also like to thank the other URL members Marf,xc
Harry, Ian Bill, and Wllllam Finallyy I thank Simrad Mesotech for the generous use

of their fac111t1es.

iv




1 Introdiction

1.1 Background ¥ Motivation for Research . e e o s

1.1.1
1.1.2

1.1.3

1.1-‘:4‘

Beamforming, The Concgﬁt e e

Beamformer Requirements for AUV‘Communications‘ -
Previous Beamforining Techniques R e e L 6

‘True Time Delay Bandpass Beamformmg P Vi 8.

1.2 Thesm Outlm.e. e e e e . . e e 10 o

T2 Beamformihgy : o o 12

21 Dlgltal Beamformmg, e .; .V, L e 13

2.1.1

2.1.2 Tlme—Domam Beamformers Con '. . e e . /;720"7

” . >k

3 Quadrature Demodu{ation , _ L 28



kS

3 -';5 A Demgn Example arrd Results

Prev10us Demodula,tmn Techmques
3 2 Quadrature Demodulator,_e;::_.b‘:,.-,_r.;.'j o L ' 32
3. Bandpass Samp’}mg |

Interpolatlon il

. ','k Implementatlon of a Quadrature Demodulator -

‘f&L

' 4’I‘rueTxmeDelay BandpﬂssBemformmg S S

i

. 51 The U%derwater Testbed : AP 64

5 2 Dwn Example and Test Envxronment ..... - N L _ @G/

5.3 "Trial Number | S L s . - ,68
54 Trlal Number 2.. S C L i.' 71
5 5 Trlal Number 3o ST : LT ; i 74

[

6 Conclusion' e 7 - L . L 78-

T A- Beamformer FIR Filter'coeﬁiﬁ‘iellts Derivation = $ 81

~

e .
b o

Bibliography

vi



N

1.2

1.3

- 2.1

2.2

2.4

25

‘Array pattern for a 3 hydrophone array:. The hydrophone spaclng is.’ . \*

IR TEN

A, Shlp trymg to commumcate w1th an AUV The : SR
interfered wrth by both the surface reﬁectlon and the bottom reﬂectlon 2 ;

a) The s1gnal is broadsade to" the array and arrives, at each of the ST
hydrophones at the same time. b} The’ s1gnal is travelhng across the FL L

. array at-an a,ngle and there is a timé. delay between its arrn\fal at each

hydrophone. e I S e 3 E

A/2 where A is the wavelength I T
Signal arriving at.two hydrophones (a) in the‘ti}r‘r;e-odo_h)ain (b)“and in - R |
the frequency domain. U .. .. : S T 14 -
.Vlsual representatlon of FFT beamformmg . PR .' gt . 160

: (a) Three hydrophone array w1th the- sxgnal c:)nung in at an angle |

“(b) Srgnal ‘at each of the hydrophones. (c) Signal at each of the hy.

- drophones divided into a block. (d) Srgnal at eac hydrophone a.fter ¢

- being eircular convolved with a delayed 1mpulse | S e 18

) J - J— N *

‘The extra distance a’signal has to travel to reach the second hy-~/
vdrophone is Dsm(@) This corr&ponds to a time delay of Dsm(e)/v 19.

‘A s1tuat10n where the time delay between the 31gnal arnvmg at each

. hydrophone is small and phase-rotation beamforming works well. (a) el
Complex envelope at each hydrophone (b) Phase-rotatron beam- TR
formed signal. . ... .. .. ......... G e g T LrL. 24
8
vii



26

A situation where the ‘time delay between when the sngﬁg‘ arnves at
-each hydrophone is large and pha.se-rotatlon beamforming does not-

I

" 'works ‘well. fa) Complex envelope at each hydrophone (b Ph‘f',sﬁ';:.» L

- R ,v .7 4' -3"5\‘;

3.8

3.9

3.10

3.11

g
3.12

‘sigrial. (b) Spectrum of the sampled signal. (c) Spectrum of the zero

"rota.tron beamformed signal. . . . T S 25 s
o 31A conventnonal quadrature demodulator 7 k . 29
_SA quadrature démodulator usmg the Hllbert transform S ! 29 B
S 33 \Spectrum of Hllbert transform demodulatlon process (a) Spectrum of T
" " bandpass signal z(t)." (b). Spectrum of the-down converted signal. (c). . .
. -+ 'Spectrum of sampled IF signal. (d) Spectrum of the single SIdeband‘j"f} S
o 31gnal (€) Spectrum of the baseband complex envelope ......... £ 300

“'314 A quadrature demodulator that uses a 90° phase splitter. .. 32 .

,lllustratlon of the. samplmg pomts resultmg in [ and Q samples. The

p01nts shown at the bottom of the figure refer to equation (3.8) and

v the pomts at the top refer to equatlon (3 10). Tc refers to the carrier

S'perctr’um of bandpass safnpl'ing ‘process (a ) Spectrum of bandpass

~signal. - (b) Spectrum of sampling signal. (c) Spectrum of sampled
bandpa.ss signal. (d) Spectrum of sampled sngnal shlfted up in frequency 36\ .

Spectrum of bandpass samplmg process,,‘(a) Spectrum of bandpass :

‘signal.x (b) Spectrum of sampling signal.” (c) Spectrum of sampled

bandpass. s1gnal (d) Spectrum of sampled sngnal shlfted down in fre-

‘quency. . . . .. e e e e e e e e e 38
ij‘Interpolatron pomt to tlme reglster the 1 and Q samples e e 40
Block dlagra.m showmg the upsampling procedure. L C e 41 B
Spectra of the upsampling process for qg= 2 (a) Spectrum of orlglna.ly L

padded signa. (d) Spectrum of the ﬁltered Slgnal (e) Spectrum of o
the desrred signal. . . ... oL e e e e e P 42 o

Error for interpolating a sinusoid, that has a nominal power of 1, usingﬁ
the cardinal function and the modified cardinal function. (I=5) . .. 44-

lnterpolatioCno! y(A,) ...................... S 45

Vil




3 14 SNR of Optnmum Interpola.tor for in erpolatmg band llmrted whlte
noxse at varlous ;nterpolat;on pomts (n *.-\410 a=1/ 2) ;

RS ,dA

3 17 Predlcted mterpo]atmn error for a snnusond usmg least mean 3quared

lnterpolatlon (A=0n= 10 a=1/2). -
3 18 Slmulated mterpolatlon error :for a smusmd usmg Teast mea:n quared}, " .
' lnterpolatlon (A = 0 = 10 a=1/2). oL LU B2
' ‘3 19 Interpolatlon ergor on expanded, scale. C. '. ....... ST 53&
3 20 Comparlson of 1nterpolat10n error using both the least mean squared g o
method (length 10) and the modified cardinal series (length 11). . .. - 83
3 21 A quadrature demodulator block diagram. . . ... ..... . ... 54 K
oo 40 TJme shrftlng the I channel and the @ channeI to form I;(nTp — 7;)
3 . a.ﬂd Q,(nTo —T,), s 'ﬁ.‘ R .M. r,sw.u;. e _'.> TR 58
4 2 Cross multlplylng tl{e delayed quadratﬁre components to form the S
quadrature components of the delayed bandpass sngnal. ST, - 59
4, 3 Dela.ymg and phase rotatlng the quadrature components dlrectly from o )
the. bandpass signal samples T ~ ‘61"-:
44 Block dlagram of the True Time Delay Bandpass Beamformer ..... 62
o 45 Block dlagrarn of” multlp]e beam beamformer C. ......... 63
S 5.1 The Acoustlc T&stbed. ...... . o ... 65
5.2 Hydrophone setup for the ﬁrst trla.i ....... SR & ».A.::;'.,"" J . 68 R
5. 3 Demodulated 31gnals from each of the hydrophones for the ﬁrst trlal 69 )
. - . . . K L T ' =,
54 Bea.mformed results- for the first trial. . ... oL oL oL T0
v ; : . " ’ - -y
1X
Ev;} - ™




5 5 Hydrophone setup for the second trial. . ’v"»*"t i

5 6 Demodulated SIgnals from ea.ch of the hydfﬁbones for tnal 2
Bl
5 7 Beamformed resuits for trla:l 2. Ce e e . '

Hydrophoné setup Tor the"thnrd trla.l

r

-

A ;
L - L
, a . - \ i
- .- ” T e
’.-‘ - <
! L L
. . - -
N - v ‘v\t -
. Ed . <o
R - 3 .,
4 - -
R .~ ) P Y
-4
; ; - -
N LA
Fl 3 <
r -
< N
s . .
. 2 o
. N
. 2 A
. ;
- p
[ 2 - Z
3 - *
L.
. R .
X n
3
£y
o



VR

Introduction = - .

1.1 Baokngund and Motivation for Research

1.1.1 Beamforming, The Co;ilcept

“ Due to the severe attenuation of electromagnetlc radlatlon m water the acoustic
'channel is the only practlcal means for cornmuﬂcatmg underWater over any reason-

_able d}lstran‘c?e_. Unfortunately, the underwater acoustic channel is’a very reverberant

environfrireﬁt“ resulfifig in a considerable amount of multipath interference which in-

‘terferes’ w1th the direct arrival. and corrupts the message. Consider a ship at the

surface communicating with an autonomous underwater vehicle (AUV) as shown in

Figure 1.1. The AUV .receives a. frect SJgnal followed by a surface reflection and

"a bottom reflection. The strengths of the reflected signals and thelr arrlva.l times

depend on the environment and the orlentatlon of the vehicle.

The problem of multlpath interference can be suppressed by usmg an array of

h’\drophones The array has a greater spatlal selectJV}ty than a smgle hydrophone' N



#— Surface Reflection

Direct Arrival

<——— Bottom Reflection

) 'Fig‘ure' 1.1: A ship trying to communicate with an AUV. The direct arrival is

fered with by both the surface reflection -and the bottom reflection.

and therefore enhances the direct signal w}r‘i-l‘e éuppressing the reflected signals. The
array’s effect on signal quality has been studied and docufnented by Radzieje@vqki-[l]
' Compared to the signal received on a smgle hydrophone, it was found that the mag-
‘(mtude of the multlpath arrivals : are reduced by as. much as 20 dB, with an array
.consrstmg of ]ust three hydrophones e e .~

As a signal travels acroog _the array, th.‘er‘e .i§ ‘a Vtirr_re'delo‘y:}‘)_etwecn its ar_r‘ival at each
hydrophone as shown in Fiéure 1.2. The ti’rne'délo)rsr‘ _.de;;end on the orienration of the
‘array and signal direction. Beamforming is the process by which th"e hydrophone sig-
nals are combined to reinforce a signal from a desired direction. To do this, the signal
at each hydrophone is shifted in time 80 that it-lies on a plane that is perpeﬁdicular
to the beam drrectron and passes through a reference pomt For the éxample in Fig-
ure 1.2, the reference point is chosen to be Hydrophone 2 In Flgure 1.2(a ), the signal
is broadside to the array and there is no time delay between the signal arriving at

each of the hydrophones. In order to enhance the received signal, the signal from the

oy
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- Figure 1.2: a) The signal is broad51de to the array and arr;ves at each of the hy-
drophones at the same tlme b) The sxgna] is travelling across the array at an angle

and there is a time delay bemeen n‘,s arnva] at each bydropbone

hydrophones are simply added togethér In Figure 1 2(b), the signal is propagatmg'

~across the array atan angle and there is a time de]ay, T, between the 51gna]s arrlvmg
at each of the hydrophones. In order to enhance the desired signal, the signal at Hy-
drophone 1 must be delayed by 7, an;i the signal at Hydrophone 3 advanced in time
by 7 before they are cornbmed When the time shifted signals are combined (added

together), the signal received from ‘the selected direction is significantly enhanced . -

relative to the signals arriving from other ‘directions and to incoherent background -

noise.



1.1.2 Beamformer Requirer»nen‘ts:fb AUV Communications

~

. s
The beam pattern describes the spatial response of an array. Figure 1.3 shows the

beam pattern obtained with a 3 hydrophone linear array with 1/2 wavelength el-

,
i . P

’
’ .
PRage— Incoming .
. .
”

¢ : Signal

1 - 1 | 1 L L

‘1.5 -1 05 0 0.5 1 LS
"Angle of Incidence (rad)

Figure 1.3: Array pattern for a 3-hydrophone array. The hydrophone spacing is AJ2

where )\ is the wavelength.

ement spacing- when the signals from each hydrophone are simply add¢d togethe‘r.b
Radziejewski [1] found that when the direct arrival was outside the mgin lobe (cen-
tred at 0° for this array) of the array pattern, the ratio of the direct signal’s energy

over the reflected si>g.nal’s energy was poor. Only in the case where the transmitter and

e



receiver were in fixed locations relative to one another, and also aligned for optimum
. reception, was a fixed array advantzgeous. These results demonstrate the ‘necessity
of being}able to continuously steer the array’s ‘look direction’ when communicating

with a moving target, such as an AUV.

When the array is used to improve the spatial selectivity of a receiver, the hy-
drophones are usually spaced at a half wavelength or less, as in Flgure 1.3, to prevent
the occurrence of grating lobes (large amplitude lobes in the beam pattern at dnrec—w"
tions other than the steered direction) [2, 3]. There are, however, mstances when it is
not necessary to form a single narrow beam but rather just to fa,alltate the coherent
combining of a direct arriva}-stich as in a coherent spatial diversity receiver. Such a
spatial diversity receiver uses an arbitrary or random array whose hydrophones are
spaced far apart relative to the signal’s wavelength [4]. For example, Catipovic [5]

- used two hydrophones spaced 20 m apart to implement a 10 kbps underwater commu-
- nications system Regardless of the application however, the same s\ignal processirrg °
must be performed on the signals from the hydfophones before they are coherently’

combined. Namely, the beamformer must take into account the propagatlon delay of

~the wavefront incident onto the array.
»

Ariother instance where an arbitrary array is used, specific to communicating with
an AUV, is on the AUV itself. To reduce drag, the plaoement of the hydrophones
should conform to the AUV’s body, hence, the beamformer must handle an arbitrary
array. | N RN

Modulated bandpass sigrra.ls are used for underwater acoustic communications be-
cause acoustic transducers are ba.ndpa.ss ra.dnators which operate at centre frequencnea
higher than the message bandwidth: Also, the centre frequencies must be high enough ‘
to obtain efficient radiation with a tra.nsducer of rea.sona.ble drmensrons Therefore
the beamformer is required to process bandpass sngna.ls . ’ i~

“In summary, the beamformer’s requirements for commumca.tmg W1th an AUV are:



e A continuously steerable beam
o Able to handle arbitrary or random arrays .

® Processes bandpass signals

1.1.3 Previous Bqamfdrming Techniques

Several techniques have been develgped-for beamforming. The' earliest beamformers
used a,nal.og delay lines to delay thi incoming signals. However, there arle problems
associated with this technique. Fi;‘st, there is the uncertainty of component values and
thellefore a loss in the accuracy of the achievable'delay times. Second, the stability
of the delays due to changes,in the working environment, such as temperature, is
limited. Also, large delays, common with underwater arrays, are difficult to achieve.

Lastly, to obtain manybeams, there must be several delay lines for each hydrophone

‘to effect the necessary delays. This obvioﬁsly increases the complexvi‘ty and size of

the beamformer.

With the advent of modern digital signal pfocessors, many beamforming‘metho\ds
have been developed‘ that use digital techniQues. However,‘ as will be seen, the cur-

rent techniques are less than ideal for cbmrhunicating with an AUV. In fast Fourier

transform (FFT)' beamforming, the signal from each hydrophone is first converted

to the frequency domain by performing a discrete Fourier transform (DFT), then

phase shifting of the séparate frequency bins (accomplished. by a second Dl:“T) is: :

employed to realize the required time delays [6; 7, 8, 9, 10, ll]. While this ap-prda,ch
does offer several advantages, such as creating several look directionérsimultaneously
and efficiently, it has its drawbacks for our application. For‘examp,'le,v the second

DFT requires that the time delay for the signal to propagate -between adjacent hy-

drophones be the same, hence, FFT beamforming will only work-with linear arrays

and not arbitrary or random arrays. Also, the number of beams available depends

on the frequency, hence FFT beamform}ng does not work well for broadband signals.

-6



. For commumcatlon systems, the output is usually required to be in the time domaln,

e

therefore an inverse. transform i8 requlred which serves to i increase the computational
" load. Finally, phase shlftmg “each® frequer‘cy bin by multlplylng it by a complex ex-
’ponentlal effectlvely revolves the signal in the time domain about 1tself That is, ‘the

: srgnal is- cnrcula.rly convolved with a delayed 1mpulse hence, instead of the signal near

the edge of a block being shifted out, it appears in the same "block but near the other

> edge This results in the full array gain not being achieved and is known as edge

effects

Beamforming techniques that operate in the time domain are called time-domain

. beamformers ~ Unlike FFT beamformers ‘ ‘time-domain beamformers can handle arbi-
trar ’y or random arrays. They also process a steady stream-of data rather than data
~blocks, hence they are not plagued by edge eﬂ'ects The earliest digital tlme-domaln

" bbea.mformers could form delays composed only of an 1nteger number of sample. perlods

and the beams were limited to “/hat is known as a synchronous beam set. To have

a steerable look dlrectlon the signal has to be grossly* oversampled thus i 1ncrea31ng 3
the requirements of the analog-to-digital converter (A/D) and the cable and amplifier -
bandwndths For la.rge arrays, the requlred t1me delays may be such that the amOunt,. i
of memory requlred to store the samples could be overwhelrmng When the slgnal 1s |

a bandpa.ss slgnal a separate demodulator is necessary i in order to demodulate the

signal to baseba.nd

8

pola.tlon techmques to reallze the\tlmedelays [12] Interpolatron provides an arbitrary
delay without the overhead of many unused samples a.lthough the signal is still re- .

quired to be sampled at the Nyquist ra.te to prevent a,llasmg However 1nterpola.t10n

~ . only provides an.estimate of the signal and steps have to be taken to ensurethat the'

mterpolatlon error is small.

Another beamformer, common with bandpass signals, simply phase rotates the =

The reqmrement om the sa.mphng frequency is greatly réduced by employlng 1nter- '

»9



~ complex envelope [13]. The complex envelope is a complex baseband signal consisting

of the inphase and quadrature components of a be.ndpass signal. The inphase signal is
the real part of the oorllplexenvelope and the quadrature signal is the imaginary part.
To account for the time delay, the pha.ée-rota.tion beamformer rotaltcm the phase of the
complex envelope from each of the hydrophones before adding the signals togetherr:
Since the phase rotation can realize any time delay, it can provide a continuously
steerable beam as well as work using arbitrary or random arrays. However, for the .
phase-rotation beamformer to be effective; there must be sufficient overlap in time
of the complex envelopes from each of the hydrophones in the array. Phase-rs)tation
beamformers work well in radar applications, where the incoming signals propagate
at the speed of light (= 3X10® m/s) and hence the time delay between the signal
arriving at the various elements of an array is often negligible compared to the time

for a significant change in the complex envelope. In this case the complex envelopes

are aligned in time and just have to belphase rotated to be coherently combined. .-

In sonar, however, the speed of the acoustic signal in water ( 1500 m/s) is muchv -

slower and’ the~delay between the signal at the hydrophones may be large compared -
to the time for a significant change in the complex envelope -In such cases, there is

not sufficient overlap of the complex enVelopes from each hydrophone for the signals

to add together without the resulting signal bem_g sngmﬁcan-tly distorted.

In chapter 2, the above beamfornﬁﬁg tec:hniqlxes'“are described in more detail,

along . with the reasons,wll"y—‘they are not suitable for communicating with an AUV.

1.1.4 True TimeDelay Bandpass Beamferming /

»

This thesis presents a time-domain beamforming method that combmes in a unique

way the beamforming techmque described by Pridham and Mucc1 [14] with the op-

. timum interpolation method of Oétken [16]. The bandpass sngna.l from each of the

. hydrophones is first converted to its complex envelope representation using a tech-



nique known as bandpass sampling where the signal is actually subsé;rrlbled with
respect to the catrier frequency [17]. With a carefui choice of the sampling frequency,
the resulting samples are either of the inphase or the quadrature signal. The effects
on the complex envelope of time delaying the bandpass signal are then realized so
that the signals can be coherently combined. This involves both delaying and phase

. rotating the complex envelope. .

The delay is realized by first delaying or advancing the signal the required num-

-~ ber of integer sample periods and then using an -efficient interpolation tech.niqhe to

estimate the signal for the requlred fraction of a sample period. The mterpola,tlon

method is implemented usmg a finite impulse response (FIR) filter whose coefﬁcnents

. depend on the point where the signal is to be interpolated to. This interpolation

technique requires a fewer number of filter taps than other corrlrrlonly used interpola-

stion techniques to ebtzrin a low interp\olation“ error. The phase rotation is executed by
linearly combining the delayed inphase and quadrature signals after multipling them

by values which depend on the time delay. The delayed and phase rotated srgnals b

from each of the hydrophon% are then added together to construct the beamforrner s

output.

‘T'his new beamformer has several adve,ntages over other digital beamformers for

~ communicating with an AUV. First, since it ha.s;'the ability to realize any time delay, it
can handle random or arbitrary arrays as well as have a continuously steerable. beam,
both are unattainable with FFT beamforming. . Second, unlike FFT bea.mforrmng, 5

the signal remains in the time domain which makes it attractive for commumcatron T

purposes. Also, by bandpass sampling the signal, the sampling frequency is grea,tly:," L

decreased over that normally required when sampling at the Nyquist " rate for the. -
:bandpass signal. Having a low sampling rate not only reduces the analogvto dlglta.l
converter requirements but also reduces the the amount of memory necessa.ry for

realizing large delays.




. RN
- L}

&

The implementation of the ne\tv bea.rnforrﬁing teehnique is simple and consists of
an A/D converter,vwhich may be shared between Vl‘lyorovphones, and twqtshor‘t FIR
filters (~20 taps) for each hydroplrone in the array. The look direction is steered by
changing the time delay for the signal from éach hydrophone. To accomplish tHis, only
the integer number of sample periods that the signal is delayed and the interpolar,ti_onv _
filter coeflicients have to be changed. To have several separate simultaneous beams, |
“several beamformers can' be employed, each with a different look direction. T_‘his
implementation has the adva.r;ta.ge of soft degradation, uklike FFT beamforming; if

one of the beamformers fails the rest, will continue to operate. -

The new beamforming technique was implemented on a Sun Sparc station and
tested using real data’collected with various array configurations. Both a small array-

~and a large array were employed to demonstrate the beamformer’s validity.

1.2 Thesis Outline PR

This thesis is divided into six.chapteré.r Chapter 2 contains a'discussion of both

lfrequency-domain and time—domain‘bearnfOrmirn-g téchnidues and their 'associa_.te(t -

problems. The requirements, for beamforrrlirig using the complex envel_ope, are also "-';‘ oy

stated. e T
In Chapter 3, techmques to recover the complex envelope are. descrlbed The
beamformer can be simplified to perfo;rm as'a quadrature demodul:a.tor This de-

modulator is useful apart from the bea.mformmg context and therefore is described

in detail. The method uses bandpass samplmg to down convert the bandpass sngnal_ r

and interpolation to time reglster the samples Several mterpo]atlon techniques are

investigated and results are given compafrmg their accuracy. The chosen interpolation

techniqu,e,is;"optimized' to minimize the mean squa,_red. error of the'interpolate‘d sig_ﬁ'al'. S

10



Chapter 4 describes the proposed beamforming technique which performs the
beamforming process on the ‘complex envelope. The demodulation technique dé-
 scribed in chapter 3 is employed with'only a simple modification ta effect the required

N

time delay and phase rotation of the complex envelope.

Chapter 5 contains a design eXa.m;ﬂe and experimental results. Following ‘the
description of the test ‘envirqnmgrit, results using various arra;y conﬁguraigions_‘a.re -
given which confirm the beamformer’s operation. Three trials were’ conducted, two
with a small array and one with a large array. For the small array, the incident angles
for the signal were 0° and 30°." The setup for the large array was such that there was
lit}tle overlap in time of the complex envelope from each hydrophone. This illustrates

-the advantage the new technique has over phase-rotation beamformers.
J o W .

The conclusions drawn from the research are discussed in Chapter 6.



Chapter2
Beamforming -

»As rnentloned in the mtroductmn an array of hydrophones will'i Jmprove the spatlal
selectivity over tha.t of a smgle hydrophone As"a signal propaga.tes across the array,
there is a time delay between- the signal arnvmg at each hydrophone in the array.
The time delays depend on the incident a.ngle of the sngnal to the array.. By properly ,
;taklng into account the propa,ga.txon delays, a s;gnal from a partlcular d1rectlon 18

- -renha.nced over sngnals from other dlrectlons and background noise. ThlS process s

, called bearnformm g

PO

Loy

Beamformmg can be accompllshed using analog phase shlfter§ or dela,y lines.: How-

ever, a.nalog beamformers “suffer the problems’ a,ssocrated wnth ana.log components

A That is, the tolerances- and jtabll'lfy of the components reduce tﬁe a.ccura,cy of theg,. o

vdelays available. Also, m order to obta.m a number of beams many delay lmes are ' 4‘ o

) requnred Modern dlgltal signal processmg techmques a.nd ha.rdwa.re eliminate ma.ny
~of the accura.cy and stablllty problems assocla.ted w1th the ana.log bearnformer How-

‘ever current digital beamformmg techmques are not w1thout thelr own wea.knesses

Coy e

12
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where f,is the Smnphng frequency;”;i":'

2.1 Digital Beamforming
Digital beamformers can be divided into two classes tlme—doma,m bearnformers a,nd_'

frequency domain beamformers. Both claSses w1ll now be dlscussed

2.1.1 Fr’equency ‘D_omain Beamformers

. . - . it
R AN ,v
3 : r

" Frequency- doma,m bea,mforrners ﬁrst convert the signal from ea,ch hydrophone to the

frequency domain by performlng a discrete Fourier transform (DF T) The equatlonf,‘i ‘

for the DFT of M samples of a signal, xr(n) (n=0,1,---,M — 1) is [18}
o) ML ﬂk' L
X',(Y).. "2_:0 zi(n)e :%a . . Q 1);_

- To ease the computatrona,l loa,d equatlon (2.1) is calculated usrng a fast Founer trans— »

- form (FFT) which computes X (2"") efﬁcrently for k=0, 1,2 M1 Each value

of the bin number k represents a dlﬂ'eren.t frequency and the reIatlonshlp between k-
and the temporal frequency is R IR

¥ R
Before combmmg the signals from the h¥drophones i in the array, each signal must

be approprrately shifted' in time so thaf/ they are ahgned in time. As an example,

) consxder a ‘two hydrophone array where the signal’ rea.ches hydrophone 0 after hy-
drophone 1 as shown in Frgure 2. l(a) The spectrum of each sagna] will have the same -~ B X

<magmtude but dlfferent phase That is,f the DFEI' of the signal at hydrophone 0 1s"

- o ekt (2nk | -
', X (wa) - A(%I—) e.ﬂ(% e (2. 3)1'77%1

" then the spectrum of the sxgna.l at hydrophone 1 w1ll be

L (2mk) 1222w . LT s
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output is [6].

Co . = A (2Lk) eff,‘f(’ﬁ*)e"(‘ﬁ*’ff-') PR (2:5)
where 7 is the tlme difference for the signal to arrlve a.t ea.ch hydrOphone To align
both mgnals the signal at hydrophone 1 must be delayed by 7 which is 1mplemented
by multiplying X1(2"") e~i% 7. The th spectra are then added together to-

form the beamformer’s spectrus. R N

For the speciﬁc case of a linear array consisting of N hydrophones and a time delay

of T between between nenghbormg hydrophones, the spectrum of the beamformer’s '

B(%k ) Fx (%k) ‘,Azﬁg,.;,, | J ‘('2.6‘)

1=0

1f equatlon (2.6) can be written in the form of a DFT then it can be efficiently
, computed using an FFT. To write equatlon (2. 6) as a DFT the followmg substitution

must be made B ‘
f,,’;—,(, 1=0---(N-1) : — (2.7)

The resulting equation for the beamformer’s output is then

"~ (2rk 2xl N-1 2rk | i3 o

- ' 2.8
(G F)-oelr)om e
which is a DFT and can be computed using an FFT. | |

The FFT beamformer can be visualized as shown in Flgure 2.2. First, the 31gna1

" from each hydrophone is transformed from the time domain to the frequency domain

‘ using an F FT. Each FFT creates M frequency bins for each hydrophone. Next the

frequency. bins are sorted according to the,bin numbers, k, and the second DFT,

: eq:uqt'i/on (2.8), is computed to appropriately phase shift and add the signals.

. : ) ps 2
FFT beamforming has drawbacks that restricts its use. The first problem is

ewdent in equation (2.6). In order to compute the second DFT, the time delay for

the s1gnal to- propagate between neighboring hydrophones T, must be the same for

15
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Figure 2.2: Visual representation of FF'T beamforming.
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all hydrophones ThlS means the hydrophon&s in the a.rray must be evenly spaced

(1.e., a linear a.rra.y) hence FFT beamforming: does not work for a.rbrtra.ry or random

arrays.

=

The second problem is introduced by.usfng the DFT to time delay the signals
by phase shifting the frequency bms, When the DFT of two srgnals a.re multlplled
together, the signals in the time domain undergo circular convolutron [18]. In the
case of FFT beamforming, the second DFT equation is multiplying the DFT of the
hydrophone signals with the DFT of a delayed impulse. In the trrne domain, the

hydrophone signal is actually c1rcular convolved with a delayed 1mpulse Consrder R

the exa.mple shown in Figure 2.3(a) ‘where a signal is incident onto a 3-element array.
The srgnaI from each hydrophone is shown in Frgure 2.3(b). Before adding the signals l
together the srgnals from hydrophones 2 and 3 must be advanced in time to be
aligned with the signal at hydrophane 1. Flgure 2.3(c )shows the s;gnals after being
~divided into blocks for processing. When the signals in the block are.time shrfted"
by multiplying'the DFT by a complex exponential, rather than the signal neér the
edge of the block bemg shifted out, it instead appears at the other end of the block
as shown in Figure 2. 3(d) This results in the signal near the‘edge of the block not
being coherent with the signals, from the other hydrophones Therefore when the
signals are added together, the signals near the edge are not ad_ded coherently which
causes distortion in the beamformed signal. This distortion 7is known as edge effects..
Edge effects are always present but to'what degree depends on the ratio of the length
of the data block and the.propa;gation' time across the array. Mucci [9] recommends

~that the length of the data block v‘b'emat least ten times the maximum propagation

delay across the array.

-

The third problem with FFT beamforming is that the beam is not continuously
steerable. The substitution in equation (2. 7) limits the possible. va.lues for the delay T
and hence limits the look directions [10]). Using equation (2.7) and the fact ‘that k
represents the temporal frequency fi = kf,/M, the possible values for the delay 7

17
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Figure 2.3: (a) Three hydrophone array with the signal coming-in at an angle. (b)
Signal at each of the hydrophones. (c) Signal at each of the hydrophones divided into
a block. (d) Signal at each hydrophone after being circular convolved with a delayed

impulse.
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For an incident angle of ©, as shown in Figure 2.4, the time delay 7 can be expressed

s

’
- e ——— 1
R4 Incoming wave

" Figure 2.4: The éxtra distance a signal has to travel to reach the second hydrophone

is D sm(@) This corresponds to a time delay. of D sin(©)/v.

3

;- Dsin(0)

v

-

+

(2.10)

where v is the velocity of sound in water. Equating equations (2.9) and (2.10) results

in the possible aﬁgles for the look direction

.1 lv
© = sin (NDf;,) D (2.11)

There are two points to note about the look dﬁectioﬁ%jahgles é)&i)fessed In equa-
tion (2l11). First, the beam direction is not continuously steerable but is incremented
. by discrete steps. Second, the look direction depends on the temporal frf;quency fr.
A.'Having the look direction depend on frequency when the signal is wider than a ;ing]e

frequency bin'is undersirable for communincations.

The final problem with FFT beamforming is the processed signal is in the fre-
quency domain. If the output is required to be in the time domain, as it is for most

£
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 communication applications, an inverse transform is necessary further increasing the

"~ computational load for the beamformer. .

The main advantage of the FFT beamformer is its inherent qbility to generate

many beams efficiently. However, multiple beams are not reqtiired for qommunicating

‘with an AUV and the problems associated with FFT beamforming certainly make it

v

unattractive for our purposes.

2.1.2 Time-Domain '_Beamforr‘nel_'s - N

Time-domain beamformers do not have the problems associated with FFT. beam-
formers. The simplest time-domain beamformer is the delay-sum beamformer where

the output is
. N-1

b('flTs) = E IL‘.’(TlT, - Tl) . (212)

. . 1=0 -
where 7; is the required delay'fbr hydrophone i. The early digital delay-sum beam-
formers could only form deldys composed of integer multiples of the sampling pe-

riod [3] oy ﬂ
b(nT,) = 3 zi(nT, — kiT,) (2.13)

=0
where k; is an integer. Assuming an array whose hydrophones are evenly spaced, the

requirement that the delays be integer multiples of the sampiing period restrict the

choice of t)eam angles to

D/v

6=sin' (Bx) k=0%1,+2, - ’ (2.14)

where D is the hydrophone spacing and v is the speed of sound. This‘beém setﬁ“f -

is referred to as a synchronous beam set. The obvious disadvantage of the direct -

approach of implementing the time delay. is the high sampling rate required to obtain
the time delayed signals needed to steer thé_;‘b.eam. The large sampling rate increases

the requirements of the A/D conVe‘r‘tér and the cable and amplifier bandwidths. Also,

20



a large amount of _meme,ry. is required to’a',chieve the long delays necessary for large

arrays.

Instead of grossly eversamp]ing the sigﬁai interpb'latlion can be employed to obtain
the delayed SJgnals [12]. Interpolatlon is preferred bécause any delay is atta.lnable
and hence the beam is contmuously steerable Wlthout the overhead of many unused
’ samples The reduced samplmg rate also reduces the A/D requirements and, the ca-
ble and amplifier bandwrdths. However, the interpolators only provide an estimate
of the s;igné,l and any error in the estimate is treated as noise. The use of inter-
pdlatore therefore adds noise and stepé must be taken to ensure the noise is small.

LY

Interpolation is discussed in detail in-chapter 3.

-

If the received signal is a bandpa.sg signal, the required output signal is often
' the complex envelope. Rather than‘be:;mform the bandpass signal and then use a
separate method to recover the cemplex exiﬁ/el(’)pe, it is possible to perform the beam-'
forming operatioh on the complex envelope. However, simply delaying the complex
envelope before combining the signals is r10t su‘fﬁcient,l it must also be rotated in
phase.r Before demonstrating the necessity of phase roteting the complex envelope, a
discussion of the complex envelope and its relationship to the’ bandpass signal is rn

order.

Complex Envelope

A bandpass signal, z(t), can be represented using its inphase and quadrature com-

ponents as ,

2(t) = I(t) cos(wt) — Q(t) sin(wet) L (219)

" where I(t) and Q(t) are the inphase and quadrature baseband signals respectively

and w, is the carrier frequency.. A >
¥ oo- /
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The complex envelope of z(t), denoted by Z(t), is defined as [19]

o E(t) = (a(t) + jzu(t))e " T (2.6)

where z(t) is the H’ill')ert transform of z(t). Equation (2.16) can be simplified result-

ing in an equation for the complex envelope in terms of the quadrature components

#(t) = I(t) + 5Q(1)  em

The complex envelope is a complex baseband signal wﬁ% real part is the inphase

signal and ir?laginzify part is the quadrature signal. -

'Beamformed Complex Envelope Requirements-

The requirements of delaying and phase rotating the complex envelope when the
beamformer processes the complex envelope will now be demonstrated. Again the

equation for the ban%lpass signal at hydrophbne 1is
4 zi(t) = Li(t) cos(wet) — Qi(t) sin(wet) (2.18)

If the signals from the hydrophones are to be coherently combined at baseband, the
beamformer must be able to accomplish the effect of a time delay of a bandpass sig-
nal. Specifically, it must determine the inphase and quadrature signals for a delayed

bandpass signal.

If the bandpass signal in (2.18) is delayed by 7; then

zi(t — 1) = Li(t — 1) cos(we(t — 7i)) — Qi(t — 7)) sin(we(t — 7;)) (2.19)

After'expanding the trigonometric functions and combining terms

i‘,’(f — T,') = ID.'(tj Cos(wét) - ng(t) sin(wct) (2.20)

where

| Ipi(t) = L(t - T,'») cos(w. ;) + Q;(t — 7;) sin(w,7;) (2.21) |

22
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and o - ,, ) .
| Qpi(t) = = Li(t — 7)) sin(wer;) + Qi(t — 7)) cos(wers)  ° (2.22)

Ipi(t) and Qp;(t) are the new inphase and quadrature baseband signals that represent
the delayed bandpass signal. These may be added to deleyed baseband signals from

the other elements to form the baseband beam output.

Thvree distinct processes are necessary to obtain the requisite baseband outpﬁt as
shown in equations (2.21) and (2.22). First, the bandpass signal must be down con-
verted to ol;tg).in the inphase and quadrature baseband signals. Second, the baseband
signals must be delayed by ;. Finally; the baseband signals must be rotated in phase

(lmear combination of I; and @Q; multiplied by cos(w,;) and sm(wcr ).

" Thereisa beamformmg téchnique (phase-rotation béamforming) where the qua.dra.—

ture signals of the dela.yed bandpa.ss signal are estimated to be [13]
Ipi(t) = Ii(t) cos(w,T:) + Qi(%) sin(w, ;) | (2.23)

and

Qoit) ~ —L(t)sin(wer) + Qiltycos(wer) N (224)

. The beamfoémer rotates the complex envelope but does not delay it. These beam-
formers work well when the propagation tirﬁe across the array is .small compared .
to the time it takm for a significant change in the complex envelope Consader the
example shown in Figure 2.5 sil,here the time dela.y between the SJgnal a.rrlvmg at
each hydrophone is small. W%eﬁ demodulated to the complex envelope, the sngnals
appear to be closely aligned in time ‘but the complex envelopes need to be rotated
in ;.)ha.se so that they can be coherently combined, Figure 2.5(a). The pha.se—rot‘a.tion
beamformer simply rotates the complex envelepes before summing the signals, form-
ing the enhanced signal Figure 2.5(b). In this case the signal at hydrophonee 2and3
are rotated in phase and added to the signal at hydrophone 1.. If the time delay is

small, the distortion in the beamformed signal is small.

23
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Figure 2.5: A situation where the time delay between the signal arriving at each hy-
drophone is smaU and phase-rotation beamforming works well. (a) Complex envelope

at each hydrophone. (b) Phase-rotation beamformed signal.
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Figure 2.6: A situation where the time delay between when the signal arrives at
~Neach hydrophone is large and phase-rotation beamforming does not works well. (a)
A~ : ‘

omplex envelope at each hydrophone. (b) Phasle-rotation beamformed si'gnal.,”

"signal arriving at each hydrophones is large. Again, the complex emvelope .at'ea‘ch
hyd}ophone needs to be rotated in phase before being added ‘togetheru However,
addin.g the phase rotated sig};als results in a seriously distorted signal, Figure 2.6(b).
To ‘preventvdistortion, the signals need ta be time delayed also.
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A means to lltnlt the amount of dnstortnon tha.t phase rotatlon beamformers caUse"

s to I‘eStI‘ICt the amount the mgnal changes between the first and last - hydrophone

in the array. If for an N element arra.y, the baseband mgnals at each hydrophone

sfter being phase mtated are y(t)’ y(t =), y(t = 7a), - , y(t — TN~ 1) then “the”
f'beamformed sxgnal is ,' . Lo I : . : '

EE R R R N w | f(zéé)“ﬁ. -

.The des;.red sxgnal ts N y( )s se the ;BSOIute/Value of theerrorls :
sl Nyl -3t ; e R () . Cem

?’W - ”y(t) - ?(t - y(t'— ) ?fff*'r-y(t )| e
Assumlng that | y(t )_ y(t — 7). l is largest for 7 equa] to N . 1 then . O

(N‘”'y()‘ (t—r~}>’| )

We want to restrlct the expected mean squared value of € to a fractlon A Qf the o

desxred sxgnal s power
I < (N - 1Bf((0) - ylt=7n- 1)) < < ANEfyt P 229)
from which the following equation is writt_en ‘

AV Y

B0 -y - S 4 () BbOA e

_ P.a%gulis [20] derived the following inequality =~ _

Ely(9) - y(t = mv1))?) S WhTAEly(t)?) o3
where w,, is.:the highest frequency in yE}) If the inequality
ARLE0N <A () Bt s

N -1




is true, then the mequahty in (2 30) will also be true. For (2. 32) to hold, the equatwn \
limiting the maximum propagatlon delay is '

"NVA

™S N D )

e

L (2.33)“"‘"’4‘

For an array of length L m, the maximum propagation dela.y occurs when the 1nc1dent
angle for the signal is 90° (i.e., endﬁre). The maximum propagation delay is .

( ) - (2.34) ‘_k,‘ :
. Awher.c-IS'O‘(‘J" m/s is the speed of sound in water. An equation limiting the length of .
""_vft‘he array is obtained by substituting equation (2.34) into (2.33) and solving for L
C o I500NVA : o
L < —  — (m g - (2.35
S N Do (m) (2.35)
.. As an example, consider a two elemeni; array and the signal ba.ndv)idthkis 12600 rad/sec.
For the error to be 40 'dB down (A=0i.0001), the maximum length of the array is

2.4 cm.

The true time delay bandpass beamformer described in ithis thesis p_\}ercomes this .- ;

problem by delaying as well as phase rotating the complex envelope. ,
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e dlscussed in. detad

. . Chapter 3 |
- Quadrature Demodulation -

o Down convertmg a bandpass 51gnal to its complex envelope is known ag quadraturej

demodulatlon and’ several mefhods both analog and- dlgltal have been developed to -

1

‘accompllsh thls “This. cha.pter presents sorne of these rnethods The proposed vbeam-‘ '

!forrnmg pfocess can be sxmphﬁcd %o perform as a quadrature demodulator. Slnce L

1',,the demodulator is useful apart from the beamformmg context thls SJmpllﬁcatlon is:

J(-'

3 1 Prevmus Demodulatlon Techmdues

A conventxonal approach to demodulate a bandpass signal mto samples of I( ) and

' Q(2) is shown in Figure 3.1 [17, 21 22 23] The demodulator con31sts of twou" o

- ‘f'quadra.ture channels that mix the.bandpass, »mgnal down to baseband. Two A/D
converters .then sample I(t) and;Q(') to generate the digitizedontputs. Thevmost

N significant problem with this approach 18 baIancxng both the galn and the phase

between the two channels A typlcal phase error for this type of demodulator 18 ln the i

order of 2° to 3° [22] Varlous other schemes using digital 31gna1 processmg techmques

28
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cos(w.t)

LPF AD|—» 1)) |

x() ) - sin‘(wct)

'Figure 3.1: A conventional quadrature ‘dém'q du]ator’i.r" o

. v :-v’ . e T, . : . ‘ %
have begf& deve]ppéd ‘to impraove the quadrature demodulator’s performance.

Equation (2.16) suggests ﬁsﬁig the Hilbert transform to duédratu‘f@ d_»eymod’ulat'efé

bandpass signal [18, 17]. The block diagram in Figure 3.2 i_}lﬁs’t"rates an impléfnéﬁﬁa{t,v

tion of a quadrature demodulator using the Hilbert transform. The signal spectrum nor

: L : ST ~
“eos(wrot) Co e Deci.
<o Ch oo 0 Delay > I(n)
. ST by 4
x(1) —)®—> LPF ‘ ;/D —
K Hilbert Deci. ’
Transform by 4 .

Figure 3.2: A quadrature demd&u_]ator u.sling the Hi]ber_t transform. P
at various points in the demodulator is shown in Figure 3.3. In this approach, the -
bandpass signal, Figure 3.3(a), is first mixed down to an IF signal centredat f,, Fig-
ure 3.3(b), and then sampled at a rate of 4f,, Figure 3.3(c). The sarﬁples, are passed
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Figure 3.3: Spectrum of Hilbert transform dewulatzon process (a) Spectrum of
. »bandpa,ss signal- z(t). (b) Spectrum of the down. converted 51gna1 (c) Spectrum of
'sampled IF szgna] (d) Spectrum of the smgle sideband SJgnaI (e) Spectrum of ‘the =

baseband complex envelope.
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through a Hilbert transformer and a delay block r@ultmg in_the single sndeband sig-
nal Flgure 3.3(d) The delay block is to account for the group dela.y of the Hilbert
transform. Th(; final step is to multxply the samples by e=7*"T+ {0 shift the spectrum
S0 that the spectral image centred at fj is moved to f =0. This multiplication can

be simplified since the sampling frequency is 4f,,

emiomnTs = gmitimlGR) | (3.1)
= e=im/2 | (3:2)

By downsamplmg by four the output of both the Hllbert transform and the delay
block, the samples are effectively multiplied by e=#“*"T: Figure 3.3(e), Wthh results

in samples of the complex envelope.
The impulse response of the Hilbert transform is {18]

hu(n) = 2sin’(nn/2) n:integer : (3.4)

rm

~

The problem with this method is 1mplementmg hy(n [18 22 24] A practlcal 1mple— }l |
mentation of the Hilbert transform departs from unity gain across the band resulting
in a gain difference between the inphase and qua.drature channe}s The'gam dlﬂerence

will result in a phase error of the demodulated oomplex enwelope [24].

Another approach uses two bandpass filters with identical amplitude résoonses
but 90° shifted in phase [21, 24, 25]. A block dnagram showing the 1mplementa.tnon of
the 90° phase splitting method is shown in anure 3.4. The demodulator s operatxon.

is similar to that of the Hilbert transform demodulator. The filter H(w )removes‘

the negative frequency sideband while leaving the positive frequencies alone. This

requires the filter’s response to be complex which is implemented using two real

response filters”

H(w) = Hy(w) + jHy(w) . (3.5)
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Figure 3.4: A quadraiure demodulator that uses a 90° phase splitter.
The requirements for Hy(w) and Hy(w) are [21]
LHg(w) —LH(v) = 3 =3i<w<-I% . | (3.6)'

. n n
/—3 Z<UJ<3-4—

where w is the normalized frequency. Both filters are all pass filters. The signal’s
< w < 3%. Both IIR and FIR im-
3.6) are described in [21] and (24, 25]

frequency band -must be contained within

—_

plementations of filters that meet equation

‘respectively.
P/ -

3.2 Quadrature Demodulator

As described in section 2.1.2, yvhen the beamermingi-process is erformed on th com-

plex envelope, the beamformer must delay the quadrature coriponents. The previous ‘

techmques for recovermg the complex enve]ope are’ not ea511y modified to realize the -

A,delayed quadrature components A srmple technique for quadrature demodulating a
N S
bandpa.ss signal will now be described. This demodulator uses bandpass sampling
to obtain samples of the I and Q channels and then employs interpolation to time

register the samples. The same interpolation technique is used by the beamformer,
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described in chapter 4, to delay the quadrature components, hence only a simple

modification to the demodulator is required for beamforming.

321 Bandpass Sampling

If the aperture time of the A/D converter is small enough to avoid-aperture errors, it
is possible to recover the complex envelope from a ba.x’ldpass signal by .;xubsampljng the
signal and thereby eliminate any mixers [17, 22, 26]. Bandpass sampling also reduces
| the normally required “sampling'rate dictated by the Nyquist criteria, therefore the
A/D requirements are relaxed. By properly choosing the sampliné frequency, the pe-
riodic property of the Fourier transform of the sampling signal is exploited so that the
bandpAS"s signal is down converted to its complex envelope with little computational

: »effort.»:.Equations will now be derived for calculating the sampling frequency.

U\s'ing the equation describing a bandpass signal, equation (2.15), the I channel
is sampled by sampling the bandpass signal when sin(w.t) = 0 and the Q channel
is sampled when cos(w.t) = 0. For uniform sampling, the resultiﬁg samples of the

bandpass signal are

if the sampling rate is / ' '
4f.
= =0.1.2.... . 8)
f«! 4n + 3 n 0’ 727 ) (3 8)
and the samples are
il the?sampling ra_te is C e A o
= . :0 . s ’ . : 3.
fa 4n +-1 n 71a27 | s, . . (3 10)

These equations are derived by observing the carrier signal cos(w.t) and — sin(w,t),

shown in Figure 3.5, along with the sampling intervals associated with equations (3.8)
f

4
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e ' (n+1/4)Tc

p— (1+1/4)Tc
e 1/4TC

_—

\ /1) m AWIAWY

Flgure 3.5: Illustration of the samp]mg pomts resultmg in I and. Q samples

- ,)\_I/‘
Fe 3/4Tc
- (1+3/4Tc > A _
- — (n+3/4)Tc >
i O O L L

The

pomts shown at the bottom of the ﬁgure refer to equation (3 8) and the pomts at the

top refer to equatlon (3.10). Tc refers to the
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‘and (3.10). For example, if the current sample is +1, (i.e., cos(w.t) = 1), the next
sample is +Q if —sin(w.t + T,) = 1. The sampling period must th‘x be (n + 3/4)T.,
where T. is the carrier period, as shown at the bottcm of Figl‘;re 3.5. If the sampling
period is (n + 3/4)T., the sample following +Q is —I and then a —Q followed by
a 41 sample again. The sampling frequency is the reciprocal of the period which
corresponds to equation (3.8). The same technique is used to derive equation (3.10)
. except now the sample following +1 must be —Q so ~ snn(wct + T,) must be equal to‘
—1 and hence the sampling period is (n + 1/4)T, .

’ . Examining bandpass sampling in the frequency domam Flgures 3.6 and 3.7, il-

lustrates the technique from aﬁferent perspective.

Figure 3.6(a) shows the spectru;n of a bandpass signal, z(t), whose bandwidth,
I, includes any required guardband. For the bandpass spectrum to repeat itself in
the region 0 < w < 7, an impulse is required in the sampling spectrum at either the

highest frequency of the bandpass signal, f,, or the lowest frequency of the bandpass

Ve
s1gna.l fi-

" For the samplmg spectrum to have an impulse at f, then f;, must be an 1nteger

multlple of the samplmg frequency, Figure 3. 6(b)

fhz'kfa k=11273,"' o ‘ (311)
Subetituting . _ _‘
S T 1 : . S ,
, fhzfc+§fb T ,'.,-'(3.12)
' into (3.11),7P.roduces - o - SRR % "1  o '
L ERE fc+ fb—kf, R SRS ST ¢ BT )

~ The requ1rement of fs to av01d allasmg of the complex envelope 1s

R |

fi=2f o (314)
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Figﬁre 3.6: Spectrum of bandpass sampling process: (a) Spectrum of bandpass signal.
. (b) Spectrum of sampling signal. (c) Spectrum of sampled bandpass signal. (d) ‘.
- Spectrum of sampled signal shifted up in frequency. o '
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Replacing f, in (3.13) and solving for f, results in the equation for the sampling

frequency . )
4 4f, o
s = ! 3. 15
: f 4k — 1 : A
Exchangmg n+1 for k produces the following equation for the valid samplmg fre-
quencies ' '
Y ( e
s = - =0,1,2,3,--- .
f i3 n 2,3, | 3 (3.16)

. L
which is equivalent to equation (3.8).

The sampled-signal’s spectrum, Figure 376(c), is the convolution of trhe‘ bandpass

signal spectrum and the sampling signal spectrum.

To centre the spectrum in Figure 3. 6(c) it must be shlfted up in frequency by
f./4. This is accomplxshed by multiplying the signal by . *

e]?ﬂ’f.gﬂT./“ — 6121"!-"/(4!:) o ) . - N (317)

" B
e]1rn/2 . ’ o T (318)
= {1,ja_ _Jala} E s (3 19)

Multlplymg the sampled signal sequence in (3.7) by (3.19) results in the desired

-

samples of the complex envelope.

If an impul_;s‘:e'is at fi in the sampling-signal’s spectrum, Figure 3.7(b),' then

fr=kfy k=123, (@321)

y
5 -

Using the relationship

o7 1 ' . - I
s ishegh o G:)
equation (3.21) becomes‘ ’ :

fe— %fb = kf. o (3.23) .
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Figﬁre 3.7: Spectrum of bandpass sampling process: (a) Spectrum of bandpaés signal.
(b) Spectrum of sampling signal. (c) Spectrum of sémpled, bandpass signal. (d) -

Spectrum of sampled signal shifted down m .‘fr’equency. S
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Again, to avoid aliasing, the requirement of f, is
fi=2fy - (3.29)

Substituting equation (3.24) into equation (3.23) results in a second equation for valid

sampling frequencies ‘ : , )
: s o

s = ‘ , 3.25

f 4k + 1 : ' ( )

‘which is equivalent to equation (3.10).

The subsampled signal spectrum, Figure 3.7(c), is the convolution of the}andpass- ‘

signal spectrum and the spectrum of the sampling signal.

»

The final step is to centre the spectrum by shifting it down in frequency by f/a
and is carried out by multlplymg the sampled signal by

ST W O (3.26)

= {1,-j,=1,j,1,---} ‘ (3.27)

This time, when the sampled sequence in (3.9) is multiplied-by (3. 27) the desired

samples of the complex envelope is obtained.

The criteria that the sampling frequency be twice the bandpass bandwidth to
avoiq allasmg is evident in Figures 3.6 :and 3.7. If it was not twice the bandpass -
lbandw1dtH there would be overlap of the 1nd1v1dual spectrum in the sampled signal -

spectrum. -

3.2.2 " Interpolation -

So far, a method has been :described for recovering thecpmplex envelope by bandpass
sampling the signal. The obvious problem is that the I'and Q samples are not both

available at the same time. Interpolation is used to time register the samiples by
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- estimating the value of I and the value of @ at a common réference time using the

past and future samples of I and Q.

Figure 3.8 illustrates a number of samples of the inphase and qﬁadrat’u‘re signals -

Time Where Signal Values Are Estimated

Q Channel

Figure 3.8: Interpolation ;polint to time reg\i‘ster,'the I and Q samp]es.

after the sign changes have been made.’ To time register the samples, one could leave . N

the I channel as is and interpolate the Q channel to align it with I m time. Thls‘~ -

means the interpolated tlme shift is one sample time of the bandpa.ss sngnal or 1/2~_ .

the sample time of the Q channel Since the largest mterpolat10n error occurs.at 1/2-

the sample time of the baseband signal and in the interest of symmetry, the I'channel |
1s interpolated forwards 1/4 sample and the Q sample is interpoiated Backwards 1/4
sample. These #/4 samples Fefer to the baseband sampling rate and consequently, )
in terms of the bandpass sample rates, the time regnstw point is moved forwards;’
1/2 of ‘a sample for the I channel and backwards 1/2 of a sample for the Q channel.
Interpdl’ating_bdth ‘chghnels spreads a smaller interpolation error over both channels.

- +
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Pr‘evious’Interpolation Techvr-ii‘ques

Interpola.tlon can be used to effect a hlgh;sa.mplmg rate [12 14, 15]. The upsampling

_ofa sequence can be viewed as a'two step process Figure 3.9. A 51gnal is first sampled

y(nTn) | o g(nTa/é)

N | Zero . _ | Interpolation . RE
f A/D Padding T N Fﬂ{ -
T

v(nT,/q)

Figufe 3.9: Block diagram showing the upaampling procedure. -

at a rate of T, to form the samples y(nT,). The sampled sequence is theh:.'p;dded ]
with zeros between the data points. The zero-padded sequence, v(nT,/q), 1s“then
" smoothed using a digital filter to produce #(nT,/q), which is an estlmate of y(t)
sampled at a rate of nT, s/q. The upsampling has effectlvely created a series of vernier
"delays which are used to estxma.te y(t) between sa.rnple pomts The a,pproprla.tely

e :
E S

interpolated sample is selected from the upsa.mpled 51gnal

F igure 3. 10 illustrates 'the interpola.tion process in the. frequehcy domain whlch )
clearly mdxcates the mterpolatlon filter requlrements The mltla,l baseband sxgnal’
-‘spectrum, Y(w), is shown in Figure 3. 10(a). The spectrum of the sarnpled sxgna.l
y(nT,), is shown in Figure 3.10(b) and the zero-padded sequence, v(nT,/q), is shown

in Figure 3.10(c). The purpose of the interpolation filter is to suppress the interme-
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Flgure 3.10: Spectra of the upsamphng process for ¢ = 2 (a) Spectrum of ongmal

" signal. (b) Spectrum of the sampled s1gna1 (c) Spectrum of the zero padded s:gnal o

(d) Spectrum of the ﬁltered s:gnal (e) Spectrum of the desxred c:gnal

‘ dlate spectra of v(nT/q) so that the spectrum of y(nT /q) is approx1mately that of:{“i
-(nT,/q) Flgure 3. lO(d) is the spectrum of y(nT /q) and Flgure 3.10(e) is the spec-} R

tram of y(nT /q). The two spectra dxffer due to nonideal filter characterlstxcs such
as passband ripple and a finite stopband. The nomdeal characterlstlcs contrxbute to

the mterpolatlon error and are control]ed by i 1ncreasmg the filter complexxty Schafer :
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and a-stopb 45 dB down. The original signal was required to be sampled by

and Rabiner 515] used a 29, taf'p FIR filter to achieve a passband with 0.1 dB ripple
 at least three times its hiéhest frequency and the filter was used to upsample the
signal by six (i.e., provide five interpolated points between samples). The interpola-
tion method used by our beamformer provides better interpolation perforrnance with

smaller filters.
' S

One problem with the upsampling }gerpolatron method is the dlfﬁculty of calcu-d:’z
latmg the filter coefficients. For a desired interpolation point, a value for q needs to ’
“be found such that v(nT,/q) has a sample at the desired point. A second requlrement
of ¢ is that it must drvrde the original sampling period evenly, i.e., ¢ must be a 1ntege_r\.

Normally, the signal is upsampled, and the interpolated signal closest to the desired

C L -
point is used.

Methods have been developed to de51gn 1nterpolat10n filters whose coefficients are -
chosen to interpolate the signal at a d&srred pornt in time. If the hlghest frequency, L
Son, of a baseband signal is less than the half the sampling frequency, f,, then thev o

signal may be exactly reconstructed using [23] -~ '
y(t);: Ey(n/fa)s(t _n/fs) a ' (328)

where

L _ sin(r f,t ) 1
s(t) = TN Y (3.29)

is the cardinal function. In practice, the sumrnatlon in (3.28) is restricted to a finite
sum. Specifically, equation- (3.28) involves the summatlon of 2l + 1 terms which
provide an estimate, §(t); of y(t) and the interpolation is realized using a FIR filter
_ with coefﬁcnents calculated using (3. 29)

An rmprovement in the mterpola.tron error was found by repla.cmg the cardinal
function, equation (3. 29) by [23]

(1) = 'sin(zrf,tcj/p) n'sin(wf,t)' f ; -
(t)_( ("fa_th/p) ) (rfut) ‘ ; (3.30)
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‘where ¢ =1 —4f,,/f, and p = Int(Icﬁr/e)..» The syrnbgl e is the base of the natural

* logarithm.

[N

Figuie‘fl.ll shows the me@n squared error for interpolating a sinusoid when the

0.1 [
0.01

Mean
Squared Error " 0.001

- 0.0001

- 1e-05

le-06 i
0 0.1 0.2 0.3 04 0.5

t Normalized Frequency

| Figure 3.11: Error for mterpolatmg a sinusoid, that has a nominal power of 1, usmg

the cardmal function and the modlﬁed cardmal funct:on ([':5)

FIR filter coefﬁcients are calculated using equations (3.29) and ‘(3 30)} The interpo-

lation filters each were of length eleven and the sampllng frequency was four times -

the baseband bandwndth The 1mprovernent in the error usmg equatlon (3 30) to

A

_ calculate the filter coefficients is 0bv1ous

Least Mean Squarerd Interpelnl:ibn )

. The interpolation method in our beamformer employs an FIR filter whose coefficients
depend on the point in time for the estimate. The criteria for c;a?l?éuleting the FIR
filter coefficients is to 'minimize the méan squared error between the actual value and

the interpolated‘ value.
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- The following de;ivatic;ri 6f:tfle'ﬁlt;e; 'cééfﬁgients for interpblating;between samples
is similar to that found in [16] but modified for "av'single time point. ije sol;'it"ion is
.in the form of the familiar normal equations so the development is pr’esen_ted in only
enough detail to establish the notation and structures of the vectors and m;tfic&s. Let
the sample sequence tbi»bg‘,interpbi:‘;ted be represented by samples of y(t)w-ai,t' = :i:OS,
+1.5, +2.5, -+ as shéi;n' mFlgure 3.12 (thls representation was chosen because it

results in symmetric notation). The poiht to be interpolated.lies between y(—0.5)

y(4)

~ Figure 3.123‘ iInte}po]at.ion of y(A).

~ and y(0.5) and is denoted as y(A) where —0.5 < A < 0.5. The estimate of y(A) is
to be'determined from k samples on either side. Let y be the vector containing 2k
samples of the signal y(t) and b be a vector containing the FIR filter coefficients. For

the above example

<

y = [y(-2.5),y(-1.5),5(~0.5),4(0.5),y(1.5),y(2.5)]" (3.31)
where T denotes matrix transpositi%e interpolated value for y(A) is
) - #An)=eTy  (3.32)

N

"The mean-squared error between the interpolated value, §(A), and the’actual

valué', y(A),is - O

¢ = El(y(a) - ()] (3.33)
€ = E[(y(a)-bTy)? (3.34)
¢ = E[y(A)?] - 2bTE[y(A)y] + bTE[yy']b (3.35)
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3 ) . m »
Taking the gradient of €? with respect to b and setting it to zero results in the

following optimal solution for minimizing €? [27]
b = (Elyy™))Ely(A)y] :- - (330)

For general k we have

Ey(A)y)=r; = (3.37)
CR,(A—0.5)

e T |
| B Ry(o) »'Ry_(—i_l)' o Ry(=2k+1) 1
o, - | R RO mERen |
-Ry(Qk_l) Ry(Qk—z) SR Ry(O) _ /

where'Ry(T) is the autbco:relation function of y(t) defined as E[y(t + T)y(t)‘]r. Then,
equdtion (3.36) becomes '

b=R;'r, : - (3.39)

-

Equation (3.39) represents a generic solution to the interpolation‘problem when

the sample period is normé.‘lized. In complex demodulation the inphalsé and quadra-

ture baseband signals are fnterpblat_ed separately. :The's;'_imples used for ih't'erpola;tion ]

are shown in Figure 3.8 where k is équal to 2, A = 40.25 for t»}ie I éh\annél‘ é_'nd,'r
A = 0.25 for the Q channel. The sample period is the baseband sample'pé‘rib'd,'

nérrr;alized to 1 Hz.
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Interpolation Error

There are two sources of error for this interpolation method. First t/he mean squared
error, expressed in equation (3.35), is not zero and therefore we must ensure that
itis negligible compared with other noise sources in the system, e.g.,-quantization
noise. Second, the filter coefficients depend upon the autocorrelation function of the

baseband signal. This is uéually not known a priori or may change with time.

In considering the first source of error, y(t) is assumed to be a band-limited white -

noise process as shown in Figure 3.13. The autocorrelation function, which is the
S(w)

l/a

—

-
——
-

-2 —ar axr 2r

Figure 3.13: Power Spectral Density of a bandlimited white noise process.

inverse Fourier transform of the power spectral density, is

sin(anr)

Ry(r) = (3.40)

anT

Considerihg t,vhe;-intelfpohtion error as noise, Figure 3.14 shows the resulting SNR
for int’erpo]atin"g.aTBana-l-}mited white noise process for various values of A usingva
10 tap filter (5 taps either side of the interpolation point) and a = 1/2. Notice that
the SNR depends on the distance between the nearest data sample and the sample
point to bg\u—timated and is lowest when the interpolation point is halfway between

two data points, i.e. A = 0.



105
100 =
SNR@B) 95 '\

85-

Figure 3.14: SNR of Optimum Interpolator for interpolating band limited white noise

at various interpolation points. (n =10, a =1/2)

The errors from the first source are made negligigle by either increasing the sam-
pling rate or increasing the length of the inferpolati;)n filters. Figu’refillff) illustratés~ -
the worst case SNR for various values of a. It is obvious that as the 'Véliérti’af’s»ba'nd-
width decreases, the SNR im;;r‘olves. Figure 3.16 shows how increasing the interpola-
tion filter length improves the SNR. The tradeoff between ba,seband'béndwidth and
filter length is also evident. For example, if a SNR-OI_ﬁOdB is required, then a filter of
length 12 would be necessary when a = 2/3 (i.e., the baséband sampling rate is three
times the bandwidth (;f the signal). However, if the sémp]ing rate is iﬁcrééséd to
four times the bandwidth (a = 1/2)"then only an eight tap filter would be required,
yielding an SNR close to 70dB. -

[ Errors caused by a mismatch between _th"e assumed autocorrelation function and
the actual autocorrelation function of the signal are not as easily determined because
in practice the autocorrelation function is not known. Since a white noise process

contains all frequencies in its bandwidth, it is reasonable to expect, however, that
j
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‘Figure 3.15: Worst case SNR of Optimum Interpolator for various values of a. (n =

10, A =0)
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Figure 3.16: Worst case SNR of Optimum Interpolator for various filter lengths and
bandwidths. (A =0) |
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an interpolatio‘n filter designed to handle band-li}rﬁied white noise would perform
Well for any signal with an equal or smaller:uppér‘” ffequency limit. To verify this
argument, a filter was designed to interpolate band-limited w-hite noise. This filter’s
performance was tested by i'nterpola‘ting a sinusoidal signal of various frequencies and

normalized power. The mean squared error was predicted using

€ =E[(y(A) - §(4))?] - (3.41)

et = R,(0) — 2bTr, + bTR,b (3.42)
where R,(7) is the autocorrelation for a sinusoid of random phase and r, and R,
are similar to equations (3.37) and (3.38) exce;pf R, is used instead of R,. The

autocorrelation for a sinusoid is [28]

R,(T)rz,cos(wc':i') " i (3.43)
The vector b is the set of optimal filter coefficients calculated using equation (339) :
assuming a band limited white noise process. This error was compared with that
obtained by a simulation method whereby samples of a sinusoid were passed through
a filter whose coefficients were calculated assuming a white noise signal. The squared

error was calculated for 500 random phase sinusoids and then averaged.

The predicted results and thesimiiiated results are shown in Figures 3.17 and 3.18
respectively. The normalized bandwidth was 1/4Hz, (a = 1/2), and the number of
taps was 10. The 'interpolation point was taken halfway between two samples to
maximize the interb&éiti‘dﬁ error, i.e., A = 0. Both methods generated the same
results fér the int’é’r;ﬂélétion error. The peak\in_terpolation noise is approximately
82 dB down'which agrees with the value shown in Figure 3.16 for a = 1/2 and
n= 10.‘Figur<_:» 3.19"shows the interpolation error on a larger scale and how the error

increases rapidly for signals out of the assumed band. F)

These results demonstrate that interpolation filters designed to handle band-
limited white noise can be expected to perform well on signals with equal or lower

upper frequency limits.
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- Figure 3.17: Predicted interpolation error for a sinusoid using least mean squared

interpolation. (A =0, n =10, a =1/2)

The ihterpolation error when the least mean squared method is used to compute
the filter coefficients is compared to the error when the filter coefficients are cal-
culated using the modified cardinal series in Figure 3.20. The least mean squaredrr
interpolation filter was of léngth ten and the modified cardinal sefi&-s filter was of
length eleven. Both errors are calculated by simulation methods. There is at least
a 30 dB improve;nent using the least mean squared interpolation method over the

modified cardinal series method.

3.2.3 Implementation of a Quadrature Demodulator

- The quadrature demodulator uses the least mean square inferpolation method to

time register the I and Q samples. As evident in the sequences in (3.7) and (3.9),
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Figure 3.18: Simulated interpolation error for a sinusoid using least mean squared

interpolation. (A =0,n =10, a =1/2)
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Figure 3.20. Combarisbn'of interpolation error using both the least mean squared

method (length 10) and the modified cardinal series (length 11).
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every other sample of* I and @ needs to be negated However lf every second ﬁlter, o

coefficient is inverted instead, then the samples can be pa.ssed dlrectiy through the' =

o

filters, a.nd either every second output sample from the ﬁlter ls sngn mverted ‘or thejf S

s

o=

filter output is decrmated by 2. Erther wa.y, the sa.mphng rate should be h]gh enough: R

SO ’éhat the output rate is at least twice the hlghest frequency in the ba.seband srgnalar :

to prevent aliasing. . In’ the bea.mformer srgn changes ai‘e a.volded by decnmatmg.l,

the filter’s output. A block diagram of a qua.dra.ture demodulator usmg the down‘f;;‘. o

sampling technique i is shown in F]gure 3.21- ‘The A/D converter subsamples the?"‘

+

‘ S | Interp. - [o] Deci.
o Jans . T Filer T’ By 2 l"
x(t - . b B
e Alias | A/D Deci
' i

o {1 s i
= ™ Fie l‘ By 2 l’Q‘
Figure 3.2‘1; A quadrature demodulator block diagram. L o

%

“and just the @ channel The two mterpolatlon ﬁlters then time reg)ster the I and- Q

~hegated to account for every second 1 sa,mple and Q sample belng negated Fmally, T

the filter’s output is decrmated by 2 to avoid hav1ng to negate a.ny_ of the sa,mpl&s.‘, ‘

In summary, the design methodology is:. -

8

® Decide on a‘nonse level that will be negllglble compa.red to, the A/D quantlzatlon |

noise. For example if using a 12 blt A/D converter (i.e., 7‘2 dB d§nan’uc range)

an mterpolatlon noise level 85 dB down w1ll be negligible.

- bandpass signal, z(t), to tham samples of I(t) and Q( ) as'expla.med in sectlon 3 2 1 |

: The samples from the A/D a.re then d1v1ded lnto data streams of Just the I channel o

~ samples to a common pomt shown n’ Flgure 3. 8 Every second ﬁlter coefﬁcrent e

& Determine the bandpass sampling frequency using either equation (3.8) or (3.10). e

If decimating the output by 2, then the sampling frequency must be at least
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four tirmes the bandpa.ss ba.ndwndth (1 e, a= 1/2) to prevent a.liasmg of the I “ '(
and Q channels e O ..

;,__

. Determme the mterpolatlon ﬁlter length for a = 1/2 and the n01se 1s 85 dB
“down. Using Flgure 3.16, a ﬁlter WJth 10 taps w1ll -meet the requlrements -
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Chapter 4

l-’I‘rue T1me Delay Bandpass

. "]Beamformmg

.

It was shown in chapter 2- that to coherently combme the complex envelopes from

a number of hydrophones three distinct processes are requrred Flrst the recelvcd

bandpass signal must be down converted to its complex envelope representatlon :

Second, the’ complex envelope-must be delayed and ﬁnally rotated m phase Thls_

, samplmg and mterpolatlon technlques descrlbed in chapter 3.

The first step, down convertmg the bandpass sngnal into its /; and Q; components

: by subsamplmg the signal, was explamed m sectlon 3.2.1. The subscript ¢ identifies

RN

, chapter describes how the three process can be accompllshed usmg the bandpass',;‘

'partlcular hydrophone in the array. In bnef the bandpass signal is subsampled at.

a samplmg frequency calculated using erther equat’lon (3. 8) or equatnon (3. 10) The =

resultlng samples are alternating samples of I( ) and Q; ( ). o 5

%
and Qi(nTo — ). The requrred delay, 7;, is divided into an integer number of samplc

A

perlods and a fraction of - ‘a Sample perlod The mteger number of perlods to be

56. a ~

The next step is-to time delay the quadrature components to obtain Il-'(nTo - T,-) ‘




j delayed 18 lmplemented by Slmply Shlftlng the sequence of the I and Q, samples in
:".-tjme lnterpolatlon descrlbed in section 3.2.2, lS then used to estlmate 1I; and Q; a'th;f" L

the fractlon o»f the sarnple perlod Estlmates of I (nTo - -r,) ar}d Q (nTo _ -r,) are S

l(nTo ) =all - (41) S

) Qi(nTo — ) = b,TQ, | | (4 2)‘

where I; and Qi are vectors which contain the samples of I;(¢) and Q (t) reSPeCtlvely g

Each vector contains an equal number of samples on either side of the p01nt to

be interpolated. The vectors a, ‘and b; contain the optimum filter coefficients: for RS

kS

1nterpolat1ng Ii(nTo - ‘r,) and Q (nTo r—'T') Flgure 4.1 lllustrateﬁ the process of time -
shlftlng the quadrature components The I and Q channels are shlfted an integer -

number of sample perlods and then mterpolated to a fract}on of a sa.mple period.
If no delay 1s required then 7; = 0, and- the requ1red operatlon 1s then to 31mply
demodulate the bandpass signal into lts quadrature components, and tlme reglster :

the samples as descrlbed in section 3.2.°

The ﬁual step is'to rotate the compléx envelope in phase The delayed quadrature '
components are multlphed by either cos(w,7;) or sm(wcr.) and then added together

to obtain the complex envelope of the delayed bandpass signal, Flgure 4. 2

It is possible to accomplish both the delay and the phase rotation using a Sihgle ‘
FIR filter per channel for each hydrophone. This avoids having to cross multiply

the signals and divide the samples into I and @ samples and results in a simpler

~ architecture. For exampl:, the equation for Ip;(nTp), ﬁom equation (2.21), is

L

Ipi(nTo) = cos(w.r:);(nTo — ;) + sin(wcré)Q;(nTo - 7—,) :‘§4.3)

substituting equations (4.1) and (4.2) for Li(nTo — ) and Qi(nTo — 7;) yields'l-.’;;

Ipi(nTp) = cosr(wcT,-)a,-TI,- + sin(w.7;)bY Q; ' , (44) '
M |
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I . —> [(nTo - 7)

\v’
> Q(nTo-7) ¢ . &
A o NS

’ ! Figure 4.1: Time shiftjhg the I channel and the Q channel to form I.(nTo'=7.) and .
- Qi(nTo — 7). '
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: Im&polau'én o | I(nTo = 7)  cos(weri)

Rilters

> ID‘:';("_TO‘) .

" sin(we )

- ox(@) -—-n

—sin(w.7;)

—>] Interpolation - + > Qpi(nTo)
Filters | Q(nTo - 1) COS(wc %) —w '

Figure 4.2: Cross mu}tlplymg the delayed quadrature components to form ihe quadra- ,

ture components of the delayed bandpass signal.

Each of the filter coefﬁc1ents Qin and b.,,, can be multiplied by cos(wc‘r,) and sm(wc‘r,) :
resulting in two new \ectors ¢, and d;. Substltutmg Ci and d; into equation (4 4) -
results in ' : , .
Ini(nTo) = 7L +d7Q; - ,4 o (49)

' Since the samples inI; and Q; make up the samples of the bandpass’léig‘p@l,‘ z(t),
"r'athgr than divide the data into I, and Q;, the samp]ed bandpass signal can be pa3569
difectly through a new FIR filter wvhbse; coéfﬁcients are c; merged with d;. That is

¢ L (4.—6);

Ipi(nTo) = vIx;

where
y?r:'[cos/(wcr,)a,-] y sin(wet;)bir, cos(w, 7 )asg, - - - ,cos(w;‘r,-)a,-L, SiD(UcTi)biL] (4.7)
and x, are the samples of the bandpass sign;l from hydrobhone 1. | R

A similar argument is used to derive the coefﬁcients for a filter to genérate Qi

Qpi(nTp) = —sin(wer:)alL + cos(wer)bTQ; (4.8)
Qni(nTo) = 7L +g7Q, Vo

where |
f, = = sin(w.n)a, (4.10)
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| and ‘ )
C N g,: cos(w.T;)b; o - - (4.11)
A»gain‘,‘;a"new filter, whose coefficients are w;, can be .o‘b'tained by merging _f,~ with

g Qoi(nTo)is then. ~+  , - o ' o
SRR QonTo) = wix | (112)

e d

A complete mathematical explanation on how to calculate the filter coeflicients v,

-

and w; using matrix algebra is given in appendix A.

- Therefore, by using two FIR filters per hydrophone, as shown in Figure 4.3, both LT

the Ip; and Qp;, signals can be demodulated with the proper phase rotation and time S

delay. Even though these filters have twice as many taps, the resulting architecture
.. "is much simpler. The demodulated outputs from each receiver are then added to-
ge't,hér to generate the output from the beamformer as shown in the block diagram

in Figure 4.4.

~ The decimation by 4 is requiféa to avoid rﬁaking sign changes. Until now, c'vory s

other sample of J; and Q was assumed to be negated so that the sampled bandpass e

signal was {/, Q,;Iv, Q } Again, likeyhe case for the demodulator having to negate
samples' can be a(’oided by instead negating every second value of the filter coefficients
i and bm The mput sequence is then required to be shlfted by four'bandpass s&mpl(.!
perlods for every output sample to ‘ensure that the samples are multiplied by the‘ v
correct coefﬁ(:lents To avoid allasmg, the sampling frequency must be large enough
so that the output rate is at least t.wncg the hlghqst frequency in the quadrature
'sign.zil_s‘ which \ifnplies that 'the bandpass s’ampli»ng‘ifrequency must be at least four
- times the ba;r’1dpasfs bandwidth. This also ensures that the baseband sambling rate is

hirh enough to providg.good interpolation (i.e., a < 1/2).
g g ‘v?

If several different beams are required SImultaneousJy, then several bcamform-

ers can be used, each recelvmg the signals from the hydrophones in the array but
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> IDi(nTo)

> JQDi("To) ' L
'~ Figure 4.3: Delaying and phase r“ota‘ting the quadrature components directly from

the bandpass signal samples. ‘ -

each having a different look direction. A block diagram of the multibeam conﬁgu-
ration is shown in Figure 4.5. A p0351b1e implementation is that each beamformer
is constructed on a separate card. Although this implementation may require more

hardware than the FFT beamformer, it does have the advantage of:

~ 'Greater flexibility

-Only as many beams as required

-Arbitrary arrays . -
-Continuously steerably beams
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Less c’orr.lpllexi'ty,'infth‘e hardfware

7 -Sievria-l data streams and modﬁ,lgﬁi’gy - S

Soft Degradation -~ i
IR (4 6,r'1é,-‘_f‘e‘1'ils, the rest vsjil>l continue to operate )

FIR Filter (T) - g;c‘{' :

FRFiler @ ™55 []

FIR Filter () g;c‘{- H

D—> AD : e E > [(nTp)

o FIR Filter (Q) .g‘f‘{-'

. ‘ - o . . -
e o — 2> o)

o

FIR Filter (I) gﬁi- =

FIR Filter (Q) g‘fj-

lFigure f4: Block diagram of the True Time Delay Bandpass Beamforlmcr.'
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Beamformer 1

B I(HTo)
- Q(nTo)

D"“ A/D Beamformer 2

—» [(nTo)

—> Q(nTy))

D_H A/D - Beamformer N

> I(nTo)
> Q(nTo)

Figure 4.5: Block diagram of murltiple beam beamformer.
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Chapter 5

A Design Example and Results

-

5.1 The Underwater ~’i‘estbed

The underwater acoustic testbed, developed by the Underv\;éter Research Lab at Sl" -
. mon Fraser University, is a tool foir("s“t’udying f_jf)éiiﬁlihderwatfer acoustic chaﬁnclf’ﬁlél '
testbed transmits a gated sinus'o'i.éi "s“i‘g’l’l"al and then receives and coherently demod-
ulates the signal to Cbmplex baseband. The demodulation techriiqrue described in
section 3.2 is used to recover the complex envelope. The testbed consists of a n*c‘t~
work of four computers (three 286 machines and a 386 machiné), Figure 5.1. The 386
computer is the surface node and it both processes the received data and controls the
testbed. The surface node is able to plot the sampled signal and the demodulated -
complex eﬁvelope, and generate the phase plot representing the complex envelope.
One of the 286 machiges acts as a file server for the network. The remaining two 286

machines are ‘little board’ computers and are ment to go below the surface in water-

tight containers. These two computers control the transmit and receive circuitry.

The transmit circuitry generates a gated sinusoid signal whose pulse l,enéth is

64



Fileserver - Surface Nodc
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. Network
Tx. Node * ) Rx. Node
il F—=— _ mll ._._]
Sampling Clock
Tx. Circuitry  Projector

Hydrophones

Figure 5.1: The Acoustic Testbed

£l

controlled by the user. The signal is then amplified by a 120 W amplifier and sent to
an acoustic projector. The transmitter also provides a sampling clock for the receiver
that is synchronized with the carrier signal. The receiver uses the sampling clock to

bandpass sample the received signals. - :

The receivér receives signals for up to four channels. The ‘silgnals are first amplified
and then filtered with a 4 kHz bandpass filter. The receiver then uses the sampling
clock to bandpass sample the filtered signals, section 3.2.1, using a 12 bit analog to
digital converter. The digitized signals are then transmitted to the control node, via

the network, for processing. -
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5.2 Design Example and Test Environment

The proposed beamformer was implemented on a Sun Sparc station using Fortran
"77. Given the location of the hydrophones iri the array, and the look direction, the
program first calculates the required filter coefficients for each of the hydrophones. It
then passes hydrophone data, stored in files, through the filters to delay a.n-d phase
Aroyta.te the complex envelope and finally it sums the filter outputs to gencrate the g

beamformer output.

TN

The testbed was used to simultaneously sample the signal-from each of the hy-
drophones in the array. The samples were then up-loéded’ont'o the Sparc workstation
to undeégo the beamforming. The filters used in the beamformer were of length 20
(interpolatién filters of length 10 time 2 for phase rotation) and the carrier frequency
was 24 kHz. Interpolation filters of this length provide an interpolation SNR of 87 dB-
(a = 1/2), Figure 3.15, which is better than the 72 dB SNR obtained with the 12 bit
A/D con\;efter [18] | ’ '

There are a number of sampling frequencies that C(;Uld be used to recover the com-
plex envelope. The bandpass sampling frequencies that generate-the {I,Q, =1, -Q, I, --

sequence, equation (3.8), are
32000 Hz, 13714 Hz, 8727 Hz, 6400 Hz, - - -

and the sampling frequencies that generate the {I, -Q, -1, Q,1,---} sequence, equa-
tion (3.10), are |

96000 Hz, 19200 Hz, 10667 Hz, 7385 Hz, - -
SN
But, as was explainéd in chapter 4, the sampling frequency must be greater than four

times the bandpass bandwidth. For this case, the bandpass bandwidth was 4 kHz so
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the sampling frequency had to be larger than 16 kHz. The valid sampling frequencies

are then

32000 Hz, 96000 Hz, 19200 Hz

A sampling frequency of 19.2 kHz was chosen. _ L L,

Three trials were conducted to test the beamformer. All the trials were gondu-c,ted
on a barge owned by Simrad Mesotech Ltd. The barge was in about 12 m-of water )
at Reed Point Marina in Burrard Inlet. An array consisting of. three, liydrophones
spaced 3 cm apart; which is approximately %— at the carrier frequency.of 24 kHé,'was
us;ed: for the ﬁrst",twg trials. Th& hydrophones were mounted ;)n a jig designéd_ to
have a small proﬁlé to minimize any reflections that could cause interference [1]. The
distance between the acoustic ;l}rp:iec'tor and the array was approximately 70 cm and |
both were submerged to a depth of 2 m. The gated pulse length was 2 ms lo.ﬁg. For
the third tria.ll two hydrophones were spaced approximately 1 m apart. so tha':t there

“was a considerable delay, relative to the pulirl:ngth, between the signal arriving atr

the hydrophones. The hydrophones were eachimounted on a separate aluminum pole

= ’ <L B
to hold them in position. The pulse length had to be reduced to 1.3 ms to prevent

interference between the direct arrival and the surface reflection.
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5.3 Trlial Number-1-

For the first trial, t‘}lealincident angle of the signal onto the array was 0° (i.e.,ilv)roadside)

as shown in Figure 5.2. Insucha situation, no time delay or phase rotation is required.

[ 1
em -

3cm ' e

- Figure 5.2: Hydropbone setup for the first trial. V(

<~/

‘ fThe beamformer simply time registers the I and Q. samples and then adds the complex j
/ envelopes together to form the beamformed output. Figure 5.3 shows the complex
envelope from each of the hydrophones. The processed signal is shown in Figure 54

and s simply the sum of the complex envelopes of the hydrophone signals. oy
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Figure 5.3:. Demodulated sfgna]s'ffrom each of the h ydropb‘ori_és fér t.}lie‘*ﬁrst tr‘iaJ:_.
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5.4 »Tr{al Number 2 - e
o

For the second trial, the array was rotated so that

the mcrdent angle of the sxgnal

on the a‘%y was 30° as show in Flgure 5 5. Flgure 5.6 shows the complex envelopes

:» ' . ‘: . S ; ) » .

' ; v 1 T ’
N T
0 ‘ ! . 3cm, R

o3 -

: Fi_gnre 5.5: THydrophone sét_uﬁQ‘r the second trial. )

for the three hydrophones and cleariy lustrates the phase rotatldn The processed‘ ‘
51gnal is shown in Fxgure 5.7 where. hydrophone 21 ls taken as the reference pomt Al
the deIays are suc;h that the signals lie on a plane perpendlcular to the look drrectlon
and passmg through hydrophone 2. To coherently oombme the signals, the complex
: envelopes from hydrophonﬂesll and 2 were ‘time shlfted and rotated in phase The
beamformed signal resermnbles-tHe signal from hydrophone 2, since that is the chosen

time reference, and its magnitude is three t;mes that of the signal from a single

hydrophone.
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- Figure 5.6: Demodulatéd signals from each of the hydrbp‘hbnes for irﬁa] 2.
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'5.5 Trial Number 3

For the ﬁnal trial, two hydrophones were spaced 106 cm apart to demonstrate how
the beamformer delays as well as phase rotates the complex envelope. A diagram

" of the setup is shown in Figure 5.8. Flg_qrei5.9 shows the complex envelope from -

- ' fe————— 120cm _‘_"'|

- 1 . - ' o ’ ]r
© " ." Projector . ‘

270 cm

Do ¢

106 cm

o 4

Figure 5.8: »Hydrophone setup for the third tnal

4eva'ch-hyd'rophoine, Not only is a phase rotation required but a time :Pl\ift 1s obviously
required if the sig’nals are to add coherently. Figure 5.10 shows the signal after beam-
forming. Since hydrophone 1 ‘was taken as the time reference pomt the processed

signal resembles that of hydrophone 1 and its magnitude is twice that of a single

-

hydrophone. - ( 4_;(
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Results for Trial 3 .
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Figure 5.10: .Beamformed results for the third trial

It should be noted that in trials 1 and 2,7“the required time delays were small
(;Ompared to the timé.required for a significant change in the complex envelope.
Therefore, a si'm’plerphase rotation would have produced allrpost the same results. In
trial 3, how’evér,- ‘the c’ielay‘Wa.‘s'much‘ longer and th‘ef‘efo'ré both the time delay and
phase shift had to be included. Fi_gureYS.l‘l shows the result of only phase rotating
the cggnp!ex envelope for thls setup. Because‘—the: Véomp}ex envelopes do n,ot"ove-rla‘p

sufficiently in tithe, a distorted waveform results. .

&
These trials demonstrated the new beamformer’s validity and its advantage over

a pha.se-rotati(‘)n beamformer. For trial 1, the signal was broadside to the array and
the bearﬁfbmier simply had to add the complex envelope from each hydfophone. For
trial 2, the incident angle of the signal on the array was 30°. To coherently combine |
the sigrial from each hydrophone, the beamformer had to phase rotate the complex
envélopéé beforé. adding them together. - For the first two trials, a phase-rotation
.beafnformer would'ha\{e been adequate since the tir:he delays were small compared to

the time required for a significant change in the complex envelope. For the third trial,
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Figure 5.117 Results for Trial 3 when the complex envelope is r\o_i‘afed in phasé bn]y.

the delay was longer and a phase-rotation beamformer formed a distorted signal. By
delaying the complex envelope, as well as phase rotating it, the new beamformer

avoided the problem of the phase-rotation beamformer.
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Chapfer 6 _

Conclusion: | \

Because of thke"s‘ever'e attenuation of electromagnetic radiation in water, the acous-
tic channel is the orily practical means for communicating with an AUV underwa-
ter. However, the acoustic channel is a reverberant environment resulting in a large
amount of ‘multipafh interference. Using a hydrophone array reduces the effect of
multipath interference by improving the spatial selectivity to i;ncomingvsigr'\als over
that of a'single hydrophone. The process by which the signais from an array of hy-
drophones are ﬁombi_ned is known as beamforming. This thesis describes a true time
.delay' bandpass beamformer which has several éanntages over previous beamform-
ing techniques for the specific appli(‘:}xtion of }:ommun-iééting with an AUV and other

~ applications as well. o ' s

Unlike FFT beamforming, the proposed beamforming technique easily handles
arbitrary arrays, avoids edge effects and can prodﬁce a gingle continuously steerable

beam.

The proposed beamforming technique also has advantages over previbus time-
domain beamforming techniques. The simplest time domain beamformers must

grossly oversample the received signal in order to provide signal samples at the T‘?ﬁ‘
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quired- time delays. The sampling rate can be reduced by using interpolation to
realize the time delays, however, the bandpass signal must still be sampled at twi.ce
: f-/ﬂzs hxghest frequency. Also, if the bandpass sxgnal needs to be demodulated, a sepa-

rate demodulator is required.

The new beamformer combines down conversion to oomplex baseband, time de-
lay, and phase rotatlon into a smgle process. First, bandpass sampling is used to
recover the complex envelope which eliminatés the mixers and reduces the sampling
frequency. Interpolation is then employed to time delay the complex enveloﬂp:‘e;‘ It
is’shown that to coherently combine the complex envelgpes from the hydrep,hen,es
in an array, it is not sufficient to simply delay the complex envelopes but it is: also
necessary to rotate them in phase. The newn:beamforming technique is able to delay
and phase rotate the complex envelopes u'Slng‘only a single FIR filter for each I and

Q@ channel per hydrophone. -

Several interpolation techniques were examined and compared. The one-chosen
minimized the mean squared error, for a white noise lowpass pfocess, between the
actual signal and the estimated signal_ c’md provided the best interpolation with the
a smallest number of filter taps. This interpolation technique requires that the signal’sh
autocorrelation func,tion’"b’e-kn wn for it to be optimum for the specific process.
Howevet, results were given that \indicate the interpolation works well for: mgnals
“whose statistics were not known or d changed over time if the signal is assumed to

’ be a bandlimited white noise process.

The proposed beamforming technique was tested using data collected in Burrard ~
Inlet with the underwater acoustic testbed‘rThe results graphically demonstrate how

the complex envelope from the varlous hydrophones need to be both delayed and

- phase rotated so that they can be coherently combined. Three trials were carried

. out using both a small and a large array. The small array consisted of three hy-

drophones spaced 3 cm.apart.. The beamformer was tested. using the small arr‘ay‘
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w‘l.len t‘he incident z;ﬁglé (;f the received signal was 0° and 30°. For the third trial, two
hydrophones were_spaced 106 cm apart to demonstra.te the necessity of delaying the
complex envelope in addition to rotating the phase. This showed the inadequacy of
simple p;ase-rotation beamformers when the complex envelope changes significantly

over the length of the array.

‘ ‘: . ‘e . _ . . .
The simple technique for time-domain beamforming developed in this thesis can
be used for RF communications and radar as well as the underwater communications

and sonar applications emphasized here.
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Appendix A

Beamformer FIR Fllter

| Coefﬁments Derlvatlon

\

This appendix presents the mathematlcs for calculating the bearnformmg ﬁlter coef-

ficients, v, and w,.

As exp,lained in section 2.1.2, thee‘o‘r’nplex Ler;ii:/elope from each of the hydrophones :

must be time shifted by 7, and then‘pha;se rota’c’ed before being added together If 'r,‘
b‘lS posntlve then the signal is delayed and if 7; is. negatlve then the signal is adyanced

in tlme If no delay is necessary, that is r, —D then the FIR filters sunply recover |

the complex envelope, which is described i m sectlon 3.23.

When 7; = 0, the ti}ne reference pomt where the quadrature oomponents are
mterpolated at is halfway between an '/ sa.mple and a Q@ sampl& ‘A new tlme delay,
Tai, 1S defined as ,
‘ le*’f.: T,‘ -~ T,/2 - Q (Al) /
which references the required delay to the 7 sample, as shown in Figure A.1. T, is

the bandpass samphng frequency The delay is then normalized and dnvrded into two
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Figure A.1: I and Q samples and the various delays.
components i )
tai
& G =5 = QINTi t+ QFRac , ’ (A.2)

where ¢;n7; is an integer and grpryc; is-a fraction, and both have the same sign.

Values for A, Figure A.1, can be calculated using qp;{Ac,-. T\i'o vg]ixés’ exist, one

for the I channel, A}, and one fpf the Q@ channel,-Aq. The equation for Ay is

A/2= qrraci/2 T 20

Ap= S (A3)
y -1/2 - qrraci/2 7. <0 '
and for AQ‘ is - - | A .

A, =4 - 7 ) (A.4)
41’+1/2,.'A1<0_' o o

Assuming the sampling freqﬁenéy is ‘ca‘ic'urlaied)_'ué‘ing'equation (3:8) so that the
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‘ sampled sequence is S o e e T
{0 LQ=1,-Q 1} . . (A5)
there are four cases tQ constid‘er whe‘nca}culat-mg theﬁ’ﬁﬂlter‘ e cién.t'é',,‘r.v 1 . N
- Bea,mforming Filter_begins wnth a.,+I sample

™ ISR

‘ Bea.mformmg Filter begms W1th a +Q sample

[ W

° Beamformmg Filter begins with a -—I sample

@ Beamforming Filter ,begin's' ’with a; -Q sample] 7

It is important to recognize this point since it determines which of thé filter coékffi‘ciér’it‘s" V i

must be sign inverted. If the beamformer ﬁlter s length is 2L fhen the followmg

equations deterrmne what sample the ﬁlter begms with.

o If (q,,‘,‘.» + L)/4 is an integer then ﬁlter;bégin‘s’ wiﬂ) +I
o If (qlNT. +L+1)/4is an mteger then filter begms W1th +Q
® If (ginri + L + 2)/4 is an mteger then ﬁlter begms w1th I

o f (qu, + L—-1)/41is an mteger then filter begins w1£h Q

Note thaf the beamformer filter’s length is a multiple of 4, Initi‘all}"'; the filters that
interpolate the I and Q channel each had an even numberof taps. Interleaving the

interpolation filters to prodljce the bea,;x_ifqm%ing filters ensures its size "i;s a multiple

A

Of 4- ' . E ’ RN '5 f ,
5 . ,.a;

Consnde{ ”the first case, that is the beamforrmng filter begins with a +1 sample.
The filter coefficients used t,o Int,erpolate the delayed quadrature components, I; (nT -
. 1) and Q,(nT, — 7;), are first calculated. This is nothing more than the interpolation

o
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‘where ris deﬁned by equat)on (3 37) and R is defined by: (3 38)

problem descrlbed in sectlon 3 2 2. The equations for a; and b,, used to mterpolate 1

"the A and Q accordlng to equatlons (4.1) and (4.2), are

a = R“r, (A9

The coefﬁclents calculated usmg equations (A 6) and (A 7) lnt,erpolate the dclayed

» v‘rcomplex envelope when the sammed bandpass sxgnal is divided into [ samples and Q

‘dsamples with. the correct, sign. The next step is to create two ﬁlters that interpolate

. the delayed complex envelope directly from the samples of'the bandpass signal. This

KR -mvolves havmg to negate every second coefﬁc1ent of a; and b; as well as mterl( avmg»

o Os between the coefﬁaents Deﬁmng two 2L X L matrices C and D as .

A
1 0 0 0
0 0 0 0
o -1 0 0
0 0 0 0
T C= (A.8)
o 0 0 1 0
0 0 0 —~1
0 0 0 0
.':' ‘\
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and

[0 0 0 ... 0 ]
1 0 0 -+ 0
0 0 0 - 0 | o o
0 -1 0 o | . |

, D=0 0 o 0 h o (Aw)
0 0 1 .5 0 ‘ : |
0 0 0 .- 0
(0 0 0 ~1 |

two new 2L.X1 vectors, a] and b/, can be calculated where

al=Ca - (A.10)

and '

b, = Db L (A.11)
Now the delayed complex envelope is calculated from the bandpass signal samples U
directly without having.to separate the samples into / and Q_ samples and negate
every second I and Q@ sample. The delayed quadrature components are

I;(nTo—7,) =alx" (A.12).

Qi(nTo— ) = bTx (A.13)

where x contains the samp]es, of the bandpass signal.

The final step to caléulate Ipi(nT,) and @pi(nT,) is to-rotate the phase of the
delayed complex-envelope, equations (2.21) and (2.22). Usinthhg filter coefficients
a; and b}, equations (2.21) and (2.22) can be expressed as

Ipi(nT,) = cos(wer)allx + sin(w.r;)bTx (A.14)

-

= (cos(w.mi)al” + sin(w. )b )x (A.15)
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.and

Qpi(nT,) = - sin(w.;)aTx + cos(w,.m; )b x N (A.16) "
= (—sin(w.r;)aT + cos(w,m;)bT)x (A17)

The vectors v; and w; which calculate Ipi(nT,) using the bandpass signal samples,

equations (4.6) and (4.12), are then S
Vi = cos(w.r;)a! + sin(w.T;)b! | (A.18)

- w; = —sin(w.7)a; + cos(w.Ti)b; ) (A.19)

Equations (A.18) and (A 19) assume that the bea.mformer filters begin with a +1 .
sample. If the filter begins w1th a +Q sample, then the samples appear at the filter
. Laps as g

Q-L-Q,1,Q,-,-Q, 1] (A.20)
To interpolate I;(nT, —'T,‘) and Q;(nT, — 7;) directly from the signal samples, a; must
be multiplied by —D and b; must be multiplied by C to ensure the samplés are

multiplied by the correct coefficients. -

€

a/=-Da, » (A21)

b! = Chb; (A.22)

Equa‘tions (A.18) and (A.19) are still used to calculate the beamformer filter coeffi-

cients v; and w;.

For the third case when the filters begin with a —I sample, the samples appear

at the filter taps as A
[-1,-Q,1,Q,-1,~,1,Q] »  (A23)

This time both channels need to be negated so the equations for a; and b; are

a! = —Ca; (A.24)



b, = —Db; L (A25)

and for the fourth case, the samples are -

[—Qvl’Qv__Iv—Qa"'va_]] . ’ (A26)
and the @ channel needs to be negated
a; = Da, | | (A.27)

b’ = —Cb, . (A.28)

b

Again, equations (A.18) and (A.19) are used to determine the beamforming coeffi-

“cients for both cases. ‘ ,

If equation (3.10) is used to calculate the sampling frequ'czncy, the sampled data.
18 '

{0 1,-Q,~1,Q,1,-Q,---) (A-29)
instead of

{"','I,Q,—I,—Q,I,;'-} (ABO)

the difference being the @ channel has been shifted 180°. The same procedure as

before is used to calculate the filter coefficients except now b; must be multiplied

%
. by -k ‘
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