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This the& presents a sirnHe digital scheme for a bandpass time-domain beam- 
9 

# 

\ f&rrnerr that can be redized using a single analog-to-digital &nverte  and two short 

. 1  
finite impulse response filters. The three processes required $0 obtain coGplex- 

., 

baseband bearn'signals, namely, down conversion to  comfilex baseband, time delay of 

the complex envelope, and phase rot at ion, w e  .discussed. Down c o n v b r s i ~  accorn- 

plish& by subsaApling the bandpass signa'l and tan efficient interPolati& iechnique 

is employed t o  time register these samples. This same interpolatidn technique is abo  . 

used to obtain the time delays required for beamforming, henee the down conversion 
, 

I 

and signal delay are combined into a Angle process. 

, , This new beamformind ttrhnique was tested experimentally in a n  underwater 

acoustic environment. The b,eamformer~wassukcessful in. 
rays with .closely spaced hydrophones and arrays where 

far apart. This beamforming technique is not restricted to  sonar, but can be applied 

in other areas where antenna arrays are used, such as radar. 
\ 
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Introduction 

1.1 Backgrcrlnd and Mstivation for Research 

1.1.1 ~eamformin~ ,  The c+cept 

Due to the severe attenuation of electromagnetic radiation in 'water, the  acoustic 
5 - 

channel is the only practical means for cornrnu~ca@,ng underwater over any reason- 

able dist&, Unfortunately, the underwater acoustic channel is'a very reverberant 

environment resulting in a considerable ahount  of multipath interference which in- 

terferes with the direct arrival and corrupts the message. Consider a ship at  the 

surface communicating with an au tonom~us  underwater vehicle (AUV) as shown in 

Figure 1.1. The AUV receives a &re& signal followed by a surface reflection and 
-. 

a bottom reflectioh. The strengths of >be reflected signals and theifarrival times 

depend on the environment and the orientation of the vehicle. 

The of rnultipath interference can be suppressed by using an* array of - * 

hdrophones. The array has a greater spatial seleitivity than a single hydrophone 
? 



6 

.Figure '1.1: A ship trying to communicate with an AUV.  The direct 

fered with by both the surface reflection arld.the bottom reflection. .4 - 
and therefore enhances the direct signal while suppressing the rrflected signals. ' 1 ' 1 1 ~  

- 
array's effect on signal quality has been studied and d o c u h e n t ~ l  by Rarlziejewski [ I ] .  

Compared to  the  signal received on a single hydrophone, it was found that  the mag- 

- nitudp of the multipath arrivals are 

consisting of jus t  three hydrophones. 

reduced by as much as 20 dB, with an array 

- . , 
As a signal travels across the  airay, theie is a time delay between its arrival a t  each 

i 

hydrophone as shown in Figure 1.2. The  time delays depend on the  orientation of thc- 

array and signal direction. Beamforming is the process by which the  hydrophone sig- 

nals are  combined to reinforce a signal from a desired direction. To do this, the  signal 

a t  each hydrophone is shifted in time so tha t  it lies on a plane that  is perpendicular 

t o  the  beam direction and passes through a reference point. For the example in Fig- - -  
ure 1.2, the  reference point is chosen t o  be Hydrophone 2. In Figure k 2 ( a ) ,  the  signal 

is broadside to  the array and there is no time delay between t h e  signal arriving a t  

each of the  hydrophones. In order to  enhance the received signal, the signal from the 



a 1 .  s . 
" S i g d  . * 

I 
I Direction 
I 

D2 
. : 

Refetcnce Point 

,,'\ S i g d  
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0 Direction ,.,' 
0 

I 
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Figure 1.2: a) The signal is b~oadside to the array and w i v e s  at each o f  the hy- 
> *  

. , 2  

drophones at the same time. b )  The signal is travelling across the array at an angle 

and there is a time delay belween its arrival at each hydrophone. , , . 

hydrophones are simply added together. In Figure 1.2(b),-the signal is propagating 

across the array at an angle and there is a time delay, r, between the signals arrivislg 

at  each of the hydrophones. In order to enhance the desired signal, the signal a t  Hy- 

drophone 1 must be delayed by r ,  and the signal at  Hydrophone 3 advanced in time 

by r before they are combined. When the time shifted signals are combined (added 

together), the signal received from the selected direction is significantly enhanced . ' 

rehtive to the signals arriving from other-directions and to incoherent background 



1.1.2 Beamformer Requirements ~&AUV Communications 
. 

1 

T h e  beam pat tern describes t he  spatial response of an array. Figure 1.3 shows tlw 

beam pat tern obtained with a 3 hydrophone linear array with 112 wavelength el- 

0 . 

Array Chin' 

Angle of Incidence (rad) 

Figure 1.3: Array pat tern for a 3- hydrophone array. The hydrophone spacing is X/2 

where X is the wavelength. 

. 
ement  spacing when the  signals from each hydrophone are  simply add  

Radziejewski [ I ]  found tha t  when the  direct arrival was outside t h e  rn k in lobe (cen- 

tred a t  0" for this a r ray)  of the  array pat tern,  the ratio of the direct signal's energy 

over t he  reflected signal's energy was poor. Only in t he  care where th; transmitter and 



receiver'were in fixed locations relative to one another, and also aligned for optimum 

reception, w* a fixed array advanzgeous. These results demonstrate the -necessity 

of bein able to continuously steer the array's 'look direction' when communicating %r 
with a moving target, such as an AUV. 

When the array is used to  improve the spatial selectivity of a receiver, the hy- 

drophones are usually spaced at  a half wavelength or less, as in Figure 1.3, to  prevent 
- 

# ' \ -  

the occurrence of grating lobes (large-amplitude lobes in the beam pattern a t  direc- 

tions other than t he steered direction) [2, 31. There are, however, instances, when it is 

not necessary to form a single narrow beam but rather just to  facilitate the coherent 

combining of a direct a r r i v a w c h  as in a coherent spatial diversity receiver. Such a 

spatial diversity receiver uses an arbitrary or random array whose hydrophones are 

spacedifar apart relative to the signal's wavelength [4]. For example, Catipovic [5]  

used two hydrophones spaced 20 m apart to  implement a 10 kbps underwater cornmu- 

niczitions system. Regardless of the application owever, the same signal processing ~ 

must be performed on the signals from the hyd k phones before they are cpherently 

combined. Namely,-the beamformer must take into account the propagation delay of 

the wavefront incident onto the array. 
S 

Ariot her instance where an arbitrary array is used, specific to communicating with 

an AUV, is on the AUV itself. To reduce drag, the placement of the hydrophones 
4;. 

should conform to the AUV's body, hence, the  beamformer must handle an arbitrary 

array. . - '+ 
t 

Modulated bandpass signals are used for underwater acoustic communications be- 

cause acoustic transducers a r e  bandpass radiators which operate a t  centre frequencies 

higher than the message bandwidth: Also, the centre frequencies must be high enough 

to obtain efficient radiation with a transducer of reasonable dimensions. Therefore, 

is required to process bandpass signals. . the beamformer 

In summary, the beamformer's requirements for communicating with an AUV are: 



0 A continuously steerable beam 

0 Able to handle arbitrary or random arrays . 

Processes bandpass signals 

- 

1.1.3 Previous ~earnforming Techniques 

Several techniques have been devel~ped-)or beamforming. The earliest beamformers 
R 

used analog delay lines to  delay the in~oming signals. However, there are problems 

associated with this techniquq. First, there is the uncertainty of component values and 

therefore a loss in tfie accufacy of the achievable delay times. Second, the stability 

of the delays due to  changes, in the working environment, such as temperature, is 

limited'. Also, large delays, common with underwater arrays, are difficult to achieve. 

Lastly, to obtain many6;, t here* must be several delay lines for each hydrophone 

I 

t o  effect the necessary delays. This obviously increases -the complexity and size of . 
the beamformer. - 

With the advent of modern digital signal processors, many beamforming methods 

have been developed that  use digital techniques. However, as  will be seen, the cur- 

rent techniques are less than ideal for communicating with an AUV. In fast Fourier 

transform (FFT)' bearnforming, the signal from each hydrophone is first converted 

t o  the frequency domain by performing a discrete Fourier transform (DFT), then 

phase shifting of the separate frequency bins (accomplished by a second DFT) is 

employed to  realize the required time delays [6, 7, 8, 9, 10, 111. While this adproa.h 

does offer several advantages, such as creating several look directions simultaneously 

and efficiently, it has its drawbacks for our application. For example, the second 

DFT requires that  'the time delay for the signal to propagate between adjacent hy- 

drophones be the same, hence, FFT beamforming will only work-with linear arrays 

and not arbitsary or random arrays. Also, the number of beams available depends 

on the frequency, hence FFT beamforming does not work well for broadband signals. 



- For communication systems, the output is usually required to be in the time domain, 
1- 

therefore an inverse transform is required, which serve to increase the computational - I 
--\ 

load. Finally, phase shifting ea&%que cy bin by multiplying it by a complex ex- 4 
, 

po?ential effectively revolves the signal in the time domain about itself. That is, the .O 

signal is~circularly convolved with a delayed impulse, hence, instead of the signal near 
, ' 

the edge of a block being shifted out, it appears in the same'block but near the other 

. edge. This results in the full array gain not being achieved and is known as edge 

effects. 
- 

Beamforming techniques that operate in the time domain are called time-domain 
. I  

. beamforkers. Unlike FFT beamforrners; time-dbmain beamforhers can handle arbi- 

, trar or random arrays. They also prbcess a steady stream.of-data rather than data , Y 
blo&s, hence they are not plagued by edge effects. The earliest digital time-domain 

beamformers d u l d  form delays composed only of an integer numbqr ofsample periods 
P 

and the beams were limited to &at is known as a synchronous beam set. To have 

a steerable look direction, the signal has to .be grossly oversampled, thus i n c r y i n g  

the requirements of the analog-to-digital converter (AID) and the cable and amplifier 

bandwidths. For large arrays, the required time delays may be such- that the amount 
P '  

of memory required to store the samples could be overwheIming. when the signal is 

a bandpass signal, a separate demodulator is necessar-y in order to  demodulate the 

signal to baskband. 
d 

The requirement 6x1 the_sampling frequency is greatly r6duced by employing inter- - 
1 

polation techniques to &alize the>irdedelays [12]. Interpolation provides an arbitrary 
- 

. 
L 7 .  

delay without the overhead of many unused sample although the signal is still re- 
. . 

quired to be sampled at  the Nyquist rate to prevent aliasing; However, interpolation . - .  
only provides an estimate of thesignal and steps have to be taken to'thisun that the 

interpolation error is small. 

Another beamformer, common with bandpass signals, simply phase rotates the 



complex envelope [13]. The complex envelope is a complex baseband signal consisting 

of the inphase and quadratur-e components of a bandpass signal. The inphase signal is 

the real part of the complex envelope and the quadrature signal is the imaginary part. 

To account for the time delay, the phase-rotation beamformer rotates the phase of the 

b' complex envelope from each of the hydrophones before adding the .signals toget he; 

P Since the phase rotation can realize any time delay, it can provide a continuously 

steerable beam as well as work using arbitrary or random arrays. However, for the , 
b 

phase-rotation beamformer to  be effective; there must be sufficient overlap in time 

of the complex envelopes from each of the hydrophones in the array. Phase-rotation 

beamformers work well in radar applications, where the incoming signals propagate 

a t  the speed of light (zz 3x108 m/s) and hence the time delay betweenthe signal 

arriving a t  the various elements of an array is often negligible compared to the time 

for a significant change in the complex envelope. In this case th,e complex envelopes 

are aligned in time and just have to beIphase rotated to be coherently combined. 

In sonar, however, the speed of the acoustic signal in water ( x  1500 m/s) is much 

slowei and the-delay between the signal at  the hydrophones may be large compared 
" 

u ,. . 
t o  the time for a significant change in the cokqlex envelbpe. In such caaes, there is 

not sufficient overlap of the complex envelopes from eadh hydrophone for the signals 
h 

, t o  add together without the resulting signal being significantly distorted. \ 

- 
L 3 

In chapter 2, the above, beamforrning te<hniques are described in more detail, 

along-with the reasons why they are not suitable for communicating with an AUV. 

1.1.4, True Time Delay Bandpass Beamforming 

This thesis presents a time-domain beamforrning method that combines in a unique 

way the beamforming technique.described by Pridham and Mucci [14] with the op- ,-- 
, . - ,  

timum interpolation method of Oetken [16]. The bandpass signaI- from each of the * 

hydrophones is first converted to its complex envelope representation using a tech- 



nique known as bandpass sampling where the signal is actually subsampkd with 

respect to the carrier frequency [17]. With a careful choice of the sampling frequency, - 
the resulting samples are either of the inphase or the quadrature signal. The effects 

on the complex envelope of time delaying the bandpass signal are then realized so 

that t,he signals can be coherently combined. This involves both delaying and phase 

rotating the complex envelope. 4 .  

The delay is realized by first delaying or advancing the signal the required num- 

ber of integer sample periods and then using an efficient interpolation techniqbe to 

estimate the signal fo; the required fraction of a sample period. The interpolation 

method is implemented using a finite impulse response (FIR) filter whose coefficients 

, depend on the point where the signal is to be interpolated to. This i'nterpolation 

technique requires a fewer number of filter taps than other commonly used interpola- 

at ion techniques to obtain a low interpolation, error. The phase rotation is executed by 

linearly combining the delayed inphase and quadrature signals after ~multipling them 

by values which depend on the time delay. The delayed gnd phase rotated sigqals 

from each of the hydrophones are then added togethkr to construct the beamformer'; 
I 

output. 

-This new beamformer has several advantages over othe'r digital beamformers for 

communicating with an AUV. First, since it has the ability to realize any time delay, it 
/ 

can handle random or arbitrary arrays as well as have a continuously steerable.beam, 

both i r e  unattainable with FFT beamforming.. Second, unlike FFT beamf&ming, 

the signal remains in the time domain which makes-it attractive for communication - - 
purposes. Also, by bandpass sampling the signal, the sampling frequency is greatly 

-' , 

decreased over that normally required when sampling at the Nyquist rate for the 

'bandpass signal. Having a low sampling rate not oply reduces the  analog-to-digital . o  

b - 
converter requirements but also reduces the the h u n t  of memory necessary for 

realizid large delays. 



The implementation of the new beamforming technique is simple and consists of 

an AID converter, which may be shared between hydrophones, and t w ~  short FIR 

filters (x20  taps.) for each hydrophone in the array. The look direction is stAmred by . 
changing the time delay for the signal from h c h  hydrophone. To accomplish this, only 

the integer number o.f sarriple periods that the signal is delayed and the interpolation 

filter coefficients have to  be changed. To have several separate simultaneous beams, 

several beamfprmers can* be employed, each with a different look direction. This 

implementation has the advantage of soft degradation, uhlike FFT b e a m f ~ r m i n ~ ;  if 

one of the beamformers fails the rest, wit1 continue to operate.> - 

The new beamforming technique was i-mplemented on a Sun Sparc station and 

tested usirig real data'collected with various array configurations. ~ o t  h a small array 
, 

\ 

and a large array were employed to  demonstrate the beamformer's validity, 

1. 

1.2 Thesis Outline t 

This thesis'is divided into six chapters. Chapter 2 contains a'discussion of both 

frequency-domain and time-domain beamforming tehniques and their associated . 

problems. The requirements, for beamformi& using the complex envelope, are also .: . ' , 

stated. ._ 
* b  

In Chapter 3, technique's to recover the complex envelope are described. The  

beamformer can be simplified to perf&m as a quadrature demodukator. This de- . 
modulator is useful apart from the beamforming context. and 'therefore is described 

in detail. The method uses bandpass sampling to down convert the  bandpass signal ,. . . 

and interpolation to  timS register the samples. Several ,interpolation techniques are 

investigated and results are given comp&ring their accuracy. The chosen interpolation 

technique is . . optimized t o k n i m i z e  the mean squared error of the interpolated signal. ' ' 



Chapter 4 describes the proposed beamforming technique which perfotms the 
, , 

beamforming process on the ,complex envelope. The demodulation technique de- 

scribed in chapter 3 is einployed~with'only a simple modification to  effect the required 

time delay and phase rotation of the complex envelope. . + 

Chapter 5 contains a design example and experimental results. Following *the 
G 

description of the test -environment, results using various array configurations are 

given which confirm the beamformer's 'operation. Three trials were'conducted, two 
P 

. , 
with a small array and one with a large ariay. For the small array, the incident angles - 
for the signal were 0" and 30". The setup for the large array was such that there was 

little overlap in time of the complex envelope from each hydrophone. This illustrates 

the adva"ntage the new technique has over phase-rotation beamformers. 

The conclusions drawn from the research are discussed in Chapter 6. ' . 



Chapter 2 

- 
As fnintioned in the introductio< an array of hydrophones will.irnpi&e the spatial 

selectivity over that of a single hydrophone. As-a signal propagates across the array, 

there is a time delay between the signal arriving at  each hydrophone in the array. 

The time delays depend on the incident angle of the signal to the array. By properly 

. taking into account the propagation delays, a+skgal  from a particular direction is 
, - 

enhanced over signals from other directions and background noise. This pkcess is 

g called bearnforming. - * . . . . . 
L 

? 

Beamforming can be accomplished using analog phase-shiftergor delw lines.. Hoy- 

ever, analog beamformers suffer the problems' associated with' analog components. . ' 
< -  I ' 

That  is, the tolerances and stability of the components reduce the  acqracy of the 
i * 

delays available. Also, in order t o  obtain a number of beams, many delay l ink ate  a 

required. Modern digital signal processing techniques and hardware eliminate many 
1 

<-  

of the accuracy and stability problems associated with the analog beamformer. ~ o d -  ' 7  _\l 

ever, current digital beamforming techniques are not without their own weaknesses. 



2.1 Digital Beamforming , .' 
i .  

h .  
. ^ '  .. , 

. - 
A 

: . Digital beamformers can be divided into two 'classes, "time-domain beamformers and 
' A .  

frequency-domain Geamformers. Both clairses will now be discussed. 

B 
.k 

2.1.1 F'requency Domain Beamformers .- 
, .  * L 

. I 

~ r q u e n c ~ - d ? m a i n  beamformers first convert the sigda! from each hydroihone'io the 

frequency domain by performing,a disckte Fourier fransform (DFT). The equatioq ' 
- + 

for the DFT of M 'samples of a signal, zi(n) (n = 0,1, . . . , M I), is [18) 
- . . '. 'B 

" I ir '. t2.17 . 
f 

To ease the cornputat ional load; equation (2.1) is calculated + n i b  fast Fburier tians- 

- .form (FFT) which computes X ,  (,%) efficiently for k = 0,1,2, . . , M - i. Each value 

of the bin number k represents H different frequency and the relationship between k . 
- ,  . - 

and the tkmporal frequency is I + 

-C 

- i" 
k , - 

fk = zf. 0 , @2} 1 **. 

where fs*is the sampling frequency, - 
* d  

Before combining the signals the array, each signal must 

be appropriatel; shifte&in time so t h d h e y  irealigsed in time. As an example, . " 

7 cohsider a8'two hydrophbne Brray whire €he signalZreache4 hydrophone O after hy- 

drophone 1 as shown in ~ i & r e  2.l(a). The spectrum of edch,signal will have the same - 

magnitude but different phase. That is,rif the DFT of the s i b a l  a t  hydrophone 0 is 
. - 

1 ,  ,' 
2*k j"('IT1 ' 

: Xo (z) = A (2.3) 
,* M . 

then the spectrum of the signal at hydrophone 1 will be, 
5 Q  I 

< 
27rk 27rk x, = A, (F) & @ ( % ? ) i ( % r f a l i  (2.4)' 

h 

> 



and in tbk 

1 

two byc-bphones (a) in the time .domain (b) 

domain. 



C 
3 = A (T) (+*(!$)&%~f2 - . - (2.5) . 

r * 

where r is the time difference for the signal to arriveat each hydrophone. To align 

both signals, the signal a t  hydrophone 1 must be delayed by r which is implemented 

by multiplying ~ ~ ( 3 )  by e - J p r f * .  The two spectra are then added togeth'& to; 

form the bearnformer's spectrum. - - 
i . . 

Fbr the specific case of a linear array consisting of N hydrophones and a time dela); 
, 

of T between between neighboring hydrophones, the spectrum of the beamformer's 

output is b]. 
2n k N-1 

2nk .) = xl ($) e - ~ ~ r a f a  

i=O 

I[ equation (2.6) cad be written in the form of a DFT? then it can be efficiently 

computed using an FFT. To write equation (2.6) as a DFT, the followiiig substitution 

must be made - 

The resulting equation for the bearnformer's output is then ' 

D 

2nk 2al N-l 2nk .la . (- M ' N  -) = 
Xi (rM) e - ~ ~ i l  

i=O 

which is a DFT and can be computed using an FFT. 

The FFT beamformer can be visualized as shown in Figure 2.2. First, the signal 

' from dach hydrophone is transformed from the time domain to  the frequency domain 

using an FFT. Each FFT creates M frequency' bins for .each hydrophone. Next the 
- 

frequency bios are sorted according to the'bin numbers, k ,  and the second DFT, 

equation (2.8), is computed to appropriately phase shift and add the signals. 

@ 
FFT beamforming has drawbacks that restricts its use. The first problem is 

evident in equation ( 2 . 6 ) .  In order to compute the second DFT, the  time delay for 
* .  

the signal to propagate between neighboring hydrophones, r, must be the same for 



Figure 2.2: Visual represent a tion of FFT beamforming. 



- 

all hydrophones. This means the hydrophones in the array must be evenly spaced 

(i.e., a linear array), hence, FFT beamforming does not work for arbitrary or random 

arrays. 

The second problem is introduced by using the DFT to time delay the signals 
\ 

r 

by phase shifting the freq&ocy b h ,  When the DFT of two signals aie multiplied 

together, the signals in the time domain undergo circular convolution.+[18]. In the 

case of FFT beamforming, the second DFT equation is multiplying the DFT of the 

hydrophoqe signals with the DFT of a delayed impulse. In the time domain, the 

hydrophone signal is actually circular convolved with a delayed impulse. Consider 

the example shown in Figure 2.3(a)'where a signal is incident onto a 3-element array. 

The signal from e&h hydrophone is shown in Figure 2.3(b). Before adding the signals 

together, the sknals from hydrophones 2 and 3 must be advanced in time to be - 
aligned with the signal at  h y d r o p h w  1. Figure 2.3(c) shows the signals after being 

divided into blocks for processing. When the signals in the block are time shifted 

by multiplying the DFT by a >  complex exponential, rather than the signal near the 

edge of the block being shifted out, it instead appears a t  the other end of the block 

as shown in Figure 2.3(d). This results in the signal near the edge of the block not 

being coherent with the signals. from the other hydrophones. Therefore, when the 
/ 

signals are added together, the signals near the edge are not added coherently which 

causes distortion in the beamformed signal. This distortion is known as edge effects. - 

Edge effects are always present but to- what degree depends on the ratio of the length 
a 

of the data block and the propagation time across the array. Mucci [9] recommends 

that the length of the data block b e , a t  least ten times the maximim propagation 
\ 

delay across the array. L, 
- 

The third problem with FFT beamforming is that the beam is not continuously 

steerable. The substitution in equation (2.7) limits the possible values for the delay T . . 
and hence limits the look directions [lo]. Using equation (2.7) 'and the fact' that k 

represents the temporal frequency f k  = k f,/M, the possible values for the delay 7 



- Figure 2.3: (a)  Three hydrophone array with the signal coming in at an angle. ( b )  

Signal at each o f  the hydrophones. (c)'signal at each of the hydrophones divided into 

a block. (d )  Signal at each hydrophone after being circular convolved with a delayed 

impulse. 

> 



are . - 

For an incident angle of O, as shown in Figure 2.4, the time delay T can be expressed 
t . - 

Ct---n-- ; 

. , . 

Figure 2.4: The extra distance a signal has to travel to reach the secogd hydrophone 

is Dsin(O). This corresponds to a time delay of  Dsin(O)/v. . ,  
@ 

where v is the velocity of sound in water. Equating equations (2.9) and (2.10) results 

in the possible angles for the look direction 

. . 

There are two points to note about the look directions. angles expressed in equa- 

tion (2: l l ) .  First, the beam directioh is not continuously steerable but is incremented , 

. by discrete steps. second, the ldok direction depends on the temporal frequency fk: 

Having the look direction depend on frequency when the signal is wider than a single 

frequency bin' is undersirable, for comrnunincations. - 
The final problem with FFT beamforming is the processed signal is in the fre- 

quency domain. If the output is required to be in the time domain,, as it is for most 



, communication applications, an inverse transform is necessary further increasing the. 

computational load for the beamformer. . 

The main advantage of the FFT beamformer is its inherent ability to  generate 

many beams efficiently. However, multiple beams are not required for cornmunicat ing 

with an AUV and the problems associated with FFT beamforming certainly make it 

unattractive for our purposes. 

2.1.2 Time-Domain Beamformers 

3 
- 

Time-domain beamformers do not have the problems associated wkh FFT beam- 

formers. The simplest time-domain beamformer is the delay-sum beamformer where 
\ 

. 
3 

the output is 

I =o 
1 

where T; is the required delay for hydrophone i. The early digital delay-sum beam- 

formers could only form delays composed of integer multiples of the sampling pe- 
- - 

riod [3] 

where k; is an integer. Assuming an array whose hydrophones are evenly spaced, the 

requirenient that the delays be integer multiples of the sampiing period restrict'the 

choice of b earn angles to 

8 = sin-' (3) k = 0, f l ,  f 2 , .  . . (2.14)- 

where D is the hydrophone spacing and u is the speed of pound. This beam set 

is referred to as a synchronous beam set. The obvious disadvantage of the direct . ' 

approach of implementing the time delay is the high sampling rate required to  obtain 

the time delayed signals needed' t o  steer the beam. The large sampling rate increases 

the requirements of the A / D  converter and the cable and amplifier bandwidths. Also, 



a large amount of memory is requird to Khieve the long delays necessary for large 

arrays . 

Instead of grossly oversampling the signa1;interpolation can be employ4 to obtain 

the delayed signaG (121. Interpolation is because any delay is attainable, 

and hence the beam is continuously s t e e r a ~ e '  without the overhead of 'many unused 

samples. The reduced sampling ratgalso reduces the A/D requirements and the ca- 

ble and' amplifier bandwidths. However, t he interpolators only provide an estimate 

of the signal and any error in the estimate is treated as noise. The use of inter- 

polators therefore adds noise and steps must be taken to ensure the noise is small. 

Interpolation is discussed in detail in chapter 3. 
I 

c 

If the received signal is a bandpass signal, the required output signal is often 

the complex envelope. Rather than -beamform the bandpas signal and then use a 

separate method to recover the complex envelope, it is possible to perform the beam- 

forming operation on the complex envelope. However, simply delaying the complex 

envelope before combining the signals is not sufficient, it must also be rotated in 

phase. Before demonstrating the necersi ty of phase rotating 'the complex envelope, a 

discussion of the complex envelope and its relationship to the-bandpass signal is in 

order. 

A bandpasq signal, x(t), can be represented using its inphase and quadrature com- . 
ponents as 

. 
I 

x ( t )  = I ( t )  cos(wCt) - Q(i) sin(wct) (2.15) 

where I ( f )  and Q(t) are the inphase and quadrature baseband signals respectively 

r.' 

Complex Envelope 

and w, is the carrier frequency., 
b ' 

.I 



The complex env 
t .  

elope of x(t), denoted by i ( t ) ,  is defined as [ 

- i ( t )  = (z( t )  + jxH(t))e-jWc' 
I * 

. (2.16) 

where xH (t)  is the Hilbert transform of x(t). Equation (2.16) can be simplified result- ' . 

ing in an equation for the complex envelope in terms of the quadrature components 

The complex envelope is a complex baseband signal wh& real part is the inphase 
% 

signal and imaginary part is the quadrature signal. - 

Beamformed Complex Envelope Requirements. 

The requirements of delaying and phase rotating the complex envelope when the 

beamformer processes the complex envelope will now be demonstrated. Again the 

equation for the bandpass signal a t  hydrophone i is 
t 

\ L xt ( t )  = I1(t) &s(uct) - Q,(t)  sin(wct) (2.18) 

If the signals from the hydrophones are to be coherently combined a t  baseband, the 

beamformer must be able to accomplish the effect of a time delay of a bandpass sig- 

nal. Specifically, it must determine the inphase and quadrature signals for a delayed 

bandpass signal. 

If the bandpass signal in (2.18) is delayed by T, then 

x,(t - T,) = I,(t - T ~ )  cos(wc(t - T,)) - Q,(t - T,) sin(wc(t - T, ) )  (2.19) 

Aftertexpanding the trigonometric functions and combining terms 

. . 

where 

IDi( t )  = I,(t - 7,) COS(W,T,) + Qi(t - T,) sin(wCrt) '(2.21) 



V 

and 

IDl(t) and QDi(t) are the new inphase and quadrature baseband signals that represent I 

the delayed bandpass signal. These may be added to delayed baseband signals from 

the other elements to form the baseband beam output. 

Three distinct processes are necessary to obtain the requisite baseband output as ' 

shown in equations (2.21) and (2:22). First, the bandpass signal must be down con- . 
verted to obtain the inphase and quadrature baseband signals. Second, the baseband 

signals must be delayed by 7;. Finally, the baseband signals must be rotated in phase 

(linear combination of IT and Qi multiplied by cos(wcri) and sin(wCri)). 
a 

There is a bearriforming tkhoique (phase-rotation b&mformingj wh&e the quadra- 
A. 

ture signals of the delayed bandpass signal are estimated to be [13] 

I ~ i ( t )  Ii(t) ~~s(wCT,)  + Q;(t) $n(wCri) 

and 

The bearnformer rotates the complex envelope but does not delay it. These beam- 

'formers work well when the propagation time across the array is small compared % 

to the time it takes for a significant change in the complex envelope. Consider the - 

example shown in Figure 2.5 ere the time delay' between the signal arriving a t  
j 9 t -  

each hydrophone is small. WW demodulated to the complex envelope, the signals 

appear to be closely aligned in time but the complex envelopes need to be rotated 

in phase so that they can be coherently combined, Figure 2.5(a). The phase-rotation 
, 

bearnformer simply rotates the complex envelopes before summing the signals, form- 

ing the enhanced signal Figure 2.5(b). In this case the signal at hydrophones 2 and 3 

are rotated in phase and added to the signal at hydrophone 1. If the time delay is 

small, the distortion in the beamformed signal is small. 



Hydrophone 1 

Hydrophone 2 

Hydrophone 3 

(a) 

Beam former 
Results 

h 
Figure 2.5: A situation where the time delay between tbe signal arriving k each hy- 

drophone is small and phase-ro tat ion beamforming works well. (a) Complex envelope , 

at eaeh hydrophone. (b) Phase-ro tat ion beam formed signal. 
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Now consider the example shown in Figure 2.6 where the time delpy between the 
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Fjgure 2.6: A situation where the time delay between when the signal arrives at 

hydrophone is large and phase-rotation beardonning does not works well. (a) . - - 
en "elope at each hy&ophone. (b)  ~has&o tation beamformed signal. 

'signal arriving at each hydrophones is large. Again, the complex emelope a t  each 

hydrophone needs to be rotated - in phase before being added together. However, 

adding the phase rotated s i g h s  results in a seriously distorted signal, Figure 2.6(b). 

To prevent distortion, the signals nee& ta  be time delayed also. 



Assuming that  

We want t o  restrict the  expected m a n  squared value of c to  a fraction, A, gf the . .  

desired signal's power 

from which the following equation is written ' 
% 

N ' 2  
E [ ( Y ( t )  - ! / ( t  - T N - I ) ) ~ ]  5 A (-) - E[y ( t I2 l  ( 2 . 3 0 )  , - . %  

I 
. . - .  

. 
Papoulis [20 ]  derived the  following inequality - 

9 
. 3  * 

- 2 2  
E [ ( Y ( ~ )  - Y ( ~  - T N - ~ ) ) ~ ]  5 u m r N - ~ E [ ~ ( t ) T 2 1  * * ( 2 . 3 1 )  - 

where w, is the  highest frequency in y ( t ) .  If the  inequality 4- r' 



- 
F '  . 

is true, then the inequality in (2.30) will also be true. For (2.32) to hold, theekQuation 

limiting the maximum i>ropagation delay is 
. -  B 

a .  

Y 

TN-1 5 ' (2.33)' ' 
I .  

l6 

$or an array of length L m, the maximum propagation delay occurs when t heincident .. 
angle for the signal is 90' (i.e., endfire). The maximum propagation delay is:., k 

. . 
- where 15b0 m/s is the speed of sound in water. An equation limiting the length of 

the array is obtained by substituting equation (2.34) into (2.33) and solving for L - .  
" 

., As an example, consider a two element array and the signal bandwidth is 12600 radlsec. 

For the error to be 40 +dB down (A=0.0001), the maximum length of the array is 

2.4 cm. 

The true time delay bandpass beamformer described in this thesis overcomes this , . ,' 4 

problem by delaying as well as phase rotating the complex envelope. I - 
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Chapter 3 -.+ .. 
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L 

Quadrature Demodulati'on ' a *  

\ ?  ; , * ' . >  
P 

.a 1 #* 

Down converting a-bandpass signal to its complex envelope is known aq quadrature 

demodulihion and several mettiods, both analog and digital, have been developed to 
s 

xcomplish this. This chapter presents so& of these methods. The bearn- 
+.. 

'forming pocess can be sim$fidd as'a quadrature demodulator. -since 
. -  - 

the demodulator is useful apart from the beamfo;ming context, this simplification' is . . 
- 

- discussed in detail. 
. .  

- .  - 
I .  

3.1 P,revious ~ernddulathn . 
i - -, 

A conventibpel approach to demodulate a bandpass signal into samples of i ( t )  and 

Q ( t )  is s h o h  in Figure 3.1 [17, 21, 22, 231. The demodulator, consists of two* - 
quadrature  ahaniiels that mix the bandpass signal down to baseband. Two A / D  

- converters .then sample I ( t )  and' ~ ( t )  to generate the digitized outputs. The most 

significant problem with this approach is balancing both the gain-and the phase 
v 

A 

between the twa channels. A typical phase error for this type of-demodulaCor is in the 

order of 2" t o  3' [22]. Various other schemes using digital signal processing technique9 



LPF , : A/D I(nT.) 

- 

Figure 3.1 : A conventional quadrature demodulator. 
. ii 

have b* developed to irnpr~ve the quadrature demodulator's performance. 
, 

Equation (2.16) suggests using the Hilbert transform to  quadrature demodulate a 

bandpass signal [18, 171. The block diagram in Figure 3.2 illustrates an implementa-. 

tion of a quadrature demodulator using the Hilbert transform. The signal spectrum 

Figure 3.2: A quadrature dernsulator using the Hilbert transform. 
?-- 

.a 
at ~ a r i o ~ s  points in the demodulator is shown in Figure 3.3. In this approach;*t%e 

\ 

bandpass signal, Figure 3.3(a), is first mixed down to an IF signal centred a t  fa, Fig- 

ure 3.3(b), and then sampled at a rate of 4 fb, Figure 3.3(c). The samples are passed 



Figure 3.3: Spectrum o f  Hilbert transform demo ulation process: (a)  Spectrum o f  9 bandpass signal ~ ( t ) .  (b) Spectrum o f  the down converted signal. (c)  Spectrum o f  
I 

sampled IF s i ~ a l .  (d) Spectrum o f  the single sideband signal. (e) Spectrum of the 

baseband complex envelope. 



through a Hilbert transformer and a delay block resulting in the single sideband sig- 

nal Figure 3.3(d). The delay block is to account for the group delay of the Hilbert 

transform. The final step is to multiply the samples by e-jwbnTs to shift the spectrum 

so that the spectral image centred a t  fa is moved to f = 0. This multiplication can 

he simplified since the sampling frequency is 4 fa ,  , 

e -1wbnT1 = e-j2nfbn/(4fb) ( 3 4  

- .  

By downsampling by four the output of both the Hilbert transform and the delay 

block, the samples are effectively mu1 tiplied by e-jwbnTa, Figure 3.3(e), which results 

in samples of the complex envelope.' 

The impulse response of the Hilbert transform is [18] 

I E 

The problem with this method is implementing hH(n)  [18, 22, 24). A practical imple- 

mentation of the Hilbert transform departs from unity gain across khe band resulting 

in a gain difference bet ween the inphase and quadrature channels. Thef gain difference 

will result in a phase error of the demodulated complex envelope [24). 

Another approach uses two bandpass filters with identical amplitude responses 

but 90' shifted in phase (21, 24, 251. A block diagram showing the implementation of 

the 90' phase splitting method is shown in Figure 3.4. The demodulator's operation 
C 

is similar to that of the Hilbert transform demodulator. The filter H ( w )  removes 

the negative frequency sideband while leaving the positive frequencies alone. This 

requires the filter's response to be complex which is implemented using two real 

response f i l t e~c  



I I 

LPF -. A/D- I I I 
I I 
I 1 
I I 
I Hz@) - I mi. 
I 
I b y 4  

Figure 3.4: A quadrature demodulator that uses a 90' phase splitter 

- The  requirements for HI (w) and H 2 ( w )  are [21] 

where w is the normalized frequency. B o t h  filters are all pass filters.  he signal's 

frequency band must be  contained within $ < w < 3 ; .  Both IIR and FIR im- - 
plementations of fitters tha t  meet equation ( 3 . 6 )  are described in [21] and [24, 251 

respectively. ~' 

3.2 Quadrature Demodulator 

As described in section 2.1.2,  hen the beamforming process on t h  com- 

plex envelope, the  beamformer must delay the quadrature co 

techniques for recovering the complex envelope are not easily modified to realize the . 
\ 

delayed quadrature components. A simple technique for quadrature demodulating a 

bandpass signal will now be described. This demodulator uses handpass sampling 

t o  obtain samples of the  I and Q channels and then employs interpplation to  time 

register the  samples. The  same interpolation technique is used by the  beamformer, 



described in chapter 4, to delay the quadrature components, hence only a simple 

modification to the demodulator is required for beamforming. 

3.2.1 Bandpass Sampling 

If the aperture time of the A / D  converter is small enough to  avoid-aperture errors, it 

is possible to recover the complex envelope from a bandpass signal by subsampling the 

signal and thereby eliminate any mixers [17, 22, 261. Bandpass sampling also reduces 

the normally required .sampling rate dictated by the Nyquist criteria, therefore the 

AID requirements are relaxed. By properly choosing the samplini frequency, the pe- 

riodic property of the Fourier transform of the sampling signal is exploited so that the 

bandpass signal is down converted to its complex envelope with little computational 

effort. Equations will now be derived for calculating the sampling frequency. 

using the equation describing a bandpass signal, equation (2.15), the I channel 

is sampled by sampling the bandpass signal when sin(w,t) = 0 and the Q channel 

is sampled when cos(w,2) = 0. For uniform sampling, the resulting samples of the 

bandpass signal are 

if  the sampling l a t e  is 

and the samples are 

These equations are derived by observing the carrier signal cos(w,t) and - sin(w,t), 

shown in Figure 3.5, along with the sampling intervals associated with equations (3.8) 
f 



Figure 3.5: Illustration of the sampling points resulting in I and Q samples. The 

points shown at the bottom of the figure refer to equation (3.8) and the points at the P , 
top refer to equation (3.10). Tc refers to the carrier -period. - 



and (3.10). For example, if the current sample is +I, (i.e., cos(wct) = I) ,  the next - 

sample is +Q if - sin(wct f T.) = 1. The sampling period must $# be (n + 3/4)Tc, 
s- 

where T, is the carrier period, as shown a t  the bottom of Figure 3.5. If the sampling 

period is (n + 3/4)Tc, the sample following +Q is -I and then a -Q followed b y  

a +I sample again. The sampling frequency is the reciprocal of the period which 

corresponds to equation (3.8). The same technique is used to  derive equation (3.10) 

. except now the sample following +I must be -Q so - sin(w,t + T.) must equal to 
\ 

- 1 and hence the sampling period is (n + 1/4)Tc. 
0 - % 

Examining bandpass sampling in the frequency domain, Figures 3.6 and 3.7, il- 

lustrates the technique from a ".A dl erent perspective. 
- L ' . 

Figure 3.6(a) shows the spectrum of a bandpass signal, x ( t ) ,  whose bandwidth, - 

fa, includes any required guardband. For the bandpass spectrum torepeat  itself in 

. . .  . , 
the regio'n 0 < w < T ;  an im&ilse is required in the samplihg spectrum a t  either the 

highest frequency of the bandpasg signal, fh ,  or the lowest frequency of the bandpass 

signal, fi. a* 

. . 
For the sampling spectrum to  have an impulse a t  fh ,  then f h  must be an integer 

I ; 

multiple of the sampling frequency, Figure 3.6(b) . ,  
1 

Substituting 
, 1 

f* = f, + 2fb  
I .  _ 

(3.12) 

into (3.1 1) produces 
L 

f c  t $a = kf. . . (3.13) t - 

The requirement of f a  to.avoid aliasing of the complex envelope is 
' 

9 



Figure 3.6: Spectrum o f  bandpass sampling pmcess: (a )  Spectrum o f  bandpass signal. 

. (6) Spectrum o f  sampling signal. (c) Spectrum of  sampled bandpass signal. ( d )  
- 

Spectrum o f  sampled signal shifted up in frequency. 
- 



Replacing fa  in (3.13) and solving for fa results in the equation for the sampling 

frequency q 

Exchanging n + 1 for k produces the f o l l o ~ g  equation for the valid sampling fre- 

quencies 

i 
which is equivalent to equation (3.8). 

The sampled-signal's spectrum, Figure 3%(c), is the convolution of the bandpass 

signal spectrum and the sampling signal spectrum. 

To c e W e  spectrum in Figure 3.6(c), it must be shifted up in frequencylby 

f.14. This is accomplished by multiplying the signal by 

= {I ,  j, -1, - j ,  1;- - - }  . (3.19) 

Multiplying the sampled signal sequence in (3.7) by (3.19) results in the desired 

samples of the complex envelope. 

If an impulse is at  fi  in the sampling-signal's spectrum, Figure 3.7(b); then 
, , 

. - I. f , -=  k f ,  k = 1,2,3 , .  ... (3.21) 

5 '  
- Using the relationship . , 

1 - f l  = f c  - ~ f b  - . (3.221) 
- -  . ) 

equation (3.21) becomes 
1 

f c  - - f b  = k fa  
2 (3.23) 



Figure 3.7: Spectrum of bandpass sampling process: (a) Spectrum of bandpass signal. 

(6) Spectrum of sampling signal. (c) Spectrum of sampled bandpass signal. ( d )  

Spectrum of sampled signal shifted down in frequency. 



Again, to  avoid aliasing, the requirement of f, is 

Substituting equation (3.24) into qua t ion  (3.2 j) results in a secotld equation for valid 
% 

''2 

sampling frequencies 
4 f c  f. = - 

4k+ 1 
(3.25) 

which is equivalent to equation (3.10). 

The subsampled-signal spectrum, Figure 3.7(c), is the convolution of the andpass- 

signal spectrum and the spectrum of the sampling signal. 
rb 

L 

The final step is to centre the spectrum by shifting it down.in frequency by fs/4 

and is carried odt by multiplying the sampled signal by 
, ' 

This time, when the sampled sequence in (3.9) is multiplied*by '(3.27), the desired 
C 

samples of the complex envelope is obtained. 
- 

. The cciteria that the sampling frequency be twice the bandpass bandwidth to , 

avoid aliasing- is evident in Figures 3.6 and 3.7. If it was not twice the bandpass 
b 

bandwidtc, there would be overlap of the individual spectrqrn in the sampled signal 
8 .  

spectrum. .. 
I 

3.2.2 Interpolation'. 

So far, a met hsd .has been :described for recovering t he&mplex envelope by bandpass 

sampling the signal. The obvious problem is that  the I and Q samples are k t  both 

available a t  the same time. Interpolation is used to time register the sample by 



- estimating the value of I and the value of ,Q a t  a common r&.rence time using the 

past and future samples of I and Q. 

Figure 3.8 illustrates a number of samples of the inphase and quadrature signals 

1 

. .  
Figure 3:8: Interpolation point to time register the I and Q samples. 

, 

I Channel 

after the sign changes have been made, To time register the samples, one could' leave 

1 

the I channel as is and interpolate the Q channel to align it with I in time. This 

- means the ihterpolated time shift is one sample time of the bandpass signal or 112 

4 - 
t 

Time Where Signal Values Are Estimated 

the sample time of the Q channel., Since the largest interpolation error occurs,at 112- 

the sample time of the baseband signal and in the interest of symmetry, the I'channel 

is interpolated forwards 114 sample and the Q sample is interpolated backwards 114 

sample. These %/"4 samplesp i'efer to the baseband sampling rate and consequently, 

in terms of the bandpass sample rates, the time registry point is moved ior i i rds '  
- 1/2 of a sample for the I channel and backwards 112 of a sample for t h e  Q channel. 

hterpolating both channels spreads a smaller interpolation error over both channels. 
- A 



Previous Interpolation ~echni'ques 
. I 

Interpolation can be used to effect a higks+mpling rate [12, 14, 151. The upsampling , 
4 

Figure 3.9: Block diagram showing the upgampling procedure. * 

at a rate d T, to form the samples y(nT,). The sampled sequence is then padded 

* A  wjth zeros between the data points. The zero-padded sequence, u(nT,/q), is then 

smoothed using a digital filter to produce ij(nT,/q), which is an estimate of g ( t )  

- sampled at  a rate of nT,lq. The upsampling has effectively created a series of vernier 
J r- 

delays which are used to estimate ~ ( t )  between sample The appropriately 
. -:* 

' t q  interpolated sample is selected from the upsampled signal. 

Figure 3.10 illustrates the interpolation process in thefrequency domain which 

clearly iddicates the interpolation filter requirements. The initial baseband-signal's . 
+ G 

spectrum, Y ( w ) ,  is shown in Figure 3.10(a). The spectrum.of the sampled signal, 
* 

y(nT,), is shown in Figure 3.10(b)'arrd the zero-padded sequence, v(nTJq), is shown 
. 

in Figure 3.10(c). The purpose of the interpolation filter is to suppress the interme- 



, , -  - \- 
i ;  

Figure 3.10: Spectra of the upsampling process for q =. 2. (a) Spectrum of original 

signal. *(b)  Spectrum of the sampled signal. (c)  Spectrum of the zero padded signal. 

(d) Spectrum of the filtered signal. (e) spectrum of the desired-sigoal. 
> .  

diate spectra of v ( n ~ , / q )  so that the spectrum of $(nTa/q) is approximatel; that o f  . - 

y(nT,/q): Figure 3.10(d) is the 's'pectrum of ij(nT,/q) and Figure 3.10(e) is the spec- 
- " L .  

t r i m  of y(nT,Jq).   he two spectra differ due to nopideal filter characteristics such 

as passband ripple and a finite stopband. The nonideal characteristics contribute to 

the interpolation error and are controlled by increasing the filter complexity. Schafer (8c -- 
- 

. 



and Rabiper 151 used a 29, tap FIR filter to  achieve a passband with 0.1 dB ripple k and a stopb 45 dB down. T'he origidal signal was required to  be sampled by 

at  least three times its highest frequency and the filter was used to upsample the 

signal by six (i.e., provide five interpolated points between samples). The interpola- 
i 

tion met hod ised by our beamformer provides better interpolation performance with 

smaller filters. 
-Y 

One problem with the upsampling in erpobtion method is the difficulty of blcu-  2 * ,  ,. 
lating the filter coefficients. For a desired interpolation point, a value for q n d s  t o  

be found such that v(nT,/q) has a sample at  the desired point. A second requirement 

of q is that it must divide the original sampling period evenly, i.e., q must be a integer .? 
Normally, the signal is upsampled, and the interpolated signal closest to  the desired 

/ 
point is used. 

Methods have been developed to design interpolation filters whose coefficients are 

chosen to  interpolate the signal at  a desired point in time. If the highest freq&cy, . 

fbh, of a baseband signal is less than the half the sampling frequency, f,, then the 51 L 

signal may be exactly reconstructed using [23] % . - 

where 

is the cardinal function. In practice, the summation in (3.28) is restricted to  a finite 

sum. Specifically, equation (3.28) involves the summation of 21 + 1 terms which 

provide an estimate, tj(t), of y(t) and the interpolation is realized using a FIR filter 

with coefficients calculated using (3.29). 

An improvement in the interpolation error was found by ~eplacing the cardinal 

function, equation (3.29); by [23] 



8 * 

&here q = 1 - 4 fbh/ fs and p = Int ( lq?r /e ) .  The symbol e is the  base of the natural 
. .' 

h, 

logarithm. - -.. , 

k 

Figure.3.11 shows the  mean squared error for interpolating a sinusoid when t11c 

Mean 
Squared Erwr 

- .  

0 0.1 0.2 0.3 0.4 0.5 

Normalized Frequency 
- 

Figure 3.1 1: Error for interpoldting'a dnusoid, that has a nominal power o f  I ,  using 

the cardinal function and the modified cardinal function. ( 1  13) 

FIR filter coefficients are calculated using equations (3.29) and (3.30). The intrrpo- 

lation filters each were of length eleven and the sampling frequency was four times 

the  baseband bandwidth. The  improvement in the error using equatioa (3.30) to  

calculate the  filter coefficients is obvious. 

Least Mean Squared lnterpol&ion t 

T h e  interpolation method in our beamformer employs an FIR filter. w b s e  coefficients 

filter coefficients 

the  interpolated 

depend on the point in time for the  estimate. The  criteria for ~ a k u l a t i n g  the  FIR 

is to minimize the  m&,n squared error b e t w k n  the  actual value and 

value. 



* .  , . 

The following derivatidn of the filter c&fficients for interpolating between samples 

i s  similar to that found in [16] but modified for a single time point. T h e  solition is 

,in the form of the familiar normal equations so the development is presented in only 

enough detail to establish the notation and structures of the vectors and matrices. Let 

the sample sequence ta be interpblated be cepresented by samples of y ( t )a t  t = ~ i . 5 ,  
= .. 

f 1.5, f 2.5, . . as shown in Figure 3.12 (this representation was chosen because it 

results in symmetric notation). The point to  be interpo1atecj:lies between y(-0.5) I ,  

. . . -. . 

. , .  

Figure 3. $ 2 :  Tn terpolation of y (A). 

e , and y(0.5) and is denoted as y(A) where -0.5 < A < 0.5. The estimate of Y(A)  is 

to be.determined from k samples on either side. Let y be the vector containing 2k 

samples of the signal y(t) and b be a vector containing the FIR filter coefficients. For 

the above examp!s 

where denotes matrix transposition. e interpolated value for y(A) is 
- J. bT, 

(3.32) 
g 

\ 

' The mean-squared error between the interpolated value, $(A), and thed actual 

value, y(A), is * -\ 

c2 = E[(Y(A)  - (3.33) 



0 m 
Taking the gradient of 2 with respect to b and setting it to zero results in the 

following optimal solution for minimizing c2 (271 

b = (E~YY~I)- 'E[Y(A)YI 

For general k we have 

whereX,(r)  is the autocorrelation function of y ( t )  defined as E[y(t + r )y( t ) ] .  Then, 

equ>tion (3.36) becomes 

b = R;'r, - (3.39) 

. . I 

Equation (3.39) represents a generic solution to the interpolation problern when 

the sample period is normalized. In complex demodulation the inphase and quadra- 

ture baseband signals are interpolated separately. The samples used for interpolation 

are shown in Figure 3.8 where k ;s equal to 2, A = -0.25 for the I channel and 1 

-A = 0.25 for the Q.channe1. The sample period is the baseband ~ a m ~ I e ~ ~ > r i o d ,  

normalized to 1 Hz. 



Interpolat ion Er ro r  
C 

There are two sources of error for this interpolation method. First the mean squared 

error, expressed in equation (3:35), is not zero and therefore we must ensure that 

it .is negligible compared with other noise sources in the system, e.g., quantization 

noise. Second, the filter coefficients depend upon the autocorrelation function of the ,, 

baseband signal. This is usually not known a priori or may change with time. 

In considering the first source of error, y ( t )  assumed to  be a band-limited white 

noise process as shown in Figure 3.13. The autocorrelation function, which is the 

Figure 3.1 3: Power Spectral Density of  a bandlimited white noise process. 

* 

inverse Fourier transform of the power spectral density, is 

% 

Considering the in t e~~o la t ion  error as noise, Figure 3.14 shows the resulting SNR - 

for interpolating a'band-limited white noise process for various values of A using a 
. . 

10 tap filter (5 taps either side of the interpolation poi"n) and a = 112. Notice that 

the SNR depends on the distance between the nearest data sample and the sample 

point to bewima ted  and is lowest when the interpolation point is halfway between 

two data points, i.e. A = 0. 



0 -0'4 -0.2 0.2 0.4 

Delta 

Figure 3.14: S N R  of opt imum Intellpolator for interpolating band limited white noisc 

a t  various jnterpolation points. (n = 10, a = "1 12) 

The  errors from the  first source are made negIigible by either increasing the sarn- 

pling rate or increasing the length of the  interpolation filters. ~ i ~ u r e ~ 1 5  il1ustrati.s . 

the worst case SNR for various values of a. It is obvious tha t  as the  signars band- 

width decreases, the SNR improves. Figure 3.16 shoivs how increasing the interpola- 

tion filter length improves the SNR. T h e  tradeoff between baseband bandwidth and 

filter length is also evident. For example, if a SNR of6OdB is required, then a fil'ter of 
, 

length 12 would be necessary when a = 213 (i.e., the baseband sampling rate is three 

times the  bandwidth of the signal). However, if the sampling rate is increased to  

four times the bandwidth (a = 112) 'then only an eight t ap  filter would be required, 

yielding an SNR close t o  70dB. 

r ~ r r o r s  caused by a mismatch between the  assumed autocorrelation function and 

the  actual autocorrelation function of the signal are not as easily determined because 

in practice the autocorrelation function is not 'known. Since a white noise process 

contains all frequencies in its bandwidth, it is reasonable to expect, however, that 
J 
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Figure 3.15: \lTorst case SNR o f  Optimum Interpolator for various values of  a. (n = 

Filtk Length . 

Figure 3.1 6: \\'orst case Sh'R of  Optimum Interpolator ior vaiious filter lengths and 

bandwidths. (A = 0 )  



an interpolation filter designed t o  handle band-lihited white noise would perform 

well for any signal with an equal or smaller upper frequency limit. To verify this 

argument, a filter was designed t o  interpolate band-limited white noise. This filter's 

performance was'tested by interpolating a sinusoidal signal of various frequencies and 

normalized power. The  mean squared error was predicted using 

c2 ;1 R,(O) - 2bTr, + b T ~ , b  (3.42) 
. 

where R,(r) is the autocorrekation for a sinusoid of random phase and r, and R, 

are similar to equations (3.37) and (3.38) except 72, is used instead of 72,. The 
' 

autocorrelation for a sinusoid is [28] , , 

The  vector b is the set of optimal filter coefficients calculated using equation (3.39) 

assuming a band limited white noise process. This error was compared with that  

obtained by a simulation method whereby samples of a sinusoid were passed through 

a filter whose coefficients were calculated assuming a wh-ite noise signal. The  squared 

error was calculated for 500 random phase sinusoids and then averaged. 

T h e  predicted results and the  simulated results are shown in Figures 3.17 and 3.18 

respectively. The normalized bandwidth was 1/4Hz, ( a  = 112)' and the  number of 
d ' 

taps was 10. The  interpolation point was taken halfway between two samples to  

maximize the interpolation error, i.e., A = 0. Both methods generated the  same . 
results for the interpolation error. T h e  peak interpolation noise is approximately 

82 d~ down'which agrees with the value shown in Figure 3.16 for a = 112 and 

n = 10. Figure- 3.19.shows the interpolation error on a larger scale and how the  error 

increases rapidly for signals out  of the assumed band. 

These results demonstrate that  interpolation filters designed t o  handle band- 

limited white noise can be  expected to  perform well on signals with equal or  lower 

upper frequency limits. 



i 

. , 
'., 
I 

Mean 

, , '0 0.1 0.2 . 0.3 0.4 0.5 
Normalized Frequency (Hz) 

: Figure 3.1 7: Predicted interpolation error for a sinusoid using least mean squared 

interpolation. (A = 0, n = 10, a = 112) 

The interpolation error when the least mean squared method is used to compute 

v the filter coefficients is compared to the error when the filter coefficients are cal- 

culated using the modified cardinal series in Figure 3.20. The least mean squared 

interpolation filter was of length ten and the modified cardinal series filter was of 

length eleven. Both errors are calculated by simulation methods. There is a t  least 

a 30 dB improvement using the least mean squared interpolation method over the 

modified cardinal series method. 

3.2.3 Implementation of a Quadrature Demodulator 

The quadrature demodujator uses the least mean square interpolation method to 

time register the I and Q samples. As evident in the sequences in (3.7) and (3.9), 
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Figure 3.18: Simulated interpolation error 
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Figure 3.19: I* tGpolation error on expanded scale.. 
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Figure 3.20:. Comparison of interpolation error using both the least mean squared 

method (length 10) and the modified cardinal series (length 1 I ) .  
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every other sample of* I and Q needs to be negated. However; if e,veiy sqond filter . - 
, . 

.. . - * ,  
c6eficient is inverted instead, then thesakplei  c& be &assedcdirectly.t.hohgh f . thii : . . 

i 

filters, and either every second output simple from the filter is&n inverted or the '" 

filter output is decimated by 2. Either way, the sampking r&e should be high enough 
- - 

so %hit  the o ~ t p u t  rate is a t  least twice the highest frequeky in the baseband signals . , . . . - - 
to prevent aliasing. In the beamformer; sign changes. ake avoided by decimating ' - ' 

- 8  

the filter's output. A block diagram of a quadrature demodulator using the dowlr, 

sampling technique is shown in Figure 3-21- The A/D converter subsamples the , 

+ 

1 Interp. 
'Fit@ 

x(t) , Anti- - 
Alias 4 / D '  

C 

F .  
, I  

- Figure 3.21; A quadrature demodulator block-diagram. 
i 

bandpass signal, x ( t ) ,  to o b t a i ~  samples of I ( t )  and Q ( t )  a s  explained in seetion 3.2.1. 

i The samples from the A I D  a re  then divided ihto data streqms of just the I channel 

and just the Q channel. The two interpilation filters then time register the I  and Q 

samples to a common point, shown in Figure 3.8. Every second filter coefficient" is 
9 - 

+ negated to account for every second I sample and Q sample being negated.' Finally, 

. . the filter's output is decimated by 2 to avoid having to negate any of the samples, - 
In summary, the design methodology is: - 

1 - ,  

0 - .  . 
- I 

Decideson awoise . = level that will be negligible cornpard to,the A/D quantization , 
h 

noise. For example, if using a 12 bit A I D  converter (i.e., 72 dB d$na&c rang;) 

an interpolation noise level 65 dB down will be negligible. - .  
- 

Determine the bandpass sampling frequency using either equation (3.8) or (3.10). 

If decimating the output by 2, then the sampling frequency must be a t  le$t ., 

! 

54 
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True Time Delay- Bandpass 
4 

C Beamforming 

"z 

. 
It was shown in chapier 2 that  to coherently combine the eomplei envelopes from . 

-. 
a number of hydrciphones, three distinct process@ ere required. First; thecreceived 

bandpass signal must be down converted to its complex envelope representation. 

. . Second, the*complex envelope must be delayed a& finally rotated in .phase. This 

chapter describes how the t h k e  process be  accomplished using the bandpass 
- 

s k 

sampling and interpolation techniques descrihd in chapter 3. 
.- - - 

' 

The first kep', down 'converting the bandpass - signal into its I, and Q, components * 

b 

by subsampling the signal, was explained in section 3.2.1. The subscript i identifies 
i 3 

apa r tku l a r  hydrophdne ih the array. In, brief, the bandpass signal is subsampled at 
9 4 

a sampling frequency calculated using either equation (3.8) or equation (3.10). The 

resulting samples are alternating samples of & ( I )  and Q;(t) .  
' t  

I 
;b 

The next step k t o  time delay the quadrature components to obtain I,(nTo - r,) 9 

4 

and Q,(nTo - 2;). The required delay, T,, is divided into an integer number of sample 
1 

periods and a fraction of -a 'sample period. The integer number of periods to be 



' B  delayed is-implement&# by simply shifting the sequence of the I, and Q; samples in 

tiine. Interpolation, described in section 3.2.2, is then used to estimate 1; and Qi a t  
' . - 

the'fractidn of -. the . sarpple period. Estimates of Il(nTo - T;) abd Q,(nTo - T,) are 
.. 

where I, and Q, are vectors which contain the samples of I,(t) and Q;(t) respectively. 

Each vector contains an equal number of samples on either side of the point .to 

be interpolated. The vectors a, and b, contain the optimum filter coefficients- for 

*- 
interpolating I,(nTo - 7,) and &,(~TO - 7;). Figure 4.1 illustrates the process of time 

shifting the quadrature components. The I and Q channels are shifted ah integer 

number of sample periods and then interpolated to  a fraction of a sample period.  
, 

If no delay is required then T, = 0, and the required operation is then to  simply 

demodulate the bandpass signal into its. quadrature components, and time register 
,. 

the samples as described in section 3.2. 
* 

The final s iep is t o  rotate the complex envelope in phase. The delayed quadrature 
, * 

components are multiplied by either COS(W,T~) or sin(w,r;) and then added together 
* - 

to obtain the complex envelope of the delayed bandpass signal, Figure 4.2. 

It is possible to accomplish both ;he delay and the phase rotation using a sihgle 

FIR filter per channkl for each hydrophone. This avoids having to cross multiply 

+ 
the signals and divide the samples into I and Q samples and results i n a  similer 

architecture. For exampl,~, the equation for ID;(nTO), from equation (2.21), is 
J 

substituting equations (4.1) and (4.2) for Ii(nTo - T ; )  and Q,(nTo - T,) yields - 

ID,(nTo) = cos(w,r,)aT~, + s in(w, r , )b7~,  (4 A) 



I Channel 

Q Channd rn 

Figure 4.1: Timeshif t ing the I channel and the Q channel to 

6 

form 



' Figure 4.2: Cross multiplying the delayed quadrature components to form the quadra- 

t ure components of the delayed bandpass signal. 

Each of the filter coefficients, a,, and b,,, can be multiplied by cos(w,r,) and siniw,r,) 

resulting in two new vectors c, and d, .  Substituting c, and dl into equation (4.4) 

Since ,the samples in I; and Q, make u p  the samples of the bandpass-~ignal, x,(t), 

rather than divide the data into I, and Q;, the sampled bandpass signal can be passed 

directly through a new FIR filter whose coefficients are c, merged with d, .  That is 
P 

(4.6) . 
/ 

- where 

T Y, = [ ~ o s ( ~ ~ , r , ) a , ~  , s i n ( ~ ~ r , ) b , ~ ,  m s ( ~ ~ ~ , ) a , ~ ,  . :. , c o s ( ~ . r , ) a , ~ ,  sin(u.r,)bIL 
9 

and x, are the samples of the bandpass signal from hydrophone i. 

A similar argument is used to deribe the coefficients for a filter t o  generate QDi 

+ 

. Qol(nTo) = - sin(w,r,)aT~~ + COS(U,T,)~TQ~ (4.8) 

Q D  ( n  To)  = f71, + gf Q ,  (4.9) 

where 



1 .'. I 

and . - 

Again, a'new filter, whose coefficients are w,,  can be obtained by merging f, with 

g,. & ~ , ( n T o )  is then 3 

T QD,(RTO) 7 W, XI (4 .12)  

A complete mathematical explanation on how to calculate the filter cocfftcients v, 

and w, using matrix algebra is given in appendix A. 
r' 

Therefore, by using two FIR filters per hydrophone, as shown in Figure 4.3, both 
" ,  

the  ID, and QD, signals can be demodulated with the proper phase rotation and tirrw s~ 

. , 

delay. Even though these filters have twice as many taps, the resulting architccture 

is much simpler. The demodulated outputs from each receiver are then added to- 

gether t o  generate the output from the beamformer as shown in  the block diagram 

in Figure 4.4. 

- 

The  decimation by 4 is required to avoid making sign changes. Until now, cvwy * ' . 

other sample of I, and Q, was assumed t o  be negated so that  the sampled bandpass 

signal was { I ,  Q ,  I ,  Q', - . -1. Again, lik&he case for ttie demodulator, having-to negate 

samples can be aSoided by instead negating every second value of the filter coefficients 

a,, and 

periods 

b,,. The input sequence is then required to be shifted by four'bandpass sample . ,  
' ., for every output  sample to-ensure that  the samples are multiplied by the 

correct coefficients. To avoid aliasing, the  sampling frequency must be large enough 

so that  the output rate  iS a t  least twice the highest frequency in the  quadrature 

signals which implies tha t  the bandpass sampling frequency must be a t  least four 

times the  bandpass ba*dwidth. This also ensures that  the  baseband sampling rate is 

high enough to  provid ' good interpolation (i.e., cr < 112). 2- 
If several different beams are required then several bcarnform- 

ers can be used, each receiving the  signals from the hydrophones in the.array but 



Signal ? 

Hydrophone ' 
' 

I I I T I 
1 I 

.- 
I 

. + - Figure 4 .3 :  Delaying and phase. rotating the quadrature components directly from 

the bandpass signal samples. . - 

each having a different look direction. A block diagram of' the multibeam configu- 

ration is shown in Figure 4.5. A possible implementation is that each beamformer 
I 

is constructed on a separate card. Although this implementation may require more 

have the advantage of: hardware than the FFT beamformer, it does 

. . . Greater flexibility 

-Only as many beams as required 

-Continuously steerably beams 



Less wrnj>lexity in-the hardware 

-Serial data streams and moduiarity 
, < 

1 ,  ., 

Soft Degradation - 
I 

-If one fails, the rest will continue to operate 

I 

. . 
+ Filter (I) 

- - 
Deci. FIR Filter (Q) -? *,, 
2.2 -- 

A 

6 
Figure 4.4:  Block diagram o f  the True Time Delay Bandpass, Beamformer. 



I(nTo) 
Beamformer 2 

Q(nTo ) 

Figure 4.5: Block diagram of  multiple be'am beamformer. 



Chapter 5 

A 'Design Example and Results: 

. 5.1 The Underwater Testbed 

T h e  underwater acoustic testbed, developed by the Underwater Research Lab a t  Si-' " * 

mon Fraser University, is a tool for studying the 'underwakr  acoustic channcl."?'hi> 

testbed transmits a gated sinusoid-signal and  then receives and coherantly demod- 

ulates t he  signal to  complex baseband. T h e  demodulation technique described in - 
section 3.2 is used t o  recover the  complex envelope. T h e  testbed consists of a net- 

work of four computers (three 286 machines and a 386 machine), Figure 5.1. T h e  386 

computer is the  surface node and  it both processes the received d a t a  and  controls the 

testbed. T h e  surface node is able to  plot the  sampled signal and  the  demodulated a 

complex envelope, and  generate t he  phase plot representing the  complex envelope. 

One  of t he  286 machkes  acts as a file server for the network. T h e  remaining two 286 

machines a r e  'little board' computers and  are  ment to  go below the  surface in water- 

t ight containers. These two computers control the transmit and receive circuitry. 

T h e  transmit circuitry generates a gated sinusoid signal whose pulse length is . - . 
I ' 
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Tx. Circuiuy Projector 

Samdinn Clock 

Figure 5.1: The Acoustic Testbed 
4, 

controlled by the user. The signal is then amplified by a 120 W amplifier and sent to 

an acoustic projector. The transmitter also provides a sampling clock for the receiver 

that is synchronized with the carrier signal. The receiver uses the sampling clock to 

bandpass sample the received signals. -I 

The receiver receives signals for up to four channels. The signals are first ampllfied 

and then filtered with a 4 kHz bandpass filter. The receiver then uses the sampling 

clock to bandpass sample the filtered signals, section 3.2.1, using a 12 bit analog to 

digital converter. The digitized signals are .then transmitted to the control node, via 

the network, for processing. 



5.2 Design Example and Test Environment 

The proposed beamformer was implemented on a Sun Spacc station using Fortran 

' 77. Given the'location of the hydrophones id the array, and the look_ direction, the 

program first calculates the required Rlter coefficients for each of the hydrophones. It - - 
then passes hydrophone data, stored in files, through the filters to delay and phase 

rotate the complex. envelope and finally it sums the filter outputs to ge.ncratc the 
. . beamformer output. 

The testbed was used to simultaneously sample the signal.from each of the hy- 

drophones in the array. The samples were then up-loaded,onto the Sparc workstatio~l 

to undergo the beamforming. The filters. used in the beamformer were of length 'LO 
a 

(interpolatiizn filters of length 10 time 2 for phase rotation) and the carrier frequency 

was 24 kHz. Interpolation filters of this length provide an interpolation SNR of 87 dI3 

( a  = 1/2), Figure 3.15, which is better than the 72 dB SNR obtained with the 12 hit 

AID converter [18] 

There are a number of sampling frequencies that could be used to  recover the corn- . 

plex envelope. The bandpass sampling frequencies that generate the { I ,  Q, TI, -Q, I , .  . . }  

sequence, equation (3.8), are 

32000 Hz, 13714 Hz, 8727 Hz, 6400 Hz, 

and the sampling frequencies that generate the { I ,  -Q, - I ,  Q,  I, - . .) sequence, equa- 

tion (3.10), are 

96000 HZ, 19200 Hz, 10667 Hz, 7385 Hz, 

--- i 

But, as was explained in chapter 4, the sampling frequency must be greater than four 

times the bandpass bandwidth. For this case, the bandpass bandwidth was 4 kHz so 
- 



the sampling frequency had t o  be larger than 16 kHz. The valid sampling frequencies 

are then 

32000 Hz,  96000 Hz, 19200 Hz 

, \  

. A sampling frequency of 19.2 kHz was chosen. I 

Three trials were conducted to test the beamformer. All the trials were ( ' 
* L  

on a barge owned by Simrad Mesotech Ltd. The barge was in about 12 msof water 

at  Reed Point Marina in Burrard Inlet. An array consisting of, three, hydrophones 

spaced 3 crn apart, which is approximately 5 at the carrier frequency of 24 kHz, was * 

used for the first .two t'rials. Thb  hydrophones were mounted on a jig designed to 

have a small profile to  minimize any reflections that could cause interference [I]. The 

distance between the acoustic projector and the array was approximately 70 cm and 

both were submerged to a depth of 2 m. The%gated pulse kngth was 2 ms long. For 

the third trial, two hydrophones were spaced approximately 1 rn apart, so that there 

-was a considerable delay, relative to the pu ly  length, between the signal arriving a t  
I 

the hydrophones. The  hydrophones were eachbounted on a separate aluminum pole 
Q 

to  hold them in position. The pulse length had t o  be reduced to 1.3 ms t o  prevent 

interference between the direct arrival and the surface refledion. 



5.3 Trial Numberw.1 
L 

For the  first trial, the incident angle of the  signal onto the  array was 0' (i.e., broadsidr) 

as shown in Figure 5.2. In such a situation, no time delay or p h a ~ c  rotation is required. 

- Figure 5.2: Hydrophone  s e t u p  for t h e  first trial. 

, - 
T h e  beamformer simply time registers the  I and Qjamples and then adds the coalylex -a , envelopes iogether t o  form the beamformed output.  Figure 5.3 shows the complex /- 
envelope from each of the hydrophones. The processed signal is shown in Figure 5:4 

simply the sum of the  camplex envelopes of the hydrophone signals. - 7 

A 
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Figure 5.3:'. Demodulated signals from each o f  the hydrophones for the first trial. , 



- Results of Trial.1 . 
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\ i A r r Figure 5.4: Beamformed results for t he  first trial. 



5.4 Trial Number 2 
,- X -  . , ' "  e 

For the second trial, the array was rotated so th ivcident angle of the signal ' 
- 

for the three hydrophones and cleady illustrates the ~ h a s e  rotatibn. The processed 
V 

signal is shown in Figure 5.7 where. hydrophone 2 is taken as the reference point. All - \ 

the delays are sud: that the signals lie on i plane perpendicular to the look direction 

and passing throigh hydrophoire 2. To coherently cokbine the signals, ihe.lomplex 

envelopes from hydrophones 1 and 2 were time shifted aid  rutated in phase. The 

c 7  beamformed signal r e s e r n b 4 e  signal from hydrophone 2, since that  is the chosen 

time reference, and its magnitude is three times that  cif the signal from a single 

hydrophone. 
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5.5 Trial Number 3 

For the final trial, two hydrophones were spaced 106 cm apart to demonstrate how 
t .  I 

the beamformer delays as well as phase rotates the complex envelope. A diagram 

of the setup is shown in Figure 5.8. Figure 5.9 shows the complex envelope from . 

' - Projector 

106 crn 
I 

Figure 5.8: Hydrophone setup for the third trial. 

/' 2 eachOhydrophone. Not only is a phase roetation required but a time shaft is obviously 

required if the signals are to add coherently. Figure 5-10 shows the signal after bearn- , 

forming. Since hydrophone 1 was taken as the time reference point, the processed 

signal resembles that of hydrophone 1 and its magnitude is twice that of a single 
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. . Resdts for Trial 3 
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Figure 5.1 0: Beamformed results for the third trial. 
%. 

should be  noted that in trials 1 and 2, the required-tirne delays were small 

compared to the time required for a significant change in the complex envelope. 

Therefore, a simple phase rotation would have produced almost the same results. In 

trial 3,  howevkr, the delay was much longer and therefore both the time delay arid 

phase shift had to be included. Figure 5.11 shows the result of only phase rotating 

the complex envelope for this setup. Because the complex envelopes do not overlap 

sufficiently in time, a distorted waveform results. 
', 

Q- 
B 

These trials demonstrated the new beamformer's validity and its advantage ovcbr 

a phase-rotation beamformer. For trial 1, the signal was broadside to the array and 

the beamformer simply had to add the complex envelope from each hydrophone. .For 

trial 2, the incident angle of the signal on the array was 30". To coherently combiric~ 
, . 

the signal from each hydrophone, the bearnformer had to phase rotate the cornplcx 

envelopes before adding them together. For the first two trials, a phase-rota ti or^ 

beamformer would*have been adequate since the time delays were small compared to 4 

the time required for a significant change in the complex envelope. For the third trial, 
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Figure 5.2 1:  Results for Trial 3 when the complex envelope is rptated in phase only. 

the  delay was longer and a phase-rotation beamformer formed a distorted signal. By 

delaying the complex envefope, a s  well as phase rotating it, the  new beamformer 
> 

avoided the problem of the  phase-rotation beamformer. 



,/ Chapter 6 * 

Conclusion 

Because of the severe a t  tqnuatiorr of electromagnetic radiation in water, t hc acous- 

tic channel is the only practical means for communicating with an A U V  u~~dc rwa-  

ter. However, the acoustic channel is a reverberant environment resulting iri a large 

amount of rnultipat h interference. Using a. hydrophone array reduces t tie- effect of 

multipath interference by improving the spatial selectivity to  i~lcoming signals over 

that of a single hydrophone. The process by which the signa& from an array of hy- 
Y 

drophones are combined is known as beamforming. This thesis describes a true time 
- 

delay bandpass beamformer which has several advantages over previous beamform- 

ing techniques for the specific application of communicating with an A U V  and other 
\, 

applications a s  well. Cb 

Unlike FFT bearnforming, the proposed beamforming technique easily handles 

arbitrary arrays, avoids edge effects and can produce a single continuously steerable 

beam. 

The proposed beamforming technique also has advantages over previous ti rnc- 

domain beamforming techniques. The simplest time domain beamformers must 

grossly oversample the received signal in order to provide signal samples at  the re- . . 



? 

. , 

f- 

qui-red time delays. The sampling rate can be reduced by using interpolation to 

realize the time delays, however, the bandpass signal must still 6e sampled at  twice 

.its highest frequency. Also, if the bandpass signal needs to be demodulated, a sepa- , 

rate demodulator is required. 

~ h e ' n e w  beamformet combines down conversion to complex baseband, time de- 

lay, and phase rotation into a single process. First, bandpass sampling is used to  

recover the complex envelope which eliminat& the mixers and reduces the sampling 

frequency. Interpolation is then employed to time delay the complex envelope. It . - 

is'shown that to coherently combine the complex envelopes from the hydrophones 
0 ,  

in an array, it is not sufficient to  simply delay the complex envelopes but it is also 

necessary to rotate them in phase. The new beamforming t;echnique is able to delay 

and phase rotate the complex envelopes using only a single FIR filter for each I and 

Q channel per hydrophone. - 

Several interpolation techniques were examined and compared. The one-chosen 

.minimized the mean squared error, for a white noise lowpass process, between the 

actual signal and the estimated signal-and provided the best interpolation with the 
2 .  

smallest number of filter taps. This interpolation technique requires that the signal's 

autocorrelation functiod be kn wn for it to be optimum for the specific process. 

Ilowevef, results were given that indicate the interpolation works well for signals 
A 1 
whose statistics were not known or d changed over time if the signal is assu'med to 

be a bandlimited white noise process. 

The proposed beamforming technique was tested using data collected in Burrard - 

Inlet with the underwater acoustic testbed- The results graphically demmstrate how 

the complex envelope from the various hydrophones need to be both delayed and 
C 

phase rotated so that they can be coherently combined. Three trials were carried 

out using both a small and a large array. The small array consisted of three hy- 

drophones spaced 3 cm.apart. The beamformer was tested using the small array 



w 

when the incident angle of the received signal was 0" and 30". For the thgd trial, two 
< .  

hydrophones were,spaced 106 cm apart to demonstrate the necessity of delaying the 

complex envelope in addition to rotating the phase. This showed the inadequacy of - 
simple phase-rotation beamformers when the complex envelope changes significantly 

over the length of the a r r 9  

\ 

The simple technique for time-domain beamforming developed in this thesis can 

be used for RF communications and radar as well as the underwater communications 

and sonar applications emphasized here: 



Appendix A 

Beamformer FIR Filter 

Coefficients Derivation 

\ 

This appendix presents the mathematics b r  calculating the beamlorming-filter coef- , 
1 

ficients, v, and w,. - 
m 

As explained in section 2.1.2, the complex envelope horn each of the hydrophones 

must be time shifted by r, and then phase rotated befo're being added together. If r, 

is positive, then the signal is delayed and if z, is negative then the signal is adyanced 

in time. If no delay is necessary, that is T, = 0, then the FIR filters simply recover 

the complex envelo$e, which is described in section 3.2.3. 

When T, = 0, the t ihe  reference p o i ~ t  where the quadrature components are 

interpolated a t  is halfway between an I saniple and a Q sample. A new time delay, 
0 

~ d , ,  is defined as / 

rd, = T, - T6/2 (A.1) 

which references the required delay to the I sample, as shown in Figure A.1. T6 is 

the bandpass sampling frequency. The delay is then normalized and divided into two 
~ 
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Figure -4.1: I and Q samples and the <.arious delays. 
7 -  . 

components 

where qINTi is an integer and ~ F R ; Q C ~  is a fraction, and both have the same sign. 
- 

Values for A, Figure >A. l ,  can be calculated using q ~ n ~ c , .  T w o  values exist, one 

for the I channel, A,, and one for the Q channel, Aq. The equation for' A, is 

and for AQ is 

Assuming the sampting frequency is cdlcufated using equation (3.8) so that the 



there are four cases to  consider when calculating the filter cdliciqnts. , * 

+ .  

/ 

3 .  . 0 4  

a Beamforming Filter begins with a +I sample 
91 * -  1 . , 

e Beamforming Filter begins with a +Q sample - .? 
I . - *  . .. - 

0 Beamforming Filter begifis 48 a -I sample 

Beamforming Filter begins with a -Q sample 

I '  1 . 
It is important to recognize this point since it determines which of the filter coefficients 

* .  - .  
must be sign inverted. If the beamformer filter's length is 2L ,  then the following : * - ' 

equations determine what sample the filter begins with. 
.% 

& , '  

-1 

If ( q l n t l  + L ) / 4  is an integer then filter begins with +I 
f r 

If ( q I N T ,  + L + 1 ) / 4  is an integer then filter begins with +Q 

If ( Q I N T ,  + L + 2 ) / 4  is an integer then filter begins with -I 

If ( Q I N T ~  + L - 1 ) / 4  is an integer then filter begins with -Q 

Note that the bearnformer filter's length is a multiple of 4. Initially, the filters that 

interpolate the I and Q channel each had an even number. of taps. Interleaving the 
\ 

interpolation filters to produce the beamforming filters ensus& its size'is a multiple 
> 

of 4. < - F 
0 

Considet t h e  first case, that is the beamforming fiher begins with a + I  sample. 

The filter coefficients used to interpolate the delayed quadrature componqnts, I , ( n T o  - 
, T , )  and Q, ( n T o  - T , ) ,  are first calculated. This is nothing pore  than the interpolation 

m 



problem described in section 3,2.2. The equations for a, and b, 

' the and Q according to equations (4.1) and (4.2), are 

used to interpolate 

where r is defined by equation (3.37) and R is defined by (3.38). 
#' 

, , 

The  coefficients calcuGted using equations (A.6) and (A.;) interpolate the delayed % .-- 
complex envelope when the sampled bandpass signal is divided i n t ~  I samples and Q 

\ 4 

samples with the correct sign. The next step is to create two filters that iriterpolatr - 
the delayed complex envelope directly from the Hamples of the bandpass signal. This 

, 

involves having to negate every second coefficient of a, and b, as well as intrrlraving 
" I 

0s between the ooef ic ient$ . '~ef in in~ two 2LXL matrices C and D as 



and , 

two new 2 L X  1 vectors, a: and b:, can be calculated where 

and 

b: = D b  ( A . 1 1 )  

Now the delayed complex envelope is calculated from the bandpass signal samplcs 

directly without 'having to separate the samples into I  and Qe samples and negate 

every secdnd I and Q sample. The delayed quadrature components are 

IT 
Q ; ( n T o  - T, )  = b, x ( A .  13) 

where x contains the samples, of the bandpass signal. 

, The  final step to calculate Io i (nTo)  and Q D i ( n T o )  is to-rotate the phase of the 

delayed complex-envelope, equations (2.21 ) and (2 .22) .  using3he filtex corficicnts 
Y 

- - 
a: and b:, equations (2.21) and (2 .22)  can be expressed as 

= (cos(w,~, )ay + s i n ( w , r , ) b ~ ) x  ( A .  15) 



. and . , 

The vectors v, and w, which calculate IDi(nTo) using the b-andpass signal samples, 

equations (4.6) and (4.12), are then d--- 

Equations (A.  18) and (A.19) assume that the beamformer filters begin with a +f 
f 

sample. If the filter begins with a +Q sample, then the samples appear at the filter 

taps as ; 

To interpolate I,(nTo - T,) and Qi(nTo - T,) directly from the signal samples, a, must 

be multiplied by -D and b, muit be multiplied by C to ensure the samples are 

, multiplied by the correct coefficients. 

~ ~ u a i i o n s  (A.18) and ( ~ . 1 9 ) '  are still used to calculate the beamforrner filter coeffi- 

cients v, and w, 

For the third case when the filters begin with a -I sample, the samples appear 

at the filter taps as ! 

,' / - 

1-1, -Q , l ,  Q, -1, .\. , I ,  Q1 (A.23) 

This time both channels need to be negated so the equations for a; and b; are 



b: = -Db; 

and for the fourth case, the samples are 

and the Q channel needs to  be negated 

a: = Da, 

Again, equations (A.18) and (A.19) are used to  determine the  bmmforming coefi- 
.L.~ 

,-cients for both cases. 

If equation (3.10) is used to calculate.the sampling frequ ncy, the samplcci da ta .  9 

instead of 

the difference being the  Q channel has been shifted 180". The  same procedure as 

before is used to  calculate the filter coefficients except now b, must be multiplied 
-.?L * 
,b 

by -+ 
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